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1. INTRODUCTION 

The main motivation for the present paper has arisen as a 

c llenge to extend the extensional Lambek calculus 

developed by van Bentham [2] to an intensional version in a 

natural way. Actually, three intensional deductive systems 

are presented below dist guished with respect to the number 

of structural rules t contain. 

To continue with a brief outline of this paper. 

Its main opic is: 

meta-properties of intensional Lsmbek calculi. 

The immediate topic of application is: 

an analysis of Mon s mean postulates by a 

Lambek-like mechanism in such a way as to show them 

superfluous. 

One of the most important aims is: 

a better tinto omena of intensionalization. 

Finally, let us state the main technical results of this 

paper: 

A cut elimination theorem for ILP is proved. ce 
is established, being also A decision procedure for I 

e 
valid for both weaker systems. 

An auxiliary one-sorted system AS is constructed. 

Borrowing Gallin"s idea [5] an AS typed semantics is 

"translated" in such a way as to become a proper fr ent 

of Ty2. 

A correspondence between AS and I is established. 

A strategy for dynamically assigning an adequate 

interpretation to expressions of any given category is 

proposed and verified. 
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N T E N S I O N A L L A M B K C A C L I 

2. L D e d C t i V y stems· ce' ce' C 

We shall start with a presentation oft deductive system 

I e of seguents: a1,a2, .. , , b where a1,a2, ... ,an,b 

denote arbitrary two-sorted simple induct ly derined 

as follows: 

DEFINITION (2.1.1. ): 

Let e,t,s, be any distinct objects, none of which is an 

ordered pair. The set of two sorted simple types, called 

Types, is the smallest set T satis ing: 

( i ) e , t , s , ·i. T 

(ii) if a,b ( T, then (a,b) T 
.. .f..~, " 

Remark: 

In what follows the types def ed by (i) and (ii) will be 

referred to as basic types and ctional types 

respective 

Next the forms of axioms and inference rules for the system 

ILP are stated below: ce 

axioms: 

( l ) a ,_ a 

o p e r a t i o n a 1 r u 1 es: 

i n t rodu o t i on of a functional type 
sequent 

SL!C tof a 

(2) a T b ( 2. ) T a ' b 

T ----, (a,b) T (a, b) 

introduction of a Pu n c ti on e l type in the an tee 
sequent 

tof a 

( 3) T a U,b V d ( 3 . ) T--'----_, _a U__,__b__,____V d_ 

U,T,(a,b),V d U,(a,b),T,V d 
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s t r u (_'; t u r a 1 r u 1 e s: 

p e rmu t.e t.i on oF ant t 
( 4 ) u a b V ,. d 

U,b,a,V d 

c on t r ec t ion T?StTicted to the 

(5) U,s,R s V 

U,s,R,V 
a ( 5. ) U s R ::; V , a 

a U,R,s,V a 

on restricted to the basic 

( G ) U,R t V , a 

U,t,R,t,V , a 

(6') UtRV·······,,·a 

U,t,R,t,V a 

Adding finally the cut rule: 

T a U a V ' b 
U,T,V b 

In the above rules of inference U , V , T , R denote finite 

sequences of types, with the restriction that Tis 

non-empty. 

Remark: 

By a distinct notation for the structural rules in ILP ce 
their Full or restricted use within the system is i icated. 

Further on, it will be seen that the restriction of 

contraction and expansion to the basic types sand t 
respectively calls for some specific tools when establish 

some of the system's meta-properties, filling the gap 

between the well- own strategies for the we r and t 

stronger systems (i.e. L, LP and LPC , intuitionistic logic 
e 

respectively). 

Next, some comments on the present tion of the system 

1 wil1 be given. Clearly, the rules (2'), (3'), (5') and 
l. 

(6') are superfluous. Namely, the corresponding symmetric 

variant of any specific inference rule above is easi 

derivable successive applications oft permutation rule 

to the appropriate premise sequent or conclusion sequent. 

Moreover, there are other possible equivalent formulations 
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of the system I 

that is alre 

depend on the degree of permutation 
e 
ilt to a specific ference rule itself. 

Thus, for examp e, the rules (5) and (8) cou 

replaced 

s ly be 

s s V ...... ,,. a and t V a 

s,V .,. a t, t, V , a 

respectively. However, the reason for adopting and further 

analyzing the ILP version given above is close related 
ce 

to the section (6). There IL , the present symmetric system 
C 

without permutation, on and cut, is applied to the 

1 istic model proposed by Mont e [12]. Furthermore, the 

introduction of the rule of restricted expansion into our 

system has been motivated by the author's conjecture that 

the system IL , i.e. ce 
permutation and cut, can be of use for s 

the above symmetric system lacking 

lifying the 

dynamic intensional systems recently developped by 

Groenendijk and Stokhof [7]. Thus the properties of the 

system IL will be inspected simultaneously with those of 
ce 

IL and ILP c ce 
Finally, the addition 

will be justified in the 

that the number of ILP theorems is not increased by making 
ce 

use of the cut rule in any ILP derivation. However, the ce 
latter fact does not hold for the two symmetric systems 

of the cut rule to the system ILP ce 
next subsection by pointing out 

IL ce 
and IL ; the lack of the permutation rule will turn out to 

C 
be essential. 



2.2. E 1 i min ab i 1 i 0 f C u t 

First of all, a standard version of the cut elimination 

theorem [6] suitably adopted for the system ILP will be 
ce 

proven. For that purpose some additional prerequisites are 

needed; in parti ular, the folluwing notions of 

functionali 

tra.ee of a 

tree. 

of t.Iie grade o[ a cut arid the 

Pied occul'rence of a within a ven 

DEFINITIOf (2.2.1.): 

Let f: Types - , [·: be a function, such that: 

f(e) - i; f(t) , f(s) 

f((a,b)) - f(a) + f(b) + 1 t 

the f-image of any g 

degree of that type. 

DEFINITION (2.2.2. ): 
The grade of the cut 

type is precisely the functionality 

T ' a U a V , b 

u ,T' V I b 

is f(a), where f is defined 

type of the cut. 

(2.2.1.) and a is the active 

Finally, the trace of a specified type occurrence of a given 

sequent within a particular cut-free proof tree of the same 

sequent is defined inductively on the size of that proof 

t re e (i.e. the number of sequents occurring it). 

DEFINITION (2.2.3. ): 

Let a1,a,.,, ... ,a 1 ,:. p- 
eut-free ILP proof tree 

ce 
For any i {1,2, ... ,p} the 

··~ a be an endsequent of a particular p 
of size n, denoted by 6. 

trace of a., tr
1
(a_.), 

l , ... , l 
within is 

determined as follows: 

( I ) n = 1; ,", ; b · ·· , b, t tr ., (a. ) = ri , for a. 
, ·. l 1 

denoting either of occurrences of b t axiom. 

(II) n > 1; Here, several cases are to be considered, 

distinguished with respect to the last derivational step of 
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i) rule (2): \ /\ I 
b z .. -,:l• C t 
z ' (b,c) 

1,1 

trr\(a~) - 
:, l 

tr,,.(a.)+1, 
,. ', l 

ii) r u 1 e ( 3) : \ t::, '/ 

z ' b 

if a. is the ind. o c c . of (b,c); 
l 

otherwise; 

\ , ,, I 

u C V ' d , then 

U,Z,(b,c),V , d 

tr,,(a.)+1, 
· .. '· l 

tr,,.(a.)+1, 
1 

iii) permutation rule: 

if a. is the ind. o o c . of (b,c); 
l 

if a. occurs in Z; 
l 

otherwise; 

\ '\ ' I \ 

l)_,JJ C V . -1- d ' then 

U.c,b,V ·+ d 

tr,(a.) - tr, .(a.)+1 , no matter which type occurrence in 
· ... , 1 1 

U,c,b,V , d is denoted a .. 
1 

iv) contraction restricted to the basic types: 

\ 
U,s Rs V 

I 
·'' b , then 

U,s,.R,V b 

( 
I 

tr,\(a1) :: I 
I 

1,1 

t r . .. (a. )+1, ,., 1 

if a. is the ind. o o c . of s; 
l 

otherwise; 

v) expansion restrict to the basic et: 

\ 
U R t V 

I 
I 

-,. , then 

U,t,R,t,V I b 
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tr (a.)· 
, l 

if a. is any of ind. o o c . oft; 
l 

otherwise; 
•ti :,; 

Remarks: 

Here" occ. 1s a shortened form of "indicated 

o c c u r r en o e ç s }:". Note, moreover, that the trace of basic 

types sand t can be blo 
relevant types respectively. 

contraction and on of 

Let us now present: 

PROPOS IT l_O N (2.2.4. ): 
Any given IL proof tree of a sequent can be converted to 

e 
a cut-free ILP proof tree of the same sequent. The only ce · 
inference rules applied in it are the ones applied int 

given proof tree with additional applications of the 

permutation rule in some cases 

Proof: 

By induction on the number of applications oft cut rule 

1n the given proof tree, provided t t the following lemma 

1s proved first. 

I.EMMA (2.2.5. ): 
For any given I 

having the form T 

cut-free proof trees of two sequents e 
, a and U, a, V + b respectively an ILP 

ce 
cut-free proof tree of the sequent U,T,V , b can be found. 

The only inference rules applied in it are the ones applied 

in the two given proof trees with additional applications of 

the permutation rule in some cases. 

['roof: 

The sequents T • a and U,a,V -, b with the cut-free ILP ce 
proof trees , · 1 for the for mer and i\r for t lat ter sequent 

are given the assumption of the lemma. Then the proof 

tree of the sequent U,T,V -- b exists with the s Je 

application of the cut: 
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\ i\ / \ / '·'1 r 
( .,;.) T ; a u a V ,. "I b 

U,T,V .. 0 b 

as the final derivational step. 

However, it will be shown that the same sequent also has a 

cut-free ILP proof tree. ce 
The proof will beg the follow nested induction: 

a course-of-values ction on the grade of cut 

(def.2.2.2), such that within each of its steps an induction 

on the trace of the active type of a cut with respect to a 

given proof tree is used. In case of a proof tree having an 

application of a cut as its final derivational step, and no 

ot r cut over it, def ition (2.2.3.) can be used for 

"tracing" t active e within each specific proof tree of 

the left and r ht cut-premise respectively. The trace of 

the active type a of a cut, denoted by Ctr(a), is then 

expressible by the sum of the correspond 

counterparts. 

Hence, for the cut given above(·), the follow holds: 

Ctr(a) - tr. (a) + tr. (a). 
1 r 

Now, it on remains tos how this single application of 

left and right 

the cut can be shifted up the given proof tree and finally 

becomes superfluous. 

Actually each of the conversion steps laid out below is 

either a basis or an induction step of the nested induction, 

so that a verification is made for the former and a proper 

induction hypothesis is used for the latter one. 

(I) grade of the given cut is zero. f(a) = . or 

equivalently a is a basic type. 

( 1) Ctr(a) - with respect to the given proof tree ( ). 

Hence, tr (a) - tr,(a) = 11 
/! 

1 r 
(2.2.3.) ',

1 
can only be. a 

the cut is superfluous. 

(2) Ctr(a) > (: with respect to the given proof tree ( 

It suffices to see that by def. 

a, and thus t application of 

,, 
/ . 

Hence, the follow two possibilities, splitt further 

into specific subcases, are to be handled: 
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(A) tr (a) > 

l 
T,. t 
cc__ __ ', __ '_1--- 

fTJ" tb b ) T' 1 
' ' 1 ' 2 ' 

( 3) 

a U,a,V l· d (cut) 

ll,T··,(b1,b2
)T',V d 

has to be converted into: 

.;_;_;_T_· __ a U a, V , d 

U,b
2
,T· ,V .. , d 

(cut) 

( 3) 

(iii) T' C d, T.' 

T',d,c,T'' 

a 

, a 

(P) 

U,a,V b (cut) 

U,T' ,d,c,T'. ,V b 

has to be converted into: 

T',c,d T" , a U,a,V , b (cut) 
---'--'-'-'"-"----------':;.c_---'-"~'----- 

U, T', c, d, T' ·,v - b (P) 

U,T' ,d,c,T'. ,V , b 

iv) T" s R.s T'' 
T,, s, R, T.' 

a 

' a 

(contr ) s· 
U,a,V b (cut) 

U , T . , s , R , T , ' , V .. ·,. b 

is to be converted into: 

T' s,R,s,T'' a U,a,V ,,. b 

U,T' ,s,R,s,T'. ,V ...... ,. b 

(cut) 

(cont ) 

U,T·,s,R,T··,v b 

v) T'"' T'' t T' a 

T' .. ,t,T', ,t,T' --~- a 
(expt) 

U_, a, V ' b (cut) 

U , T , , . , t , T ' . , t, T • , V ·· .. ., b 

1s to be converted into: 

T'" T",t T' I a U a V b (cut) 

U,T''',T'',t,T',V I b 

U ., T . . . , t , T . . , t , T . , V · · ., b 
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Clearly the o er of application of each of the above 

treated I 

with the 
e 

ference rules and cut has been reversed, 

sequen 

has been decreased 

Thus, the 

emain 

one. 

othesis of 

the same while the trace of a 

ction on the trace 

of a with respect to a given proof tree can be used. 

(B) t r, (a) > 
. \ 

r 
Here, the cases whee t 

to (6), in such a way t 

U a d V 

last derivational step of 

U,a,V , b has been an application of any of the rules (2) 

the condition stated in (B) is 

fulfilled, should be treated analogously as those of (A) 

above. That is, the order of application of the last 

inference rule in the derivation of U,a,V 

T -~ais to be reversed. 

However, the special case concerning the application of 

permutation must still be war 

band cut with 

out: 

b 

T , a lJ,d,a,V ' b 

( p) 

(cut) 

lJ,d,T,V ··, b 

is to be convert into: 

T 1 a lJ,a,d,V 
U,T,d,V , b 

, b (cut..l 

(i: ) 
k 

U,d,T,V b 

where !fk denotes k successive applications of the rule (P) 

in case a sequence of k es is represented T. 

Again, by each of the propos conversions the trace of a 

has been decreas one. And, thus the ot sis of 

induction on the trace of a becomes available. 

(II) the grade of the given cut is greater than zero: 

f(a) > ::, or 

(1) Ctr(a) = 
Hence, tr (a) 

1 
possibilities 

question: 

equivalently a is a functional type .. 

:_1 with respect to the given proof tree ( ) ' 

- tr.\(a) - f'! Clearly the following - - 
r 

occur for the left r ht proof tree in 
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- is either an axiom or an application of rule (2) or (2') J_ 

is its final derivational step; 

A is either an axiom or a relevant application of rule (3) r 
or (3') is its final derivational step; 

In case one of the derivations is an axiom the application 

of the ent is superfluous. Hence, still four possibilities 

of combining the last derivational step of 
1 

with the one 

of .:. r ema i n . However, only two o f them will be handled r 
here. The cases with a symmetri · variant of each inference 

rule unde~ consideration are to be treated analogously with 

their symmetric counterpart given b e Lor . .,: 

( i ) U , - · a 1 U · · a 
2
_,_y__i ( 3 ) 

'I_' __ .. ,,_(_a_;::1;_'_3__:;. 2;:_> u_,_< ~1-1 ' a 2 ) , V ' b ( Cut ) 

T (2) 

U, T, V -, b 

\,Ji th a - ( a
1
, a

2
) and U = U · ·, U, 

is to be converted into: 

u· 
U,. a2~v __ ... _b 

' b 
(cut...,) 

L 

U, T, V .... ,,. b 

(ii) 

T 
( 2) _v_· __ --'-',a l U a2~v_·_· b_ 

U, ( a 
1 
a
2
), V, , V · , b 

( 3. ) 

(cut) 

U,T,V',V' b 

has to be converted into: 

~l ~, _T __ , _a 2 U--'-, _a
2 

, V , , b 

, a1 U,a1,T,V" , b (cut
1
) -----==------..;;;.._ _ 

U, V' ,T, v·, b 

U,T,V" ,v·, b 

where n1_k denotes l.k successive applications of the rule 

(P) in case V' and T represent sequences of k types and 

1 types respective 

By each oft conversions proposed above the grade of the 

cut been decreased, since f(ai) < f((a
1
,a

2
)) for 
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i1 {1,2}. Thus, the hypothesis of induction on the grade of 

cut can be applied to cut
2

, since each of its premises by 
assumption satisfies the condition of the lemma, its proof 

tree is cut-free. Clearly after cut2 has been eliminated the 

same holds true for cut
1 

and thus the above induction 

hypothesis can be used for it as well. 

(2) Ctr(a) > IJ with respect to the given proof tree ( .·). 

Further, (A) and (B) dealing with the subcases of 

tr. (a) > '· and tr (a) > ;: are analyzed in the same way as 
··'1 ·· r 

(I.2:A and B) above. 

And that completes the proof of the lemma. 

Q.E.D. 

Remarks: 

Note that by def. (2.2.3.) the condition; 

tr 1
1
, (a) = u, stated in (L 1.) above, allows the following 
r 

additional possibilities for besides its being an axiom: r 
(i) the last derivational step of r can also be contraction 

of relevant s t.y p e e; 

(ii) the last derivational step in 

of a relevant t type; 
r can also be expansion 

However, the verification of (I.1) 1s not dependent on the 

form of , , as pointed out in the above proof. r 
Note also, that the cases demanding additional applications 

of the permutation rule, treated above, indicate that cut 

elimination in ILP may increase the size of an initially 
ce 

given proof. Actually, a rather rough polynomial estimate is 

given below. 

0 b se r vat ion (2.2.6.i: 

If s(,'·) - n for some n , 
.,, 
'j then s ( ' · ) <. 

3 
n ' 

with s(,\) and s(, ') denoting the size of any given ILP ce 
proof tree and its cut-free counterpart,' respectively. 

Proof: 

Supposes( ) = n. The central property to be used here 1s 

introduced first. For that purpose let a1, a2, ... , am ' b 
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denote an arbitrary sequent occurring in That the 
inequality; m n, holds can be proved by a course-of-values 

induction on the size of 6. The estimation stated above is 

now available as follows. Take any derivational step of 

such that it has been furnished by some additional 

applications of the permutation rule in the course of 

converting ,\ to Using the above stated property, the 

number of these additional applications within any 

conversion step is strictly less than n2. Finally, taking 

the estimation for each derivational step of 1', the claim of 

the observation is justified. 

Remark: 

By the above result, ILP again gets the position between ce 
the system Land intuitionistic logic. Namely, in the 

process of cut elimination the size of the proofs within the 

former system is not increased [9] while there may be an 

exponential blow-up in size of the proofs within the latter 

system [11]. Stlll, there is an interesting fact to be 

observed. If only the permutation rule of ILP would be · ce 
replaced by a permutation in its broader sense then the same 

result as for L would hold for such a system. 

In what follows, it will be shown that cut is not a 

derivable rule in the system IL 
ce 

differently, the rule cut can not 

if the set of previously derivable 

or IL . To put it 
C 

be added to IL and ce 
theorems (that is 

IL 
C 

without 

cut) is to be preserved. That fact will be justified by the 

following simple example: 

e ,, e t .... ' t 
s .. ·, s e,(e,t) t 

s, ( s, e) , ( e, t) ··1 t 

( 3) 

(3) 

(2) s ·······:• s t 

(s,e),(e,t) ·, (s,t) (s,t),s · , t 

t ( 3') 

(cut) 

(s,e),(e,t),s -- t 
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Clearly, the last sequent could not be derived without the 

cut rule in any of the above mentioned systems lacking 

perl!lutation. That fact will fully be justifiable in the next 

subsection where the decision procedure for the relevant 

systems is introduced. However, an interesting question can 

be raised here concerning the connection of the cut rule 

with the permutation rule within the system ILP The ce 
answer is put forward by the following 

0 b se r va ti on (2.2.7. ): 

The system ILPce is equivalent to the system ILce extended 

by the cut rule. 

Proof: 

( i) ( ) 

By lemma (2.2.5.) cut is 

(ii) ( ,,) 

a derivable rule of ILP ce 

To prove the converse, it only remains to be shown that the 

permutation rule: 

2:.1, · · ai~i+l' · · 'an b_ 

al' .. ,ai+l'ai' - . ,an ' b 

(P) 

1s deducible from the IL inference rules using also cut. ce 
Suppose a1, .. ,a. ,a. 1, .. ,a , b is a derivable sequent 

1 1+ n 
within the system under consideration. Then so is the 

sequent a. · (a. 1, .. ,(a ,(a. 1,,. ,(a2,(a1,b)) .. )) .. ). 
1 1+ · n 1- 

Take the latter as the left-hand side premise of the cut by 

which a
1
, .. ,a. 1,a., .. ,a , b, i.e. the conclusion sequent 

1+ 1 n 
of the rule (P) above, can be inferred. Then the right-hand 

side premise of cut may only be the sequent below: 

a1, .. ,a. 1,a. 1,(a. 1, .. ,(a ,(a. 1, .. ,(a1,b) .. )) .. ),a.+2,. 1- 1+ 1+. n 1- 1 
.. , an -, b, 

which clearly is derivable within the given system. 

And that completes the present proof. 



17 

2.3. Dec id ab 1 i t y 

After the cut-eliminabili question for ILP has been 
ce 

answered affirmatively, it becomes plausible to search for a 

decison procedure for that sequential calculus. However, 

neit r oft alre y exist dec:sion procedures for 

stronger Gentzen·s systems as compared to ILP can be 
ce 

obviously adopted here. Following too faithfully a decision 

procedure for the intuitionistic logic discovered by tzen 

himself [7], wou not be very useful, because it depends 

essentially on the presence of all structural rules. The 

same holds for the implicational fragment of relevance logic 

introduced by Kr i p k e [111], where the presence of 11 
contraction calls for such a strong tool as the well known 

Kripke's lemma [4]. Therefore, we propose as 

des ed especially for this case. 

In the following discussion concerning the decidabili of 

ler method 

I an important lemma will be introduced playing the e 
central role in a decision procedure itself. Namely, any 

path of a complete proof search tree of a given sequent 1s 

to be stopped if the sequent obtain one oft 

cp e r e ti i orm I rules or e+t.yp e contraction, looked at in t 

reverse order, does not satisfy the condition stated the 

lemma. Moreover, the same lemma guarantees t with each 

path of a complete proof search tree only a finite number of 

applications of s type contraction, again looked at in the 

ceverse order, can be performed. 

Further, since the cut rule was proved to be superfluous in 

the system ILP one can confine oneself to cut free ce 
derivations without loss of generali . Thus the system 

ILP without cut will be used through-out the subsequent ce 
discussion concerning the decision procedure. 

Let us now present the lemma by which a necessary condition 

for a sequent to occur 1n an ILP proof tree of some ce 
specified sequent is expressed. 

For that purpose the follow notation will be introduced. 

Notation: 

Suppose ,· is any given sequent. Let t 
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denote the umbe o occurrences of the 

and the nu mb e of occurrences of s i al 1 
of~ respectively. 

C sin 

c t i on e l 

LEM t1 A (2.3.1.): 

For every sequent î' that occurs in an arbitrary ILP proof ce 
tree of some specifi sequent the following holds: 

either n (;') b' 

Proof: 

course-of-values induction on the size of a proof tree of 

a given sequent. 

1) The basis step is a verification whether the above stated 

proper 

2) T 

holds for as 

either nb(a a) 1) or 

induction step reduces to checking whether the same 

property is preserved 

being the last derivational step of a given proof tree: 

(a) introduction of a functional type in the succedent of a 

( b ) 

sequent: 

Thus, using the induction 

the follow 

n (; , ) 
b 

a sequent: 

a Z - , b 
'7 
L. 

n (: · .. ) b ' , 

axioms s . 

le axiom proof tree: 

has the forms --·, s. 

introduction of a 

each inference rule supposedly 

, (a,b) è I 

othesis for the premises 

inequality holds: 

ctional type in the antecedent of 

Z __ ,=a __ -'-U-"-=-b~V __ """d 

U,Z,(a,b),V d 

Here four possibilities are to be checked, 

distinguished with respect to the fact that both, one 

or none of the premises of the given inference rule are 

instantiations of the axioms s. As an example, one 

of the possible cases is displayed below: 
s ... , s U b,V ' d 

U,s,(s,b),V d 
{;' 

either: 
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(i) bis sand thus: 

nr/" ) - nbC ) l (. ! ) < nf( ) t- r, nf ( I 

.. - ' Lf', ! L, -· ) 

0 y, • ,. . 
( ii) nb (, ) -- nb( ) + 1, but also n (' ) - nf(, ) + 1' - - f 

etc. Clearly the induction hypothesis n (1 ' ) "r ( I ) b 
was used in (i) as we11 as in (ii). 

c) permutation of antecedent types: 

l),aL~. V d 1·· 
0 

U,b,a,V I· d 1 
clearly nb(1'1) - n (I' ) nf ( ( 0) - nf(il). b 0 

d) contraction restricted to the basic types: 

!LisRsV ,a 
0 

U,s,R,V ' a 1 
the induction hypothesis implies: 

nb(:'1) = nb( o) - 1 n ( 1' ) 
b 0 

e) expansion restricted to the basic type t: 

U R t V , a ! ' 

0 
U,t,R,t,V a 1 

with the same justification as in (c) above. 

Q. E. D. 

Remark: 

Obviously the lemma is also valid for the cut-free systems 

IL and IL . ce c 
In what follows a complete ILP proof search tree of any ce 
given sequent will play a central role. In order to show 

that a special construction of such a tree is finite and 

thus that ILP is decidable a definition introducing the ce 
functionality d egr e e of a sequent is presented below: 

DEFINITION (2.3.2.): 

Let be any given sequent of the form: a1,a2, ... ,an 'b , 

then F(1') = f(a1) + f(a2) + .. + f(an) + f(b) , with f defined 

by (2.2.L), is the functionality degree of(' 
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We shall continue with: 

PROPOSITION (2.3.3. ): 

The system ILP is decidable. ce 

Proof: 

Suppose that is an arbitrary sequent. A procedure fo1 

constructing· a. complete proof s e s r ch tree of 1 , such that 

its finiteness can easily be seen, is determined below: 

(i) all distinct p e rmu t.s t i on s ('·) of the antecedent types of 
1
• with the exception of identity are performed i i r s t, 

(ii) all possible applications of both operational rules and 
s-type c on t r eo ti on supposedly being· the last 
derivational step o r >' s r e done next. Hotre v e r, each of 
the resulting successor nodes r • must still be checked 

out in the following way: 
in c s s e nb('.'') .> nf(i'' ),, while is nots , s 
the p e t b containing·;" must be stopped. Clearly, by 
lemma (2.3.1) that path has only been a failed e t t enip t: 
to find a proof tree of 

(iii) Li n s Ll y , all possible applications of t+t yp e expansion 

looked at in the reverse order are per:[ormed. 

However, a permutation (11) will in the present proof freely 

be taken in its broader sense, thus collecting several 

successive applications of the previously gjven ILP ce 
permutation rule into a single derivational step. 

The important thing in further c on s tru c i i on of any path 

within a complete proof search tree is that successive 
applications of the pe rmu te t.i on (1·) are prohibited. 

Consider the contrary case, where clearly several successive 

steps of permutation result in another specific permutation 

by which either one of the direct successors of 

itself is produced again. 

Hence, two sorts of nodes must be distinguished within such 

or :." 

a tree as regards to their being obtained by permutation in 

the last derivational step or 

rule looked at in the reverse 

by some other ILP inference ce 
order. As to the former nodes 

one simply ignores part (i) of the strategy above, as to the 
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latter ones (i) as well as (ii) and (iii) must be performed, 

clearly both wlth respect to some specifïed node of a tree. 
To conclude that the system ILP is decidable it only ce 
remains to be seen that an ILP complete proof search tree ce 
of any given sequent constructed as prescribed above is 

finite. Thus by the well-known Kinig·s lemma it suffices to 

verify that the following two properties are satisfied by 

the proof tree under consideration: 

(a) finite fork p r op e r t y 
Holds ':rivia1ly. 

(b) finite branch (path) property 
Suppose , is an arbitrary node of a complete proof search a 
tree of ' and let 1' • be any direct successor of i' . By a a a 
straightforward verification the following essential feature 

of such a tree becomes available: 

F(I ') a 
Moreover, the strict inequality holds only in the case when 

' ) rr: ) . a,,, 1 with F being defined by (2.3.2.). 

the connection of 1 

a 
c,perational rules. And F(' ) - PO' ) otherwise. a · 2:1 

( i) Making use of ( '") an upper bound for the number of 

with i' , 
a is performed by one of the 

applications of operational r u l e s within an eri t i r e proof 
tree of r' is F(.('). To put it differently, there may be 

at most F(!) functional type eliminations from the 

antecedent or from the succedent of seguents that occur 

in any proof tree of I and hence a fortiori in each path 

of ,.,1. complete proof search tree of 1' 

(ii) Obviously, only finitely many applications oft-type 

expansion looked at in the reverse order can be 

performed 1n in each path of a complete proof search 

tree of 

(iii) By the above construction of a complete proof search 

tree of f' successive applications of permutation 

within any of its paths are prohibited. 

Finally, by the prescribed construction of the tree and (i), 

(ii) and (iii) above it follows that there are particular 

nodes of the tree below which no application of either 

operational rules ort-type expansion occurs within a 
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relevant path. t t , due to the chosen tree construction 

on 

ei 

the followi two possibilities remain for such a path: 

al 1 of its nodes s r e connected s- contraction 

or by perllJutation ands contraction in success1on. 

However, the condition of he lemma (2.3.1.) which has 

been built into the procedure itself any such path wil1 be 

stopped after finite 

be such a node nf(ra) 

of s-type contraction, 

many steps. More precisely, let a 
(I' ) is t 

a 
looked at in the reverse order, for 

number of applications 

the former as well as for the latter path. 

Hence, every path ends up after a finite number of steps, 

either an axiom, or because none of the rules can or may 

further be applied. And that completes the present proof. 

Thus a decision proced re for the I 

established. 

Q.E.D. 

system has been 
e 

Remark: 

Obviously, the decidability of the systems IL aLd IL is ce c 
shown the above proof as well. 
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3, AUX I I ARY 
C A L C 

S E Q U E N T I A L 
u 

In this section we shall introduce an auxiliary deductive 

system AS of s e qu en t s : a1, ... , , b where a
1
,. . . . , b 

denote arbitrary elements of Types defined (2.1.1.). 

Actually, the basic types itself never occurs in an AS 

derivable sequent due to the restriction for the AS axiom 

scheme given below. And just the latter fact a kind of 

one-sorted construction of a given auxiliary system is 

indicated, providing for a natural transition to Montague 

intensional systems [12], discussed in section (6). 

In what follows a presentation of the deductive system AS 
will be given: 

axioms: 

(1) a , a if a is nots; 

r u l e s 0 f inference: 

introduction of a Eun c t i on s l type 
of a sequent 

the eu cc ed en t 

( 2) a,T .. , b ( 2, ) 

T •1 (a,b) 

T a , b 

T , (a,b) 

introduction of a functional type in the antecedent 
of a sequent: 

( 3) T -. a U,b,V d (3') T . a U,b,V ;, d 

U , T , ( a , b ), V ., d U,(a,b),T,V ,, d 

i n t en s i on s l i ee t i on of a type in the eu c c ed en t: of a 
sequent: 

( 4) T :,- a 

T (s,a) 

constrained intensionalization of a 
antecedent of a sequent: 

in 
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( 5) U,a V ' b 
lJ,(s,a),V b 

provided that the occurrence of a type (s,a) pI.'oduced by an 

epp l i o e t i on of (5) is t r sn smi t t ed to the s u cc ed en t: of a 
sequent by an application of either (2) or (2') within a 

proof tree of a given sequent. 

In the above inference rules U,V,T are any finite sequences 

of types with the restriction that Tis non-empty. 

Remark: 

Note that (1), (2) and (3) above actually have the same form 

as their respective IL counterparts. However, the 
C 

restriction in AS (1) is inherited also by the next two AS 

inference rules. Thus no operation with a basic types can 

be performed within the auxiliary system_ Still i~tensional 

lifting·s of arbitrary types can be made by rule (4) above. 

An an a l og y with the ra le of cap opera tor in Montague· s 

one-sorted approach can thus easily be seen. Finally, by AS 

rule (5) a res tr i c t ed effect of Montague's cup op e rs t.o r is 

act1ieved. That will become clear, further on, when the 

corresponding translation rule will be stated. However, note 

for example, that (s,e) , e is not an AS derivable sequent 

due to the constraint in (5) above. 

0 b se r va ti on (3.1): 

The deductive system AS is decidable. 

e__L!L_Q_f: 

For each AS inference rule the following holds: 

in case of one-premise inference 

F ( . ) . 
C • 

in case of two-premise 

rule and 

inference 

rule, with F as in defiaition (2,3.2) and " , ,· , 
p P1 

· denoting premise seguents and conclusion sequent 
(' 

respectively. 

Clearly, by each of the above inference rules, if looked at 

o t. 2 
and 

in the r e v e r s e order, a special kind of functional ti y p e 
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elimination is defined. But the number of all possible 

functional type eliminations in any proof tree of some 

specified sequent;' is limited by F(, ). And c e , using 

some of the arguments give11 in the proof of the proposition 

(2.3.3.) that are relevant for the system AS, it is easy to 

:.::t?e that a comp l e t.e p ro o f s e a rc h tree of 1s finite. And 

that c omp Le te s the present proof 
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4. LAMBDA - TYPED S E H A N T I C S 

4.1. Gener a 1 F r a m e 

In what follows a semantic apparatus based on ·-typed terms 

assigning the meaning to any given AS or IL derivation of a 
C 

sequent will be introduced. Note that a change of 

terminology is present above: " derivation " will from now 

on usually stand for" proof tree", the latter term being 

somewhat characteristic for purely syntactic contexts. 

In this subsection a gen e rs l fTa111e of the lambda-typed 

semantics common to both systems will be given. 

To start with the set of i - typed t e r nis 
defined as follows: 

inductively 

DEFINITION (4. LL): 

(1) Firstly the p ri m i tii ve symbols are determined: 

(i) For each a, element of Types, there is a denumerable 

list of vaTiables: v ,v , ... a a 
(ii) For each a, element of Types, there 1s a denumerable 

list of constants: c' .c , . a· a 
(iii) The i mp r op er symbols ;, re: the abstractor and 

parentheses(,). 

( 2) A recursive c h s re c t e r i z s t ion of the set of -typed 

terms of an arbitrary a, element of Types, will be giveri 

next: 

( i) X a a 
(ii) C a a 
(iii) If t( , ), a,o 
(iv) If tb, ,',b 

t ,, , then t/ b\(t );,,b a a ,a, 1 a 
(a, b) 

(v) 
a is the smallest set satisfying clauses (i) to (iv); 

(3) The set of all -typed terms is lJ{,,,, ; a· 'I'y p e s } . a· 

Remark: ----------- 
'I'h r o ug hou t ( 1), ( 2) and ( 3) above the set Types 1.s given by 

definition (2.1.1.) with the following intended 
in t e rp re t.e t. i 011: 
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Let D and I be any non-empty sets. The denotational domains 

D are defined by induction on a' a es as follows: 

D =- D, D = {" 1} 
8 t . ' 

representing all 

To continue with: 

D a , D = I and D( b)= Db , the latter s a,. 
set theoretic functions from Da to Db. 

Notation: 

(i) xa, Ya, za denote arbitrary variables of type a. 

(ji) ca' da' ea denote a itrary constants of type a. 

(iii) t, t", t" , ... denote arbitrary terms of type a. a a a 
(iv) denotes syn tact ic equality between 1• typed terms. 

(v) t [·x :=t J and t [cb:=L] denote the substitution of a a b b a · b- 
typed term tb for xb and cb respectively in a given 

-typed term t , w re a and bare any elements of Types. 
a 

Moreover, the follow convention will respected in 

subsequent sections: · -typed terms are considered to be 

syntactically equal if t are convertible into each other 

by means of ' conversion, as defined in Ba r end r e g t [1]: 

Convention ( 4 . 1 . 2 . ) : 

Let t ',, Then t t·a' provided that t·a results from ta a a a 
by a series of changes of bound variables int resulting 

a 
from the replacement of a part xbt oft by 

C a 
yb(tc[xb:=yb]), where yb does not occur in te 

So far, the main prerequisites for an exposition of the 

lambda typed semantics have been worked out. 
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4.2. Type 

w i t h 

D r i v e n 

r e s p e c t 

T r a n s 1 a t i o n s 

t 0 AS a n d IL 
C 

In this subsection a method for assigning a type-driven 

translation to a particular AS or ILC derivation of some 
C 

specified sequent will be presented. The construction of a 

fina_l '-typed term of any type-driven translation is 

obtained by applying a relevant translation ru}e to each 

inference rule of a given derivation in its turn. 

Now, the translation rules are introduced inductively as 

follows: 

I . v i th respect to 8.11 AS d e ri V8 t i on : 
axioms 

( 1) a a , if a is nots; 

are to be translated into: 

rules of inference 

introduction of a functional type in the succewent 

of a sequent: 

(2) a T b f S) ,.. \ 
\ ,~ I T a b 

T , (a, b) T (a,b) 

both are to be translated into: 

X t [C : c-::x ]; a b a a · where x does not QCCUJ:' 211 the t e rm tl-, a 
that c o ir e s p on d s to both: a. T b and T., a · · , b. 

introduction of a functional type in the antecedent 

of a sequent: 

( 3 ) T a u b V ! d and ( 3, ) T a U,b V ,:;. d ------· 
U,T,(a,b),V ! d U,(a,b),T,V d 

both are to be translated into: 

t ..J[cl. : ::..c .-·, 1, )( t )] .: where c ... b 1 does· not: o c c u r in u I za,1,;/ a (a,1 ,I 
the terms t and ti vb i ch correspond to T , a and 

a '" 
l/. b., V , cl re ap e c ti i v e l y . 
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intensiona]ization of a type in the succedent of a 

sequent· 

( 4) T , a 

T (s,a) 

1s to be translated into: 

trhe r e t corresponds to T a l a. d 

constraint intensionalization of a type in the antecedent 

of a s equ e n t: 

( 5 ) U a V b 

U,(s,a),V b 

is to be translated into: 

tl [c : -·c, )(x )] ; where c. - } does not occur i n the 
1 8. (S,3., S (b,él_, 

term tb that corresponds to U,a., V b. 

Taking into account also the constraint on the AS rule (5) 

the full impact of the translation rule becomes the 

following: in the course of a ven ven t r s n e t i on 

the constant c is substituted a 
occurrence of x, ) be ( s., a.,, 

X, ) ( s .. a,,. 
bound in the c o r r e ep o n d i rig 

) ; the 

term. 

Comments: 

(i) The precise form of the translation rule (3) would be as 

follows: t1[cb:-,2c, b ( blt )(c,, b1)], by which a c _ ca.,. a_. ,, a ta., ,,. 
sl ht modification of rule (2) above would also be caused. 

Clearly, then constants within a final .-typed term of a 
type-driven translation that corresponds to a given AS 

derivation would occur in precisely the same as 

antecedent types of the endseguent under consideration. 

However, we are not primarily interested in this special 

feature but rather in a comparison of the systems AS and IL 
C 

via their semantics. And in o er to make it equivalent but 

sim~i2r the normal form of the above term must be taken for 

the translation rule (3). 

(ii) By the translation rule (4) empty abstractions over 

can be performed. 

(iii) The total of translation rule (5) provides for an 

auxiliary occurrence of within ab variable of an 

intensionally lifted type. In Montague's term ology an 
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extensional operator restricted to the domain of bound 

variables becomes available by (5). 

Next, to better formulate the Ty2 translation ruJe which is 

ob l i gs t o r i l y applied as the last step of any AS type-driven 

translation if its final ·-typed term is to be represented 

in the Tv : form the following fact must be proved: 
L, 

Fact (4.2.1. ): 

The final -typed term of a type-driven translation that 

corresponds to an AS derivation with an endsequent ··, having 

the form: a1,a9, •.. ,a ·b isalwaysofthetype 
L, n 

prescribed by the succeden t of i and, moreover it is 

definable by means of distinct constants of each of the 

types occurring in the antecedent of r_ 

Hence, it can be denoted by: 

Proof: 

By induction on the size of an AS derivation and the 

construction of AS translation rules. 

Actually an expanded version of the above fact could easily 

be justified comprising also a kind of an inverse statement 

to the one jnst given: 

Suppose tb(c ,c , ... ,c ) 1s a final -typed term of a 
al a2 an 

given type-driven translation that corresponds to an AS 

derivation then the endsequent of the latter is up to 

permutation o P sn t.e c ed en t. types uniquely determined to be: 

Remark: 

Clearly, uniqueness for the above cases respecting also the 

order of antecedent types a n d constants in a1,a2,···,an 
result from the 

b 

and tb(c ,c~ , ... ,c ) respectively would 
8.1 d.r; 0. 

J. ,. n 
precise form for the translation rule (3) as given in 

c o mm en t ( i). 
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To continue with: 

0 t1·anslation ru I e : 
L, 

For each i•·.{1,2, ... ,n}, tb[c : a. 
l 

) is the final tC" ( C , C , ... , C 
; al a2 

AS type-driven translation. 

c( )( s,a. 
l 

typed term of an 

) J ., where 

Remark: 

Clearly, 

an in 

the above rule, also referred to as llination, 

anal setting for any AS typed-term is achieved. To 

put it differently, an implicit reference to indices, 

characteristic for a one-sorted approach, has thus become 

explicit, imposed by the relevant terms themselves. 

Moreover, an additional postulate must be stated still: 

Postulate: 

The rules (4),(5) as well as Ty0 translation rule must refer ,., 
to the same distinguished variable in the course of a 

particular type-driven translation. 

Clearly, in tb(c( )(x 1'>, ... ,c, )( .s,a1 s (s,an 
)) the 

distinguished variable x may occur free or bound, depend 
s 

on a given AS derivation to which a e-driven translation 

is effectively assigned. Furthermore, a vacuous binding over 

x may still occur within a given A s 
ed term after the Ty2 

translation rule has been applied to it. An example 

illustrating the latter claim will be given in section (5). 

Finally, we present the translation rules 

II. with respect to an v s t i on : 
however only the new cases, i.e. those involved with a 

variable x , are s 
axioms and inference rules be 

treated below, with the corresponding IL 
C 

left out as well: 



( 1) wher1 a 1-s s: X s 

(2) and (2') when a is s: 

the correspond i nJ;f ; . - typed t e r m 

of the seguents s,T ·band T,s b. 

( ~3) and ( 3 · ) when b is s: 

tJ[x
0
:~c. ~)(t )] ; where 

r_, ..;:.. \8..-1;:;,"',1 a 
the tez~s t and t~ a u 
U,b, V , d reep e c t i ve l y , 

c .. î does not (a., s,, 
which correspond to T 

0(:CLll" in 

--· a and 

(5) i d en t i t ic s t i on of the relevant occurrences of s-type 

v s r i eb l ee . 

No vacuous binding can be produced by the IL translation 
C 

rules. In short, the IL fragment can be viewed as the , .. 
ordinary L-fragment with one liberalization being a 

consequence of s-type contraction, namely: 

by · -nb stir eo ti on also m o re than one oc cu r r en c e of x can be 
[,") 

bound ei mu l tan y, 

Finally, since the stronger system ILP will not be used in ce 
appl1cat1ons, later on, the intended translation rules for 

p e r mu t.a t Ion arid t-tyr,e e xp ar. s i on wi11 briefly be hinted a t , 
for the sake of generality. By the former one a term, 

assigned to the premise sequent of the permutation rule, 

should simply be preseTved. By the latter one, however, a 

free Boolean conjuction of specific t-type terms is 

introduced into the term that c o r r e s p ond s to the premise 

sequent oft-type expansion. More precisely: 

lL1.B_1 t V a 

ü,t,R,t,V a 

is to be transl8ted into: 

t r ,-, . - -I ) ] 3 L ,._, t . ( t, t ' et .. ' 
trh e r e d t and et: do not occur in the 
corresponds to U,R. t, V 3. 

term t wh i ch a 



33 

4.3. S e m a n t 1 c s 

i p i V e 

As was shown above, to any AS derivation a type-driven 

translation can be assigned. A final typed term of the 

latter is due to the construction of AS translation rules a 

well defined Ty0 term, provided that the Ty0 translation 
L~ Li 

rule has been performed. In order to determine which 

fragment of T the AS typed terms after Gallination live 

in, Ga Ll Ln " s idea of t.r-an s La t Ln g one-sort IL terms into 

t.iro=e o r t e d ones is borrowed [5]. Therefore, his Translation 

Scheme will be presented first: 

for each IL term t6 the translate of t6, denoted by [tb] , 

is defined as follows: 

•. î 
( .L ; [ 

( ii ) 

(iii) 

n 
[ a] - c(s,a)( ) ; 

[t. (t ))] = [t ]:([t 1 ) (a,b) a (a,b) a 

(iv) 

(v) 

(vi) 

[ X t ] -· X [ t, ] - a b a o 

[ t J - 'X [ t ] - a s a 

[ t, 'J - 
C\s,a)J (x) - (s,a) s 

Remark: 

The constants of [t J 
a 

n 
are the constants c(s,b)(xs) such 

that c~ occurs in ta. Clearly, the main distinction between 

the one-sorted and the two sorted representation of IL terms 

arises from the fact that a variable of the basic type s 
becomes available in the latter case. Thus any application 

of an intensional and an extensional operator is simply 

reduced to a ~-abstraction and a functional application over 

x respectively. The essential translation step is actually s 
the substitution of any IL constant by its proper form 

given inductively on the construction of IL terms as in (ii) 

to (vi) above. 

And that is precisely what the translation rule Ty9 does 
,__, 

within a final ·-typed term of a given 

translation. 

-driven 
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Further analogies between Gallin's translation scheme and AS 

i-typed terms in their intensional setting are pointed out 

below. 

Since AS rule (4) has the role of an intensional operator, 

the form of its translation rule has been suggested by (v) 

above. However, note that 

term of any AS derivation. 

Further, AS rule (5) has the role of a restricted 

xx can not be a final 
s a 

-typed 

extensional operator. The form of its translation rule is 

thus determined by analogy with (vi) above, suitably 

restricted to the domain of bound variables. 
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5. REL AT I N S B E T W E N a. n d 

The main aim of this section is to clari a relationship 

between the systems AS and IL making use of their syntactic 
C 

as well as semantic features. 

First of all note, that nei 

the other. 

of them is a tem of 

Clearly the IL axioms 
C 

the simple theorem e 

sis not derivable in AS, while 

- • (s,e) can not be deduced from IL 
C 

rules. Ari.: that is a trivial consequence of the one-sorted 

and the two-sorted construction of AS and IL respectively. C . 

However, a useful correspondence between the two systems can 

be stated with respect to their semantic overlap. The latter 

being available after the final Gallination, i.e. the Ty
0 ,~ 

translation rule, has been performed for each AS 

term, obtained by the above translation procedure. 

It is easy to see t t neither the AS fragment is contained 

typed 

1n the IL fragment nor vice ver3a. That fact is justified 
C 

by the following two counter examples: 

( 1 ) AS: Ty0 rule: 
L. 

((s,a),b) , (a,b) 

a,((s,a),b) ···, b 

a , ( s, a) b b 

) 

a --- · a C a 

since there is an irreducible vacuous binding over x within 
s 

the above 1-typed term the latter can not belong to the IL 
C 

fragment. 

( 2 ) IL · 
C 

s , ((s,a),a) 

( s, a), s --· a 

' ( ) .·X, )x( )'x (,_s,a s.,a s 
c( )(x ) s,a s 

s s a --> a X s C a 

obviously, a constant-fTee -typed term can not bel to 

the AS fragment, since such a term cou 

an endseguent with an emp 

derivable. 

antecedent, 

only be ass 

ich is not AS 

ed to 
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Note also, that by the IL apparatus a restricted 
C 

extensional operator can, in fact, be represented explicitly 

by the above derived ~-typed term: ~x. x (x ). (s,a) (s,a) s 

In what follows a more sophisticated comparison of both 

systems will be achieved based on the intersection of the AS 
fragment after Gallination and the IL fragment. Briefly, a 

C 

c or res p on den c e between those AS and IL de ri v e t i on s that can 
C 

semantically be represented by the same -typed term will be 

stated. Formally speaking, a partial transformation from 

equivalence classes of AS derivations to equivalence classes 

of IL d e r i ve t i on s will be introduced; the relevant 
C 

equivalence relations RAS and R11 defined on AS and IL
0 

derivations of sequents respectively being induced by the 

equality of final --typed terms assigned to any given AS and 

IL derivations respectively. 
C 

The definitions of some of the above discussed notions will 

be introduced below To begin with the following 

Notation: 

Any AS or IL derivation d being given · (d) denotes a final 
C 

+t.yp ed term in T'y : form of the type driven translation 

corresponding tod. 

DEFINITION (5.11: 
,3inA3d2 if :(d1) = ·(d2), 
given AS derivation d .. 

l 

DEFINITION (5.2): 

d1RI1d2 if 
given IL 

C 

(cL) = ·(d?), 
l .. , 

derivatior. 

where for each i {1,2} 

where for each i· C 1 , 2} 

d. 
1 

d. 
1 

is a 

is a 

Notation: 

[d]AS and [d]IL denote equivalence classes corresponding to 

Rllc(dcf. 5.1) and Rp(def. 5.2) respectively. 
,(...1.0 J_L 
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DEFINITION (5.3): 

Tis a partial transformation with 

domain: f AS derivations of seguents }/RAS and 

codomain: {ILc derivations of sequents}/RrL· 

Supposed is an AS derivation of some specified sequent. 

Then T([d]AS) - [d'JIL, p r o v i d e d that: 

I. ( d • ) = ' ( d ) ; 
if there is no such IL derivation, then T is undefined in 

C 

Comments: 

Clearly Tis well-defined. Note also that by the 

first counter-example above the partiality of T is justified 

while by the second one its non-surjectivity is pointed out. 

Let us proceed with the following important proposition 

adding a constructive part to the definition of T: 

PROPOSITION (5.4): 

Let d be an AS derivation with the endsequent a1, ... ,an··· b. 

Then Tis defined in [d]AS if and only if precisely one of 

the following seguents up to permutation of antecedent 

types: 

(1) (s,a1), ,(s,an) b, 

(2) s,(s,a1), ,(s,an) , b, 

is the endsequent of an IL derivation d', such that: 
C 

,(d") = (d); 

with (1) applying in case no occurrence of 

free and (2) otherwise. 

X s 1n 1(d) is 

Proof: 

( ') 

Suppose Tis defined in [d]AS" Then by definition (5.3.) 

there is an IL der iv at ion d · such that 1 ( d · ) = 1 ( d ) . 
C 

Now, only the endseguent of d" remains to be checked, m ing 

use of the fact (4.2.1.) together with the final Gallination 

step '(d), and hence 1(d"), can be rewritten as: 

) ' ... 'c( s' 
)(xs)). By the latter term, using 
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induction on the size 

construction of the IL 
C 

the endsequent is uniquely determined to be b, while its 

of an IL derivation and the 
C 

translation rules the succedent of 

antecedent is determined uniquely up to permutation of the 

types (s,a1), ... ,(s,a) and at most one basic types. n 
Clearly, the latter being transmitted to a succedent when 

all s-type variables occur bound in the final -typed L,,.rin: 

tb(c("" )(x,-), ... ,c( '\(x,). On the other hand, any free ,., a1 .:;, s,an; s 

occurrence of s-type variable corresponds to an occurrence 

of the basic types in the antecedent of a relevant sequent. 

In our case, however, contraction is obligatory as a direct 

consequence of the Postulate imposed on some AS translation 

rules. Thus, more than one basics type in the antecedent of 

an endsequent would be in contradiction with the fact that 

there is a single distinguished variable xsin rb(d). Hence, 

depending on the behaviour of x in , , (d) precisely one of 
S D 

the seguents stated in (1) and (2) up to permutation of 

antecedent types is the endsequent of d'. And that was to be 

proved. 

( ) 

H o 1 d s tr u e by d e f i rt i t ion ( 5 . 3 . ) . 

Q.E.D. 

And finally, using the last proposition some more examples 

establishing a correspondin~ 

to a given AS derivation are 

IL derivation, if it exists, 
C 

displayed below: 

(1) an AS single axiom derivation a 

following JL derivation: 
C 

a corresponds to the 

s a a 

obviously having th~ same final -typed term in Ty2 form: 

c( )(x ). s,a s 

(2) the AS d e r î v a t i on : a __ -,_a _ 

corresponds to the IL deriv3tion given below: 
C 
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(s,a) (s,a) 

s,(s,a) ··· a 

s s 

agai~ with the same final 

a ·;I a 

ed term in Ty2 form: 

:
0x c. )( ). 

S ( S, 8 . 

( 3) however, the derivation: a · ., a 

a U,,a) 

a (s,(s,a)) 

with its final -typed term: c(s,a)(x
5
), 

does not have a corresponding IL derivation at all. The 
C 

reason being t vacuous binding over in the final 

-typed term above which can not be produced by IL 
C 

translation rules. 

Let us conclude this part by a remark that a suitable 

restriction of the transformation T (def. 5.3.) as well as a 

restricted version of the last proposition will be used in 

an application discussed next. 
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6, APPLICATIONS OF IL 
C 

T O M O N T A G U E G R A M M A R 

It is well-known that in PTQ Montague defined a recursive 

correspondence between categories of English and IL-types, 

Thus, all expressions of a given category are assigned the 

same semantic type which uniquely determines the 

corresponding denotational domain, However, the proper 

semantic description of elements of a given category is 

essentially dependent on the degree of intensionality that a 

certain expression might convey, Taking as an example the 

category of transitive verbs one can easily distinguish 

among basically extensional elements and non basically 

extensional ones such as "find" and "seek", While the latter 

can be interpreted "de re" or "de dicta", only the first 

interpretation is adequate for the former verb. Thus a fine 

struetu_re concerning the intended dose of intensionality of 

specific expresslons is imposed on every category and has to 

be taken into account in order to obtain an adequate 

interpretation. Montague solved the problem by the 

introduction of meaning postulates into his semantic frame. 

Since their u s e is somewhat round about, an a Lt.e r n a t Lv e 
dynamic approach wilJ be p ropo s e d here based on type 

derivations and meanings assigned to them. Before going into 

details the general strategy to be pursued in this section 

is given. 

First of a1L Montague·s Meaning Postulates as well as some 

other relevant aspects of PTQ [12] will be presented with 

their proposed analysis in the system AS and its semantics. 

One of the main reasons for the auxiliary system to have 

been constructed in a one sorted perspective is just to 

provide a natural transition to Montague·s intensional 

system, 

Further on, it wil] be shown how the 

semantics can be applied to Montague 

system lL with its c: 
Grammar achieving the 

same results as the auxiliary system AS before. The last 

state~ent will formally be proved by making use of a 

suil~h]e r~striction of the partial transformation T 
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(def.5.3.) as well as a restricted version of the 

propos i t ion ( 5 . -1 . ) inally, some relevant examples analyzed 

by the IL apparatus will be displayed. 
C 

Starting from let any linguistic category be assigneJ 

the typ,_, p r o d u c ed by the well known recursive 
l."·o.rresp,.::nden,_:;,_,: 

DEFINITION (G.11 

h: Cat 

h(e) - e , h(t) t 
· Types , :c;i.,ch that 

h(B/A) - h"B//A) = ((s,h(A)),h(B)) 

We continue with an exposition of Montague·s 

Meaning postulates 

MP 1: :u,i[u - ···.], 

where , translates any entity expression; 

MP 2: 

where 

MP3: 

MP 4: 

where 

MP 5: 

where 

MP 8· 

I I [, ( X) 1u [x- · u]], 

translates any basically extensional member of BcN· 

iM'·ix11 [ · (x) ,_ · M{ x}], 

where,, translates any basically extensional member of BIV" 

,Stx P::[·:(x,P) ,-, P{ yS{·x, y}}J, 

translates any basically extensional member of BTV" 

,,·p l!11x\'[··(x,P) 

translates any non basically extensional member of 

8rv· 
MP 6: iM ;'XL' [ • ( x, p) , · · M { x}], 

where translates any member of BIV;t· 

MP 7: iRIM'·Jx1;[-:.,(x,R) ,-, M{. x}], 

where ,', t.r an s l a t e s any member of BIV//IV· 

'G ,:p :Q /x11 [,,(P)(Q)(x) 

M{ x}J ,, 

P { ., ), y [ [ [ -. G] ( / y ) ( Q ) ( x ) ] } ] , 

where-~ translates any basically extensional member 

of 8IAV/T" 

Throughout the 

the follow 

ove exposition of the mean 

convention is used: 

postulates 
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Variables that occur in the MP"s are of the types: 

u 

M 

s 
p 

I) 

R 
,.., 
t.r 

Q 

e 

( s, e) 

(s,(e,t)) 

(s,(e,(e,t))) 

(s,((s)((s,e),t)),t)) 

( s' t) 

(s,((s,e),t)) 

(s,(e,((s,((s,e),t)),((s,e),t)))) 

(s,((s,e),t)) 

The brace convent ion '' { , . J indicates an introduction of 

immediately in front of the predicate to which the brace 

convention has been applied. 

Remark: 

Montague uses his me an i n g p os t.u l a t.e s to restrict the 

universe of all mode]s to just the admissiblP ones, so that 

the lexical items of certain categories can be interpreted 

in an adequate way. 

CJearly a discrepancy betwe0n an intended semantic domain of 

a lex:ical item arid the one that is recursiveJy assigned to 

it arises from the definition (6.1), where a recursive 

corresponJence between linguistic categories and types 

defined so ;3s to treat ad eq u a t.e Ly the most intensional 
expressions 0f each category. 

As has already been mentionej the approach suggested here 

will be a dyLamic one_ Our proposal is the following: 

Fo r an e rb l t.r a r y basic e xp r e esi on x o i' any r e t ego r y C listed 
in the nbnve--.ment .. i on=d p oct.n l s t.e s there _is an AS d e ri v a t. i on 

of the s e q u o n t: : pt(x) ,, ,-' -, l 
! , ( (_ ' - in such a way that the 

extension o F the c o r r essp on d i':1:J' final -- typen/ te rm 
i d ett t: i ca 1 oi th the pro p e r ex ten si on of x _ That · - t.y p ed term 
ls to he t e k en as the c s rr i e r of the p r o p er c x t en si on of a 
l o x ic s l item x appearin/{ in the MP utid e r c on s i ct e rs t ion . 
He re "p t.cx) " denotes the prop e r type (determined by the 
re l c v s n t: HP,, except [or l e x ice l items of' IAV/"T) that 
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indicates the adequate denotational domain of a given 

expression x arid h is defined by (B.1). 

Remark: ------ 
To be precise, the above mentioned -typed term 

is a final term of a type-driven translation that 

corresponds to a given AS derivation. But for the sake of 

brevity, the shortened form, as presented above, will be 

used from now on. Moreover, note that the given proposal is 

equally v=Li d for obtaining an adequate interpretation of 

any other expression: not only the ones involved in the 

above MP's. 

Let us add a further comment. Clearly the final typed term 

corresponding to an AS derivation, 1n this case to an 

intensional lifting pt(x) ~ h(C), 1s by fact (4.2.1.) of 

the common ce t ego r i s L type h(C) but is essentially definable 

in t e rnrs of the basic constant of the type pt (x),. cal 1 ed the 

initial carrier of x. Thus, the above mentioned '-typed term 

becomes the carrier of an adequate interpretation of x. 

Hence, on the old base of a recursive correspondence between 

categories and types the flexibility of interpretation 

within each category is achieved by making use of the system 

AS and its semantic apparatus. 

Before implementing the above proposal, note that a 

particular intensional lifting pt(x) h(C) may have more 

semantically distinct derivations. However, the number of 

such possible distinct readings still remains to be 

determined. 

Now, two main kinds of extensionality of expressions will be 

treated below, namely those two that the meaning postulates 

are involved with : 

Lextensionality w i t.h respect to argument position in 

J{enera l, 

2.extensional first-order definability (full or partial). 

The necessity to define the former originates from the 

uniform correspondence between categories and types 

constructed in an intensional perspective. Thus an element 
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of category B/A is translated into the corresponding IL term 

of type ((s,b(A)),h(B)) which is fit to operate on the dual 

of some term of type h(A). But this should only be the case 

when the initial expression of category B/A creates an 

opaque context or else its extension has already an 

intensional conceptual structure. Thus the remainder of the 

elements of category B/A must actually be treated as being 

of type (h(A>,h(B)). Montague solved this s e man t Lc 
discrepancy by means of meaning postulates (3),(5),(6) and 

(7) presented above. 

In this case a final -typed term assigned to a specific AS 
derivation of the sequent: 

(h(A),h(B)) , ((s,h(A)),h(B)) 

will be taken as the carrier of the proper extension of any 

expression which should essentially have a semantic type 

(h(A),h(B)). In working out the above case a more familiar 

notation for types is used , with a and b standing for h(A) 

and h(B) respectively. 

Starling with an AS derivation of the sequent: 

(a,b) 

(a,b),(s,a) 

(s,a) 

a a 

a 

( 5) 

((s,a),b) 

' b ( 2 , ) 

b b 

The corresponding t.yp e+d r i v en translation becomes: 

'X, ,c, , _ (x )(x,, ,(x 1) 
ts,a; (s,(a,o;) s· (S,a) s 

, X ( c· a ) C ( ~ ti '! ( X ( S a \ ( X "_) ) 
0 J o.) , \. >- p / W 

,·, ( \' ( X 'r \ 
··ca,b)' (s,a)' S11 

r_;b 

C a 

Comm8nt: 

The above final -typed term is clearly of common categorial 

type ((s,a),b) but i:c; essentially definable I n t e rm s of the 
basic constant of type (a,b J, being already represented 1r1 

its Ty2 form. Thus e x t en si on a l i ty of' s rgu m en t; position is 

preserved: 
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X ( S' C' ') C ( c, ( c:, b \ ') ( XS ) ( X ( S <c, ) ( c• ) ) [ . Y CC" C ( C' ~., \) ( Y C'..) J 
~ 1Cl <)J\'-'J j ,-., ;iW../ ;2;i ......;i ,;;;,:i}O, '-.J 

c(:=;,(a,b)/ )( c:(s,a)(ys)( )) 1·, 
~ (x )fc fx ;') ~(s,(a,b)) s' (s,a)' s · 

What this shows is that the modally closed term of type 

(s,a.), n am e Ly v c (y ) is clear extensionalized ·s (s,a) s' 
after the second f: conversion has been carried out. Using 

mo n t ag ov i an terminology: "down-up cancellation" of the 

a ment is performed. Clear , an analogous reasoning can 

be used f,.r any intensional constant of type (s,a) occurring 

as the argument in the last example. 

Next, observe, 

just a special 

that 

case 

x c fx \(x (x )) is 
·cs,e) (s,(e,t))' s' (s,e) s 

of the above final --typed term, namely 

the carrier of proper extensions of basically extensional 

elements of the category IV. 

Postulates (5),(6) and (7) reguire the so-called subject 

extensionality referr to non-basically extensional 

elements of TV as well as to itrary expressions of IV/t 

and IV//IV Now, the general case which makes it possible to 

avoid the three postulates mentioned above will be derived 

at length. 

To begin with an AS derivation of the sequent: 

(A,(e,t)) (A,((s,e),t)) 

A A 

(A,(e,t)),A , ((s,e),t) (2') 

(e,t) ((s,e),t)) (3') 

(s,e),(e,t) .. , t (2) 

e,(e,t) .... , t (5) 

e , e t t (3) 

The corresponding type-driven translation is presented 

below: 

) ) 

C A 

C e 
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Obviously the subject position in question is 

extensionalized; which was to be achieved. 

Thus taking (s,((s,((s,e),t)),t)) , (s,t) and (s,((s,e),t)) 

for A successively in the above final ,-typed term the 

corresponding carriers for proper extensions of basic 

expressions listed in the three postulates are obtained. 

The second kind of extensionality arises from so called 

extensional i i rs t: o rd e r redu c ib i l i t y . It involves 

expressions of an intensional higher-·order semantic type 

recursively assigned to 8. given category but with an 

intended interpretation that is fully or partially 

extensional I irs t: o rd e r . In particular this holds for 

extensional elements of the categories TV and IAV/T 

respectively. Thus the translation of such an expression 1s 

definable in terms of: 

(i) a. fully e x t en s i o n s I F}.rst:-·order <t.yp ed term 

(ii) 3 p s r tii e l I y extensional.ized' term of a reduced o r d e r, 

the former and the latter being the initial carrier of an 

adequate interpretation of an extensional TV and IAV/T 
. . 1 expression respective y. 

Thus a fully extensional Ln t.er p r e t a t Lo n wi11 be induced to 

basically extensional TV elements by using our dynamic 

strategy as follows: 

An AS derivation of the sequent determined by MP (4) is 

given below: 

(e,(e,t)) ((s,((s,((s,e),t)),t)),((s,e),t)) 

(s,((s,((s,e),t)),t)),(e,(e,t)) 

((s,((s,e),t)),t),(e,(e,t)) 

((s,((s,e),t)),t),(e,(e,t':1),(s,e) , t 

(e,(e,t)),(s,e) 

(e,(e,t)),(s,e) 

,'.s,((s,e),t)) 

· ((s,e).t) 

((s,e),t) 

t 

( 2) 

( 5 ) 
( 2. ) 

' t ( J' ) 

(s,e),(e,(e, t)),(s,e) 

e,(e,(e,t)),(s,e) 

e,(e,(e,t)),e 

e e (e,t),e ' t 

t 
t 
( 3) 

(4) 

( 2) 

( 5) 

( 5) 

e e t, ' t 
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The f al '-typed term corresponding to the above AS 

derivation is the following: 

( )"' ' )( ( )\ ·xa Y(s,e)xa,xs l Xs\X(s,e)c(s,(e,(e,t)))lxs x(s,e) xs 1 

, ( . ) \ 
(,y(s,e)'xs) 1 ' 

where the type (s,((s,((s,e),t)),t) is abbreviated with a. 

As expected, the above -term is of the prescribed 

h r-order type common to the entire category TV. But on 

the other hand it is constructed in terms of a fully 

extensional first-order constant of the proper type 

(e,(e,t)), again being represenled 

Moreover, observe that the .-typ 

its T form. 

term of our proposal is 

analogous to the Montagovian IL term: •p xP{ yS(•X,*Y)} 

derived in accordance with postulate (4) 

+ab s t r s c t Lon . 

double 

To sum up· a translation of any basically extensional 

lexical item of category is always definable in terms of 

a basic constant c, (. , t)))(x ) assigned to a given lS, e,(.e, . s 
lexical item as the initial carrier of its lly extensional 

intended interpretation. 

To better grasp the above claim an exposition of the 

determination of a particular Ty formula, the carrier of 

the intended "de re" (referential) read of the sentence 

"John seeks a unicorn", will be g next. Note that in our 

approach the quantification rule (T14) can simply be 

replaced by the proper functional application rule. Here the 

translation procedure is displayed: 

a Q p lx[Q( 

unicorn 

a unicorn 

seek 

seeJ.c a unicorn 

John 

John seeks 

)(x) P(x )(x)] . s 

yc(s,(e,t))(xs)(y(xs)) 

, :-.p :x[c, ( t))(x )(x(x )).,\P(x )(x)J ,s, e, s s s 
R' y R ( ) ( /. z C ( ( ( t ) ) ) ( ) ( z ( X ) ) ( y ( X ) ) ) s, e, e, s s 

··· 'y!x[c, ( t))(x )(x(x )) 
(_S, e, S S 

·, c1,-. ( ( t'>))(x )(x(x ))(y( \;::,, e, e, s s 
C ( ) ) (s,e) 

Jx j o . ( t))(x )(x(x )) 
(S, e, S S 

~ c C (x(x ))(c (x ))] (s,(e,(e,t))) ''s (s,e) s · 

( ) ( 

a unicorn 

) ) J 
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Remark: 

P,Q,R,x,y,z are variables of the types (s,((s,e),t)), 

(s,((s,e),t)), (s,((s,((s,e),t)),t)), 

(s,e)/, (s,e) and ,,'s,e·) respectively while c (x ';· 
(s,(e,t)) 's' 

c(s,(e,(e,t)))(x3) are the initial carriers of "unicorn" and 

and the "de re" version of "seek" respectively. 

Note that the above formula is logically equivalent to the 

Montagovian reduced translation of the same sentence , 

namely: 1ue[unicorn'(ue) seek:(ue)(j)] 

Finally, the translation of ",John" deserves some special 

attention. It is well-known that Montague treated proper 

names semantically in the same way as quantified expressions 

[12]. Moreover, his first meaning postulate demands the 

initial carrier of a specific proper name to have a constant 

intension. Together with MF2, where an en sl ogo u s condition 

for basically extensional items of BCN is expressed, that 

seems to be the only claim which have to remain postulated 

in the present approach as well. However, see section (7) 

for further directions as regards eventually dismissing the 

first two postulates. Thus, c(
0 

,(x
0
) must have 

..2) le) ,::::, 

index-invariant extension in the ·-typed term: 

d.D 

,QQ(x-,)( x""c('c BJ'(xc:,)), 
,._:, ,:-, '._:-,: ,,._, 

w hi c h .i s the fina.l +t.yp e d t e r m that can be assigned to the 

following AS derivatio7 of the sequent· 

e ((s,((s,e),t)J,t) 

(s,((s,e),t)),e t (2) 

((s,e),t),e t (5) 

e t ,,. t (3") 

e e ( 4 ) 

Remark: 

Note that the above derived sequent 1s an instance of the 

Ln t.en s i cn a I version (:,f the v.iell--known "Monta,={ue rulE,". 

To continue with the second kind of extensionality in the 

category IAV/T. The proposal in the present paper is 

slightly different from the montagovian one. Instead of the 

type (e,((s,((s,e),t)),((s,e),t))) prescribed by postulate 

( 8 ) hf: re i t s 1 e s r-; in L en s i on a l r i va l , 
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(e,((s,((s,e),t)),(e,t))), is chosen to indicate the 

adequate denotational domain of extensional prepositions. 

Clearly the only difference results from the additional 

demand for subject position of the latter to be extensional. 

And that sounds quite reasonable since the same demand has 

been proposed for other categories by Montague himself. 

To begin with a specific AS derivation oft sequent: 

(e,(A,(e,t))) (B,(A,((s,e),t))) 

B,(e,(A,(e,t))) (A,((s,e),t)) (2) 

B,(e,(A.,(e,t))),A , ((s,e),t) (2') 

B,(e,(A,(e,t))),A,(s,e) ' t ( 2, ) 

((s,((s,e),t)),t),(e,(A,(e,t))),A,(s,e) .... , t (5) 

(e,(A,(e,t))),A,(s,e) (s,((s,t:.-),t)) t t (3') 

(e,(A,(e,t))),A,(s,e) ( ( s , e ) , t ) 

(s,e),(e,(A,(e,t))),A,(s,e) ..... , t 

(4) 

( 2) 

e,(e,(A,(e,t))),A1(s,e) 

e,(e,(A,(e,t))),A,e 

e (A,(e,t)),A,e 

A , A (e,t),e 

t 

t 

I· t 

( 5) 

t 
( 3. ) 

( 5) 

(3) 

e e t I t ( 3, ) 

where A and B denote (s,((s,e),t)) and (s,((s,((s,e),t)),t)) 

respectively. 

The final I typed term corresponding to AS derivation above 

is the following: 

xB xA,,x(s,e)xB(xs)( 'Y(s,e)c(s,(e,(A,(e,t)))(xs) 

(y(s,e)(xs))( )(x(s,e)(xs). 

Actually t latter is analogous to the one derived by 

triple -abstraction of the formula 

P{~ [[ G](~y)(Q)(~x)]}. 

which is up to extensionali of the subject position 

identical to the one prescribed by the postulate (8). 

Thus, by making use of our L ek-li dynamic mee ism, 

all but the first two mean postulates are actually 

superflous. 
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In what follows it will be pointed out that the same results 

concerning Montague MP's car1 also be achieved by making use 

of the corresponding IL derivations. In order to see that, 
C 

the transformation T def.(5.3.) restricted to the domain: 

{AS derivations of s e q u en t.s of the form a · b}/RAc, ,_, 
i.e. with a single antecedent type modulo equality of final 

-typed terms assigned to them, will be used. Next, it will 

be, shown that in this case, each equivalence class 1n the 

domain consists of d e r i v at i on s of precisely one such 
sequent. 

Fact (6.2.): 

Each element of the restricted domain of T consists of 

derivations of precisely one AS theorem. 

Proof: 

Suppose d1 and d2 are some specific AS derivations of the 

seguents a band d e respectively and let d1RASd2. 

Then by definition (5.1. ·(d1) = (d2) holds. More 

spec1.f1ca11y, by fact (£1.2.1.) the above equality .n a y be 
rewritten as: 

Both e o ua l d t Le s : a - 

- t_(c_
1
). 

e t_,, 

d and L = e follow immediately. And 

that was to be proved. 

By making use of the proposition (5.4.) it will be shown 

that the restriction of T, in fact> is defined in e a c h 

previously treated AS derivation, now taken as n 

representative. Thus the corresponding IL derivation, 
C 

having the same final typed term, can equally well be 
embedded into the pr viously given dynamic proposal. 

Let us now start implementing the above strategy on the 

specific PTQ examples. 

An IL derivation of the 
l~ 

in tension a 1 setting is given 

sequent 

Ty r: 
-'-• 

(a,b) ((,;,a),b) t.n the 

below: 
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(s,(a,b)),s, , ((s,a),b) 

(s,(a,b)),s,s 

s s (a,b),s 

((s,a),b) (contr.) 

((s,a),b) (3') 

(a,b),s,(s,a) b ( 2 . ) 

s,(s,a) a b :1 b ( 3. ) 

' s a a ( 3) 

with the corresponding e-driven translation: 

X,, ,C( ( b)'\ )(Xi'c:::.,a·)(Xc)) (S,a) ,s., a, ) ,-. - 
x, c , \( )(x (x )) 
ts,a) (s,(a,b); (s,a) · s 

x, )c( b)(x(.. .,(x )) (s,a a, s,a; s · 
c( b)(cc·~ )(x )) a, ..;;;,a s 

C a 

Thus, the above I derivation has the same final -typed 

term as the initially treated AS derivation. 

To continue with an IL derivation of the sequent 
C 

(A,(e,t))) , (A,,((s,e),t)) in the intensional setting: 

s,(s,(A,(e,t))) , (A,((s,e),t)) 

s,(s,(A,(e,t))),s (A,((s,e),t)) (contr.) 

s,(A,(e,t)) (A,((s,e),t)) (3") 

s , ( A , ( e , t ) ) , A · ·, ( ( s , e ) , t ) ( 2 ' ) 

s , ( e , t ) ·· .' ( ( s , e ) , t ) ( 3 " ) 

(s,e),s,(e,t) t (2) 

s s 

A I A 

s s 

e ... ' e 

e,(e,t) 

t t 
t 
( 3) 

( 3, ) 

with the corresponding final \ typed term: 

X 'X C , (X )( A (s,e) (s,(A,,e,t))) s 
) ) . 

Next is an LC derivation of the sequent 
C 

(e,(e,t)) ·, ((s,((s,((s,e),t)),t)),((s,e),t)) in the Ty2 
intensional setting: 
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s,(s,(e,(e,t))) ((s,((s,((s,e),t)),t)),((s,e),t)) 

(s,((s,((s,e), t)),t)),s,(s,(e,(e,t))), 

s s ((s,((s,e),t)),t),(s,(e,(e,t))) 

((s,((s,e),t)),t),(s,(e,(e,t))),(s,e) 

(s,(e,(e,t))),(s,e) ·, (s,((s,e),t)) 

s,(s,(e,(e,t))),(s,e) , ((s,,e),t) (2) 

s,(s,(e,(e,t))),s,(s,e) ((s,e),t) (contr.; 

((s,e),t) ( 2) 
((s,e),t) ( 3. ) 

' t ( 2. ) 

t t ( 3. ) 

s C' .. , ~:.(e,(e,t)),(s,e) 

s s 

s s 

e e 

e ., e 

The 

(s,e),s,(e,(e,t)).(s,e) t (2) 

(s,e),s,(e,(e,t)).s,(s,e) t (contr.) 

e,(e,(e,t)),s,(::::,e) , t (3') 

e,(e,(e.t)),e 

(e,t),e ,, t 
t 

( 3) 

\. 3 ,. ) 

(
- 0 \ 
,J) 

typed 

t t ( 3 ,. ) 

term corresponding to the above IL derivation 
C: 

1s as follows: 

··x,,, y(."" cîxa(xs)( x,_ xfs e·;·c/s /pie t''i';(x~.>(x(s e)(xç,)) 
(.,l. 0 ,5 ~ ........ ./ <--- ;:;, \ • ' .,. \ ' \ .,_.. J "\ J ) J ;::::, ' ,,;.) 

(y, \(x ))) , where the type (s,((s,((s,e),t)),t) is 
(S,e) S 

abbreviated with a. 

To continue with an IL derivation of the sequent 
C 

e ((s,((s,e),t)),t) in the Ty2 intensional setting: 

s,(s,e) ((s,((s,e),t)),t) 

(s,((s,e),t)),s,(s,e) 

s ( ( s , e ) , t ) , ( s , e ) t 
t (2) 

( 3. ) 

(s,e) (s,e) t t ( 7 ) 

e ( 2) 

s . s e e ( 3) 

with: ·xx (x_)(•x.c,~ 1(x )) where a denotes the type a a ~ ~ .~,e, s 
(s,((s,e),t)). 

An IL derivation of the last sequent 
C 

(e,(A,(e,t))) (B,(A,((s,e),t))) 1n the Ty0 intensional 
L, 
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s,(s,(e,(A,(e,t)))) 

B,s,(s,(e,(A,(e,t)))) 

, (B,(A,((s,e),t))) 

, (A,((s,e),t)) ( 2) 

B,s,(s,(e,(A,(e,t)))),A, ((s,e),t) (2') 

B,s,(s,(e,(A,(e,t)))),A,(s,e) ·, t (2') 

s ((s,((s,e),t)),t),(s,(e,(A,(e,t)))),A,(s,e) 

(s,(e,(A,(e,t)))),A,(s,e) (s,((s,e),t)) t I t 

I t ( 3' ) 

( 3' ) 

(s,(e,(A,(e,t)))),A,(s,e),s ((s,e),t) (2') 

(s,(e,(A,(e,t>))),s,A,(s,e),s , ((s,e),t) (contr) 

,. s (e,(A,(e,t))),A,(s,e),,:; , ((s,e),t) ( 3') 

(s,e),(e,(A,(e,t))),A,(s,e),s t (2) 

(s,e),s,(e,(A,(e,t))),A,(s,e),s ~ t (contr.) 

s ;I• s 

e ' e 

A I A 

e ., e 

e,(e,(A,(e,t))),A,(s,e),s , t 

e,(e,(A,(e,t))),A,e 

(A,(e,t)),A,e 

(e,t),e ·····• t 

( 3, ) 

' t 

( 3) 

( 3' ) 
,. t 
( 3, ) 

t I t ( 3, ) 

The final ·-typed term ass 

ü" given below: 

· xB · · x ( s, e) xB \ ) ( ;, 

ed tot above IL derivation 
C 

Thus tho application of the system IL to Montague Grammar 
C 

has been worked out. 
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7. FURTHER D I R E C T I O N S 

In what follows some further questions and conjectures will 

be hinted at. 

(1) Clearly, ILP is a natural extension of an extensional · ce 
version of Lambek calculus [2] primarily furnishing the 

latter by a proper intensional setting. In order to 

achieve real i n ien s i one l t r en si t i on e an axiom scheme 

a (s,a) with an intended translation rule of 

the form ·x X sa' should be added to the above given 

calculus and its semantics. Thus also intensional 

lowering of seguents like ((s,a),b) (a,b) becomes 

derivable within the system. By making use of a 

prescribed translation procedure the final 

would turn 

Obvious1y, 

--typed term 

up to be the following: x c.( ) b)( a ( s, a. , . 
by each of thA newly availab1e -typed 

disprove the eguiv~lence of both systems. 

(5) kJ already m e n tion e d in '.:ubsectiun (2 .1.), 

X X ) . s a 
terms 

the conditions stated in MP1 and MP2 respectively are 

now expressible with the aid of Lambek apparatus alone. 

(2) Given our discussion of MP"s, a general definition of 

e x t en s i on sl i ty o f expressions across c a t e g o r i . s LS 

desirable for possible further linguistic use 

a s we11 as its intrinsic logica] intc:,rest. 

(3) The point of view in this paper has been that structural 

rules of a system need not always be defined for a11 

types buL only for c0rt~in subc1asses (e.g. basic tyes). 

This pos~ible restriction on structural ru1es provides 

for finer distinctions in the usual Categorial 

Il i e rar o hv , as p i e s e n t ed Ly Wansing [13]. 

The s y s t em ILP seems similar t.o the "Intensional 
C 

Lambek Ca Lcu l u s " o f Ho r r I L'l [11] which explores a 

connection with modal lo~ic. It remains to prove or 

ILP seems ce 
also app) icable to the recent "D'yn am i o fiontague Grammar" 

propo s ed in L7J 
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These guest ions all point 

program, namely the Proof 

I n t e n s J 0 n a 1 

toward a more general research 

Theory and Hodel Theory of: 

Typ e Theory 
(for some further directions see Gallin [5], van Benthem 

[ 3]). 
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