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Abstract

We propose a logic of imagination, based on simulated belief revision, that in-
tends to uncover the logical patterns governing the development of imagination
in pretense. Our system complements the currently prominent logics of imagi-
nation in that ours in particular formalises (1) the algorithm that specifies what
goes on in between receiving a certain input for an imaginative episode and what
is imagined in the resulting imagination, as well as (2) the goal-orientedness of
imagination, by allowing the context to determine, what we call, the overall topic
of the imaginative episode. To achieve this, we employ well-developed tools and
techniques from dynamic epistemic logic and belief revision theory, enriched with
a topicality component which has been exploited in the recent literature. As
a result, our logic models a great number of cognitive theories of pretense and
imagination (cf. Currie & Ravenscroft 2002; Nichols & Stich 2003; Byrne 2005;
Williamson 2007; Langland-Hassan 2012, 2016).

Keywords: [Logic of Imagination, Pretense Imagination, Dynamic Epistemic
Logic, Belief Revision, Aboutness, Topicality]

1 Introduction

Consider the following example of the phenomenon known as pretense:
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The child is encouraged to ‘fill’ two toy cups with ‘juice’ or ‘tea’ or whatever
the child designated the pretend contents of the bottle to be. The exper-
imenter then says, ‘Watch this!’, picks up one of the cups, turns it upside
down, shakes it for a second, then replaces it alongside the other cup. The
child is then asked to point at the ‘full cup’ and at the ‘empty cup’ (both
cups are, of course, really empty throughout). (Leslie, 1994, p. 223)

Children from as young as two years old already consistently point to the cup that
has been turned upside down when asked to point at the ‘empty cup’ (cf. Leslie 1994;
Nichols & Stich 2003). This indicates that children, at a very young age, are able to
engage in pretense that goes against what they believe the world to actually be like.
One of the main questions that arises is how we develop such a pretend scenario that
seems so rational, but is often in contradiction with our actual beliefs: the children
actually believe that both cups are empty, yet they behave in pretense as if one of the
cups is full. They imagine this non-actual scenario in a reality-oriented way. Which
logical rules, if any, govern the development of such a pretense scenario?

In this paper, we will provide a novel formal model of, what we call, pretense
imagination based on tools from dynamic epistemic logic and belief revision theory.
In the first two sections we review some of the current theories of pretense imagination
and distil some of its essential features. We do this to inform our model, empirically
and conceptually, of the current philosophical theories of pretense imagination. Then,
in Section 4, we introduce branching-time belief revision structures in which the target
notion of pretense imagination and a related notion of belief are formalised by means
of normal and classical modal operators. In particular, we will use these structures
to extract the imaginative episode that an agent is engaged in and that records what
the agent has imagined up until the current moment . (In this sense, our pretense
imagination operator adopts the natural language reading ‘the agent has imagined that’,
rather than ‘the agent imagines that’.) In Section 5, we enrich the initially proposed
models with a topicality component in order to overcome the idealisations that result
from the former framework and shortcomings of some previous logics of imagination.
Throughout, we discuss a worry for the logic of imagination of Berto (2018, 2021) and
show that our model is sufficiently rich to overcome this issue and, thus, provides us
with a further step in the right direction toward developing an adequate formalisation
of imagination in pretense.

2 Imagination, Belief, and Topics

It is common consensus that the notion of ‘imagination’ is highly ambiguous and used
in many different ways (cf. Kind 2013; Balcerak Jackson 2016). In this paper, we study
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the kind of imagination that is involved in pretense and pretend play from a logical
perspective (see, e.g., Currie & Ravenscroft 2002; Nichols & Stich 2003; and Langland-
Hassan 2012, 2016). Therefore we call the kind of imagination that we are interested in
pretense imagination.1 In the following subsections, we discuss some essential features
of and, in particular, several important factors that restrict pretense imagination.

2.1 Beliefs in Pretense

Consider again the example of the pretend tea-party, as described above. There seem
to be two crucial ways in which pretense imagination is restricted by the agent’s beliefs.
First, pretense imagination seems to follow belief-like patterns, which explains the ra-
tional behaviour with respect to which cups are full. Secondly, background beliefs can
be imported into the imaginative episode, which explains, e.g., the beliefs about the
workings of gravity in the pretense.2 We will discuss these in turn.

The two main theories of pretense – that of Nichols & Stich (2003) and of Langland-
Hassan (2012) – have it that the development of pretense is very closely related to our
ability to reason about our beliefs.3 To capture this in our formalisation, we focus on
belief and belief revision, where the latter is of hypothetical nature hinting at real belief
changes were the pretend scenario to be actual. In this sense, it is sufficient to use
models and operators that describe a situation where the objective facts of the world
do not change but only the pretend belief state of the imagining agent changes. This
belief revision process follows, roughly, Ramsey’s (1929) famous pattern:

First, add the antecedent (hypothetically) to your stock of beliefs; second,
make whatever adjustments are required to maintain consistency (without
modifying the hypothetical belief in the antecedent).

(Stalnaker, 1968, p. 102)

1It is an interesting question whether this kind of imagination also features in other cognitive
activities besides pretense, such as future planning, decision making, and risk assessment. We believe
that it does but neither the conceptual arguments nor the adequacy of the formal model presented in
this paper hinges on this view (we will get back to this point in our concluding remarks).

2Note that one can imagine recalcitrant situations with respect to both of these restrictions if the
agent explicitly intervenes. We will set this complication aside for now and address the details of this
in the next section, when we elaborate on the theory of imagination at play here.

3In the literature concerning pretense and the relevant imagination involved, there is a debate
between those claiming that there is nothing over and above the cognitive attitudes belief and desire
that is needed to account for what is going on during pretend play (the use of ‘desire’ here is meant
in a non-technical, pre-theoretical sense) and those claiming that there is a specific cognitive capacity,
distinct from belief and desire, that is involved (a pretense- or imagination-attitude). The former
support the Single Attitude (SA) account and the latter support the Distinct Cognitive Attitude (DCA)
account. Ultimately, the models of this paper can be interpreted in line with either theory.
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The second important factor that restricts pretense imagination is the agent’s back-
ground beliefs about the actual world. As Williamson notes, “[o]ne’s imagination should
not be completely independent of one’s knowledge of what the world is like” (2016, p.
114). For example, in the tea-party pretense scenario, the participants continue the
pretense imagining that tea falls downwards as opposed to upwards because they im-
port their background beliefs about gravitational forces – that unsupported objects fall
towards the centre of the Earth – into the pretense. We will use the phrase ‘taking on
board’ to refer to those beliefs that the agent incorporates into the pretense and uses to
further the pretend scenario. The agent takes on board, in the imagination, that when
full cups are turned upside down their contents fall down. However, why is it that some
other background beliefs, for example that Paris is the capital of France, are not taken
on board?

We argue that one of the reasons why the agent does not imagine Paris being the
capital of France in the tea-party situation is simply that this is off-topic and irrelevant
to the pretend tea-party. This suggests a natural way to separate the background beliefs
that can be taken on board in the pretense from the ones that are not: we select the
relevant background beliefs to import into pretense based on what they are about, in
other words, based on their topics (cf. Berto 2018, 2021). We will briefly discuss the
theory of topicality, as this will be the second component – next to belief revision –
that will feature heavily in our formal framework.

2.2 Aboutness: topicality

In a series of work, Berto (2018, 2021); Berto & Hawke (2018); and Hawke (2018)
have developed a general theory of topic-sensitive propositional content, which they
have applied, in epistemic contexts, to address the problems of logical omniscience (cf.
Hawke et al. 2020; Özgün & Berto 2020). We briefly recap the main components of
their proposal and refer to the aforementioned sources for a more detailed presentation.

Within pretense imagination, we focus only on propositional imagination: imagining
that such and such is the case. Imagination, as a mental attitude towards propositions,
thus ranges over propositional contents that are generally taken to be sets of possible
worlds. However, treating propositional content this way leads to too crude an identifi-
cation of propositions, which causes serious idealisation problems – such as the problems
of logical omniscience – for formal representations of mental attitudes. Here is an ex-
ample. Since ‘Extremally disconnectedness is not a hereditary property of topological
spaces’ and ‘Jane is a logician or she is not a logician’ are true at exactly the same pos-
sible worlds (namely, all), they are treated to represent the same proposition. However,
they obviously do not say the same thing as they differ in topic: the latter is about
Jane, Jane’s profession etc., whereas only the former is about, e.g., extremally dis-
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connectedness, hereditary properties, topology, but not about Jane. One can
grasp facts about Jane without having even heard of what a topology is. Therefore,
arguably, we can imagine, believe, or know the latter without imagining, believing, or
knowing the former and vice versa. While it is difficult, if at all possible, to capture
this by using only the standard possible worlds semantics and Hintikka’s (1962) way
of modelling (propositional) mental attitudes as quantification over possible worlds,
supplementing the standard possible worlds semantics with an account of aboutness –
“the relation that meaningful items bear to whatever it is that they are on or of or that
they address or concern” (Yablo, 2014, p. 1) – solves the problem to a great extent (cf.
Berto 2018, 2021; Berto & Hawke 2018).4 The content of an interpreted sentence then
becomes a pair of its intension and topic. Thus, in particular, imagining a proposition
requires also knowing what it is about, i.e., having grasped its topic.

It is common consensus in theories of partial content that truth functional logical
connectives do not add anything to the topic of a sentence, that is, they are topic-
transparent (cf. Fine 1986, 2016; Hawke 2018). Whatever is on topic with ‘Jane is a
logician’ is also on topic with ‘Jane is not a logician’ and vice versa. They are about
exactly the same things, e.g., Jane and Jane’s profession. Similarly, the topic of
‘Jane is a logician and Kate is a philosopher’ is the same as ‘Jane is a logician or
Kate is a philosopher’. It is a fusion of the topic of ‘Jane is a logician’ and ‘Kate is
a philosopher’. The topic of ‘Kate is a philosopher’ is part of the topic of ‘Jane is a
logician and/or Kate is a philosopher’. That is, topics can be fused together and include
other topics as their proper parts. They stand in a mereological relation. All of this
will be reflected in the formal models in Section 5.

Overall Topics

Berto (2018, 2021) presents a formalisation of propositional imagination that incor-
porates a topicality component that represents the topic-sensitivity of (propositional)
mental states. While his logics of imagination successfully employ (conditional) modal
operators that can discern logically and necessarily equivalent propositions, they fall
short of representing the overall topic of an imaginative episode, an important factor
affecting the development of pretense imagination. To see what we mean by ‘overall
topic’ and how this affects the imagination, consider the following two situations:

Context A:
You are flying to Australia the day after tomorrow to take a well-deserved
holiday. That evening, when watching the news, you find out that it is likely

4Some problems remain open, one of which we raise below and aim to address in our model.
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that there will be a tornado in Indonesia and that nothing else is known at
this point. You wonder whether the tornado might affect your flight.

Context B:
You have a friend living in Singapore, who lives right by the coast. That
evening, when watching the news, you find out that it is likely that there
will be a tornado in Indonesia and that nothing else is known at this point.
You wonder whether this might affect your friend.

In order to help you evaluate the effects of the tornado in each case, you engage in an
imaginative exercise.5 In particular, in both cases, you use the following explicit input

(1) There is a tornado in Indonesia,

and start the imaginative process to determine the effects thereof. As Context A
involves holiday planning and Context B is concerned with your friend living close
to a tornado zone in Indonesia, the imaginings resulting from (1) could be different in
Context A and Context B. For example, imagining ‘Booking a flight through the
US rather than Indonesia is safer’ seems to be off-topic in Context B, whereas it is
on-topic in Context A.

The above example is no exception, so a formal model of imagination should be
able to account for the fact that different contexts – based on the exact same explicit
input and background beliefs – might give rise to different imaginative episodes solely
due to their distinct overall topics. Berto’s (2018, 2021) logics of imagination, however,
are unable to do so, as these logics only focus on the relationship between the topics of
particular input/output propositions and overlook the idea that there might be overall
topics to exercises of imagination.6 We suggest a way forward by not only focusing on
the topic of the particular propositions involved, but also adding, what we will call, an
overall topic to our model of pretense imagination.7

5In both scenarios it is stipulated that a tornado is highly probable but not absolutely certain.
This is to make sure that the cognitive exercise at play here is pretense imagination and not mere
belief revision, as the agent might not actually believe that there will be a tornado. We thank an
anonymous reviewer for pointing this out.

6This is inspired by an objection raised against Berto’s work by Timothy Williamson when the
former presented some of his work at the ‘Philosophy of Imagination’ conference at the Ruhr Universität
Bochum in March 2018.

7The particular form of our models is not essential to this enrichment. The same solution could
also be implemented in Berto’s (2018, 2021) models of imagination.
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3 Pretense Imagination

By now we have described two important factors that restrict pretense imagination:
belief and topicality. However, we have not yet discussed what pretense imagination is,
how it functions, and what its crucial features are. We will do so in this section. In
pretense imagination, for example in the tea-party example above, the entire episode
is made up out of a number of (temporally) shorter instances: the pretending that
the cup is being turned upside-down, that the tea is being poured, et cetera. These
are all ‘part’ of the entire tea-party pretense. It seems obvious that some of these are
explicitly ‘intended’ by the agent, while others, e.g., that the tea falls to the floor after
the cup being held upside-down, develop without any intentions from the agent. Also,
it seems that pretense is full of choices from the agents that might go beyond what
usually happens at a tea-party; the agent might, for example, imagine a butler coming
in to join the party.8 We discuss these features in turn.9

Explicit Input

We consider an imaginative episode – e.g., the pretend tea-party – as a sequence of
individual imaginative stages – e.g., pouring the tea; keeping the cup upside down,
et cetera. Such an imaginative episode always starts with a particular input, which
Langland-Hassan (2016, pp. 65-67) argues to be an intention of the agent. The in-
tention that starts the imaginative episode consists of two parts. On the one hand,
the intention provides the proposition that starts the imaginative episode. This is the
proposition that makes up the first stage in the sequence of imaginative stages. On
the other hand, the intention seems to play a role in demarcating what the imaginative
episode (as a whole) is about. We use the term input proposition to refer to the former
and overall topic to refer to the latter in order to keep these two components clearly
separated. An input proposition and overall topic together form the explicit input of
an imaginative episode.

Internal Development

Given an explicit input, the imaginative episode unfolds. In the case of the pretend
tea-party, the development of this kind of imagination seems to follow a pattern that

8See Nichols & Stich (2003, pp. 23-24) for empirical evidence that people do make such choices in
pretense.

9Though most of what is said here is taken from the work of Langland-Hassan (2012, 2016), the
resulting general picture (and thus our model thereof) captures most theories of pretense (e.g., that
of Currie & Ravenscroft 2002 and Nichols & Stich 2003) and is compatible with particular theories of
imagination (e.g., that of Byrne 2005; Williamson 2007, and Berto 2021).
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is very similar to that of rational belief revision. As Langland-Hassan puts it: “imag-
ination [. . . ] has its own norms, logic, or algorithm that shapes the sequence of ix
after the initiation of an imagining by a top-down intention” (Langland-Hassan, 2016,
p. 67). The development of the imaginative episode is governed by the very same
mechanisms that guide the inferences we make in rational belief updates (cf. Byrne
2005; Williamson 2007; Langland-Hassan 2016; Williamson 2016; Berto 2021). We call
this kind of development the internal development of the imaginative episode. In terms
of the tea-party example, this development leads to the agent automatically imagining
that the tea falls towards the ground when the cup is turned upside down. This nicely
allows us to explain some of the features of imagination relating to the reality-oriented
development of pretense. Moreover, the involuntariness of the internal development
explains the non-arbitrary nature of imagination: we are not free to imagine whatever
we want given a certain input and topic (cf. Byrne 2005; Kind 2016; Williamson 2016).

Cyclical Interventions

Pretense imagination is generally thought to be extremely flexible, playing an impor-
tant role in “guiding creative endeavours” of agents (Langland-Hassan, 2016, p. 72).
Relatedly, “there is much to be said,” Langland-Hassan points out, “for the idea that
imagination allows us to audition a variety of ways things might go, in order to choose
a best course of action” (ibid., original emphasis). In order to explain this flexibility of
pretense imagination, we need more than only the internal development, since, given
an input p in a situation s, we would expect the internal development to always lead to
the same outcome, namely whatever the result of a belief revision with p in s is. This
way, we could never test the variety of options given p in s through imagination, nor
account for its flexibility.

These variations might occur because agents actively intervene into the imaginative
episode. They add additional content forcefully (in that it does not necessarily follow
from the previous imaginative stage) and this content can go beyond what the agent
otherwise would have imagined. So, when testing the variety of potential outcomes
given p in s, the agent actively intervenes somewhere in the imaginative episode with
additional contents (e.g., q1, q2, etc.).10

10For those who worry about phenomenology of an imaginative episode and the lack of ‘active
choice’ that seems to be involved, note that most of this intervening happens sub- or unconsciously.
“What we might pre-theoretically think of as a single imaginative episode could in fact involve many
such top-down ‘interventions.’ These interventions would allow for the overall imagining to proceed
in ways that stray from what would be generated if one never so intervened” (Langland-Hassan, 2016,
pp. 74-75).
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3.1 Essential Features of Pretense Imagination

From this discussion, toward a more systematic approach, we distil the following central
features of a theory of pretense (all of which are present in most work on pretense and
imagination, e.g., Nichols & Stich, 2003; Langland-Hassan, 2012, 2016; Berto, 2021).
We intend to capture all of these in our formal framework.11

PI: The imagination involved in pretense is strictly propositional imagination.
That is, imagining that such and so is the case (as opposed to, e.g., sensory or
objectual imagination; see Langland-Hassan, 2016; Balcerak Jackson, 2018).12

ESP: The pretense always has an explicit starting point. This can either be in the
form of an explicit external input (‘Let’s imagine that. . . ’) or activated by
something that caught the imaginer’s attention (e.g., looking at an airplane
might start off an imaginative episode where one pretends to be able to fly)
(cf. Langland-Hassan 2016).

QU: A crucial feature is, what has been called, quarantining. Pretense does not
interfere with one’s actual beliefs. One can pretend that p is the case ir-
respective of whether they believe that p or not (cf. Nichols & Stich 2003;
Langland-Hassan 2012).

CHO: “[P]retence is full of choices that are not dictated by the pretence premise, or by
the scripts and background knowledge that the pretender brings to the pretence
episode [. . . ] these choices typically get made quite effortlessly” (Nichols &
Stich, 2003, p. 35).

RAT: Within the pretense, the agent reasons/behaves rationally; pretense seems to
follow a ‘belief-like’ inference pattern (cf. Nichols & Stich 2003; Langland-
Hassan 2012, 2016). That is, the agent responds to information in the pretense
in a way very similar to how they would respond if the information were actual.

ROI: Pretense involves a form of reality-oriented imagination. The imagination in-
volved in pretense is the kind that is, in a sense, restricted by (known) causal
laws and that is the same as the imagination that is used to evaluate certain

11‘Pretense’ is usually used to denote the imaginative episode in combination with the appropriate
physical actions. So, in the case of the tea-party, when one moves their arm in the motion as if
sipping tea from an empty cut, this is part of (and often the defining part of) the pretense episode.
However, for our purposes, we ignore this part and only focus on the imagination that is involved in
such pretense.

12This is not to say that there is no imagery involved in pretense, what we mean is that the kind
of imagination that allows us to explain the pretense behaviour is propositional imagination.
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conditionals (e.g., ‘what would happen if. . . ’) (cf. Byrne 2005; Williamson
2007; Kind 2016).13

In the next section, we take a first step towards a full-blown formal model of the logical
development of pretense imagination.

4 The Logical Development of Pretense

We propose a formal model of pretense imagination from which we can read off se-
quences of individual imaginative stages, denoted by (i1, . . . , in), that form imaginative
episodes, I. As the pretense imagination follows ‘belief-like’ inference patterns and de-
velops in stages, we use a variant of branching-time belief revision models introduced by
Bonanno (2007). These models “provide a way of modeling the evolution of an agent’s
beliefs over time in response to informational inputs” (Bonanno, 2012, p. 206). In
our framework, the imagined propositions play the role of ‘informational inputs’ and a
simulated belief revision function characterises the way the agent changes their beliefs
in pretense (called simulated beliefs) in light of a new input. We then, in Section 5,
enrich these structures with a topicality component, following Berto (2018, 2021), in
order to render the imagining agent in question non-omniscient with respect to what
they believe and imagine.

4.1 Syntax and (idealised) Semantics

Let Prop = {p1, p2, . . . } be a countable set of propositional variables and L be the
language of classical propositional logic defined on Prop. The language LBI of the logic
of belief and imagination is then defined by the grammar:

ϕ := pi | ¬ϕ | (ϕ ∧ ϕ) | B@ψ | Bψ | Iψ

where pi ∈ Prop and ψ ∈ L. We often use p, q, r, ... for propositional variables. We
will follow the usual rules for the elimination of the parentheses. We employ ∨,→,↔
as the usual abbreviations as follows: ϕ ∨ ψ := ¬(¬ϕ ∧ ¬ψ), ϕ → ψ := ¬ϕ ∨ ψ, and
ϕ↔ ψ := (ϕ→ ψ) ∧ (ψ → ϕ). We define > as p ∨ ¬p for any p ∈ Prop, and ⊥ := ¬>.

13There is a very interesting and intricate relationship between ROI and RAT. For our purposes,
focusing on ‘tea-party-like’ examples of pretense imagination, the distinction is relatively intuitive.
However, when one considers cases of pretense imagination involving more ‘exotic’ cases (e.g., ‘imagine
there is a monster under the bed’ or ‘imagine that I am Luke Skywalker’) more needs to be said. We
thank an anonymous reviewer for pressing us on this issue. We will return to it in the conclusion of
this paper.
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We read ‘B@ψ’ as ‘the agent actually believes that ψ’; ‘Bψ’ as ‘the agent believes in
pretense that ψ’; and ‘Iψ’ as ‘the agent has imagined that ψ’. Note that the modalities
B@, B, and I range only over Booleans. That is, our language of belief and imagination
expresses only first-order attitudes, in line with both the way the cognitive science and
philosophy literature examine imagination (cf. Currie & Ravenscroft 2002; Nichols &
Stich 2003; Byrne 2005; Williamson 2007; Langland-Hassan 2012, 2016) and the way
that AGM theory formalises rational belief revision (cf. Alchourrón et al. 1985; Bonanno
2012). While B@ represents the agent’s actual beliefs (outside of pretense, at the initial
stage), B refers to the agent’s simulated beliefs that they come to possess at the stages
of an imaginative episode.

We interpret LBI in (a version of) branching-time belief revision models, the first com-
ponent of which consists of a forward-looking branching-time structure.

Definition 4.1. Next-time Branching Frame
A next-time branching frame is a pair (S,�), where S is a nonempty set of stages and
� is a binary relation on S such that for all s1, s2, s3 ∈ S,

1. if s1� s3 and s2� s3, then s1 = s2 (no branching to the past);

2. if (s1, . . . , sn) is a sequence in S such that si � si+1 for every i = 1, . . . , n − 1,
then sn 6= s1 (� is strictly a next time relation).

Bonanno (2007) calls the elements of S ‘instants’ or ‘dates’, however, we prefer to call
them ‘stages’, as we think of them as imaginative stages in which the agent could be. We
read ‘s� s′’ as “s′ is an immediate successor of s” or “s is the immediate predecessor
of s′”. Every stage has at most a unique immediate predecessor (see Definition 4.1.1),
but can have several immediate successors. We work with rooted next-time branching
frames in order to explicitly mark the actual belief state of the agent. To define a rooted
frame, we let �+ denote the transitive closure of �. A next-time branching frame
(S,�) is rooted if there is s0 ∈ S such that s0 �+ s′ for all s′ ∈ S with s0 6= s′. We
call such an s0 the initial stage. While the root s0 represents the agent’s actual belief
state before the imaginative episode has started, its �+-successors are the possible
imaginative stages the agent can reach via simulated belief revision.

Definition 4.2. Branching-time Belief Revision Model
A branching-time belief revision model (in short, model) is a tuple M = 〈S,�,W,
{�s}s∈S, µ, V 〉, where

1. W is a nonempty set of possible worlds;
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2. {�s}s∈S is a set of well-preorders on W , where �s denotes the well-preorder
assigned to stage s. A well-preorder on W is a reflexive and transitive binary
relation such that every nonempty subset of W has a minimal element, where the
set of minimal elements Min�s(P ) for any P ⊆ W is defined as

Min�s(P ) = {w ∈ P : w �s v for all v ∈ P}.14

3. Let WPreW be the set of all well-preorders on W . Then, µ : WPreW ×℘(W ) →
WPreW is a simulated revision function such that for any�∈ WPreW and nonempty
P ⊂ W :

µ(�, P ) = (Q×W\Q) ∪ (� ∩(Q×Q)) ∪ (� ∩(W\Q×W\Q)),

for some nonempty Q ⊆ P such that for any w, v ∈ P if v ∈ Q and w � v, then
w ∈ Q (we call such a Q a downward �-closed subset of P ). And, µ(�, ∅) =�=
µ(�,W ). We denote µ(�, P ) simply by �P .

4. (S,�) is a rooted next-time branching frame such that if s � s′, then �s′=�Ps
for some P ⊆ W .

5. V : Prop→ ℘(W ) is a valuation function that maps every propositional variable
in Prop to a set of possible worlds.

‘�s’ is the plausibility order at stage s and represents the arrangement of worlds to
the degree that the agent considers them plausible at s. We read ‘w �s v’ as ‘w is at
least as plausible as v at stage s’. We say ‘w and v are equally plausible at stage s’,
denoted by w ≈s v, if w �s v and v �s w. We define strict plausibility, denoted by
≺s, in a usual way as w ≺s v iff w �s v and w 6≈s v. The set Min�s(W ) forms the
set of possible worlds the agent considers most plausible at s and represents the agent’s
(simulated) belief set at s. Since each �s is well-founded, every nonempty subset of W
has a minimal element with respect to each �s – i.e., for all s ∈ S and P ⊆ W such
that P 6= ∅, Min�s(P ) 6= ∅.15 So, for each s ∈ S, (W,�s, V ) constitutes a standard
plausibility model for belief (cf. Baltag & Smets 2006; van Benthem 2007).

14Every well-preorder �s ⊆W ×W is a total order: either w �s v or v �s w for all w, v ∈W .
15This condition guarantees that the agent never believes a blatant contradiction and, in turn, never

imagines a blatant contradiction such as ⊥. Note, however, that we think that inconsistent pretence
is possible in principle. It is just that the current framework cannot deal with it in a completely
satisfactory way. One way to do so, would be to add impossible worlds or states to the models (see
for example, respectively, Berto 2017; Saint-Germier 2021). See below for more about imagining
contradictory propositions within a single imaginative episode. Thanks to an anonymous reviewer for
urging us to stress this point.
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A branching-time belief revision model is intended to represent the evolution of an
agent’s simulated beliefs and imagination over time: the root of the model represents
the stage the agent has not yet started the imaginative process and the branches of the
model represents the possible ways the agent’s imagination can develop, following the
revision policy described by µ (see Definition 4.2.4). We can therefore see the plausi-
bility structure at the initial stage as the model that represents the agent’s actual belief
state and their pretend or simulated belief states are represented by the further stages
in a branching-time belief revision model. (When it is contextually clear which belief
state of the agent we refer to, we usually drop the phrases “actual” and “simulated”
and say “belief state” only.) We emphasise that the only component of the model that
varies from stage to stage is the plausibility ordering and that the valuation of the
atoms stays the same throughout the stages of a branching-time structure. This means
that our branching-time structures represent simulated belief changes of the imagining
agent in a world where the objective facts do not change.

The simulated revision function µ represents the agent’s belief revision policy that
they follow throughout the process of pretense imagination. It takes a plausibility order
on W and a subset P of W and returns another plausibility order such that, for some
downward �-closed subset Q of P , all Q-worlds become strictly more plausible than
all W\Q-worlds, and the ordering remains the same within the Q and W\Q zones.
Downward closed-ness of Q in P guarantees that the most plausible P -worlds before
the revision becomes the most plausible worlds after revision by P . This corresponds
to a more general version of the well-known lexicographic upgrade policy. This level
of generality allows us to remain agnostic as to which specific belief revision policy
an agent should/can adopt through an imaginative episode, while constraining what is
imagined after the first imaginative input by the agent’s actual beliefs (as µ(�, P ) copies
� to some extent) and some rationality constraints (see (1) and (2) below). To explain
the former, one can put conditions on Q in the definition of µ and model agents who
revise their beliefs with respect to a specific, fixed belief revision policy throughout the
imaginative episode. For example, when P = Q, belief revision function µ corresponds
to lexicographic upgrade, which models the belief revision policy of an agent who tends
to change their beliefs rather radically, accepting the incoming information without
much deliberation. On the other extreme, taking Q to be only the most plausible
P -worlds corresponds to a relatively conservative belief revision policy (cf. Boutilier
(1994)’s minimal revision) that keeps as much of the previous ordering, i.e., of the
(simulated or actual) beliefs as possible (cf. van Benthem 2007; van Benthem & Liu
2007; Liu 2008). To explain the latter, it is easy to see, by the definition of µ, that
(1) µ(�, ∅) =�, (2) Minµ(�,P )(W ) ⊆ P when P 6= ∅. (1) means that the agent does
not revise their (actual or simulated) belief state in light of a contradictory input and
(2) guarantees that the new order obtained after revision by a consistent proposition
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Figure 1: An example of a branching-time belief revision model 〈S,�,W, {�s}s ∈ S , µ, V 〉, where Pi
⊆W .

P has only P -worlds as most plausible worlds. This corresponds to a restricted version
of the Success Postulate of the AGM belief revision theory, which claims that the input
proposition is believed after revision. In fact, since the weakest form of µ corresponds to
minimal revision, µ satisfies all eight AGM postulates (see Boutilier 1994, Theorem 3.25
and Boutilier 1996, Theorem 1).16 (See Figure 1 for an illustration of a branching-time
belief revision model (where �ij represents the plausibility ordering at stage sij).)

The kind of imagination that we are interested in can be read off from the actual
development of the pretense scenario, represented by a finite sequence of linear stages,
called history, h = (s0, s1, . . . , sn), such that si� si+1, n > 0, and s0 is the root of the
underlying next-time branching frame. We call sn the current stage and s0 is the initial
stage. We impose that n > 0 since we are interested in the development of pretense
imagination and s0 represents the agent’s actual belief state before the imaginative
episode has started. History h thus keeps track of the past stages, but does not tell
us anything about the future. Given a branching-time belief revision model M and a
history h = (s0, s1, . . . , sn), we will be able to extract the corresponding imaginative
episode I = (i1, . . . , in) as described in Section 4.2.

We now have the required tools to give the semantics for our language. Formulas of

16If we eliminate the downward closed-ness condition of Q in Definition 4.2.3, the agent in principle
can follow a belief revision policy such that after revision by a consistent proposition P , some of the
initially less plausible P -worlds become the most plausible ones. In this case µ violates the minimality
constraints of the classical AGM belief revision theory (AGM3 and AGM7) as well as principles of
informational economy under consistent revision (AGM4 and AGM8) (see Bonanno 2012, Section 3 for
a similar comparison). We leave the investigations of the conceptual underpinnings of different belief
revision policies involved in imagination to future work and here adopt the AGM-like policy µ as a
first pass.
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LBI are evaluated not only with respect to possible worlds, but with respect to world-
history pairs of the form 〈w, h〉. Thus, the intension of ϕ with respect to h in M is
|ϕ|hM := {w ∈ W :M, 〈w, h〉  ϕ} (we omit the subscript M and superscript h when
the model and actual history are clear from the context).

Definition 4.3. -Semantics for LBI

Given a modelM = 〈S,�,W, {�s}s∈S, µ, V 〉 and a world-history pair 〈w, h〉 such that
h = (s0, s1, . . . , sn), the semantics for LBI is defined recursively as follows:

M, 〈w, h〉  p iff w ∈ V (p)
M, 〈w, h〉  ¬ϕ iff not M, 〈w, h〉  ϕ
M, 〈w, h〉  ϕ ∧ ψ iff M, 〈w, h〉  ϕ and M, 〈w, h〉  ψ
M, 〈w, h〉  B@ϕ iff Min�s0

(W ) ⊆ |ϕ|hM
M, 〈w, h〉  Bϕ iff Min�sn

(W ) ⊆ |ϕ|hM
M, 〈w, h〉  Iϕ iff ∃k < n(�sk+1

=�ϕsk and M, 〈w, h[k + 1]〉  Bϕ)

where �ϕsk=�|ϕ|
h
M

sk and h[k] = (s0, . . . , sk) is the initial segment of h of length k + 1.
For any Σ ⊆ LBI and ϕ ∈ LBI, ϕ is said to be a logical consequence of Σ, denoted
by Σ � ϕ, if for all models M = 〈S,�,W, {�s}s∈S, µ, V 〉 and all world-history pairs
〈w, h〉 of M: if M, 〈w, h〉  ψ for all ψ ∈ Σ, then M, 〈w, h〉  ϕ. For single-premise
entailment, we write ψ � ϕ for {ψ} � ϕ. As a special case, logical validity, � ϕ, truth at
all world-history pairs of all models, is ∅ � ϕ, entailment by the empty set of premises.

It is not difficult to see that the truth of Booleans in a given model is time and
history independent, that is, their truth values depend only on the actual world.

Lemma 4.1. For every modelM = 〈S,�,W, {�s}s∈S, µ, V 〉, world-history pairs 〈w, h1〉
and 〈w, h2〉 in M, and ϕ ∈ L, we have |ϕ|h1M = |ϕ|h2M.

Proof. The proof is straightforward by subformula induction on ϕ.

We stress the difference between the modality B@ for actual beliefs and the modality B
for pretense beliefs. The latter represents the simulated beliefs of the agent that they
come to possess at the current stage of the imaginative episode, after the imaginative
process has started. The former, on the other hand, represents the actual beliefs of
the agent – i.e., the beliefs of the agent at the initial stage s0. Moreover, the truth
of sentences involving only the simulated belief modality do not depend on the whole
history, but only on the plausibility ordering at the current stage. Similarly, the truth
of a sentence involving only B@ as its modality depends on the plausibility ordering
only at the initial stage, not on the ones at the other stages in a given history.
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Imagination, on the other hand, is dependent on both w and the whole history h.
According to the proposed semantics, an agent has imagined ϕ if they have successfully
revised their belief state with ϕ at some earlier stage in the history.17 In other words,
we take what an agent has imagined up to the current stage to be the cumulative
collection of propositions by which they have revised their belief state at some stage
before the current one. A less terse and more appropriate reading of Iϕ, then, is that
“the agent has taken ϕ on board at some stage of the imaginative episode”. In this
sense, the imagination operator I is a backward looking modality that keeps track of
the informational inputs the agent uses through an imaginative episode. Moreover,
although the agent never imagines ⊥ (see footnote 17), due to the definition of the
simulated revision function µ, nothing stands in the way of taking ϕ on board while
believing (either actually or in pretense) ¬ϕ, or taking ϕ and ¬ϕ on board in one
imaginative episode but at different stages.

4.2 Imagination, Axiomatic Properties, and Idealised Imagin-
ers

Recall that Langland-Hassan (2016) distinguishes between imaginative stages that fol-
low internally from their predecessors and those that are added through interven-
tion. Our model allows us to capture this distinction very nicely. Given a history
h = (s0, . . . , sn) and k > 0, we define the kth imaginative stage ik, the set of sentences
the agent has imagined up to stage k, as

ik = {ϕ ∈ L : 〈w, h[k]〉  Iϕ}.

This way we extract the imaginative stages through the actual history and define the
corresponding imaginative episode I = (i1, . . . , in) as a sequence of sets of sentences in
L. An imaginative episode starts with an input proposition, forming the first imagina-
tive stage i1, and then develops into the full imaginative episode. In order to distinguish

17 The agent is said to have successfully revised their beliefs by ϕ at some stage s in the given history
if they believe ϕ in the next stage, after revision by ϕ. This corresponds to the Success Postulate of
the AGM belief revision theory (Alchourrón et al. 1985) and, as B ranges only over Booleans, our
framework is not subject to problems concerning higher-order beliefs such as the Moorean phenomena
(cf. Holliday & Icard 2010). Due to the second conjunct in the semantic clause of Iϕ in Definition
4.3 (that is, M, 〈w, h[k + 1]〉  Bϕ), our imagination operator is always concerned with the so-called
successful revisions (for the sake of brevity, we usually drop the phrase “successful”). In fact, as stated
above, the simulated revision function µ by definition always leads to successful revisions as long as
the intension of the new informational input is nonempty. Since Min�s(W ) 6= ∅ for all s in every
model, both ¬B@⊥ and ¬B⊥ are validities with respect to the proposed semantics. This means that
the agent never believes (actually or in pretense) nor imagines blatant contradictions (where the latter
is guaranteed by the above mentioned component in the semantic clause of Iϕ).
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between stages that follow through internal development and stages that are added
through intervention, we introduce two distinct operators into our language: Iiϕ and
Iaϕ. The former concerns internally developed stages and the latter concerns added
content through intervention. Given a model M = 〈S,�,W, {�s}s∈S, µ, V 〉 and a
world-history pair 〈w, h〉 with h = (s0, . . . , sn), we interpret these two modalities as
follows:

〈w, h〉  Iiϕ iff ∃k < n((�sk+1
=�ϕsk and 〈w, h[k + 1]〉  Bϕ) and

(if k = 0, then 〈w, h[k + 1]〉  B@ϕ; otherwise 〈w, h[k]〉  Bϕ))18

〈w, h〉  Iaϕ iff ∃k < n((�sk+1
=�ϕsk and 〈w, h[k + 1]〉  Bϕ) and

(if k = 0, then 〈w, h[k + 1]〉 6 B@ϕ; otherwise 〈w, h[k]〉 6 Bϕ))

Semantically, Iiϕ states that ‘the agent takes ϕ on board at some stage of the actual
history where they already believe it’.19 The proposition expressed by ϕ is in this sense
part of the internal development. On the other hand, Iaϕ says that ‘the agent takes ϕ
on board at some stage of the actual history and ϕ was not believed at that stage’. This
implies that ϕ was imagined not as a result of the agent’s simulated revision process,
but added ‘externally’ to the imaginative episode. The proposition expressed by ϕ is
in this sense added content through intervention.20

4.2.1 Properties of B@, B, and I

A couple of words on the axiomatic properties of our modal operators B@, B, and I
are in order. First of all, notice that both B@ and B are interpreted in terms of truth
in most plausible worlds. The only difference between the semantic clauses of these
operators consists in the stage with respect to which they are evaluated. Therefore,
it is not surprising that they satisfy the same axiomatic properties. For this reason,

18It is easy to see that the second conjunct in the semantic clause of Iiϕ is redundant: 〈w, h[k]〉 
Bϕ (or 〈w, h[k + 1]〉  B@ϕ, if k = 0) guarantees that |ϕ|M 6= ∅, thus, �sk+1

=�ϕ
sk

implies that
〈w, h[k + 1]〉  Bϕ since µ leads to successful revision by ϕ as long as |ϕ|M 6= ∅.

19If the stage after which ϕ is taken on board is the initial stage (i.e., k = 0), “believe” in the
reading of Ii refers to the agent’s actual beliefs. Otherwise, it is the agent’s simulated beliefs at stage
k. The same applies to Ia.

20Note that, in theory, an agent might ‘intervene’ content that they already believe in the pretense.
Such ‘interventions’ are not captured by our semantic clause of Ia and our model would label such a
transition between two stages as internally developed. This might seem like a flaw in the definition, yet
we would argue that this is in fact as it should be. The interventions that make pretense imagination
have CHO – the fact that an agent can make choices in pretense imagination – as a characteristic
feature are not ‘interventions’ with something the agent already believes (in the pretense). These
latter instances of ‘intervening’ are neither philosophically interesting nor the kind of interventions
that authors discussing CHO seem to have in mind (e.g., Nichols & Stich 2003).
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we state the principles of interest only in terms of B and note that everything we say
about B also holds for B@. To this end, in this section, whenever we say “the agent
believes” we refer to the agent’s simulated beliefs.

As standard for the belief modality interpreted as truth in the most plausible worlds,
our simulated belief modality B is a normal modal operator that satisfies the axiom of
consistency D, formulated as Bϕ → ¬B¬ϕ, or, equivalently, as ¬B⊥ (see Blackburn
et al. 2001 for a general introduction to basic modal logic and see, e.g., van Benthem
2007 for a logic of belief on plausibility models). This, in particular, means that our
agent never has inconsistent beliefs at a stage, believes all logical truths, and their
beliefs are closed under believed implications:

Consistency of B : |= Bϕ→ ¬B¬ϕ

Omniscience rule for B : if � ϕ, then � Bϕ

Closure under believed implications: � B(ϕ→ ψ)→ (Bϕ→ Bψ)

As a consequence of the above principles, we also have that the agent believes all logical
consequences of what they believe and their beliefs are closed under logical equivalences:

Closure under valid implications for B : if � ϕ→ ψ, then � Bϕ→ Bψ

Closure under valid equivalences for B : if � ϕ↔ ψ, then � Bϕ↔ Bψ

The agent in question is therefore highly idealised, in the sense that they are logically
omniscient with respect to their beliefs.

The imagination operator I is weaker, namely, a classical modal operator (see, e.g.,
Chellas 1980 and Pacuit 2017 for classical modal logics). The agent does not necessarily
imagine all logical truths, their imagination is not closed under imagined implications
and they do not necessarily imagine all logical consequences of what they imagine, i.e.,
the following fail :

Omniscience rule for I : if � ϕ, then � Iϕ

Closure under imagined implications: I(ϕ→ ψ)→ (Iϕ→ Iψ)

Closure under valid implications for I : if � ϕ→ ψ, then � Iϕ→ Iψ

Counterexample 1: Consider the model M = 〈S,�,W, {�s}s∈S, µ, V 〉 in Figure 2,
where W = {w1, w2, w3} such that V (q) = {w1} and V (p) = {w2} and where µ is the
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w1 ≺ w2 ≺ w3

w2 ≺ w1 ≺ w3

w1 ≺ w3 ≺ w2 w2 ≺ w1 ≺ w3 w2 ≺ w3 ≺ w1

w1 ≺ w3 ≺ w2

s0

s11 s12

s21 s22 s23

Figure 2: Counterexample 1; the plausibility ordering of each stage is given in the corresponding box.

so-called lexicographic upgrade operator defined on W .21 The rest of the model is as
depicted in Figure 2. For the sake of this argument, it is sufficient to focus on the
branches that include stage s11. For omniscience rule for I: p ∨ ¬p is a logical validity,
but 〈w1, (s0, s11)〉 6 I(p ∨ ¬p) since �s11 6=�

(p∨¬p)
s0 =�s0 . Moreover, for closure under

valid implications, we have p → (p ∨ ¬p) logically valid and 〈w1, (s0, s11)〉  Ip since
�s11=�ps0 and 〈w1, (s0, s11)〉  Bp. However, 〈w1, (s0, s11)〉 6 I(p∨¬p) as shown above.
As a counterexample for closure under imagined implications, consider the world-history
pair 〈w1, (s0, s11, s21)〉: we have 〈w1, (s0, s11, s21)〉  I(p → q) since �s21=�

(p→q)
s11 as

|p → q| = {w1, w3}, and 〈w1, (s0, s11, s21)〉  B(p → q). Moreover, 〈w1, (s0, s11, s21)〉 
Ip since �s11=�ps0 and 〈w1, (s0, s11)〉  Bp. However, 〈w1, (s0, s11, s21)〉 6 Iq since
�s11 6=�qs0 and �s21 6=�qs11 – i.e., the sequence (s0, s11, s21) cannot be obtained via an
upgrade by q.

However, if ϕ and ψ are logically or necessarily equivalent, imagining one automatically
leads to imagining the other. In other words, the following principle does hold:

Closure under valid equivalences for I: if � ϕ↔ ψ, then � Iϕ↔ Iψ

This is because the simulated revision policy characterised by µ cannot distinguish log-
ically or necessarily equivalent propositions: �ϕs=�ψs if � ϕ ↔ ψ. Therefore, although
weaker than belief, the operator I still renders our agents unrealistically idealised with
respect to their imagination. For example, according to the proposed semantics, if the
agent imagines at a stage that Jane is a logician or she is not, they also imagine that

21 The lexicographic upgrade of a preorder �⊆ W ×W by a subset P ⊆ W makes all P -worlds
strictly more plausible than all W\P -worlds and keeps the ordering the same within those two zones.
Our simulated belief revision function µ is the lexicographic upgrade when P = Q in Definition 4.2.3.
Even though the lexicographic upgrade does not play an essential role in our conceptual arguments, for
the sake of simplicity, we take µ to be a lexicographic upgrade operator in all our (counter)examples.
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2 + 2 = 4. Intuitively, we can imagine or believe the former without imagining or be-
lieving the latter and vice versa. In addition, while the former might be on-topic with
an imaginative episode about Jane, the latter is not necessarily so. Consider again the
tea-party example from Section 2. The agent does imagine that one of the cups is full,
however, they do not imagine that one of the cups is full and 2 + 2 = 4, even though
these two sentences are logically equivalent. In a similar vein, they do not import their
beliefs about Paris being the capital of France to the imaginative episode as this might
be completely off-topic. The model of Section 4.1 is unable to account for such cases.

5 What’s it all About: Adding Topicality

This section aims at refining the formal models of Section 4 in a way that the modal op-
erators B@, B and I, as well as the simulated revision function µ, become more sensitive
to distinctions between logically equivalent contents. To do so, we endow branching-
time belief revision models with (an enriched version of) topic models introduced in
Berto (2018). This way we can evade the problems concerning the aforementioned
idealisations.

Definition 5.1. Topic Model for L
A topic model T is a tuple 〈T,⊕, t〉, where

1. T is a nonempty set of possible topics;

2. ⊕ : T ×T → T is a binary idempotent, commutative, associative operation: topic
fusion. We assume unrestricted and complete fusion, that is, for all T ′ ⊆ T ,⊕

T ′ ∈ T .

3. t : Prop → T is a topic function assigning a topic to each element in Prop. t
extends to the whole L by taking the topic of a sentence ϕ as the fusion of the
topics of the atomic propositions occuring in it. I.e.,

t(ϕ) =
⊕

AT(ϕ) = t(p1)⊕ · · · ⊕ t(pn),

where AT(ϕ) = {p1, . . . , pn} is the set of propositional variables occuring in ϕ.

In the metalanguage we use variables a,b, c (a1, a2, . . . ) ranging over possible topics.
We define topic parthood, denoted by v, in a standard way as

∀a,b(a v b iff a⊕ b = b).
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Thus, (T,⊕) is a complete join semilattice and (T,v) a poset. The strict topic parthood,
denoted by @, is defined as usual: a @ b iff a v b and b 6v a. Another important
operator is the so-called topic intersection u : T × T → T such that a u b =

⊕
{c ∈

T : c v a and c v b}. In words, a u b is the fusion of all topics that are a common
part of both a and b. Finally, topics of complex sentences ϕ are defined from their
primitive components in AT(ϕ), where all the logical connectives, as argued in Section
2.2, are topic-transparent. We therefore have that for all ϕ, ψ ∈ L, t(¬ϕ) = t(ϕ) and
t(ϕ ∧ ψ) = t(ϕ)⊕ t(ψ).22

Topic models provide an abstract and objective (i.e., agent independent) repre-
sentation of the mereological structure of topics assigned to Boolean sentences and,
in turn, help us make distinctions between logically equivalent contents (Berto 2018,
2021). However, as we argued in Section 2, Berto’s theory is too coarse-grained in that
it cannot account for the possibility that exactly the same explicit input can lead to
different imaginative episodes due to their distinct overall topics (recall the example
about the tornado in Indonesia from Section 2.2). The reason why Berto’s account is
unable to deal with this issue is, we suggest, that his topic models include neither a
representation of the overall topic of the imaginative episode nor the totality of topics
the agent has mastered already (though the latter has been employed in recent work,
cf. Hawke et al. 2020; Özgün & Berto 2020). We add these two components to our
models in order to overcome the aforementioned issues.

We can now define a topic-sensitive version of branching-time belief revision models:

Definition 5.2. Topic-sensitive model
A topic-sensitive model is a tuple 〈S,�,W, {�s}s∈S, µ, T,⊕, t, b, i, V 〉

1. 〈T,⊕, t〉 is a topic model;

2. b and i are designated elements of T such that b represents ‘the totality of top-
ics the agent has grasped’ and i represents ‘the overall topic of the imaginative
episode’.

3. 〈S,�,W, {�s}s∈S, µ, V 〉 is a model such that for all s, s′ ∈ S, if s � s′ then
�s′=�ϕs for some ϕ ∈ L with t(ϕ) v b u i.

A topic-sensitive model is equipped with an overall topic of the imagination exercise,
i, and the totality of the topics the agent has already grasped, that is, b. These two
components together impose a topicality filter on what the agent believes (actually or

22Note that this straightforwardly generalises to other two-place connectives.
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in pretense) and imagines, thus, resolving the issues regarding idealisations noted at
the end of the previous section.

Component b makes sure that the agent cannot believe those propositions whose
topic they have not grasped. Intuitively, you do not believe that extremally discon-
nectedness is a hereditary property if you have never heard of, e.g., the topological
properties ‘extremally disconnecteness’ or ‘being hereditary’. Believing a proposition
requires having a grasp of its topic. The designated element b allows us to account
for this. Secondly, as mentioned above, one does not imagine everything they believe.
Some of our beliefs might be off-topic with regard to the given imaginative episode and
a purposeful imaginative exercise requires keeping the imaginings within the subject
matter of this imaginative episode. The component i – i.e., the overall topic of the
imaginative episode – helps us to capture this formally. So, b and i together make it
that pretense imagination is topic-restricted in the following way: the topic of what
the agent imagines is a common part of both the totality of the topics the agent grasps
and the overall topic of the imaginative episode. This is formalised by using the topic
intersection operator u. Finally, the constraint in Definition 5.2.3 states that, in pre-
tense, an agent revises their beliefs only according to the revision policy defined by µ
and only with those propositions whose topics they have mastered and that fall under
the overall topic of the imaginative episode.

These features will be better understood when we present the new, topic-sensitive
semantics for LBI. While the semantics of the Booleans remain as they were before, the
semantics of B@ϕ, Bϕ, and Iϕ are made stronger in the appropriate way with topicality
constraints.

Definition 5.3. -Semantics for LBI

Given a topic-sensitive model M = 〈S,�,W, {�s}s∈S, µ, T,⊕, t, b, i, V 〉 and world-
history pair 〈w, h〉 such that h = (s0, s1, . . . , sn), the semantics for LBI is as given in
Definition 4.3 for the components in L, plus:

M, 〈w, h〉  B@ϕ iff Min�s0
(W ) ⊆ |ϕ|M and t(ϕ) v b

M, 〈w, h〉  Bϕ iff Min�sn
(W ) ⊆ |ϕ|hM and t(ϕ) v b

M, 〈w, h〉  Iϕ iff ∃k < n(�sk+1
=�ϕsk and 〈w, h[k + 1]〉  Bϕ) and t(ϕ) v b u i

According to the topic-sensitive semantics, the agent believes ϕ at stage s iff (1) ϕ is
true at all the most plausible worlds at s and (2) the agent has already grasped the
topic of ϕ, i.e., the topic of ϕ is included in b (Özgün & Berto, 2020). Therefore,
the agent cannot believe ϕ (actually or within a pretense) if they have not grasped
its topic. Imagination, on the other hand, is restricted, additionally, by the overall
topic of the imaginative exercise. The agent has imagined ϕ if they have revised their
belief state with ϕ at some earlier stage in the history and the topic of ϕ is included
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in the intersection of the overall topic of the imaginative episode and the topic of the
agent’s belief state. In topic-sensitive models with a singleton T , the semantics given
in Definitions 4.3 and 5.3 coincide.23

Let us now see to what extent the topic-sensitivity solves the aforementioned prob-
lems concerning idealisation and overall topic of an imaginative episode.

5.1 Idealisations, Tea-Parties, and Tornadoes

As in Section 4.2.1, we focus on the operator B and note that the same properties
also hold for B@. Topic-sensitivity allows us to model agents who do not believe all
logical truths and whose beliefs are not closed under logical implications. That is,
topic-sensitive models invalidate the following principles:

Omniscience rule for B: if � ϕ, then � Bϕ

Closure under valid implications for B: if � ϕ→ ψ, then � Bϕ→ Bψ

Moreover, our agents can imagine/believe ϕ without imagining/believing ψ even when
they are logically or necessarily equivalent. That is the following principles no longer
hold in topic-sensitive models.

Closure under valid equivalences for B: if � ϕ↔ ψ, then � Bϕ↔ Bψ

Closure under valid equivalences for I: if � ϕ↔ ψ, then � Iϕ↔ Iψ

Counterexample 2: Consider the topic sensitive modelM = 〈S,�,W, {�s}s∈S, µ, T,⊕,
t, b, i, V 〉 in Figure 3, where (S,�) and�s are as given in Figure 3(a), W = {w1, w2, w3},
T = {a, b, i} with the topic lattice as depicted in Figure 3(b), and µ as a lexicographic
upgrade operator. Finally, we consider three propositions p, q, r such that V (p) = {w1},
V (q) = {w1, w2}, V (r) = W , and t(p) = i, t(r) = b, and t(q) = a. It is easy to see that
M is a topic-sensitive model. In particular, the plausibility ordering at each stage can
be obtained via a µ-revision from the one in the previous stage by some ϕ ∈ L such
that t(ϕ) v b u i.

To refute closure under valid equivalences for I, let the actual history be h =
(s0, s13). We then have 〈w1, h〉  Ip, since �s13=�ps0 and t(p) = i v bu i = i. However,
note that 〈w1, h〉 6 I(p ∧ (r ∨ ¬r)), since t(p ∧ (r ∨ ¬r)) = t(p) ⊕ t(r) = b and
b 6@ bu i = i. So, even though p and p∧ (r ∨¬r) are logically equivalent, the agent can
imagine the former without imagining the latter as r is off-topic with respect to the

23The definitions of internally developed imaginative stages and intervened imaginative stages can
be made topic-sensitive in a similar manner.
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w1 ≈ w2 ≈ w3

w1 ≈ w2 ≈ w3 w2 ≈ w3 ≺ w1 w1 ≺ w2 ≈ w3

s0
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.
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.
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..

.

(a) 〈S,�,W, {�s}s ∈ S , µ〉

a

b

i
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r

p

(b) 〈T,⊕, t, b, i〉

Figure 3: Counterexample 2; the plausibility ordering of each stage is given in the corresponding box
in Fig. 3(a). Topic assignment is given by labelling the nodes in Fig. 3(b) with atomic formulae.

w1 ≈ w2 ≈ w3

w1 ≈ w2 ≈ w3 w3 ≺ w1 ≈ w2 w1 ≺ w2 ≈ w3

w1 ≺ w2 ≈ w3 w1 ≺ w2 ≺ w3 w3 ≺ w1 ≺ w2

s0

s11 s12 s13

s21 s22 s23

Figure 4: Structure 〈S′,�′,W ′, {�s}s ∈ S , µ
′〉. The plausibility ordering of each stage is given in the

corresponding box.

overall topic of the imaginative episode. This is exactly what we would expect. As a
counterexample for the omniscience rule for B, take ϕ := q ∨¬q, and for closure under
valid implications and equivalences for B, consider ϕ := p and ψ := p∧ (q ∨¬q). (As a
counterexample for closure under valid implications and equivalences for B@, consider
ϕ := r and ψ := r ∧ (q ∨ ¬q)).

Tea-Parties and the Capital of France

Let us now stipulate that r := ‘Paris is the capital of France’. In the model M given
in Figure 3 and every world-history pair 〈w, h〉 of M, we have that 〈w, h〉  Br (since
t(r) = b and |r|hM = W ). However, 〈w, h〉 6 Ir since t(r) = b 6@ b u i = i, i.e., r is not
on-topic with the modelled imaginative episode. This shows that one can, for example,
imagine a tea-party, without taking on board everything one believes.
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Figure 5: Topic components for Contexts A & B. Topic assignment is given by labelling the nodes
with atomic formulae.

Tornadoes in Indonesia

As a last example, we return to the case of the tornadoes in Indonesia presented in
Section 2.2. Consider the models MA = 〈S ′,�′,W ′, {�s}s∈S, µ′, T ′,⊕′, t′, b′, iA, V ′〉
and MB = 〈S ′,�′,W ′, {�s}s∈S, µ′, T ′,⊕′, t′, b′, iB, V ′〉, where 〈S ′,�′,W ′, {�s}s∈S, µ′〉
is as in Figure 4 (µ′ is a lexicographic upgrade operator), with V ′(p) = {w1} and
V ′(q) = V ′(r) = {w1, w2}. The topic components 〈T ′,⊕′, t′, b′, iA〉 and 〈T ′,⊕′, t′, b′, iB〉
are as given in Figures 5(a) and 5(b), respectively. MA andMB are intended to model
two distinct imaginative episodes of the same agent, where the distinction is solely due
to the difference between the overall topics of the corresponding episodes. Thus, the
only difference between the two models is the designated overall topics: iA and iB. Now,
let p := ‘There is a tornado in Indonesia’ be the input proposition, q := ‘Booking a
flight through the US rather than Indonesia is safer,’ and r := ‘My friend is in danger’.
Then, MA and MB can be seen as models of Context A and Context B from p. 6,
respectively. Suppose further that 〈w1, (s0, s13, s22)〉 is the actual world-history pair. We
then have thatMA, 〈w1, (s0, s13, s22)〉  Bq∧Br andMB, 〈w1, (s0, s13, s22)〉  Bq∧Br.
However, MA, 〈w1, (s0, s13, s22)〉  Iq (since �22=�q13, MA, 〈w1, (s0, s13, s22)〉  Bq,
and t′(q) @ b′ u iA), but MB, 〈w1, (s0, s13, s22)〉 6 Iq (since t′(q) 6@ b′ u iB). Similarly,
we also have MA, 〈w1, (s0, s13, s22)〉 6 Ir and MB, 〈w1, (s0, s13, s22)〉  Ir.

6 Conclusion: Logic of Pretense Imagination

We have developed a new formal model of pretense imagination. We have done so
by using tools from dynamic epistemic logic, belief revision theory, as well as more
recently introduced topic models. All these components together help us deal with is-
sues concerning idealisations, irrelevant background beliefs, and the context-sensitivity
of pretense imagination, as shown in Section 5.1. In this conclusion, we first explain
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how our topic-sensitive models can account for the central features of pretense imagi-
nation listed in Section 3. We then compare our formalism to three other recent formal
approaches to imagination (Section 6.1). Finally, we reflect on the theoretical under-
pinnings of the notion of imagination that we have modelled and examine how it relates
to other, philosophical, notions of imagination (Section 6.2).

We have focused exclusively on propositional imagination, so PI requires no com-
ments. For ESP, recall that the imaginative episode I = (i1, . . . , in) is obtained from
an actual history, where i1 constitutes the explicit starting point of the imaginative
episode. Relatedly, we have specified the actual beliefs of the agent outside of the pre-
tense in such a way that it should be clear that the actual beliefs of the agent are kept
fixed and only the pretend beliefs are revised. This gives us QU. CHO is accounted for
as our models are rich enough to distinguish the operators Ii and Ia, where the latter
is concerned with added content through intervention. RAT also follows straightfor-
wardly from the fact that we construct the imaginative episodes from imaginative stages
that are the result of simulated belief revisions, reliant on the same kind of revision
mechanisms as actual belief revision (though, as mentioned in Section 4.1, our model
allows for a variety of revision policies to be implemented). ROI is accounted for, on
the one hand, because of the belief revision policy and, on the other hand, because of
the topicality filter. The former makes it so that, given a particular input, focusing on
the most plausible worlds holds fixed many (known) constitutive facts and causal laws
(cf. Williamson 2007). The latter makes sure that the agent doesn’t imagine random,
off-topic things in an imaginative episode because imagination is restricted in important
ways by the overall topic of the imaginative episode and the totality of topics the agent
has grasped.

6.1 Other Logics of Imagination

We discuss four recent formal approaches to imagination – namely that of Berto (2018,
2021), Wansing (2017), Canavotto et al. (2020), and Casas-Roma et al. (2019) – in
relation to our own models.

First of all, Berto (2018, 2021) presents a logic of imagination that is closely related
to our own, based on variably strict modal operators and topicality models. On his
account, imagination is explicitly conditional : one imagines ϕ given that they imagine
some ψ. As we have argued throughout, Berto’s logic is too coarse-grained to account
for the differences between imaginative episodes that are due to the difference in their
overall topics (see the discussion from Section 2.2). Our models can account for these
differences, as shown in the previous section.

Secondly, Wansing’s (2017) logic of imagination is rather static and aims to capture
the agentive aspect of imagination which might be thought to be somewhat under-
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represented in our models.24 To this end, he uses mechanisms from STIT (“seeing-
to-it-that”) logics – that, in this context, aim to represent an agent’s direct voluntary
control over their beliefs and imagination – combined with neighbourhood models.
Unlike ours, Wansing’s (2017) logic formalises only imagination, rather than belief and
imagination together, and admits closure of imagination under valid equivalence.

Canavotto et al. (2020) combine Berto’s and Wansing’s work and take it one step
further. Unlike Berto, they capture the agentive facet of imagination and distinguish its
voluntary and involuntary aspects. Unlike Wansing, they use possible worlds semantics
and conditional imagination operators to formalise imagination while also taking its
topicality and relevance constraints into account. Thus, following Berto, they model
what an agent imagines given a particular input. Our focus, on the other hand, has been
on pretense imagination and, in particular, on how an agent develops an imaginative
episode by following a certain revision policy, given their background beliefs and the
overall topic of that imaginative episode. That is, our model focuses on the development
of pretense imagination over time.

Finally, Casas-Roma et al. (2019) develop a formal model for imagination based
also on the work of Nichols & Stich (2003) and Langland-Hassan (2016) using possible
worlds semantics. They model the act of imagination as a dynamic process based
on a relational structure, where the dynamics of imagination is formalised following
their Imagination Algorithm that creates new imaginary possible worlds given an initial
premise characterising the initial imaginary scenario. As Casas-Roma et al. work with
complete possible worlds, they validate a number of principles that result in highly
idealised agents. For example, their semantics validates the omniscience rules for I;
closure under imagined implications; closure under valid implications for I; and closure
under valid equivalences for I. Moreover, once you imagine something – i.e., there is
a world that makes their 〈Img〉ϕ true for any ϕ – then, because they rely on complete
possible worlds, it is so that for each ψ, you either imagine it or its negation. As we
saw above, this is not the case in our models.

6.2 Philosophy of (Pretense) Imagination

In our discussion of pretense imagination, we’ve bracketed two issues: one on the rela-
tion between RAT and ROI and one on the possibility of pretense imagination being
relevant to other cognitive endeavours. We briefly discuss these in turn.

As we noted above (footnote 13), when we talk about ‘mundane’ instances of pre-
tense imagination (e.g., concerning pretend tea-parties), the distinction between the
rationality constraint and the reality-orientedness of pretense imagination is relatively

24See also Olkhovikov & Wansing (2018, 2019).
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straightforward. The former concerns the claim that agents deal with incoming informa-
tion within the pretense in a way very similar to the way that they would if the relevant
information were actually received (cf. Nichols & Stich 2003; Langland-Hassan 2012).
The reality-orientedness, on the other hand, concerns the development of the situation
in line with the (known) constitutive facts and causal laws (cf. Williamson 2007; Kind
2016). An interesting question is how RAT and ROI interact when the pretense imag-
ination concerns more ‘exotic’ situations, for example, when one imagines being Luke
Skywalker.25 For example, what, if any, constitutive facts and causal laws does one
hold fixed? Does it make sense to talk of such imaginings as being ‘reality-oriented’?

It seems to us that there still is a relevant sense in which one could take these
imaginings to be reality-oriented. Consider for example an imagining where one meets
Luke Skywalker, who starts training them in using a lightsaber. Such imagining would
be ‘more reality-oriented’ than an imagining where one meets Luke Skywalker, who
then turns into a unicorn that is the king of France. Such examples suggest that even
in more exotic cases of pretense imagination it makes sense to talk about the reality-
orientedness of an imagining and to separate this from the RAT constraint. Of course,
much remains to be said about such case (for example, what, if any, constitutive facts
and causal laws does one hold fixed in such cases? What is the relation between these
cases and the comments about unreliability when it comes to exotic imaginings made
by Williamson (2007, p. 164)). We leave this for future work.

Secondly, there is the relation between pretense imagination as discussed here and other
kinds of imagination discussed in the literature. We take the kind of imagination that
plays a role in pretense and pretend play as a starting point, but there is nothing
that suggests that this kind of imagination does not also feature in other cognitive
activities. In fact, we think that the kind of imagination that we have dubbed ‘pretense
imagination’ is quite ubiquitous. For example, it seems that pretense imagination
is very similar to the kind of reality-oriented mental simulations that Berto (2021)
discusses. Berto points out that this kind of imagination is constrained by topicality and
minimal alteration (p. 2031), which is exactly what we suggest for pretense imagination.
Similarly, the kind of imagination that is used to evaluate particular conditionals is very
similar to the way we have described pretense imagination (cf. Byrne 2005; Gopnik &
Walker 2013; Langland-Hassan 2016; Williamson 2020; Schoonen 2021). Finally, many
authors who explain the epistemic usefulness of imagination by appeal to its recreative
nature seem to have in mind a kind of imagination of which pretense imagination
constitutes a part (cf. Kind 2016; Kind & Kung 2016; Williamson 2016; Berto 2021;

25Thanks to an anonymous reviewer for pushing us to think about this and for this particular
example.
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Schoonen 2021).26 If these considerations are correct, then our discussion of pretense
imagination, and, a fortiori, our model thereof, applies to many more instances of
imagination than merely those relevant to pretense and pretend play.
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Hawke, P., Özgün, A., & Berto, F. (2020). The Fundamental Problem of Logical
Omniscience. Journal of Philosophical Logic, 49 , 727–766.

Hintikka, J. (1962). Knowledge and Belief . Ithaca, NY.: Cornell University Press.

Holliday, W., & Icard, T. F. (2010). Moorean Phenomena in Epistemic Logic. In
L. Beklemishev, V. Goranko, & V. Shehtman (Eds.) Advances in Modal Logic, vol. 8,
(pp. 178–199). London: College Publications.

Kind, A. (2013). The Heterogeneity of the Imagination. Erkenntnis , 78 (1), 141–159.

——— (2016). Imagining Under Constraints. In A. Kind, & P. Kung (Eds.) Knowledge
Through Imagination, chap. 6, (pp. 145–159). Oxford: Oxford University Press.

Kind, A., & Kung, P. (2016). Introduction: The Puzzle of Imaginative Use. In A. Kind,
& P. Kung (Eds.) Knowledge Through Imagination, (pp. 1–37). Oxford University
Press.



32 | References

Langland-Hassan, P. (2012). Pretense, Imagination, and Belief: the Single Attitude
Theory. Philosophical Studies , 159 , 155–179.

——— (2016). On Choosing What to Imagine. In A. Kind, & P. Kung (Eds.) Knowledge
Through Imaginaion, chap. 2, (pp. 61–84). Oxford: Oxford University Press.

Leslie, A. M. (1994). Pretending and believing: Issues in the theory of ToMM. Cogni-
tion, 50 (1-3), 211–238.

Liu, F. (2008). Changing for the Better: Preference Dynamic and Agent Diversity .
Ph.D. thesis, University of Amsterdam.

Nichols, S., & Stich, S. P. (2003). Mindreading: an integrated account of pretence,
self-awareness, and understanding other minds . Oxford: Oxford University Press.

Olkhovikov, G. K., & Wansing, H. (2018). An Axiomatic System and a Tableau Calculus
for STIT Imagination Logic. Journal of Philosophical Logic, 47 (2), 259–279.

——— (2019). Simplified Tableaux for STIT Imagination Logic. Journal of Philosoph-
ical Logic, 48 , 981–1001.
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