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Abstract

This note describes a method for constructing Lyndon interpolants based on quasi-models and type elimination sequences.
The same method was employed in [2] (using mosaics) to compute optimal-size Lyndon interpolants for formulas in the
guarded-fragment and the guarded-negation fragment. This note serves to showcase the method in a simpler setting,
namely that of the basic modal language. To provide context, I also briefly survey some other general approaches that
have been used to prove interpolation for modal logic in the past. We finish with a list of questions.
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1. Introduction: interpolation for modal logic and
its many proofs

A logic has the Craig interpolation property if, when-
ever an implication ϕ → ψ is valid, there is a formula θ
(which we will call an “interpolant”) such that ϕ→ θ and
θ → ψ are valid, and such that all the non-logical sym-
bols occurring in θ occur both in ϕ and in ψ. Craig [6]
proved that first-order logic has this property. This re-
sult was later refined by Lyndon [11], who proved that
every valid implication has an interpolant, such that every
non-logical symbol occurring positively in the interpolant
occurs positively in both the antecedent and the conse-
quent, and likewise for negative occurrences. Several fur-
ther strengthenings of these interpolation theorems were
later obtained for first-order logic, such as the relativized
Lyndon interpolation theorem in [14] and the access inter-
polation theorem in [3].

Modal logic has Craig interpolation, and indeed, Lyn-
don interpolation, as well [8]. In fact, modal logic enjoys a
strong form of interpolation that fails for first-order logic,
called uniform interpolation, whereby the interpolant can
be constructed in a uniform way, such that it does not de-
pend on the consequent, but only on the antecedent and
shared language (i.e., the set of non-logical symbols shared
by the antecedent and consequent). There are many ways
to prove interpolation theorems for modal logic. We briefly
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describe a few approaches, in order to provide some con-
text. For simplicity, we focus on Craig interpolation here.

1.1. Model theoretic methods

Here, one proves interpolation by contrapositive: if
there is no Craig interpolant for ϕ → ψ then ϕ → ψ is
not valid. The main idea here is that, when ϕ → ψ does
not have a Craig interpolant, we can construct (using com-
pactness and ω-saturated extensions) a pair of structures,
one satisfying ϕ and the other satisfying ¬ψ, such that
the two structures are bisimilar with respect to the com-
mon language. These two structures can then be combined
with each other by taking a bisimulation product to obtain
a model for ϕ ∧ ¬ψ [13]. This approach generalizes to the
modal logic of any elementary frame class closed under
bisimulation products and generated subframes. A self-
contained exposition can be found in [5], which also gives a
precise syntactic characterization of first-order frame con-
ditions that are closed under bisimulation products and
generated subframes.

Gabbay [8]’s original proof of Craig interpolation for
modal logic falls in this category of model-theoretic proofs,
even though the amalgamation operation was not yet as
clearly spelled out yet. Amalgamation operations can also
be studied in an algebraic setting, cf. the long line of work
by Maksimova [12]. See also [9].

1.2. Proof theoretic methods

An interpolant for ϕ→ ψ can also be constructed from
a proof of the validity of ϕ→ ψ, in a suitable proof system
such as a tableau calculus. See for instance [17]. Proof
theoretic techniques have also been used to prove uniform
interpolation results (cf. for instance [15] for intuitionistic
logic, and [1] for the modal µ-calculus).
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1.3. Syntactic (automata theoretic) methods

A modal formula is in ∇-normal form if it is a (possibly
empty) disjunction of formulas generated by the following
grammar:

ϕ ::= (¬)p1∧· · ·∧(¬)pn | (¬)p1∧· · ·∧(¬)pn∧∇(ϕ1, . . . , ϕm)

where m,n ≥ 0 and where p1, . . . , pn are distinct proposi-
tion letters. The semantics of the ∇ operator as follows:
M,w |= ∇(ϕ1, . . . , ϕm) holds if each ϕi is true in some
successor and each successor satisfies some ϕi. Note that
∇ can be expressed in terms of ♢ and □, and similarly
vice versa. Every modal formula is equivalent to one in ∇-
normal form (by means of simple syntactic rewrite rules).

If ϕ→ ψ is valid, we can construct a Craig interpolant
by rewriting ϕ to∇-normal form and then simply dropping
all (positive and negative) occurrences of proposition let-
ters from it that are not in the common language. (Lyndon
interpolants can be obtained similarly by dropping positive
(negative) occurrences of proposition letters that do not
occur positively (negatively) in ψ). This surprisingly sim-
ple construction, in fact, yields something stronger than
Craig interpolation, namely uniform interpolation. Fur-
thermore, since normalization to ∇-normal form can be
performed in exponential time, this yields Craig inter-
polants of single exponential size (even without requiring
a DAG-representation for the interpolant). Details can be
found for instance in [19] (the results there are phrased in
terms of the description logic ALC which is simply a no-
tational variant of modal logic with multiple modalities).

Although it may not be apparent from this purely syn-
tactic presentation, there is a strong automata-theoretic
underpinning to this approach. Modal formulas in ∇-
normal form can be naturally viewed as tree automata,
and the operation of “dropping all occurrences of proposi-
tion letters” corresponds to projection from the view point
of automata theory (which can also be characterized in
terms of bisimulation quantifiers [7]).

The same construction also works for the modal µ-
calculus (although the proof of the ∇-normal form the-
orem is more involved here, cf. Yde Venema’s lectures on
the modal µ-calculus). On the other hand, since this tech-
nique yields uniform interpolation, it does not allow us
to prove Craig interpolation for logics that lack uniform
interpolation (eg., the extension of modal logic with the
global modality).

2. Quasi-models and type elimination sequences

The interpolation method we will now describe is one
that was successfully applied to the guarded-fragment and
the guarded-negation fragment in [2]. The construction
used there (using mosaics) is quite involved, and the aim,
here, is to illustrate the method in the simpler setting of
the basic modal language.

In this section, we review quasi-models (a.k.a. type
models) and type elimination sequences as a technique

for deciding validity (or, equivalently, satisfiability). This
technique can be traced back to [16] where it was used
to show that the satisfiability problem for Propositional
Dynamic Logic (PDL) is in ExpTime. In the next sec-
tion, we then show how to extract interpolants from type
elimination sequences.

A quasi-model is nothing more than a consistent col-
lection of “types”, where a type is simply a subset X ⊆ Y ,
where Y is some finite set of relevant formulas (for in-
stance, Y may be the set of all subformulas of a given
formula whose validity we are trying to determine).

Our presentation is specifically tailored to the case
where the input formula (for which we want to test va-
lidity) is an implication between a pair of modal formulas.
This will facilitate the interpolant-construction later. In
addition, some of our definitions (e.g., the definition of
subf below) are tailored in anticipation of the specific use
case of constructing Lyndon interpolants.

Definition 1 (NNF, SUBF, and LITERALS).

• A formula is in negation normal form (NNF) if it is
generated by

χ ::= p | ¬p | ⊤ | ⊥ | χ1 ∧ χ2 | χ1 ∨ χ2 | ♢χ | □χ

We denote by nnf(χ) the result of bringing a formula
χ into NNF.

• If χ is a formula in NNF, we denote by subf(χ) the
following set:

subf(α) = {α} for all α of the form
p, ¬p, ⊤ or ⊥

subf(χ1 ∧ χ2) = subf(χ1) ∪ subf(χ2) ∪ {χ1 ∧ χ2}
subf(χ1 ∨ χ2) = subf(χ1) ∪ subf(χ2) ∪ {χ1 ∨ χ2}
subf(♢χ) = subf(χ) ∪ {♢χ}
subf(□χ) = subf(χ) ∪ {□χ}

Note that subf(¬p) does not include p.

• If χ is a formula in NNF, we denote by literals(χ)
the set of all formulas in subf(χ) of the form p or
¬p. For example, literals(□p ∧ ♢¬q) = {p,¬q}.

Fix a modal implication ϕ → ψ. The next few def-
initions are all relative to the given choice of the modal
formulas ϕ and ψ.

Definition 2 (Types; Overlap-Consistency).

1. By a locally-consistent subset of subf(χ) we mean a
subset X ⊆ subf(χ) such that (i) whenever χ1∧χ2 ∈
X, then χ1, χ2 ∈ X; (ii) whenever χ1∨χ2 ∈ X, then
at least one of χ1, χ2 belongs to X; (iii) ⊥ ̸∈ X;
and (iv) it is not the case that p,¬p ∈ X for some
proposition letter p.

2. An L-type is a locally-consistent subset of
subf(nnf(ϕ)), and an R-type is a locally-consistent
subset of subf(nnf(¬ψ)). A combined type (or just
type for short) is a pair τ = (τL, τR) where τL is an
L-type and τR is an R-type.
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3. A type τ = (τL, τR) is overlap-consistent if there does
not exist a proposition letter p such that p ∈ τL and
¬p ∈ τR or vice versa.

Definition 3 (Viable successor). Let τ, τ ′ be D-types,
for D ∈ {L,R}. We say that τ ′ is a viable successor for
τ (notation: τ ⇒ τ ′) if for every formula of the form □χ
belonging to τ , χ belongs to τ ′. This definition extends
naturally to combined types: we say that τ ⇒ τ ′ holds if
τL ⇒ τ ′L and τR ⇒ τ ′R.

Definition 4 (Quasi-model). A quasi-model is a set X
of (combined) types, such that

1. Every τ ∈ X is overlap-consistent.

2. For all τ ∈ X and ♢χ ∈ τD (with D ∈ {L,R}), there
is τ ′ ∈ X such that τ ⇒ τ ′ and χ ∈ τ ′D.

This completes the definition of quasi-models. The
next theorem states that quasi-models can be used to de-
cide validity of ϕ→ ψ.

Theorem 1. (Soundness and completeness of
quasi-models) The modal formula ϕ ∧ ¬ψ is satis-
fiable if and only if there is a quasi-model X with a
type τ = (τL, τR) ∈ X such that nnf(ϕ) ∈ τL and
nnf(¬ψ) ∈ τR.

Proof. (sketch) In one direction, suppose M,w |=
ϕ ∧ ¬ψ. For every world v of M , we define its type τ(v)
to be (τL(v), τR(v)), where τL(v) is the set of formulas
from subf(nnf(ϕ)) true at v, and τR(v) is the set of for-
mulas from subf(nnf(¬ψ)) true at v. Let X = {τ(v) |
v a world of M}. Then it is easy to show that X is a
quasi-model.

Conversely, supposeX is a quasi-model with a type τ =
(τL, τR) ∈ X such that ϕ ∈ τL and ¬̇ψ ∈ τR. We construct
a model as follows: for each τ ′ ∈ X we create a world
wτ ′ . The accessibility relation connects a pair of worlds
(wτ ′ , wτ ′′) whenever τ ′ ⇒ τ ′′. Finally, a proposition letter
p is set to true at wτ ′ whenever p ∈ τ ′L ∪ τ ′R. It is easy to
show (by induction) that the resulting model MX satisfies
the following truth lemma:

MX , wτ ′ |= χ for all χ ∈ τ ′L ∪ τ ′R

In particular, it follows that MX , wτ |= ϕ ∧ ¬ψ. □

Clearly, a quasi-model is a finite object. More precisely,
since a type is a polynomial-sized object, a quasi-model is
an object of singly exponential size (as a function of the
size of ϕ and ψ). Therefore, Theorem 1 provides us with
a decision procedure for testing satisfiability of ϕ ∧ ¬ψ.
The immediate upper bound we get from this theorem is
NExpTime (by non-deterministically guessing the quasi-
model). In fact, we can do a little better.

Definition 5 (Type elimination sequence). A type
elimination sequence is a sequence X0, . . . , Xn where

1. X0 is the set of all types,

2. each Xi+1 is obtained from Xi by removing a type
τ ∈ Xi that fails to satisfy condition 1 or 2 from the
definition of quasi-models.

3. Xn is a quasi-model.

It is easy to see that a type elimination sequence always
exists (note that X0 is finite and that Xn may be empty).

Theorem 2.

1. All type elimination sequences (for the given formu-
las ϕ, ψ) end in the same quasi-model Xn, which can
equivalently be characterized as the maximal quasi-
model, and as the union of all quasi-models.

2. The modal formula ϕ ∧ ¬ψ is satisfiable if and only
if Xn contains a type τ with nnf(ϕ) ∈ τL and
nnf(¬ψ) ∈ τR.

Proof. (sketch)
For item 1, it suffices to observe that, if X0, . . . , Xn

is a type elimination sequence and X is any quasi-model,
then, X ⊆ Xi for all i ≤ n. Indeed, this can be shown by
a straightforward induction on i.

For item 2, if ϕ ∧ ¬ψ is satisfiable, then let X be the
quasi-model given by Theorem 1. By item 1, we have that
X ⊆ Xn, and hence, Xn contains a type τ with nnf(ϕ) ∈
τL and nnf(¬ψ) ∈ τR. If, on the other hand, ϕ∧¬ψ is not
satisfiable, then it follows from Theorem 1 that there is
no quasi-model containing a type τ with nnf(ϕ) ∈ τL and
nnf(¬ψ) ∈ τR. In particular, Xn does not contain such a
type. □

This puts the complexity in ExpTime: it suffices to
construct an arbitrary type elimination sequence and in-
spect the final type set of the sequence. Note that the
length of the sequence is single exponential because one
type gets eliminated each step. Note that this complexity
upper bound is still not optimal, because the satisfiabil-
ity problem for modal logic is in PSpace. However, the
quasi-model method is quite generic and can be adapted
to various extensions of modal logic that are ExpTime-
complete, such as with the global modality (cf. Section 4).

2.1. Excursion: greatest fixed points vs least fixed points

Type elimination sequences can naturally be viewed as
greatest fixed point computations. To make this precise,
let T be the set of all types, and let F : 2T → 2T be the
(monotone) function given by

F (X) = {τ ∈ T | τ is overlap-consistent and for all
♢χ ∈ τD (with D ∈ {L,R}),
there is a τ ′ ∈ X
such that τ ⇒ τ ′ and χ ∈ τ ′D}

It then follows immediately from Definition 4 and The-
orem 2(1) that:

Theorem 3.
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1. Quasi-models are the post-fixed points of F . That is,
a set X ⊆ T is a quasi-model if and only if X ⊆
F (X).

2. For any type-elimination sequence X0, . . . , Xn, we
have that Xn is equal to the greatest fixed point of
F .

This raises the question whether least fixed points also
have a natural role to play in the story. For this, we need to
define two further notions: well-founded models and type
introduction sequences (the natural duals of type elimina-
tion sequences). We say that a Kripke model M is well-
founded if every world w can be assigned an ordinal δ(w),
in such a way that, whenever a world w has a successor v,
δ(v) < δ(w). If, in addition, all ordinals in question can
be picked to be finite, then we say thatM has finite depth.

Definition 6 (Type introduction sequence). A type
introduction sequence is a sequence X0, . . . , Xn, where

1. X0 = ∅
2. Each Xi+1 extends Xi with a type in F (Xi) \Xi.

3. F (Xn) = Xn.

Note that, since the empty set is a quasi-model, and the
set T of all types is finite, a type introduction sequence
always exists.

Theorem 4.

1. All type introduction sequences (for the given formu-
las ϕ, ψ), end in the same quasi-model Xn, which is
the least fixed point of F .

2. The modal formula ϕ ∧ ¬ψ is satisfiable in a well-
founded model if and only if Xn contains a type τ
with nnf(ϕ) ∈ τL and nnf(¬ψ) ∈ τR.

Proof. (sketch) For item 1, it suffices to observe that if
X0, . . . , Xn is a type introduction sequence, then (i) Xn

is a fixed-point of F , and (ii) for all fixed points X of
F , we have that Xi ⊆ X for all i ≤ n. Claim (i) holds
by definition; claim (ii) can be shown by induction on n,
using the monotonicity of F .

For item 2, first suppose that M,w |= ϕ ∧ ¬ψ and M
is well-founded. By an ordinal induction on δ(v), we can
show that, for all worlds v ofM , the type τ(v) of v belongs
to every fixed point of F . In particular, τ(w) belongs to
Xn. Note that nnf(ϕ) ∈ τL(w) and nnf(¬ψ) ∈ τR(w).
Conversely, it is easy to show by induction on i that, for
each type τ inXi, there is a well-founded model containing
a world satisfying all the formulas in τ . (Indeed, since
there are only finitely many types to consider, a finite-
depth model even suffices.) In particular, if nnf(ϕ) ∈
τL and nnf(¬ψ) ∈ τR for some τ ∈ Xn, then ϕ ∧ ¬ψ is
satisfiable in a well-founded model. □

Coincidentally, for formulas of the basic modal lan-
guage, in the absence of frame conditions, it is known that
satisfiability coincides with satisfiability in well-founded

models (and with satisfiability in finite-depth models).
Consequently, if we are interested in testing the satisfi-
ability of ϕ∧¬ψ, we can freely choose to use type elimina-
tion sequences or type introduction sequences. However,
in general (e.g., for modal logics of transitive frames) this
equivalence no longer holds. Indeed, the modal logic of
all transitive frames is K4 while the modal logic of the
well-founded transitive frames is GL.

3. Constructing interpolants from type elimina-
tion sequences

Recall that a Lyndon interpolant for a valid implication
ϕ→ ψ is a formula θ such that ϕ→ θ and θ → ψ are valid,
and such that every proposition letter occurring positively
(negatively) in θ occurs positively (negatively) in both ϕ
and ψ. In particular, a Lyndon interpolant is a Craig
interpolant (but not vice versa).

Fix modal formulas ϕ, ψ such that ϕ → ψ is valid. By
Theorem 2 there is a type elimination sequenceX0, . . . , Xn

such that Xn does not contain any type τ with nnf(ϕ) ∈
τL and nnf(¬ψ) ∈ τR. For the remainder of this section,
we can fix such a sequence.

The core result is:

Theorem 5. If a type τ = (τL, τR) gets eliminated in the
sequence, then there is a modal formula θτ , such that

• |= (
∧
τL) → θτ and

• |= θτ → ¬(
∧
τR) and

• Every proposition letter occurring positively (nega-
tively) in θτ occurs positively (negatively) in both ϕ
and ψ.

In the remainder of this section, we will show, first
of all, that, from this theorem we get, as a corollary, the
Lyndon interpolation theorem; secondly, we will prove this
theorem itself.

Corollary 1 (Lyndon interpolation). If |= ϕ → ψ,
then

θ =
∨

τL an L-type

with ϕ ∈ τL

∧
τR an R-type

with ¬̇ψ ∈ τR

θ(τL,τR)

is a Lyndon interpolant for ϕ→ ψ.

Proof. If ϕ∧¬ψ is unsatisfiable, then the type elimina-
tion sequence ends in a quasi-model that does not contain
a type τ with ϕ ∈ τL and ¬̇ψ ∈ τR. Therefore, every such
type gets eliminated. This shows that the above formula
θ is indeed well defined.

To see that |= ϕ → θ, let M,w |= ϕ. Let τL be the
L-type of w, i.e., the set of subformulas of ϕ satisfied at
w in M . By construction, M,w |=

∧
τL. It follows from

Theorem 5 that, for all R-types τR containing ¬̇ψ, because
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(τL, τR) got eliminated, M,w |= θ(τL,τR). It follows that
M,w |= θ.

To see that |= θ → ψ, by contraposition, letM,w ̸|= ψ.
Let τR be the R-type of w, i.e., the set of subformulas of
ψ satisfied at w in M . By construction, M,w |=

∧
τR.

It follows by Theorem 5 that M,w |= θ(τL,τR) for all τL
containing ϕ. Therefore, M,w ̸|= θ. □

It remains only to prove Theorem 5.

Proof. (of Theorem 5)
The proof is by induction on the stage at which the

type gets eliminated. If a type τ is eliminated, this is for
one of two reasons:

1. τ is not overlap-consistent. If p ∈ τL and ¬p ∈ τR,
we pick θτ = p. Note that p ∈ literals(ϕ) and ¬p ∈
literals(nnf(¬ψ)). Since polarity of proposition letter
occurrences is preserved when bringing formulas into nor-
mal form, and polarity of proposition letter occurrences is
inverted when negating a formula, it follows that p occurs
positively in both ϕ and ψ. The case where ¬p ∈ τL and
p ∈ τR is similar, except that we choose θτ = ¬p. By
analogous reasoning, in this case, p must occur negatively
in both ϕ and ψ.

2. For some D ∈ {L,R}, τD contains a formula of the
form ♢χ, and every type τ ′ = (τ ′L, τ

′
R) satisfying τ ⇒ τ ′

and χ ∈ τ ′D has already been eliminated earlier on in the
elimination sequence.

If D = L, then take

θτ = ♢
∨

τ ′
L an L-type with

χ ∈ τ ′
L and τL ⇒ τ ′

L

∧
τ ′
R an R-type with

τR ⇒ τ ′
R

θ(τ ′
L,τ

′
R)

We need to show that (i) |=
∧
τL → θτ and (ii) |= θτ →

¬(
∧
τR).

For (i), let M,w |=
∧
τL. Then M,w |= ♢χ. Let v be

a witnessing successor, i.e., (w, v) ∈ RM and M,v |= χ.
Let τ ′L be the L-type of v. By induction hypothesis, we
have that

∧
τ ′L |= θ(τ ′

L,τ
′
R) for all τ

′
R such that (τ ′L, τ

′
R) got

eliminated. It follows, by the induction hypothesis, that
M,v |=

∧
τ ′
R an R-type with τR ⇒ τ ′

R
θ(τ ′

L,τ
′
R). Hence, M,w |=

θτ .
For (ii), by contraposition, let M,w |=

∧
τR. We need

to show that M,w ̸|= θτ . Let v be any successor of w, and
let τ ′R be the R-type of v. Observe that τR ⇒ τ ′R. It follows
by the induction hypothesis that M, v ̸|= θ(τ ′

L,τ
′
R), for all

τ ′L such that (τ ′L, τ
′
R) got eliminated. Hence, M,w ̸|= θτ .

This concludes the argument for D = L. If D = R, the
argument is analogous, except that we reason dually, and
we now take

θτ = □
∨

τ ′
L an L-type with

τL ⇒ τ ′
L

∧
τ ′
R an R-type with

χ ∈ τ ′
R and τR ⇒ τ ′

R

θ(τ ′
L,τ

′
R)

We omit the details, which are straightforward. □

3.1. Complexity and size bounds

By a careful inspection of the above procedure it can
be shown that this yields a method for constructing inter-
polants in exponential time, provided that the interpolants
are represented succinctly using a DAG-style representa-
tion of formulas. If formulas are required to be repre-
sented as trees (without subformula sharing) then there is
an extra exponential blowup and, in this case, the proce-
dure runs in doubly-exponential time and yields doubly-
exponentially large interpolants. (By comparison, the in-
terpolation method using ∇-normal form described in Sec-
tion 1 also runs in exponential time and produces single-
exponential length interpolants, even without requiring a
DAG representation.)

4. Discussion

As discussed before, there are many different methods
for constructing interpolants for modal logic. Each has its
own advantages. The method described here generalizes
to guarded fragments [2] and yields an effective procedure
for interpolant construction that is optimal in terms of
formula length and running time, in that context.

4.1. Extensions of the basic modal language

It seems likely that the above method can be adapted
to extensions of the basic modal language (besides guarded
fragments). In particular, it is natural to ask this question
for extensions of the basic modal language that admit fil-
tration.

As an example, consider the extension of the basic
modal language with the global modality. In this case,
(i) the definition of ⇒ can be adapted so that both types
agree on all global statements they make, and (ii) the def-
inition of a quasi-model can be suitably extended with a
clause for the global modality. Note that unlike in the basic
modal case, a quasi-model can now no longer be associated
with a single Kripke model. Rather, the types in a quasi-
model can be naturally partitioned in terms of whether
they agree on all global statements they make; each part
of this partition naturally gives rise to a different Kripke
model. Nevertheless, Theorem 1 and Theorem 2 still holds
true. The interpolant construction naturally extends as
well. We omit the details here.

Also, unlike the model-theoretic approach we briefly
described in Section 1, the techniques presented here are
not inherently restricted to fragments of first-order logic.
They may also work for some non-first-order-definable ex-
tensions of the modal language.

Can the type-elimination-sequence method be
used to show interpolation for graded modal
logic? And, the extension of the basic modal
language with a ♢∞ modality (“there are in-
finitely many successors satisfying. . . ”)? And,
monadic first-order logic with the infinity quan-
tifier [4]?
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4.2. Modal logics of restricted frame classes

Besides language extensions, it is also natural to ask
whether the interpolation method via quasi-models can be
extended to modal logics of restricted classes. A natural
example is K4, the modal logic of the class of transitive
frames.

Can the type-elimination-sequence method be
used to show interpolation for K4? And (in
the light of the discussion in Section 2.1), can
interpolation be shown for the modal logic GL
of well-founded transitive frames, by means of
an induction on type-introduction-sequences?

Note that the logics in question are known to have Craig
interpolation. These questions are therefore more intended
to generate insight in the generality of the method.

Can one prove a general interpolation result
(and ExpTime complexity upper bound) for a
larger class of modal logics of frame classes that
admit filtration?

4.3. Type elimination sequences vs proofs

By Theorem 2, a modal implication ϕ → ψ is valid if
and only if there is a type elimination sequence leading
to a quasi-model that does not contain any type τ with
nnf(ϕ) ∈ τL and nnf(¬ψ) ∈ τR. At the same time, by
the soundness and completeness of the axiomatic system
K, this holds if and only if there is an axiomatic proof
for ϕ → ψ. And similarly for other proof systems such as
sequent calculi.

Can a proof (in some modal proof system) be
extracted from a type elimination sequence?

4.4. Other refinements of Craig Interpolation

As discussed in Section 1, modal logic admits a strong
form of interpolation called uniform interpolation, where
the interpolant does not depend on the consequent if the
implication (only on its signature). This property is quite
brittle. For instance, uniform interpolation is known to fail
for the extension of modal logic with the global modality,
as well as for the modal logic K4 of transitive frames (al-
though it holds for the modal µ-calculus).

Can the type-elimination-sequence based
method be adapted to prove uniform interpola-
tion for modal logic?

It is not clear that this is easy. Perhaps inspiration could
be taken from proofs of uniform interpolations based on
sequent calculi [15, 1].

The same can be asked for several other, more mod-
est, refinements of the Craig interpolation property, for in-
stance in a multi-modal setting where we can interpolate
over modalities, as well as possibly over ♢’s and □’s sep-
arately. It is more likely that the method can be adapted
to prove such interpolation theorems.
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