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Abstract

We initiate the study of finite characterisations and exact learnability of modal languages.
A finite characterisation of a modal formula w.r.t. a class of formulas is a finite set of finite
models (labelled either positive or negative) which distinguishes this formula from every other
formula from that class. A language is finitely characterisable if every formula in it has a finite
characterisation w.r.t. it. We show that normal modal logics are finitely characterisable if and
only if they are locally tabular. Further, we define the category of pointed Kripke models
and weak simulations and show that the existence of dualities in this category relate to finite
characterisability of the positive modal language without the truth-constants ⊤ and ⊥. In
fact, we show that our techniques apply to a larger class of uniform formulas. Moreover, our
results are essentially optimal as we show that allowing any kind of non-uniformity makes the
language non-characterisable. Throughout, we indicate what exact learning algorithms can
be obtained from these characterisations.
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Chapter 1

Introduction

In this thesis, we initiate the study of finite characterisations and exact learnability of modal
languages. Exact learning is a framework for learning problems that involve learner-teacher
interaction that is well-studied in computational learning theory [2]. In particular, it is ap-
plied to the problem of learning or ‘reverse engineering’ a hidden goal concept from data
examples. The teacher is formalised in terms of various kinds of oracles, but we will focus
almost exclusively on one kind of oracle-query; membership queries. Finite characterisations
are finite sets of data examples that suffice to distinguish the goal concepts from a given class
of concepts under consideration. Note that finite characterisations are thus always defined
with respect to (w.r.t.) some class of concepts under consideration. Finite characterisations
are a necessary precondition for exact learning with membership queries only, but they also
always yield some learning algorithm with membership queries (albeit a highly inefficient one).

An example of a concept class is the set of model-classes of formulas from some language.
Recently, it has been elegantly shown that a large class of formulas in the positive-existential-
conjunctive fragment of FO (also known as ‘conjunctive queries’) admits polynomial time-
computable finite characterisations via the existence of frontiers and dualities in the homo-
morphism lattice of finite structures [9]. Moreover, an even larger class of formulas within
the positive-existential fragment of FO (also known as ‘unions of conjunctive queries’) admits
exponential time-computable characterisations via homomorphism dualities. We make the
latter result explicit for the first time, as it was implicit in [1, 9]. It is well-known that modal
logic can be seen as a fragment of first order logic, and hence the above-mentioned charac-
terisability and learnability results for positive-existential FO transfer to positive-existential
modal logic (i.e. the class of modal formulas that use only ♢,∧,∨ and positive atoms). First,
we make these corrolaries explicit and then improve upon their results in the context of modal
languages.

Yet also independently of the line pursued there, we embark on the study of finite char-
acterisations of modal formulas per sé. We aim to give a complete picture. In chapter 2, we
introduce the necessary background for the results and methods used in this thesis. First, 2.1
introduces the basics of modal logic, in 2.2 we formally define finite characterisations and exact
learning algorithms, in 2.3 we introduce the frontiers and dualities from a categorical perspec-
tive and finally 2.4 reviews the results from [9] for unions of conjunctive queries. Chapter 3
studies the question when a normal modal logic is finitely characterisable. We show this to be
the case iff the logic is ‘locally tabular’ (i.e. contains only finitely many formulas up to equiv-
alence). Next, chapter 4 introduces weak simulations and develops a categorical framework
similar to [9, 23] for studying finite characterisations via dualities. This is in anticipation of
the next chapter, where our main result is that this fragment is finitely characterisable. Thus
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CHAPTER 1. INTRODUCTION 5

in chapter 5, we study the question which syntactic fragments (understood as restricting the
set of base connectives) of the modal language are finitely characterisable (over all frames).
We exploit the categorical framework established in chapter 4 to show that the large class of
uniform formulas is finitely characterisable (that is, each uniform formula is finitely charac-
terisable w.r.t. the class of all of them). Moreover, we show that our results are essentially
optimal. Finally, in chapter 6 we discuss whether more efficient learning algorithms could be
obtained via these methods.



Chapter 2

Preliminaries

In this preliminary section, we will review the basics of modal logic, define finite character-
isability and exact learnability and introduce dualities and frontiers in a categorical setting.
Finally, we will review recent work on finite characterisations and exact learnability for frag-
ments of first order logic (FO) [9]. The main ideas from this thesis are adapted from their
setting, and their results even imply results in the modal setting via standard translation of
modal logic into FO. We make some of these corollaries implicit in their work explicit, and
present the present work as a continuation of their efforts. The section on modal logic is based
on [8], so for references please consult this book. All other references have been indicated in
the text.

2.1 Modal Logic

First, we define what is a modal formula. Note that the language does not have a ‘binding’
construct (for ‘unfreeing’ variables).

Definition 2.1. (Full Modal Language)
The full modal language over a set Prop of propositional variables is recursively generated by

φ ::= p | ¬φ | φ ∧ φ | φ ∨ φ | □φ | ♢φ | ⊤ | ⊥

where p ∈ Prop. Note the omission of the → connective is justified as p → q ≡ ¬p ∨ q. A
modal language is just a collection of modal formulas, i.e. a subset of the full modal language.

We make no assumption on the size of the set of propositional variables Prop. But note
that, even if Prop is finite, there are already infinitely modal formulas up to logical equivalence
(over the class of all frames).

Definition 2.2. (Variables)
For a modal formula φ, let var(φ) be the set of propositional variables occurring in φ. We
write φ(p1, . . . , pn) to denote that var(φ) ⊆ {p1, . . . , pn}.

Definition 2.3. (Positive and Negative Formulas)
Let pos(φ) denote the set of propositional variables occurring positively in φ (i.e. within the
scope of an even number of negations). Similarly, let neg(φ) denote the set of propositional
variables occurring negatively in φ (i.e.within the scope of an odd number of negations).
Note that pos(φ) and neg(φ) are not necessarily disjoint. A formula φ is called positive if
var(φ) = pos(φ) and negative if var(φ) = neg(φ).

6



CHAPTER 2. PRELIMINARIES 7

Definition 2.4. (Modal Fragments)
For C ⊆ {∧,∨,♢,□,⊤,⊥} a set of connectives, we denote by LC the set of modal formulas
generated from literals (i.e. positive or negated propositional variables from Prop) using the
connectives in C. We assume all formulas to be in negation normal form, so that negations
may only occur in front of propositional variables. Thus, L□,♢,∧,∨ is the full modal language
in negation normal form. We denote by L+

C ,L
−
C the set of positive, respectively negative LC

formulas.

Definition 2.5. (Modal Depth)
For a formula φ, its modal depth d(φ) is the length of the longest sequence of nested modal
operators (i.e. □ or ♢) in φ.

Definition 2.6. (Kripke model)
A Kripke model is a triple M = (dom(M), R, v) where dom(M) is a set of ‘possible worlds’,
R ⊆ dom(M)×dom(M) a binary ‘accessibility’ relation and v :W → P(Prop) is a colouring.1.
A Kripke frame (or simply ‘frame’) is a Kripke model without a colouring. A pointed model
is a pair (M, s) of a Kripke model M together with a state s ∈ dom(M).

Definition 2.7. (Path)
A finite path through a modelM is a finite sequence (t0, . . . , tn) of states in dom(M) such that
Rtiti+1 holds for all i < n− 1. We also write t0R . . . Rtn for this path. Similarly, an infinite
ascending path throughM is an infinite sequence (t0, t1, t2, . . .) of states in dom(M) such that
R(ti, ti+1) holds for all natural numbers i. Dually, an infinite descending path through M is
a sequence (t0, t1, t2, . . .) of states in dom(M) such that R−1(titi+1) (i.e. R(ti+1, ti)) holds for
all natural numbers i.

Definition 2.8. (Rooted Models)
A pointed model M, s is rooted if every state t ∈ dom(M) is reachable by some finite path
from the root s, i.e. if there are finitely many states t1, . . . , tn such that sRt1R . . . RtnRt is
path through M .

We will frequently write “consider a model (M, s)” or “consider a rooted model (M, s)”,
where of course it is clear from notation that (M, s) is a pointed model. Next, we define what
it means for a pointed model to be acyclic, via the notion of height of a pointed model.

Definition 2.9. (Height)
The height of a pointed model (M, s) is the length of the longest path in M starting at s, or
∞ if there is no finite upper bound.

Definition 2.10. (Cylic Models)
A model M is cyclic, i.e. if there is a path in M of the form (t, . . . , t), i.e. a directed cycle
tR . . . Rt for some t ∈ dom(M). A model is acyclic if it is not cyclic.

Definition 2.11. (Tree Models)
A pointed model M, s is a tree if it is rooted and acyclic.2

Observation. For all pointed models M, s, height(M, s) ≤ |dom(M)| or height(M, s) = ∞
1An ordinary valuation function V : Prop → P(W ) induces a ‘colouring’ col(V ) : W → P(Prop) as its

transpose col(V )(w) := {p ∈ Prop | w ∈ V (p)}.
2Note that being a tree is only defined for pointed models since rootedness is defined relative to a distin-

guished element. Also note that our definition of rootedness subsumes the connectedness requirement which
is commonly included in the definition of a tree.
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Proof. Suppose that height(M, s) ̸= ∞, i.e. height(M, s) = n for some n. Then there is some
path (s, t1 . . . , tn−1) of length n through M starting at s while there is no path of length
n+ 1 starting at this point. Then it cannot be that M, s is cyclic, otherwise there would be
paths of arbitrary length starting at s (i.e. then height(M, s) = ∞). Hence M, s is acyclic
but then all the elements in the path (s, t1 . . . , tn−1) must be pairwise distinct. It follows that
height(M, s) = n ≤ |dom(M)|.

Definition 2.12. (Semantics)
The semantic clauses for modal logic are as follows:

M, s |= p iff p ∈ v(s)

M, s |= ⊤ always

M, s |= ⊥ never

M, s |= ¬φ ∧ iff notM, s |= φ

M, s |= φ ∧ ψ iff M, s |= φ andM, s |= ψ

M, s |= φ ∨ ψ iff M, s |= φ orM, s |= ψ

M, s |= ♢φ iff ∃t ∈ R[s] withM, t |= φ

M, s |= □φ iff ∀t ∈ R[s] it holds thatM, t |= φ

When we write M |= φ we mean that M, s |= φ for all s ∈ dom(M).

There are two ways of thinking about modal logic; syntactically as a set of formulas
derivable in some proof system, or semantically as the set of validities of some frame class.
We adopt the former perspective.

Definition 2.13. (Normal Modal Logics)
A normal modal logic is a set of modal formulas containing all instances of the K-axiom

(K) □(φ→ ψ) → (□φ→ □ψ)

and closed under uniform substitution, modus ponens and generalisation.

Terminological note: we will use regular letters L to refer to modal logics (i.e. sets of
validities) and calligraphic letters L to refer to modal languages (i.e. arbitrary sets of modal
formulas).

Definition 2.14. (Bisimulation)
A relation Z ⊆M ×M ′ is a bisimulation (notation M, s↔M ′, s′) if all (t, t′) ∈ Z satisfy the
following clauses:

(atom) vM (t) = vM
′
(t′)

(forth) RM tu implies ∃u′ ∈M ′ with RM
′
t′u′ and (u, u′) ∈ Z

(back) RM
′
t′u′ implies ∃u ∈M with RM tu and (u, u′) ∈ Z

Theorem 2.1. Modal formulas are invariant under bisimulations, i.e. if M, s |= φ and
M, s↔M ′, s′ then M ′, s′ |= φ (and vice versa) for all modal formulas φ.

Call a relation Z ⊆ A×B is total if ∀a ∈ A.∃b ∈ B(a, b) ∈ Z and ∀b ∈ B.∃a ∈ A(a, b) ∈ Z.

Proposition 2.1. [8] Every bisimulation between rooted models is total.
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A converse to bisimulation-invariance is well-known as the Van Benthem Characterisation
Theorem, which says that every first order formula that is invariant under bisimulations is
equivalent to a modal formula under the standard translation.3

2.2 Finite Characterizations and Exact Learning

We will be interested in concept-learning, which means learning a concept from a given concept
class.

Definition 2.15. (Concept Classes)
A concept C over a domain D is a subset of the domain C ⊆ D. Consequently, a concept
class C over some domain D is a collection of subsets of D, i.e. C ⊆ P(D).

Learning a concept C from some concept class C thus means learning a subset C ⊆ D of
the domain by distinguishing it from all others subsets C ′ ⊆ D with C ′ ∈ C.

Definition 2.16. (Examples and Instances)
An instance is an element E ∈ D of the domain D. An example is an element E ∈ D of
the domain that is labelled either positive (+) or negative (-). We will not make these labels
explicit in notation, instead we will simply refer to them as positive or negative examples.

A concept C fits a positive example e if e ∈ C, while C fits a negative example e if e ̸∈ C.
A concept fits a set of examples if it fits each of them. Further, we say that an example e
distinguishes between two concepts C and C ′ if C fits e while C ′ does not, or if C ′ fits e while
C does not. This leads us to the central concept of this thesis.

Definition 2.17. (Finite Characterizations)
A finite characterization of a concept C ∈ C w.r.t a concept class C is a pair of finite sets of
examples (E+, E−) (where the examples in E+ are labelled positive and the examples in E−

are labelled negative) such that (i) C fits these examples and (ii) C is the only concept from
C which fits these examples. Further, we say that a concept class C is finitely characterisable
if each concept C ∈ C has a finite characterisation w.r.t. C.

Finite characterisations, besides being interesting in their own right, are important as a
precondition for exact learning from examples (with ‘membership queries’ only, to be defined
shortly). Exact learnability was introduced by Dana Angluin [2] as an interactive form of
learning that includes both a learner and a teacher aspect. The idea is that the learning
algorithm tries to learn some hidden target concept by asking certain oracle queries. We will
be looking at two types of oracles (but there are more, see [2]).

A membership oracle is an oracle that when presented with an instance of the domain,
(truthfully) says “yes” if the instance belongs to the goal concept and “no” if not. An
equivalence oracle is an oracle that, when presented with (some representation of) a concept
C ∈ C, returns “yes” if the goal concept is identical to C, and otherwise returns “no” with a
counterexample witnessing their non-identity.

But besides learnability, the generation of a finite exhaustive set of data examples con-
sistent with a given logical specification, can be useful for illustration, interactive specifica-
tion, and debugging purposes (e.g., [27] for relational database queries, [AlexeCKT2011]
for schema mappings, and [31] for XML queries). The exhaustive nature of the examples is
useful in these settings, as they essentially display all ‘ways’ in which the specification can be
satisfied or falsified.

3The standard translation is the embedding of modal logic into FO. We give a definition in chapter 5.
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Definition 2.18. (Exact Learning Algorithm)
An exact learning algorithm with membership and/or equivalence queries for a concept class C
is an algorithm that takes no input but has access to the membership oracle and/or equivalence
oracle for an unknown goal concept C ∈ C. The algorithm must terminate after a finite amount
of time and output (some representation of)4 the goal concept C. A concept class C is exactly
learnable if there exists a learning algorithm that can identify a concept C ∈ C in finite time.

Finite characterisability is a necessary precondition for exact learnability with member-
ship queries only. For if infinitely many examples are needed to distinguish certain concepts
from each other, then it is impossible to distinguish between them in finite time by asking
membership queries. But the converse also holds, effective finite characterisability (by which
we mean the effective computability, not merely the existence, of finite characterisations) of
some countable concept class C induces a naive learning algorithm with membership queries
(albeit a very inefficient one). Namely, the algorithm simply enumerates all the concepts
C1, C2, . . . . in C and goes along this list, checking for each Ci whether the hidden goal concept
Cgoal is equivalent to Ci via the finite characterisations by asking membership queries, and
halts when it has uniquely identified Cgoal from this list.

2.2.1 Relationship to Formal Learning Theory

Here, we relate the notion of finite characterisability from computational learning theory to
the learnability notion of finite identifiability from formal learning theory. This will not be
relevant for the rest of the thesis but serves as contextualization of the quite novel concept of
finite characterisations. Our presentation here is based on the dynamic topological framework
for learning theory recently developed in [4]. For further background, see [22]. Formal learning
theory is concerned with the problem of tracking the truth by making conjectures based
on observations. Examples are language-learning (inferring the grammar of a language by
observing well-formed sentences) and scientific inquiry (inferring a theory of a phenomenon
by observing its effects).

Formally, this is captured by a hypothesis spaceX containing all (typically infinitely many)
hypotheses under consideration, together with a set of observable properties or observations
O ⊆ P(X) that is closed under finite intersections. That is, observations O ⊆ X are formalised
as the set of hypotheses consistent with these observations. The topology on X generated by
O as a topological basis is called the observational topology. Various strategies for learning are
then formalized as learners, i.e. a functions L : O → P(X) from observations to conjectures.

Definition 2.19. (Intersection Space) An intersection space is a tuple (X,O), where X is
a space of hypotheses and O ⊆ P(X) is a family of subsets of X that is closed under finite
intersections (i.e. the observations). Further, a triple (X,O, L) where (X,O) is an intersection
space and L is a learner, is called a learning frame.

The central notions of formal learning theory are finite identifiability and identifiability in

4We are assumed that concepts are specified using some representation system, so the length of the speci-
fication of a concept is well-defined. Formally, a representation system for C is a string language L over some
finite alphabet Σ (i.e. L ⊆ Σ∗) together with a surjective function r : L → C. Then by the size |C| of a
concept C ∈ C we mean the length of the smallest representation of C (i.e. the shortest string in s ∈ L such
that r(s) = C). Similarly, we assume such a representation system, with a corresponding notion of length,
for the examples. When there is no risk of confusion, we may conflate concepts (and examples) with their
representations.
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the limit.5 Note that all learnability notions are defined relative to a “real world” x ∈ X.6

A property P ⊆ X is finitely identifiable in state x ∈ X in a learning frame (X,O, L) if
there is some O ∈ O with x ∈ O such that O ⊆ P . In other words, it there is some true
observation that entails P . Note that finite identifiability is learner-independent (i.e. it does
not make reference to conjectures of the form L(O)) and hence depends only on the underlying
intersection space (X,O).

By contrast, identifiability in the limit is dependent on the learner. The intuition can
be described as follows. Certain properties, although true, cannot be known with certainty
by any finite sequence of observations O1, . . . On ∈ O (which induces a single observation
O1 ∩ . . . ∩ On ∈ O). In these scenarios, the learner has to go ‘beyond’ the observations,
making conjectures she is not certain of in order to converge to the truth in the limit. Note
that still, identifiability in the limit is a non-introspective notion. That is, the learner never
becomes aware (or certain) that the property is true, although evidence accumulates over
time.

Say that a learner L believes P based on an observation O ∈ O if L(O) ⊆ P . Further, a
learner L has an undefeated belief in P based on observation O ∈ O if L believes P (i.e. L(O) ⊆
P ) and no further future observation O ∈ O may refute this belief, i.e. ∀O′ ∈ O L(O∩O′) ⊆ P .
Note these notions of belief are not defined relative to a state, because beliefs are not required
to be true (whereas knowledge is factive). Finally, we say that a learner L identifies a property
P in the limit in a state x ∈ X if there is a true observation O ∈ O with x ∈ O such that L
has an undefeated belief in P based on O which is true, i.e. with x ∈ L(O).

Finite characterisations and exact learning as discussed in section 2.2 are related to these
notions in the following way. First of all, note that an exact learning algorithm tries to learn a
concept with certainty (in contrast to statistical approaches in computational learning theory
such as PAC-learning), purely based on observations. So an exact learning algorithm is not
a ‘learner’ in the sense above (or a very trivial one) as it does not go beyond the data by
making conjectures. This is reflected in the observation that concept classes can be seen as
intersection spaces rather than learning frames.

A concept class C over a domain D is a subset of P(D) and hence gives rise to an inter-
section space in the following way. First, we view C as our hypothesis space. Note that this
obfuscates the structure of concepts as subsets of some uniform domain D, instead rendering
them as abstract elements of some set. However, the concrete nature of these concepts is used
to define the observations. Intuitively, we may observe an instance d ∈ D of the domain either
as a positive example of a concept, or as a negative example, giving rise to the observations
[d]+ = {C ∈ C | d ∈ C} and [d]− = {C ∈ C | d ∈ C} respectively. Let OD be the closure
of {[d]+ | d ∈ D} ∪ {[d]− | d ∈ D} under finite intersections, then (C,OD) is an intersection
space. because OD ⊆ P(C) and closed under finite intersections.7 The converse does not hold:
not every intersection space (X,O) can be seen as a concept class since the hypotheses in X
need not possess any further internal structure.

Consequently, given the above correspondence between concept classes and special types
of intersection spaces, we can show the following. Say that an intersection space (X,O) is
learnable if every hypothesis x ∈ X is an isolated point in the observational topology, i.e. if
each singleton {x} is finitely identifiable.

5These are called learnability with certainty and inductive learnability respectively in [4].
6In analogy with dynamic epistemic logic where notions of knowledge and belief are also defined relative

to a “real” world. This is relevant since a multi-agent epistemic Kripke model may contain multiple disjoint
‘information cells’ for agents, representing incompatible information states.

7Alternatively, taking {[d]+ | d ∈ D} ∪ {[d]− | d ∈ D} as a subbasis generates the observational topology.
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Proposition 2.2. A concept class C over a domain D is finitely characterisable iff the cor-
responding intersection space (C,OD) is learnable.

Proof. From left to right, suppose that C is finitely characterisable and let C ∈ C. We
show that {C} is an intersection of finitely many observations O1, . . . , On ∈ O and hence
open in the observational topology. By hypothesis, C has a finite characterisation E =
{d+0 , . . . , d+n , e

−
0 , . . . , e

−
m} w.r.t C, where the + and - labels denote being a positive or negative

example respectively and each di ∈ D. It immediately follows that

[d0]
+ ∩ . . . ∩ [dn]

+ ∩ [e0]
− ∩ . . . ∩ [em]

− = {C}

i.e. {C} is a finite intersection of basic open sets [di]
+, [ej ]

− ∈ OD. Conversely, if {C} is open
it must be a finite intersection of opens [d0]

+, . . . , [dn]
+, [e0]

−, . . . , [em]
− ∈ OD. It follows that

({d+0 , . . . , d+n }, {e
−
0 , . . . , e

−
m}) is a finite characterisation on C w.r.t. C.

2.3 Categories and Dualities

In this section, we introduce the bare category theory needed to get to the crucial concepts
of frontier and duality.

Definition 2.20. (Category)
A category C consists of a collection Ob(C) of objects and a collection Ar(C) of morphisms
such that every morphism f has a domain dom(f) and codomain cod(f) in Ob(C). Moreover,
these have to satisfy the following conditions:

• given two morphisms f, g with cod(f) = dom(g), their composition g◦f (also abbreviated
as gf) exists as a morphism where dom(gf) = dom(f) and cod(gf) = cod(g)

• for every object A there is a unique morphism 1A ∈ Ar(C) (with dom(1A) = cod(1A) =
A) that is the identity on A, i.e. given morphisms f, g with cod(f) = A = dom(g), we
have 1A ◦ f = f and g ◦ 1A = g.

• composition is associative, i.e. for every f, g, h ∈ Ar(C), we have that (f◦g)◦h = f◦(g◦h)

We will simply write A → B to denote the existence of a morphism from object A to object
B. For every category C, its opposite category Cop is defined as the category with the same
objects as C, but with all morphisms reversed.

Classes of mathematical objects with an appropriate notion of homomorphism or ‘structure-
preserving map’ give rise to categories. In particular, there is a category of all categories Cat.
The morphisms in this category are called functors. Thus, a functor is a morphism between
categories, and hence is specified by an ‘object part’ and a ‘morphism part’.

Definition 2.21. (Functors)
A functor F from a category C to D (notation F : C → D) is a map Fob : Ob(C) → Ob(D)
together with a map FAr : Ar(C) → Ar(D) such that (i) for every morphism C

f→ C ′ in C,
FC

F (f)→ FC ′ is a morphism in D. Moreover, we also require that F (f ◦ g) = F (f) ◦F (g) and
F (1C) = 1FC . For every functor F : C → D, the opposite functor F op : D → C exists (as a
morphism in Cat).
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The identity functor 1C, which is just the identity on both objects and morphisms of
C, is the identity map in Cat for a category C. A functor F is a contravariant functor if
F : C → Dop or F : Cop → Dop. A functor F : C → C with the same domain and codomain is
what is known as an endofunctor.

Definition 2.22. An isomorphism f in a category C is a morphism f : C → D (where C,D
objects in C) that has an inverse g : D → C such that gf = 1C and fg = 1D.

In particular, an isomorphism in Cat (an “isomorphism of categories”) is a functor F :
C → D with an inverse functor G : D → C such that GF = 1C and FG = 1D.

8 A dual
isomorphism of categories C,D is a contravariant functor F : C → Dop that is an isomorphism.

Definition 2.23. (Initial and Final Objects)
The initial object in a category C is an object 0 in C such that there is a unique morphism
! : 0 → C to every object C in C. A weakly initial object is an object that has at least one
morphism to every object in C. The terminal object or a weakly terminal object in C is the
initial object or a weakly terminal object in Cop.

Definition 2.24. (Product and Coproduct)
The product of two objects C and D in a category C is an object C ×D in C together with
morphisms π0 : C×D → C, π1 : C×D → D (the projection maps) such that for every object
E with morphisms E → C,E → D, the following diagram commutes

E

C ×D

C D

∃!f

π1π0

A category C has products if for every two objects C,D, the product exists in C. The coproduct
of C and D in C is the product of C and D in Cop. Similarly, a category C has coproducts iff
Cop has products.

Note that we only defined binary products, but having binary products implies having all
finite products. The following notion is only defined for categories that have products.

Definition 2.25. (Exponentials)
Let C be a category that has products. Then the exponential of two objects C and D in a
category C is an object CD such that for all objects A;

A×D → C iff A→ CD

That is, exponentiation with an object D is defined as being right adjoint to taking the
product with D. If a category has exponentials, we say it is cartesian closed. The following
notions are not necessarily studied by category theorists, but they nevertheless make sense
for arbitrary categories.

8Note that this is strictly stronger than what is known as an equivalence of categories, where there only
have to be natural transformations (which are morphisms between functors) from the endofunctors GF,FG to
the identity functors 1C, 1D respectively.
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Definition 2.26. (Dualities)
A (finite) duality in a category C is a pair (F ,D) of finite sets of objects such that

F →= Ob(C)\ → D

where F →:= {A | ∃F ∈ F such that F → A} and dually→ D := {A | ∃D ∈ D such that A→
D}.

Hence, a duality in C partitions Ob(C) into the collection of objects ‘above F ’ and those
‘beneath D’. We will refer to D as the duals for F . Note that this is called a generalised
duality in [18].If F = {A} consists of a single object and is the left-hand side of a duality, then
we say that A has finite duality [9]. Dualities can be viewed as a generalisation of the notion
of a splitting of a lattice [28]. Also closely related to dualities is the notion of a frontier [9].

Definition 2.27. (Frontiers)
A (finite) frontier of an object A is a finite set of objects F such that (i) for each F ∈ F ,
F → A and A ̸→ F and (ii) for every B with B → A and A ̸→ B, B → F for some F ∈ F .

Frontiers are a generalisation of ‘gap pairs’ as studied in [23], which is just a pair of objects
(A,F ) such that F is ‘strictly below’ A (i.e. F → A and A ̸→ F ) while there is no other object
B ‘strictly between’ A and F (i.e. no B ̸= F such that F → B → A). Thus if (A,F ) is a
gap pair then the ambient order of morphism is not ‘dense’ just below A, so F is a minimal
weakening of A. Frontiers generalise this to a set of minimal weakenings of an object (cf.
definition 2.27). So if {F} is a singleton frontier for an object A then (A,F ) is a gap pair.

Observe that dualities are defined for sets of object while frontiers are only defined for
single objects. Yet the two notion are related in the case of single objects. The following
results are from [9]. Although they only show this for a specific category their proof is
completely general for arbitrary categories, as it just uses the universal properties of products
and exponential object.9

Proposition 2.3. ([9]) If a category C has products and ({A},D) is a duality, then {A ×
D | D ∈ D} is a frontier for A.

Proposition 2.4. ([9]) In a cartesian closed category C, if F is a frontier for an object A
then {FA | F ∈ F} is a duality for A.

Proof. Suppose that F is a frontier for an object A. We have to show that for all B B → FA

for some F ∈ F iff A ̸→ B. From left to right, note that if B → FA then A × B → F . As
F is a frontier, A ̸→ A × B (otherwise A → F by composition) and hence as A → A, by
properties of the product it must be that A ̸→ B. Conversely, if A ̸→ B then A ̸→ A × B.
But as A × B → A via the projection and F is a frontier, there must be some F ∈ F such
that A×B → F . Hence B → FA.

Note that the construction of the frontier from the duality is polynomial while the con-
struction of the duality from the frontier requires an exponential blow-up in size [9].

9In fact, their case is a little different because the role of the exponential is played by a set of objects. This
is a recurring theme through this thesis.
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2.4 Finite Characterisations for Conjunctive Queries

In this thesis, we will study a particular kind of concept classes, namely logical languages.
Whereas we will concentrate on modal languages, finite characterisations and exact learn-
ability have been studied for fragments of first order languages. In particular, the positive-
existential fragment of FO, also known as unions of conjunctive queries, was recently shown
to admit finite characterisations [9]. Interestingly, they show this via the existence of frontiers
and dualities in the category Hom of finite structures and homomorphisms. In the first order
case, the examples will be structures with a tuple of designated elements rather than pointed
Kripke models. For A a set, let A∗ denote the set of all tuples of finite length consisting only
of elements of A. A schema S (or relational signature10) is a tuple (R1, . . . , Rn, c1, . . . , cm) of
relation symbols Ri (marked with their arities) and constant symbols cj .

Definition 2.28. (Relational Structure)
Given a schema S = (R1, . . . , Rn, c1, . . . , cm), a (S-)structure is a tuple (dom(A), RA1 , .., R

A
n , c

A
1 , . . . , c

A
m)

where dom(A) is a set (the domain of the structure), for each relational symbol Ri, R
A
i is a set

of tuples of the same length as the arity of Ri, and each cAi denotes a distinguished element
in dom(A).

When the schema contains constant symbols, we write (A, ā) for a structure together with
the tuple of ‘distinguished elements’ ā ∈ dom(A)∗ picked out by the constants. We refer to the
tuples in the sets RAi as facts. We say that a structure is safe if every distinguished element
occurs in some fact. A structure A, a with one distinguished element is a tree if viewed as a
Kripke model it satisfies the definition of a tree (i.e. definition 2.11).

Definition 2.29. (Conjunctive Queries)
A conjunctive query (CQ) is a formula of the form

q(x̄) := ∃yϕ(x̄,y)

where ϕ(x̄, ȳ) is a conjunction of atomic formulas Rz̄ such that every z ∈ { ¯x, y} occurs in
some atomic conjunct. For a CQ q(x̄), the variables x̄ are the free variables, and so if |x̄| = k
then we say that q is a k-ary CQ.

CQs can be seen as a normal form for the positive-existential-conjunctive (i.e. no negation,
disjunction or universal quantification) fragment of FO.

Definition 2.30. (Homomorphisms)
An (S-)homomorphism h : (A, ā) →hom (B, ā) between S-structures is a function h : dom(A) →
dom(B) such that for all tuples ā′ ∈ dom(A)∗, A |= R(ā) implies B |= R(h(ā)).

We write ↔hom for the relation of homomorphic equivalence, i.e. A, ā ↔hom B, b̄ means
that there is a homomorphism in both directions between these structures A, ā →hom B, b̄
and B, b̄→hom A, ā. It turns out that every structure contains a unique smallest substructure
(up to isomorphism), called its core, to which it is homomorphically equivalent [23, 9].

Theorem 2.2. ([23]) Every structure A, ā has a unique smallest substructure core(A), ā (up
to isomorphism) such that A, ā↔hom core(A), ā.

10We will not consider function symbols here.
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Theorem 2.3. ([25]) Positive-existential FO (i.e. the class of all first order formulas using
only ∧,∨, ∃ and positive atoms Rx̄) is preserved under homomorphisms, i.e. if A, ā |= φ and
A, ā→hom B, b̄ then B, b̄ |= φ for all positive-existential φ.11

The above theorem of Lyndon’s justifies our thinking of homomorphism as ‘structure
preserving’. Above, homomorphisms are closed under composition, and this composition is
associative (because it is just functional composition). So each schema S induces a cate-
gory HomS (we will suppress the schema-subscript mostly) of finite S-structures and S-
homomorphisms.12 The properties of these categories, in particular the cases of directed and
undirected graphs, have been extensively studied in [23]. These categories Hom have been
shown to have products, coproducts and a final object.

Direct products of structures fulfills the role of product, but the coproduct is not dis-
joint union and a little more involved [9]. Moreover, the single point structure Mfinal with
dom(Mfinal) = {·} and all facts being true of that point (i.e. RMfinal := {·}k for all k-ary
relations R) serves as a final object [9]. We observe that, depending on whether we allow
the empty structure to be well-defined, the initial object is either the empty structure (like
∅ is the initial object in the category Set of sets and (total) functions), or the single point
structureMinitial with dom(Minitial) = {·} and no facts holding of that point (i.e. RMinitial = ∅
for all relations R). There is a close correspondence between CQs and finite structures that
is well known as the Chandra-Merlin theorem (here we state it as a generalisation to the case
with constants in [9]).

Definition 2.31. (Canonical Structure)
The canonical structure q̂ of a CQ q is the finite structure (q̂, x̄) (which we also simply write
as q̂) with domain the set of variables occurring in φ (which is a superset of the free variables)
and a constant symbol x for each free variable x ∈ x̄ that is interpreted as itself. Finally, a
fact Rȳ holds in q̂ iff it is a conjunct of q.

Conversely, every safe finite structure is the canonical structure of some CQ. That is, for
a safe structure A, ā, let qA,ā be the canonical query of that structure, for which we have
q̂A,ā = A, ā.13

Theorem 2.4. (Chandra-Merlin)([9, 12]) For a CQ q(x̄),

A,a |= q iff (q̂, x̄) →hom (A,a)

Note that it follows that for any two CQs q, q′ over the same free variables, q̂ →hom q̂′ iff
q → q′ and hence q̂, q̂′ are homomorphically equivalent iff q, q′ are logically equivalent. Dalmau
and ten Cate have shown that there is an intimate connection between the existence of finite
characterisations for CQs and the existence of frontiers for finite structures in Hom. For the
following theorems to make sense, we first formally introduce CQs as a concept class.

11In fact, [25] also proves the converse, i.e. that a homomorphism-preserved first order formula is equivalent
to a positive-existential one.

12Dalmau and ten Cate refer to it the Homomorphism Lattice [9]. The restriction to finite models is motivated
by applications in e.g. database theory. Allowing structures of arbitrary size still results in a category, but it
is not known whether the categorical constructs that have been shown to exist in this category transfer even
to the countable case.

13As noted in [9], the restriction of this correspondence to safe structures is inconsequential when considering
duals and frontiers (cf lemmas 4.3 and 4.4).
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Definition 2.32. Parametric on an arity k and a schema S, the class of all k-ary CQs using
only symbols from the schema S forms a concept class. Formally, let CCQS,k be the class of all
concepts

mod(q) := {(A, ā) | A, ā |= q}

where q(x̄) is a k-ary CQ in schema S. Note that each (A, ā) ∈ mod(q) has exactly k
distinguished elements.

Theorem 2.5. ([9]) A k-ary CQ has a finite characterisation w.r.t. the class of all k-ary
CQs iff it has a frontier.

Proof. If (E+, E−) is such a characterisation then F = {q̂× (A, ā) | (A, ā) ∈ E−} is a frontier
for q̂, while if F is a frontier for q̂ then ({q̂},F) is a finite characterisation of q.

Building on work in structural graph theory on the existence of frontiers [17], the authors
give a complete characterisation of the finitely characterisable CQs (w.r.t. the class of all CQs
of the same arity). As it turns out, not all of them are finitely characterisable, only the ones
satisfying the following criterion which is defined in terms of the canonical structure.

Definition 2.33. (c-acyclicity)
A CQ q(x̄) is c-acyclic if its canonical structure q̂ is. That is, if every cycle through the
incidence graph14 of q̂ passes through some element xi ∈ x̄ that is named by a constant
symbol. Note that this precludes an element that is not named by a constant symbol to occur
twice in the same fact. Note that c-acyclicity is strictly weaker than acyclicity.

Theorem 2.6. ([17, 1]) A k-ary CQ has a frontier iff it is logically equivalent to a c-acyclic
CQ. 15

One of the main results of [9] is a new proof of the right-to-left direction of theorem
2.6 which (unlike the original) provides a polynomial-time construction of a frontier from
a c-acyclic structure. Hence, concatenating theorems 2.5 and 2.6, we obtain the following
theorem.

Theorem 2.7. ([9]) A k-ary c-acyclic CQ has a finite characterisation w.r.t. the class of all
k-ary CQs iff it is logically equivalent to a c-acyclic CQ. Moreover, for fixed k, the frontier of
a k-ary c-acyclic CQ can be computed in polynomial time. 16

Through clever use of the frontiers obtained via theorem 2.7, the authors describe learn-
ing algorithms that can learn k-ary CQs that are logically equivalent to a c-acyclic one in
polynomial time, that is learn to distinguish it from all other (i.e. inequivalent) k-ary CQs.

Theorem 2.8. ([9]) The class of c-acyclic k-ary CQs is polynomial-time exactly learnable
with membership queries (w.r.t. the class of all k-ary CQs).

14The incidence graph of a structure (A,a) with k distinguished elements a is the bipartite multi-graph
consisting of all elements and all facts of A, where an edge holds between an element and a fact if that element
occurs in that fact.

15Note that this is a strictly weaker condition that being c-acyclic.
16Note that this does not imply that the frontier has polynomial size (i.e. only consist of polynomially

many structures). Indeed, in general the size of the smallest frontier is already exponential in the number of
distinguished elements [9].
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The algorithm maintains a c-acyclic hypothesis CQ that implies the hidden goal CQ. Via
the Chandra-Merlin correspondence, this exact learning algorithm that uses only membership
queries is able to encode hypotheses or ‘guesses’ as membership queries. Namely, the (safe)
structure it present to the membership oracle is the the canonical structure of the CQ that is
the new hypothesis or guess. The initial guess is the final object in Hom, which satisfies all
CQs. At each iteration i+ 1, the algorithm does the following.

It computes the frontier F of the previous guess (i.e. the previous structure presented to
the oracle) and for each (F, f̄) ∈ F asks membership queries. If it exhausts all structures
in the frontier without receiving a “yes” answer (as in “yes, the hidden goal CQ is true on
this structure), it outputs the previous guess. Otherwise, the oracle answers “yes” on some
(F, f̄) ∈ F . This structure may not be c-acyclic but there is a polynomial time algorithm for
turning (F, f̄) into a homomorphically equivalent structure that is c-acyclic, and this c-acyclic
structure is its next guess (i.e. the next structure presented to the oracle). This algorithm is
polynomial because at each iteration, the size of the hypothesis strictly increases [9].

Moreover, they also present a polynomial time construction of frontiers for the special
class of unary c-connected acyclic CQs. Although we will not make us of this construction
in our proofs, we mention it here to comment on it later. Recall that a CQ q is acyclic and
connected iff its canonical structure q̂ is.

Theorem 2.9. ([9]) For every unary connected acyclic CQ q, a frontier w.r.t the class of all
unary CQs, consisting solely of connected acyclic structures with one distinguished element,
can be constructed in polynomial time.

2.4.1 Unions of Conjunctive Queries

Although the work in [9] focuses on conjunctive queries, results in it and in earlier work on
learning schema mappings [1] imply characterisation and learnability results for the larger
class of unions of conjunctive queries (UCQs).

Definition 2.34. A union of conjunctive queries (UCQ) is a disjunction q0 ∨ . . .∨ qn of CQs
such that qi(x̄), i.e. var(qi) = var(qj) = {x̄} for all i, j ≤ n.

UCQs can be seen as normal forms for positive-existential first-order logic. If ϕ is positive-
existential, rewrite it to prenex normal form by pulling out all existential quantifiers ∃ and
distribute ∧’s over ∨’s via the propositional distributive law p∧ (q ∨ r) ≡ (p∧ q)∨ (p∧ r); the
result is a UCQ. Similarly to the case of CQs, the collection of all k-ary UCQs in a schema S
also induces a concept class CUCQS,k , defined by taking all concepts

mod(q0 ∨ . . . ∨ qn) := {(A, ā) | A, ā |= q0 ∨ . . . qn} =
⋃
i≤n

mod(q)

where q1 ∨ . . . ∨ qn is a k-ary UCQ in schema S. Moreover, to each UCQ q1 ∨ . . . ∨ qn we can
associate the finite set {q̂1, . . . , q̂n} of canonical structures of its disjunct CQs. The following
generalisation of the Chandra-Merlin theorem to UCQs is an immediate consequence of the
original result.

Theorem 2.10. For a k-ary UCQ Q = q1 ∨ . . . ∨ qn and structure A, ā with k distinguished
elements

A, ā |= Q iff q̂i →hom A, ā for some q̂i ∈ {q̂1, . . . , q̂n}
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We get the following analogue of theorem 2.5 relating characterisations for UCQs with
the existence of dualities rather than frontiers. We call a duality in Hom a homomorphism
duality.

Theorem 2.11. (implicit in [1]) A k-ary UCQ q1 ∨ . . . ∨ qn is finitely characterisable w.r.t.
the class of all k-ary UCQs iff {q̂1, . . . , q̂n} is the left-hand side of a homomorphism duality.

Proof. From left to right, we show that if ({q̂1, . . . , q̂n},D) is a homomorphism duality
then it is also a finite characterisation of Q w.r.t. the class of all UCQs. For readability set
E+ := {q̂1, . . . , q̂n} and E− := D. In fact, we show that for a UCQ Q′ = q′1 ∨ . . . ∨ q′m (over
the same free variables):

(i) If Q′ fits E+ then Q→ Q′

(ii) If Q′ fits E− then Q′ → Q

Clearly, if (i) and (ii) hold and Q′ fits (E+, E−), then Q ≡ Q′. (i) If Q′ fits E+ then for each
disjunct qi of Q, we have q̂i |= Q′, i.e. q̂i |= q′j for some disjunct q′j of Q′. By theorem 2.4 it

follows that q̂′j →hom q̂i and hence qi → q′j and thus qi → Q′. Because this holds for each

disjunct qi, it follows that Q→ Q′. (ii) Now suppose that Q′ fits E−. That is, for all D ∈ D,
D ̸|= Q′. To show that Q′ → Q, let A, ā |= Q′ be a model of Q′. Then observe that it cannot
be that A, ā→hom D for some D ∈ D, otherwise D |= Q∧¬Q′ by preservation of UCQ under
homomorphism (2.3). But as D is the dual of {q̂1, . . . , q̂n}, there must be some disjunct qi of
Q such that q̂i →hom A, ā. Hence, as q̂i |= Q, by homomorphism-preservation (2.3) A, ā |= Q.

From right to left, suppose that (E+, E−) is a finite characterisation of Q w.r.t. the
class of all UCQs. The claim is that ({q̂1, . . . , q̂n}, E−) is a homomorphism duality. We have
to show that for any structure A, ā, q̂i ̸→hom A, ā for all disjuncts qi of Q iff A, ā→hom E, e for
some E, e ∈ E−. [From right to left] If A, ā→hom E, ē for some negative example (E, ē) ∈ E−

then it cannot be that A, ā |= Q for then E, e |= Q∧¬Q would follow by preservation, but this
is a contradiction. Hence A, a ̸|= Q so it is a negative example for Q. But then by theorem
2.10 it follows that q̂i ̸→hom A, ā for all disjuncts qi of Q. [From left to right] Suppose that
q̂i ̸→hom A, ā for all disjuncts qi of Q then by theorem 2.10 A, ā ̸|= Q, i.e. A, ā ̸|= qi for some
disjunct qi of Q. We want to show that A, ā →hom E, ē for some (E, ē) ∈ E−. By lemma
4.4 of [9], we may suppose that (A, ā) is a safe structure and hence that it corresponds to
a canonical CQ qA,ā with q̂A,ā ↔hom A, ā. Consider the UCQ Q+ = q1 ∨ . . . ∨ qn ∨ qA,ā.
Note that Q+ fits {q̂1, . . . , q̂n} and hence Q → Q+ by theorem 2.10. By extension, it follows
that Q+ fits E+. But as q̂A,ā |= Q+ ∧ ¬Q we have Q ̸≡ Q+. Hence, as (E+, E−) is a finite
characterisation of Q w.r.t. the class of all UCQs, there must be some negative example
(E, ē) ∈ E− such that E, ē |= Q+ ∧ ¬Q, i.e. E, ē |= qA,ā ∧ ¬q1 ∧ . . . ∧ ¬qn. By theorem 2.4 it
follows that q̂A,a = A, ā→hom E, ē where (E, ē) ∈ E−, so we have a duality.

In fact, we can prove the analogue of theorem 2.6 and the full theorem 2.7 for UCQs. Say
that UCQ is c-acyclic if each CQ-disjunct is c-acyclic.

Theorem 2.12. A k-ary UCQ is finitely characterizable w.r.t. the class of all k-ary UCQs
iff it is logically equivalent to a c-acyclic UCQ. Moreover, for a c-acyclic UCQ this character-
isation can be computed in single exponential time.

Proof. From right to left: Let Q = q1 ∨ . . .∨ qn be a c-acyclic UCQ, i.e. each disjunct qi is
c-acyclic. By theorem 2.6, each q̂i has a frontier that can be computed in polynomial time.
It follows that {q̂i} is the left-hand side of a homomorphism duality [9]. However, note that
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their construction of the dual from the frontier is slightly different (namely, bigger) because
in Hom, only a set of objects can play the role of the exponential. Let Di be the set of duals
for each {q̂i}, it follows that

D := {(D1, d̄1)× . . .× (Dn, d̄n) | (Di, d̄i) ∈ Di for all 1 ≤ i ≤ n}

can serve as the set of duals for {q̂1, . . . , q̂n}. So we need to show that q̂i ̸→hom A, ā for all
disjuncts qi of Q iff A, ā →hom D, d̄ for some (D, d̄) ∈ D. From left to right, if q̂i ̸→hom A, ā
for all disjuncts qi then by the dualities ({q̂i},Di) there are examples (Di, d̄i) ∈ Di for all
1 ≤ i ≤ n such that A, ā →hom Di, d̄i. Hence A, ā →hom (D1, d̄1) × . . . × (Dn, d̄n) ∈ D
by properties of the product. Conversely, A, ā →hom (D1, d̄1) × . . . × (Dn, d̄n) ∈ D implies
that A, ā → Di, d̄i and hence q̂i ̸→hom A, ā for each i. We have just shown that {q̂1, . . . , q̂n}
is the left-hand side of a homomorphism duality, so by theorem 2.11 Q is characterised by
({q̂1, . . . , q̂n},D). It follows from the results in [9] that the dual Di of a each q̂i be computed in
time singly exponential in |qi|, first performing a polynomial time construction of the frontier
of q̂i from and then performing an exponentiation construction for structures with designated
elements (which is in general a set of structures with designated elements). Thus, if we set
|Q| = |q1 ∨ . . . ∨ qn| = |q1|+ . . .+ |qn|, the set of duals for {q̂1, . . . , q̂n} D = D1 × . . .×Dn =
{(D1, d̄1) × . . . × (Dn, d̄n) | (Di, d̄i) ∈ Di for all 1 ≤ i ≤ n} can also computed in single
exponential time as 2|q1| · . . . · 2|qn| = 2|q1|+...+|qn|.

From left to right: Let D be the right-hand side of the duality. If qi → qj for some
disjuncts qi, qj of Q, let Q′ be the UCQ obtained from Q by removing the disjunct qj , and
note that Q ≡ Q′. Hence we may assume w.l.o.g. that none of the disjuncts of Q imply
each other and hence that {q̂1, . . . , q̂n} is an antichain in Hom via theorem 2.4. It suffices to
construct frontier for each disjunct CQ qi, for then by theorem 2.6 each disjunct CQ qi and
hence the UCQ q1 ∨ . . . ∨ qn will be c-acyclic. Set

Fi := {q̂i × (D, d̄) | (D, d̄) ∈ D}

and show that Fi is a frontier for q̂i. Let (F, f̄) := q̂i × (D, d̄). First of all, observe that
π0 : (F, f̄) →hom q̂i for all (F, f̄) ∈ Fi via the projections. Moreover, q̂i ̸→hom (D, d̄) by
the fact that ({q̂1, . . . , q̂n},D) is a duality and hence q̂i ̸→hom (F, f̄) by properties of the
product. Finally, let A, ā be a structure ‘strictly below’ q̂i in the homomorphism order,
i.e. A, ā→hom q̂i and q̂i ̸→hom A, ā. But it cannot be that q̂j →hom A, ā because then it would
follow thatq̂j →hom q̂i, contrary to our hypothesis that {q̂1, . . . , q̂n} is an antichain. Hence it
must be that A, ā →hom D, d̄ for some (D, d̄) ∈ D by the duality ({q̂1, . . . , q̂n},D). But note
that (F, f̄) := q̂i × (D, d̄) ∈ Fi with A, ā→hom F, f̄ , so each Fi is a frontier for each q̂i.

17

Because the characterisation of a UCQ Q can be computed in time single exponential in
|Q|, the naive learning algorithm (with membership queries only) that this induces already
gives us a singly exponential time upper bound.

Theorem 2.13. The class of c-acyclic UCQs is exact learnable in exponential time.

Proof. As noted in the preliminaries, finite characterisability always induces a naive learn-
ing algorithm with membership queries. It works as follows. First, we list all the UCQs

17The proof essentially uses same insights as the connection between finite maximal antichains and generalised
dualities (recall this is what we cal a duality) in Hom established in [18]. However, we create the right-hand
side of a generalised duality for a set in terms of generalised dualities of its element, while [18] generates
the right-hand side of a generalised duality in terms of duality pairs of its elements, where a duality pair is
generalised duality where both the left and right-hand side are singletons.



CHAPTER 2. PRELIMINARIES 21

Q0, Q1, Q2, . . . in order of increasing size, i.e. |Qi| < |Qj | whenever i < j. Then, for each Qi
in this list, we compute the finite characterisation of Qi in time exponential time in |Qi| via
theorem 2.12. It follows that for each i with |Qi| < |Q| (i.e. Qi comes before Q in our list),
we can test whether Q ≡ Qi in time exponential in |Qi| and hence in time exponential in |Q|.
Moreover, note that there are at most 2O(|Q|) UCQs smaller than Q.18 It follows that we can
learn in Q in time 2O(|Q|).

Allowing equivalence queries has much impact; it enables faster learning algorithms as
well as the possibility of learning non c-acyclic UCQs. This does not contradict theorem
2.12 because finite characterisability is only a necessary precondition for exact learning with
membership queries only.

Theorem 2.14. ([1, 9]) The class of all UCQs is polynomial time exact learnable with mem-
bership and equivalence queries.

18There are 2n bit of length n so at most kn = 2nlogk strings of length n in our representation system, where
k = |Σ| is the size of the alphabet of the representation.



Chapter 3

Characterising the Full Modal
Language over Frame Classes

In this chapter, we will study finite characterisations (and exact learnability) in the context
of modal logic. Here, our concepts are (pointed) model-classes of modal formulas.

Definition 3.1. (Modal Concept Class)
A normal modal logic L over a finite set of propositional variables Prop induces a modal
concept class CL,Prop, which is the collection of all concepts

modL(φ) := {(M, s) pointed model |M, s |= φ andM is based on a L-frame}

where φ is a modal formula with var(φ) ⊆ Prop. We will suppress the superscript L when
the ambient logic is clear from context.

We will be sloppy in notation and write, for a normal modal logic L, that L is finitely
characterisable rather than that CL is finitely characterisable. Modal concepts are concepts
over the domain of pointed Kripke models. and hence we can only identify formulas up to
logical equivalence through these concepts as φ ≡ ψ iff mod(φ) = mod(ψ). Thus, we obtain
the following definition of what an example is in the context of modal concept classes.

Definition 3.2. (Modal Examples)
An example is a pointed model M, s that is labelled either positively (+) or negatively (-)
(exclusive or). A modal concept mod(φ) fits a positive example (M, s)+ if M, s |= φ and fits
a negative example (M, s)− if M, s ̸|= φ.

We will suppress the labels in notation for readability, and refer to ‘positive and negative
examples’ instead. Moreover, we will be sloppy and refer to unlabelled models as examples
as well. In principle, examples can be finite or infinite. However, in view of applications we
would like to think of examples as finite objects, i.e. finite models. Let

modLfin(φ) := {M, s pointed model |M, s |= φ andM is based on a finite L-frame}

and consider a normal modal logic L with the finite model property. Then we clearly havee

φ ≡L ψ iff modLfin(φ) = modLfin(ψ)

22
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so it follows that CL and CfinL are essentially the same concept classes.1 All normal modal
logics we consider in this thesis have the finite model property, and hence we will simply write
e.g. K,S4 for the concept classes Cfin

K , Cfin
K4.

We show that few modal concept classes are finitely characterisable. First, we give explicit
counterexample via formulas that can force arbitrary height. Then we show that a concept
class CL (or rather, Cfin

L ) is finitely characterisable iff it contains finitely many concepts. That
is, a normal modal logic L is finitely characterisable iff it is locally tabular. These negative
results motivates our move to considering fragments of the full modal language in subsequent
chapters.

3.1 Counterexamples Via Forcing Height

We show that the modal concept class induced by basic modal logic K is not finitely char-
acterisable. We do this by showing that it contains formulas that can force arbitrary height.
Our method is rather general, and we give a few corollaries.

Lemma 3.1. There is a modal formula heightn for each n such that M, s |= heightn iff
height(M, s) = n for all pointed models M, s.

Proof. Let heightn := □n+1⊥ ∧ ♢n⊤. Suppose that M, s |= heightn. Because M, s is rooted
andM, s |= □n+1⊥, it must be thatM, s is acyclic, otherwiseM, s |= ♢n+1⊤. Moreover, there
cannot be paths of length n + 1 starting from s so height(M, s) ≤ n. But as M, s |= ♢n⊤,
there is some path of length n starting at s and ending in some state t ∈ dom(M), and hence
height(M, s) ≥ n. It follows that height(M, s) = n.

Conversely, suppose that height(M, s) = n. This means that there are no paths of length
n + 1 starting at s and hence M, s |= □n+1⊥. On the other hand, there must be some path
of length n starting at s and hence M, s |= ♢n⊤, so M, s |= heightn.

Theorem 3.1. Basic modal logic K is not finitely characterisable.

Proof. It suffices to give one counterexample, say □⊥. Suppose for contradiction that □⊥ has
a finite characterisation (E+, E−) w,r.t the full modal language. Set n > max{height(E, e) |
(E, e) ∈ E+∪E−}, and let ψ := □⊥∨heightn, i.e. ψ = □⊥∨ (□n+1⊥∧♢n⊤). We claim that
ψ fits (E+, E−) yet □⊥ ̸≡ ψ.

To see that ψ is fitting, note that it fits E+ by properties of disjunction. But by choice
of n, E− cannot contain a tree of exactly height n (either the height is ∞ or some number
< n), and hence E, e ̸|= heightn for all (E, e) ∈ E−, so ψ also fits E−. Finally, the n-length
path model (pointed at the initial state) with empty valuation satisfies ¬□⊥ ∧ heightn, and
hence distinguishes ψ from □⊥.

In fact, a far more radical statement holds.

Theorem 3.2. No formula has a finite characterisation w.r.t. K.

Proof. Let φ be a formula and suppose it has a finite characterisation (E+, E−) w.r.t. K.
Observe that either (i) φ |= □k⊥ for some k or (ii) φ ∧ ♢k is satisfiable for each k. In case
(i), by contraposition we get that ♢k⊤ |= ¬φ. Let n > max({|dom(E)| | (E, e) ∈ E−} ∪ {k}).
Now take φ′ := φ∨heightn. By the same construction as before, φ′ fits (E+, E−). Moreover,

1Alternatively, for a normal modal logic L that has the finite model property, there exist a finite character-
isation of φ w.r.t. L iff there exists a finite characterisation of φ w.r.t. L consisting only of finite models.
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the n-length path model Pn (pointed at the initial state) has height n so Pn |= heightn.
But k ≤ n which means that heightn |= ♢k⊤ so by the first entailment Pn |= ¬φ, hence
Pn |= ¬φ ∧ φ′, distinguishing φ from ψ.

In case (ii), let n > max({|dom(E)| | (E, e) ∈ E−} ∪ {d(φ)}), and consider the formula
φ′ := φ ∧ ¬heightn. Clearly φ′ fits E− by properties of conjunction. Further, by choice of n
and lemma 3.1 above, all negative examples in E− satisfy ¬heightn. But by hypothesis there
is some pointed modelM, s satisfying φ∧♢n⊤. Now letM ↾ n be the submodel ofM induced
the by the set of all n-successor of s (i.e. all states that can be reached by a path of length
n). Clearly height(M ↾ n, s) = n and thus M ↾ n, s |= heightn (and hence M ↾ n, s |= ¬φ′)
by 3.1. But we also have M, s ↔n M ↾ n, s and d(φ) < n, so it follows that M ↾ n, s |= φ,
distinguishing φ from φ′.

Remark. In fact, by inspection of the above proof we see that only frame formulas (i.e. formulas
not containing any propositional variables but only the truth constants ⊤ and ⊥) are used.
Hence, it follows that no frame formula has a finite characterisation w.r.t. the frame language
CK,∅.

3.2 Restricted Frame Classes

First of all, we observe that our previous method for the class of all frames still works over
certain restricted frame classes.

Observation. All the steps in the proof of theorem 3.2 also go through when restricting to
transitive frames. In particular, in case (ii) of the proof we cut-off the model at a designated
height but transitivity is preserved under taking submodels. It follows that no formula has a
finite characterisation w.r.t. K4. However, this reasoning does not extend to e.g. S4 in the
presence of reflexivity.

More structurally, it turns out that there is a close connection between local tabularity
and finite characterisability.

Definition 3.3. A normal modal logic L is locally tabular if for every finite set of propositional
variables Prop, there are only finitely many formulas φ up to L-equivalence with var(φ) ⊆
Prop.2

Thus if a normal modal logic L is locally tabular then CL (as well as Cfin
L ) will only contains

finitely many distinct concepts mod(φ) (or modfin(φ)). But then a finite characterisation of
one of these concepts would only have to distinguish it from finitely many others, which surely
can be done with only finitely many examples! In fact, we show that the converse holds as
well for normal modal logics. For the proof, we will need the following lemma.

Lemma 3.2. Every locally tabular normal modal logic L has the finite model property.

Proof. Let L be a locally tabular normal modal logic. Then for each finite subset P ⊆fin

Prop there are only finitely many formulas φ0, . . . , φn with free variables contained in P
(henceforth called P -formulas) up to L-equivalence. It follows immediately that there are
only finitely many maximally consistent sets of P -formulas (where consistency means L-
consistency), because there are only 2n ways of satisfying some subset of {φ0, .., φn} and
hence all P -formulas on L-frames. So let MCSP be the finite set of all maximal consistent

2While we assume to be working with the full modal language here, this definition also makes sense for
modal fragments as in definition 2.4.
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sets of P -formulas. Then we the weak canonical model to beMP = (MCSP , R
c, vc), where the

canonical relation and colouring are defined as usual, i.e. Rc := {(∆,Σ) | ∀□φ ∈ ∆, φ ∈ Σ}
and vc(∆) := {p ∈ Prop | p ∈ ∆}. Note that vc(∆) ⊆ P ⊆fin Prop because each ∆ ∈ MCSP
only contains formulas with free variables contained in P . The weak canonical model has the
following properties:

(i) for each ∆ ∈ dom(MP ), Mp,∆ |= φ iff φ ∈ ∆

(ii) MP |= φ iff φ ∈ L

Clearly each L-satisfiable formula φ can be satisfied on this finite model MP . So it rests to
show that MP is based on an L-frame, i.e. (MCSP , R

c) |= L. Recall that a frame satisfies
a formula if for all valuations on this frame, the corresponding model satisfies the formula.
Let v :MCSP → Prop be a valuation on the canonical frame, and Mv := (MCSP , R

c, v) the
corresponding model. We want to show that for every φ ∈ L, Mv |= φ. We will need the
following argument.

Claim: Every subset of the canonical frame (MCSp, R
c) can be defined by a formula,

relative to the canonical valuation.

Let {∆0, . . . ,∆1} be a subset of the finite set MCSP . Now for every pair of distinct ∆,Σ ∈
MCSP , there is a formula χ∆,Σ ∈ (∆ \Σ)∪ (Σ \∆) which by (i) means that either ∆ |= χ∆,Σ

and Σ ̸|= χ∆,Σ or vice versa. In either case, χ∆,Σ distinguishes ∆ from Σ in the weak canonical
model MP . It follows that ψ∆ :=

∧
Σ∈dom(MP ),Σ̸=∆ χ∆,Σ defines the singleton subset {∆} in

MP and consequently ψ :=
∨
i≤m ψ∆i defines the subset {∆0, ..,∆m} of MP .

For every free variable qi ∈ {q1, . . . , qn} = var(φ), consider the set ||qi||v = {∆ ∈
MCSP | qi ∈ v(∆)}, i.e. the set of states that make qi true under v. By the claim above, this
set is definable by a formula ψqi relative to the canonical valuation, i.e. ||q||v = ||ψqi ||vc . Let
φ′ := φ[ψq1/q1] . . . [ψqn/qn]. It follows that MP = (MCSP , R

c, vc) |= φ′ iff (MCSP , R
c, v) |=

φ. But as L is a normal modal logic is closed under uniform substitution, φ′ ∈ L as well.
But then it must be that φ′ is contained in every maximal L-consistent set ∆ ∈ MCSP ,
i.e. MP |= φ′.

Theorem 3.3. A normal modal logic L is finitely characterisable iff it is locally tabular.

Proof. From left to right, suppose that L is finitely characterisable. Then in particular ⊥
must have a finite characterisation (E+, E−) w.r.t. the class of all modal formulas over L-
frames. Note that this implies that all the examples must be based on L-frames. As ⊥ is
unsatisfiable, it must be that E+ = ∅ and thus every formula that is satisfiable on an L-frame
must be satisfied at some (Ei, ei) ∈ E− = {(E1, e1), . . . , (En, en)}. But then there cannot
be infinitely many pairwise inequivalent formulas (ψi)i∈ω (that is, pairwise inequivalent over
the class of L-frames) because that would require the existence of at least infinitely many
distinct examples in E−. To see this, note that there are only 2n ways of being true/false on a
subset of E−. Hence there will be infinitely many formulas ψi1 , ψi2 , . . . that hold of the same
subset of E−, which means that e.g. the formula (ψi1 ∧ ¬ψi2) ∨ (¬ψi1 ∧ ψi2) is unsatisfiable
on L-frames (for recall that every L-satisfiable formula must be satisfied at some example in
E−). But this contradicts the fact that φi1 ̸≡L φi2 , hence L must be locally tabular.

In the other direction, let L be a locally tabular logic. Then for every finite subset P ⊆fin

Prop there are only finitely many P -formulas φ0, . . . , φn up to L-equivalence. Whenever
i ̸= j, we have φi ̸≡L φj and hence the formula (φi ∧ ¬φj) ∨ (¬φi ∧ φj) must be satisfiable
on an L-frame. But by lemma 3.2, L has the finite model property and hence there is a
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finite pointed model Ej , ej based on an L-frame that distinguishes φi from φj . Clearly then,
the set {(Ej , ej) | i ̸= j, j ≤ n}, appropriately labelled positive and negative, is a finite
characterisation of φi w.r.t L. Hence L is finitely characterisable.

This shows that a concept class CL is finitely characterisable iff it contains only finitely
many concepts. In fact, by lemma 3.2 it follows that any finitely characterisable CL is ‘equiv-
alent’ to Cfin

L in the sense that modfin(φ) already contains all relevant information of mod(φ).
Given the above characterisation of finitely characterisable normal modal logics in terms of
local tabularity, we can import the theory of syntactic characterisations of local tabularity to
our setting.

Theorem 3.4. [30, 26] A normal modal logic L ⊇ K4 is locally tabular iff it is of finite
height, i.e. if it contains Bh for some h, where

B1 :=p1 → □♢p1
Bi+1 :=pi+1 → □(♢pi+1 ∨Bi)

Corollary 3.1. A normal modal logic L ⊇ K4 is finitely characterisable iff it is of finite
height.

Corollary 3.2. S5 is finitely characterisable, and S4,K4,KT are not finitely characterisable.



Chapter 4

Weak Simulations

In the previous chapter, we completely characterised the finitely characterisable normal modal
logics in terms of local tabularity. In subsequent chapters, we will be concerned with syn-
tactic fragments of the full modal language obtained by restricting the base of connectives,
i.e. modal fragments as defined in definition 2.4. In particular, given the role of negation
in the construction of counterexamples for the full modal language, we will be focusing on
positive modal languages. In this chapter, we will develop a categorical framework in analogy
to the one in [23, 9] in order to obtain characterisability and learnability results for positive
fragments (and beyond) in chapter 5.

4.1 Positive Modal Logic

Positive modal logic may mean various things. Originally, Dunn [15] proposed looking at the
syntactic fragments L+

□,♢,∧,∨,L
+
□,♢,∧,∨,⊥,⊤ (and also L+

□,♢,∧,∨,⊥,L
+
□,♢,∧,∨,⊤ separately) of the full

modal language and proved its completeness w.r.t. standard Kripke semantics as well as a
representation theorem for the corresponding algebras (i.e. distributive lattices for L+

□,♢,∧,∨,

and bounded distributive lattices for L+
□,♢,∧,∨,⊥,⊤).

1 However, in the absence of negation and
implication (on which the classical and intuitionistic interpretation disagree), this fragment
also allows for an intuitionistic semantics based on Kripke models with an additional ordering
≤ that coheres in a certain way with the accessibility relation [10].

The axiomatic system from [15] can also be extended by modal formulas expressing cer-
tain properties of the accessibility relation. For instance, adding the sequents □φ ⊢ □□φ
and ♢♢φ ⊢ ♢φ corresponds to restricting to transitive models. However, as noted in [15],
only adding one of the duals of an ordinary modal axiom results in an incomplete logic. This
difficulty is overcome by a move to the intuitionistic semantics, where the two dual formula-
tions □□φ ⊢ □φ,♢♢φ ⊢ ♢φ correspond to the transitivity of the R□ := R◦ ≤,R♢ := R◦ ≤−1

respectively. Furthermore, duality and correspondence and Sahlqvist theory [11], as well as a
coalgebraic approach [29] have been developed for positive modal logic. However, this line of
work is orthogonal to ours, as we will consider L+

□,♢,∧,∨,⊤,⊥ and L+
□,♢,∧,∨ as fragments of the

modal language under the classical semantics.

1For a recent investigation into the theory of non-distributive positive modal logic, see [14].
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4.2 Simulations

We will be interested in the classical version of positive modal logic, i.e. the one obtained
as a syntactic restriction of the language over the usual classical semantics. In this context,
L+
□,♢,∧,∨,⊤,⊥ has been studied from a semantic perspective by Kurtonina and De Rijke in [24].

They propose the notion of simulation as a directed weakening of bisimulations, and prove
a corresponding Van Benthem-style characterisation theorem.2 Since positive-existential FO
and hence L+

♢,∧,∨ is preserved by homomorphisms (2.3), one can view simulations as an ap-
propriate generalization of homomorphisms to guarded universal quantification.

Definition 4.1. (Simulation)
Given two pointed models (M, s), (M ′, s′), a simulation between them is a relation Z ⊆M×M ′

such that for all (t, t′) ∈ Z, the following conditions hold.

(atom) vM (t) ⊆ vM
′
(t′)

(forth) If RM tu, then there is a u′ with RM
′
t′u′ and (u, u′) ∈ Z

(back) If RM
′
t′u′, then there is a u with RM tu and (u, u′) ∈ Z

Theorem 4.1. ([24]) L+
□,♢,∧,∨,⊤,⊥ is preserved under simulations, i.e. M, s |= φ an M ′, s′

simulates M, s then M ′, s′ |= φ as well for all φ ∈ L+
□,♢,∧,∨,⊤,⊥

In fact, they prove a converse stating that a simulation-preserved first order formula is
equivalent to the standard translation of a L+

□,♢,∧,∨,⊤,⊥ formula.

4.3 Weak Simulations

We will be looking at the other positive fragment of modal logic identified by Dunn, i.e. L+
□,♢,∧,∨

without ⊤ and ⊥. As we will see in the next chapter, L+
□,♢,∧,∨,⊤,⊥ and even L+

□,♢,∧,∨,⊥ are

not finitely characterisable, while our main result is that L+
□,♢,∧,∨ is. Here, we lay the the-

oretical foundation for these results by proposing a further weakening of simulations, called
weak simulations which we show characterises L+

□,♢,∧,∨ as a fragment of FO. Moreover, we
show that the class of pointed models with simulations or weak simulations as morphisms
naturally forms a category with an interesting automorphism whose properties we heavily
exploit. Before giving the definition of weak simulations, we introduce some special notation.

Definition 4.2. (Empty and Full Loopstates)
The empty loopstate, denoted by ⟳∅, is the pointed model consisting of a single reflexive point
with am empty valuation. Dually, the full loopstate, denoted by ⟳Prop, is the pointed model
consisting of a single reflexive point with a full valuation.

Definition 4.3. (Weak Simulation)
Given two pointed models (M, s), (M ′, s′), a weak simulation between them (notation: M, s→
M ′, s′)3 is a relation Z ⊆M ×M ′ such that for all (t, t′) ∈ Z;

2Kurtonina and De Rijke persistently use ‘directed simulations’ to emphasize their directedness as opposed
to the symmetry of bisimulations [24]. However, the present author feels as this is already emphasized enough by
the omission of the prefix ‘bi-’ when compared to bisimulation. Moreover, we will introduce ‘weak simulations’
shortly, and these would otherwise get the misnomer of ‘weak directed simulation’, while we don’t want this
to evoke the impression that the directedness would somehow be weakened.

3It would be natural to use → for simulations (as is done in [24]) and →w for weak simulations. However, we
will not be concerned much with simulations as such so we use the more succinct notation for weak simulations
instead.
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(atom) vM (t) ⊆ vM
′
(t′)

(forth’) If RM tu, either M,u↔ ⟳∅ or there is a u′ with RM
′
t′u′ and (u, u′) ∈ Z

(back’) If RM
′
t′u′, either M,u↔ ⟳Prop or there is a u with RM tu and (u, u′) ∈ Z

we refer to the extra ‘loopstate-conditions’ as the escape clauses.

Clearly, ⟳∅ and ⟳Prop play an important role in these weak simulations. The following
2 lemmas explicate this role (in fact they are closely connected) and the second one plays a
vital role in our characterisation theorem.

Lemma 4.1. Every pointed model weakly simulates ⟳∅ and is weakly simulated by ⟳Prop.

Proof. Let M, s be a pointed model. We claim that Z := dom(⟳∅) × dom(M) is a weak
simulation Z :⟳∅ → M, s.4 Let (r, t) ∈ Z be arbitrary. [atom] trivial since v(r) = ∅. [forth’]
trivial since we can always use the escape clause. [back’] Whenever Rt′u′ we can always
choose r itself as matching successor as Rrr holds and (r, u′) ∈ Z. A dual argument shows
that dom(M)× dom(⟳Prop) is the unique weak simulation M, s→ ⟳Prop.

In particular, the deadlock model (i.e. the single point model with no successors) weakly
simulates ⟳∅ and is weakly simulated by ⟳Prop, whereas it does not simulate ⟳∅ nor is sim-
ulated by ⟳Prop. The following lemma is the crucial insight that makes the characterisation
theorem work.

Lemma 4.2. The empty loopstate ⟳∅ satisfies no formula in L+
□,♢,∧,∨, while the full loopstate

⟳Prop satisfies every formula in L+
□,♢,∧,∨.

Proof. Clearly ⟳∅ ̸|= p and ⟳Prop|= p for every atomic formula p. Now suppose that ⟳∅ ̸|= φ
and ⟳Prop|= φ. It follows that ⟳∅ ̸|= ♢φ ∨ □φ and ⟳Prop|= ♢φ ∧ □φ because in the former
case the root has exactly one successor, and φ, respectively ¬φ holds there.

An immediate corollary is that the syntactic restriction to L+
□,♢,∧,∨ thus trivialises the

problems of determining satisfiability and validity.

Corollary 4.1. All L+
□,♢,∧,∨ formulas are satisfiable, and none of them is valid.

Theorem 4.2. (Preservation of L+
□,♢,∧,∨ under Weak Simulations)

Every formula φ ∈ L+
□,♢,∧,∨ is preserved under weak simulations, i.e. if M, s |= φ and

M, s→M ′, s′ then M ′, s′ |= φ.

Proof. Let Z :M, s→M ′, s′ be a weak simulation. By formula induction on φ. Booleans are
immediate by inductive hypothesis.

(atom) If φ ∈ L+
□,♢,∧,∨ is atomic then φ = p for some p ∈ Prop. Then M, s |= p implies

M ′, s′ |= p as v(s) ⊆ v(s′).

(♢) Suppose thatM, s |= ♢φ where φ ∈ L+
□,♢,∧,∨, i.e. there is some t ∈ RM [s] withM, t |= φ.

By lemma 4.2, M, t ̸↔ ⟳∅ and hence by [forth’] there must be some t′ ∈ RM
′
[s′] such

that (t, t′) ∈ Z and henceM ′, t′ |= φ by inductive hypothesis. It follows by the semantics
that M ′, s′ |= ♢φ.

4There is not a unique such weak simulation, not even between rooted models. A counterexample is when
M = ({s, t}, {(s, t), (t, t)}, v) where v(s) = v(t) = Prop}. Then both {(r, s)} and {(r, s), (r, t)} are weak
simulations ⟳∅ →M, s (where dom(⟳∅) = {r} is the root of the empty loop model).
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(□) Suppose that M, s |= □φ with φ ∈ L+
□,♢,∧,∨. We show that M ′, s′ |= □φ. If RM

′
[s′] =

∅ this holds vacuously. For an arbitrary t′ ∈ RM
′
[s′], by the [back’] clause either

M ′, t′ ↔ ⟳Prop or there is a successor t ∈ RM [s] with (t, t′) ∈ Z. In the former
case, by lemma 4.2 M ′, t′ |= φ. Else, as M, s |= □φ we have M, t |= φ and hence by
inductive hypothesis M ′, t′ |= φ.

This validates our thinking of weak simulations as ‘structure-preserving’, for we are in-
terested in the structure of Kripke models as expressible in L+

□,♢,∧,∨. Note that the converse
does not hold as ⊤ and ⊥ are also preserved under weak simulations (actually these are al-
ways preserved under any relation) but not equivalent to a formula in our language L+

□,♢,∧,∨
(observe that no φ ∈ L+

□,♢,∧,∨ is valid or unsatisfiable by corollary 4.1). We leave it as an

open problem whether the slight extension L+
□,♢,∧,∨ ∪ {⊤} does satisfy a van Benthem-style

characterisation theorem. 5

4.4 The Category of Pointed Models and Weak Simulations

In this section, we show that our non-standard notion of weak simulation is well-behaved
in the sense that it gives rise to a category over the class of pointed models. In particular,
we show that weak simulations are closed under composition, and that this composition is
associative. Finally, we show that this category is dually isomorphic to itself, like the category
Rel of sets and binary relations [5]. We will need the following definitions and lemmas.

Definition 4.4. (Operations on Binary Relations)
For a binary relation Z ⊆ A× B, set π0(Z) = {a ∈ A | ∃b ∈ B (a, b) ∈ Z} and π1(Z) = {b ∈
B | ∃a ∈ A (a, b) ∈ Z}. Furthermore, given two binary relations Z0 ⊆ A×B,Z1 ⊆ B×C, let
Z0 ◦Z1 = {(a, c) ∈ A×C | ∃b ∈ B (a, b) ∈ Z0 & (b, c) ∈ Z1} be their (relational) composition.
Thirdly, given a binary relation Z ⊆ A × B, let Z−1 = {(b, a) ∈ B × A | (a, b) ∈ Z} denote
the converse of Z. A binary relation Z ⊆ A × B is total if π0(Z) = A and π1(Z) = B (note
that this is equivalent to the earlier definition in the preliminaries).

Lemma 4.3. Every weak simulation Z : M, s → M ′, s′ between rooted models is total on
the set of all ‘non-loopstates’, i.e. {t ∈ dom(M) | M, t ̸↔ ⟳∅} ⊆ dom(Z) and {t′ ∈
dom(M ′) |M ′, t′ ̸↔ ⟳Prop} ⊆ cod(Z).

Proof. Let Z :M, s→M ′, s′ be a weak simulation whereM, s andM ′, s′ are rooted. Now take
some t ∈ dom(M) such that M, t ̸↔ ⟳∅. By rootedness, there is a path (s = t0, . . . , tn = t)
of some finite length n from the root s to t in M . This implies that M, ti ̸↔ ⟳∅. Hence by
repeated application of the [forth’] clause of Z we get a path (s′ = t′0, . . . , t

′
n) of length n in

M ′ with (tj , t
′
j) ∈ Z for all j ≤ n. In particular (tn, t

′
n) ∈ Z so tn ∈ dom(Z). A dual argument

shows that if M ′, t′ ̸↔ ⟳Prop then t′ ∈ dom(Z).

Lemma 4.4. Let M, s→M ′, s′. If M ′, s′ ↔ ⟳∅, then it must be that M, s↔ ⟳∅. Similarly,
if M, s↔ ⟳Prop then M ′, s′ ↔ ⟳Prop.

5It seems that proof of the analogous result in [24] might adapt to our case. Subsequently, one could
also wonder whether these characterisations theorems still hold ‘in the finite’, as in Rosen’s refinement of the
original van Benthem characterisation theorem.
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Proof. Let Z : M, s → M ′, s′ and Z ′ : M ′, s′ ↔ ⟳∅. Without loss of generality, assume that
M, s and M ′, s′ are rooted. Otherwise, we may pass to the submodels of M,M ′ generated
by s, s′ respectively. The restrictions of Z and Z ′ to these submodels will still be a weak
simulation an bisimulation respectively.6 Then Z ′ must be total (cf. proposition 2.1) so it
must be that Z ′ = dom(M ′)× dom(⟳) as this the only total relation on the domains of these
models. Let

Z∗ := (Z ◦ Z ′) ∪ {(t, r) ∈ dom(M)× dom(⟳∅) |M, t↔ ⟳∅}

we show that this is a bisimulation Z+ : M, s ↔ ⟳∅. First of all, note that by lemma 4.3, it
must be that dom(Z∗) = dom(M) and hence Z∗ must be total. So let (t, r) ∈ Z∗ be arbitrary.
Note that if (t, r) ∈ Z∗ \(Z ◦Z ′), then all the clauses are trivially satisfied becauseM, t↔ ⟳∅
by definition. So suppose that (t, r) ∈ Z ◦Z ′. Then there is some t′ ∈ dom(M) with (t, t′) ∈ Z
and (t′, r) ∈ Z ′.

[atom] By the directed [atom] clause of Z that v(t) ⊆ v(t′) but we already know that
v(t′) = ∅, hence v(t) = ∅ = v(r). [forth] If RM tu and M,u ↔ ⟳∅ by definition (u, r) ∈ Z∗

and r is its own successor. If M,u ̸↔ ⟳∅ by the [forth’] clause of Z there must be a matching
successor u′ of t′ in M ′ and so by the [forth] clause of Z ′ also a matching successor of r in
⟳∅. But r is its own only successor so it must be that (u, u′) ∈ Z and (u′, r) ∈ Z and hence
(u, r) ∈ Z ◦ Z ′. Again, this is matching successor because r is its own successor.

Before showing that the [back] clause holds, let us observe that M must be serial. For
suppose otherwise, then there is some t ∈ dom(M) which is a deadlock, i.e. RM [t] = ∅. Then
M, t ̸↔ ⟳∅ so by lemma 4.3 there is some t′ ∈ dom(M ′) such that (t, t′) ∈ Z. Then by the
[back’] clause of Z either t′ is also a deadlock or has only full loopstate-successors. But the
latter cannot happen because every state inM ′ has empty colour. Thus RM

′
[t′] = ∅, but then

it cannot be that (t′, r) is in the bisimulation Z ′ because a deadlock state cannot be bisimilar
to ⟳∅. But (t′, r) must be in Z ′ by totality of Z ′. Hence we may suppose that M is serial.
Now we can continue to show that the [back] clause holds. [back] The only successor of r is
r and since M is serial ∃u ∈ RM [t] ̸= ∅. Finally, by totality of Z∗ we get (u, r) ∈ Z∗.

With these lemmas in hand, we can proceed to show that weak simulations can be naturally
seen as morphisms between pointed models in the categorical sense.

Theorem 4.3. Weak simulations are closed under composition.

Proof. Suppose that M0, s0
Z1→ M1, s1

Z2→ M2, s2 are weak simulations. I claim that Z1 ◦ Z2 :
M0, s0 → M2, s2 is a weak simulation. So let (t0, t2) ∈ Z1 ◦ Z2 be arbitrary, then there is
some t1 with (t0, t1) ∈ Z1 and (t1, t2) ∈ Z2. [atom] Clearly v(t0) ⊆ v(t1) ⊆ v(t2) by the
[atom] clauses of Z1 and Z2. [forth’] If Rt0u0, by [forth’] of Z1 either M0, u0 ↔ ⟳∅ or
there is a matching successor u1 of t1 with (u0, u1) ∈ Z1. In the former case, we can use
the escape clause for the pair (t0, t2) and we are done. Else, we apply the [forth’] clause on
u1 and get that either M1, u1 ↔ ⟳∅ or there is a successor u2 of t2 with (u1, u2) ∈ Z2 and
hence (u0, u2) ∈ Z1 ◦ Z2. In the latter case, we would be done. In the former case we have
M0, u0 → M1, u1 ↔ ⟳∅ so by lemma 4.4 M0, u0 ↔ ⟳∅ and we can use the escape clause on
(t0, t2) ∈ Z1 ◦ Z2.

[back’] If Rt2u2 by [back’] of Z2 eitherM2, u2 ↔ ⟳Prop or there is a matching successor u1
of t1 with (u1, u2) ∈ Z2. In the former case, we can use the escape clause for the pair (t0, t2)

6It is worth noting here that the semantic properties of a pointed model M, s are completely determined by
the set of all finite paths in M starting at s, which is also the notion of unravelling a model from the modal
literature [8].
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and we are done. Else, we apply the [back’] clause on u1 and get that either M1, u1 ↔ ⟳Prop

or there is a successor u0 of t0 with (u0, u1) ∈ Z1 and hence (u0, u2) ∈ Z1 ◦ Z2. In the latter
case, we would be done. In the former case we have ⟳Prop ↔M1, u1 →M2, u2 so by lemma
4.4 M2, u2 ↔ ⟳Prop and we can use the escape clause on (t0, t2) ∈ Z1 ◦ Z2.

Proposition 4.1. Composition of weak simulations is associative.

Proof. This follows from the fact that relational composition is associative. Let

M0, s0
Z1→M1, s1

Z2→M2, s2
Z2→M3, s3 be weak simulations. Observe that:

(Z1 ◦ Z2) ◦ Z3 ={(t0, t3) | ∃t2(t0, t2) ∈ Z1 ◦ Z2 and (t2, t3) ∈ Z3}
={(t0, t3) | ∃t2, t3(t0, t1) ∈ Z1, (t1, t2) ∈ Z2 and (t2, t3) ∈ Z3}
={(t0, t3) | ∃t1(t0, t1) ∈ Z1 and (t1, t3) ∈ Z2 ◦ Z3} = Z1 ◦ (Z2 ◦ Z3)

It rests to observe that the diagonal 1M,s = {(t, t) | t ∈ dom(M)} can serve as the identity
morphism for each pointed model M, s.

Corollary 4.2. The class of pointed models with weak simulations as morphisms forms a
category wSim with weakly initial object ⟳∅ and weakly final object ⟳Prop.

Although not relevant to the results in this thesis, simulations also give rise to a category.

Theorem 4.4. The class of pointed models with simulations as morphisms forms a category
Sim.

Proof. This follows from the fact that frame bisimulations and hence simulations are closed
under composition, where this composition (which is just relational composition) is moreover
associative.

Note that ⟳∅ and ⟳Prop are not even weakly initial and terminal respectively in Sim,
because e.g. the deadlock model does not simulate ⟳∅ nor is it simulated by ⟳Prop.

4.5 Some Further Properties of Weak Simulation

Simulations and weak simulations are directed weakenings of bisimulations. The following
propositions provides an interesting insight into the consequences of this directedness. First,
we define a ‘flipping’ operation on models

Definition 4.5. Given a modelM = (dom(M), R, v), letM¬ = (dom(M), R, v¬) be obtained
from M by ‘flipping’ all the valuations, i.e. v¬(t) = Prop− v(t) for all t ∈ dom(M).7

Proposition 4.2. Whenever Z : E, e→M, s also Z−1 :M¬, s→ E¬, e

Proof. Let (t, f) ∈ Z−1 be arbitrary, then (f, t) ∈ Z. [atom] By the [atom] clause of Z we get
v(f) ⊆ v(t) and hence v¬(t) ⊆ v¬(f). [forth’] If Rtu and M¬, u ̸↔ ⟳∅ then M,u ̸↔ ⟳Prop

and hence by the [back’] clause of Z there must be some successor g of f with (g, u) ∈ Z
and hence (u, g) ∈ Z−1. [back’] Similarly, if Rfg and E¬, g ̸↔ ⟳Prop then E, g ̸↔ ⟳∅ so by
[forth’] of Z there must be some successor u of t with (g, u) ∈ Z and hence (u, g) ∈ Z−1.

7Equivalently, with ordinary valuations we get V ¬(p) = dom(M)− V (p)
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Note that the analogue proposition also holds for simulations. In fact, using the above
proposition we can define an endofunctor on wSim as follows (this is also a well-defined on
Sim by the analogue of proposition 4.2 for Sim).

Definition 4.6. Define a contravariant functor (·)¬ : wSim → wSimop by setting (M, s)¬ :=
M¬, s on objects and Z¬ := Z−1. Clearly this is well-defined by proposition 4.2.

It follows that the contravariant opposite functor (·)¬op
: wSimop → wSim also exist. We

claim that this is the inverse functor of (·)¬, and thus that (·)¬ is an isomorphism.

Theorem 4.5. (·)¬op
: wSimop → wSim is dual isomorphism of categories

Proof. Observed that (·)¬ is idempotent on objects since v¬≠(p) = Prop \ (Prop \ V (p)) =
V (p) (note that this is identity not some weaker notion of equivalence). But clearly also
Z¬¬ = (Z−1)−1 = Z. Also, (1M,s)

¬ = {(t, t) | t ∈ dom(M)} = 1M¬,s = 1(M,s)¬ and thus

(·)¬ ◦ (·)¬op
= 1wSim and (·)¬op ◦ (·)¬ = 1wSimop .

In fact, the exact same argument shows that (·)¬ : Sim → Simop is also an isomorphism
of categories.8 Note that this implies that the co-limit of a diagram always needs to be the
(·)¬ image of the limit of the diagram (if it exists) and vice versa. This is analogous to the
situation in the category Rel of sets and binary relations [5].

Next, we can show that our functor also coheres nicely with the following syntactic oper-
ation on formulas.

Definition 4.7. Given a modal formula φ(p1, . . . , pn), let φ¬ := φ[¬p1/p1] . . . [¬pn/pn].
Note that φ¬¬ ≡ φ, i.e. our operation is idempotent up to logical equivalence.9

Theorem 4.6. For all formulas φ and pointed models M, s

M, s |= φ iff M¬, s |= φ¬

Proof. By induction on the complexity of φ. The boolean case are immediate by inductive
hypothesis.

(atomic) Note that p¬ = ¬p and clearly: M, s |= p iff p ∈ v(s) iff p ̸∈ v¬(s) iff M¬, s |= ¬p.

(♢) M, s |= ♢φ iff there is some t ∈ RM [s] such that M, t |= φ iff (by inductive hypothesis)
there is some t ∈ RM

¬
[s] such that M¬, t |= φ¬ iff M¬, s |= ♢φ¬ (and (♢φ)¬ = ♢φ¬).

(□) M, s |= □φ iff for all t ∈ RM [s] we have M, t |= φ iff (by inductive hypothesis) for all
t ∈ RM

¬
[s] we have M¬, t |= φ¬ iff M¬, s |= □φ¬ (and (□φ)¬ = □φ¬).

In fact, we can generalize these operations as follows. This will be relevant in chapter 5
when we will consider extending our positive results to richer languages that use ¬. Let Q ⊆
Prop, thenM¬Q is obtained fromM by flipping all the valuation of propositional variables q ∈
Q. Similarly, we define φ¬Q as the restriction of the ¬ operation on formulas to propositional
variables q ∈ Q. That is, if Q = {q1, . . . , qn} then we have φ¬Q := φ[¬q1/q1] . . . [¬qn/qn].
These cohere in the same way as before

Theorem 4.7. For all formulas φ and pointed models M, s,

M, s |= φ iff M¬Q , s |= φ¬Q

8Perhaps shedding light on the nature of simulations, for it seems to be an intimate connection between
simulations from M, s to M ′, s′ and pairs of homomorphisms M, s→hom M ′, s′,M ′¬, s′ →hom M¬, s

9In fact, φ can be easily retrieved from φ¬¬ by eliminating double negations.



Chapter 5

Characterising Modal Fragments

In this section, we will study finite characterisability for fragments of the full modal language.
We will only be looking at these fragments as interpreted over the class of all finite frames.
That is, for L a modal fragment in some finite set of propositional variables Prop, let

CL := {modKfin(φ) | φ ∈ L}

be the modal concept class induced by this fragment. Hence all the concept classes CL are
subclasses of Cfin

K (which is ‘equivalent’ to CK because K has the finite model property) and
contain only model classes modfin(φ) over the class of all finite frames.1 Therefore, henceforth
we will just write mod(φ) instead of modLfin(φ). Although not reflected in our notation,
such concept class thus depends on a choice of a finite set of propositional variables Prop.
Hence, a finite characterisation of a concept mod(φ) ∈ CL is a finite set of finite examples
(i.e. finite pointed models with a label + or -) that distinguishes mod(φ) from all other
concepts mod(ψ) ∈ CL where φ ̸≡ ψ (i.e. non-equivalent over the class of all finite frames).

In chapter 3, we explored finite characterisability for normal modal logics (i.e. the full
modal language over various restricted frame-classes). There, we saw that the fact that the
full modal language is closed under negation plays an important role in the construction of
counterexamples and in 3.3. Moreover, the positive results in [9] are also restricted to positive
fragments of FO. Therefore, it seems reasonable to hope for finitely characterisable positive
fragments of the modal language. However, inspecting the proof of 3.2, we see that they also
imply negative results for fragments.

Theorem 5.1. L+
□,♢,∧,∨,⊤,⊥ is not finitely characterisable. In fact, no formula in it has a

finite characterisation w.r.t. this fragment.

Proof. Observe that □⊥ and heightn are in L+
□,♢,∧,∨,⊤,⊥ for each n and this fragment is

closed under disjunction and conjunction. Hence, we can redo the proof of theorem 3.2 in this
fragment from which we can conclude that no φ ∈ L+

□,♢,∧,∨,⊤,⊥ has a finite characterisation
w.r.t. this fragment.

As it turns out, we can also force the characterisations to contain models of arbitrary
height without using ⊤.

Theorem 5.2. L+
□,♢,∧,∨,⊥ is not finitely characterisable, assuming Prop ̸= ∅.

1As we will see in the discussion, in view of applications it is also interesting to look at concept classes for
fragments of the modal language over restricted classes of models.

34
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Proof. Note that M, s |= □n+1⊥ ∧ ♢np implies that height(M, s) ≥ n for all pointed models
M, s.2 Hence if we suppose that this fragment is finitely characterisable then in particular
the formula □⊥ ∈ L+

□,♢,∧,∨,⊥ has a finite characterisation (E+, E−) w.r.t. this fragment. Let

n < max{|dom(E)| | (E, e) ∈ E+ ∪ E−}, then by almost the same argument as in 3.1 it
follows that φ := □⊥ ∨ (□n+1⊥ ∧ ♢np) fits (E+, E−) yet □⊥ ̸≡ φ. Next, clearly φ fits E+

by properties of disjunction. Moreover, φ also fits E− by construction, for take any negative
example E, e ∈ E− for □⊥, then we have E, e ̸|= □⊥. However, note that M, s□n+1⊥ ∧ ♢np
implies that height(M, s) = n, because the right conjunct expresses the existence of an n-
length path while by the first conjunct makes it impossible for this path to have cycles, as
well as the non-existence of a path of length > n. Finally, note that □n+1⊥ ∧ ♢np) → ♢⊤
and since ¬□⊥ = ♢⊤ this means that □⊥ ̸≡ φ (because the right disjunct (□n+1⊥∧ ♢np) of
φ is satisfiable on the n-length path model ending in a p-state).

Also note that the fragment L□,♢,∧,∨ (which does not restrict the polarity of the propo-
sitional variables) is not finitely characterisable because it can express ⊤ and ⊥ via the
equivalences p ∧ ¬p ≡ ⊥, p ∨ ¬p ≡ ⊤, assuming Prop ̸= ∅.

5.1 Positive-Existential Modal Logic

It is well-known that modal logic embeds into FO via the standard translation. Hence, the
foregoing results following from [9] imply characterisability (as well as learnability) results for
fragments of modal logic. For the sake of being self-contained we first define the standard
translation of modal logic into a fragment of FO.

Observe that a Kripke modelM = (dom(M), R, v) can be seen as a structure withM str =
(dom(M), R, {P | p ∈ Prop}, s) where each propositional variable p ∈ Prop becomes a unary
relation P with interpretation PM

′
= {m ∈ dom(M) | p ∈ v(m)}. The inverse of (·)str is the

transformation (·)krip that maps a structure over such a schema to the corresponding Kripke
structure, i.e. turning every propositional variable p into a unary predicate. This mapping
between models then coheres together with the following translation between formulas.

Definition 5.1. (Standard Translation)
Let x be a first order variable. We define the standard translation STx(φ) in free variable x
of a modal formula φ as follows:

STx(p) :=Px

STx(φ ∧ ψ) :=STx(φ) ∧ STx(ψ)
STx(¬φ) :=¬STx(φ)
STx(♢φ) :=∃y(Rxy ∧ STy(φ))

We call the schema of the first order language into which the modal language translates
the correspondence schema. There is one-to-one correspondence between (pointed) Kripke
models and structures over the correspondence schema (with one distinguished element).3

2Interestingly, note that the ⊥ and ⊤-free formula
∧

i≤n □¬p ∧ ♢n+1p also forces the height of a pointed
model satisfying it to be ≥ n.

3We can define a variant of the standard translation where we translate a modal formula φ to the first order
sentence STx(φ)[c/x] where c is a fresh constant. If S is the schema of the first order language which is the
image of this translation, which thus contains a single constant, then HomS is the category of pointed Kripke
models and homomorphisms.
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We transform a Kripke model into a structure by turning all propositional variables p ∈
Prop into unary predicates P , and conversely transform a structure over the correspondence
schema into a Kripke models by turning all unary predicates into propositional variables.
Henceforth we will blur the distinction between (pointed) Kripke models and structures with
one designated element. For a structure M and a first order formula φ(x) with one free
variable, we will frequently write M, s |= φ rather than M |= φ(s) or M |= φ(x)[s/x]. This
is warranted because free variables are interpreted similarly to constants anyway under the
standard Tarskian semantics.

Theorem 5.3. (see e.g. [8]) For all pointed models M, s and modal formulas φ;

M, s |= φ iff M, s |= STx(φ)

Observe that for a formula φ ∈ L+
♢,∧, STx(φ) is equivalent to a unary CQ q for which

q̂ is a c-acyclic (and in fact acyclic) structure. Because a characterisation w.r.t. all unary
CQs (or all unary connected acyclic CQs) is also a characterisation w.r.t. L+

♢,∧ (considered
as a subclass through the standard translation), we get the following result as an immediate
corollary of theorem 2.7.4

Corollary 5.1. L+
♢,∧ is finitely characterisable. Moreover, this characterisation can be com-

puted in polynomial time.

Moreover, note that every formula φ ∈ L+
♢,∧,∨ can be written as a disjunction of formulas

in L+
♢,∧ by Kripke normality and the propositional distributive law 5, and for formulas in

this normal form STx(φ) is a c-acyclic UCQ. Hence we can identify L+
♢,∧,∨ with a subclass of

(unary) UCQs. Therefore, the following is an immediate corollary of theorem 2.12.

Corollary 5.2. L+
♢,∧,∨ is finitely characterisable. Moreover, this characterisation can be

computed in singly exponential time.

However, in order to obtain learning algorithms for these modal fragments we have to put
in some extra work. Namely, the output of the foregoing learning algorithms in section 2.4
is a CQ or a UCQ, and not a modal formula per sé. We show that there is polynomial time
algorithm for computing, from a c-acyclic CQ that is equivalent to a modal formula, a modal
formula witnessing this equivalence. Let Sub(φ) denote the set of subformulas of φ. Set the
size of a modal formulas to mean the number of its subformulas, i.e. |φ| := |Sub(φ)|.

Theorem 5.4. L+
♢,∧ is polynomial-time exact learnable with membership queries only.

Proof. Take some modal formula φgoal ∈ L+
♢,∧. Then STx(φgoal) is a c-acyclic (in fact acyclic)

and connected CQ. This means that the learning algorithm from theorem 2.8 can learn to
find a core unary c-acyclic CQ q(x) such that q(x) ≡ STx(φ) and hence q ≡ φgoal (modulo
the distinction between structures over the correspondence schema and Kripke models). We
may assume that the output CQ q of the learning algorithm of theorem 2.8 is a core, which

means that q̂ is a core [9]. By theorem 2.4, as q ≡ STx(φ) it follows that q̂ ↔hom ŜTx(φ).

But note that ŜTx(φ) is a tree structure, and since q̂ is core it must be the core of this

4Alternatively, we could also get such characterisations via the frontiers obtained through theorem 2.9,
which is arguably closer to modal spirit. Though note these are strictly weaker characterisations, as they
characterise the formula in question only w.r.t. the class of (unary) acyclic connected CQs. On the other hand,
the frontier are much simpler; for instance they are connected and tree-shaped.

5That is, by the equivalences ♢
∨

Φ ≡
∨

φ∈Φ ♢φ and p ∧ (q ∨ r) ≡ (p ∧ q) ∨ (p ∧ r)
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tree. We show that it follows that q̂ must also be a tree. Let h : q̂ →hom ŜTx(φ) and

h′ : ŜTx(φ) →hom q̂ be homomorphisms witnessing this equivalence. Note that we may take
h′ to be such that h′ ◦ h is the identity on q̂. Otherwise, let h′ ◦ h not be the identity. As q̂
is core, g := h′ ◦ h is an automorphism of q̂. But as g−1 ◦ g must be the identity of q̂, setting

h′′ := g−1 ◦ h′ : ŜTx(φ) →hom q̂ we get that h′′ ◦ h = (g−1 ◦ h′) ◦ h = g−1 ◦ (h′ ◦ h) = g−1 ◦ g is
the identity on q̂.

We know that q̂ must be acyclic (in the sense of definition 2.10), otherwise this cycle in q̂

would homomorphically projects via h onto a cycle in the acyclic structure ŜTx(φ), which is
impossible. It also follows that q̂ is rooted. For take some t ∈ dom(q̂), we know that h(t) ∈
dom(ŜTx(φ)) so by rootedness of this structure there must be a path xR . . . Rh(t) from the
root x to this element (recall that the domain of this structure is the set of variables occurring
in STx(φ)). But then this path homomorphically projects onto a path h′(x)R . . . Rh′ ◦ h(t)
in q̂. However, this homomorphism maps distinguished elements to each other hence h′(x) =
x ∈ dom(q̂) where x is the single distinguished element of q̂ since free(q) = {x}. it follows
that xR . . . Rt since h′ ◦ h is the identity, and hence q̂ is rooted. Note that this also follows
that q̂ is generated by the root x in the sense of modal logic. Hence we have shown that q̂ is
a tree.

Further, this tree has the special property that all the leaves satisfy some unary predicate.
We know this is the case for STx(φ) because φ ∈ L+

♢,∧ and hence does not contain ⊤. But
if t is a leaf of the tree q̂ then h(t) must be a leaf of the other structure and thus satisfy

some unary predicate, i.e. ŜTx(φ) |= Ph(t) for some P . But h′h(t) = t and hence q̂ |= Pt for
some P . Now we show that the canonical query of every tree satisfying this special ‘coloured
leaves’-condition can be defined by a modal L+

♢,∧ formula. By induction on tree-depth. If
M, s is a tree of depth 0, s is a deadlock and we set φM,s :=

∧
M |=Ps p, and if the depth > 0

and t0, . . . , tn are the children of s, then set φM,s :=
∧
i≤n ♢φM,ti .

Claim: M ′, s′ |= φM,s iff M, s→hom M ′, s′

Proof. From left to right, suppose that M ′, s′ |= φM,s. We define a homomorphism h :
M, s →hom M ′, s′ by setting h(t) := {t′ ∈ dom(M ′) | M ′, t′ |= φM,t}. Conversely, let
M, s →hom M ′, s′. We show that M ′, s′ |= φM,s by induction on tree-depth. If t ∈ dom(M)
is a leaf of M, s then h(t) ∈ dom(M ′) is a leaf of M ′, s′ and satisfies all unary predicates
that hold at t. Hence M ′, h(t) |= φM,t. For the inductive step, if M ′, h(ti) |= φM,ti for all
successors ti of a node t ∈ dom(M) then M ′, h(t) |= φM,t since each h(ti) is a successor of
h(t) in M ′, s′ and hence M ′, h(t) |= ♢φM,ti for each i.

It follows that the canonical query of q̂ can also be defined by a modal formula φq̂ ∈ L+
♢,∧.

But q is the canonical query of this structure, hence for every pointed model M, s

M, s |= q iff q̂ →hom M, s iff M, s |= φq̂

hence q ≡ φq̂ (modulo the distinction between structures over the correspondence schema
and Kripke models). But then we have φgoal ≡ q ≡ φq̂. Thus the modal formula φq̂ is the
desired output of this learning algorithm. Finally, note that the construction construction
here is polynomial in |STx(φgoal)| because constructing φq̂ from q only requires computing
φq̂,t for each t ∈ dom(q̂). Hence for any measure of size of first order formulas such that
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|φ| ≤ |STX(φ)|, it follows that the algorithm also runs in time polynomial in |φ|.6

By contrast, obtaining a learning algorithm for L+
♢,∧,∨ as a corollary of theorem 2.13 does

not require extra work because we used the naive algorithm.

Theorem 5.5. L+
♢,∧,∨ is exponential time exact learnable with membership queries only.

Proof. Enumerate all formulas φ0, φ1, φ2, . . . from L+
♢,∧,∨ in order of increasing size (i.e. as-

suming measures of size of modal formulas and CQs satisfying |φ| ≤ |STx(φ)|). By corollary
5.2, each formula φi in this list has a finite characterisation w.r.t. L+

♢,∧,∨ which can be com-

puted in time 2O(|φi|). Then by the same argument as in theorem 2.13, we can learn φ with
membership queries only in time 2O(|φ|).

5.2 Monotone Modal Logic

In this section, we extend the above corollaries for positive-existential modal logic by showing
that we may also allow □ as a connective while staying finitely characterisable. Hence our
main result is that monotone modal logic, i.e. L+

□,♢,∧,∨ is finitely characterisable, but we show
how our result also extends to the larger class of uniform formulas Lu□,♢,∧,∨. We give a compo-

sitional construction of positive examples for L+
□,♢,∧,∨ formulas in Fine normal form [16], and

show how the negative examples can be obtained from these. In fact, the characterisations
(E+

φ , E
−
φ ) we construct are weak simulation dualities, i.e. dualities in wSim that partition the

class of pointed models exactly as the models and non-models of φ.

5.2.1 Normal Forms

Now we’ll give a normal form for our language L+
□,♢,∧,∨, which is obtained as a restriction of

the normal form for the full modal language once proved by Kit Fine.

Definition 5.2. (Fine Normal Form)
A basic normal form of level 0 is a non-empty7 conjunction of positive literals.8 A basic
normal form of level n+ 1 is a non-empty conjunction of formulas

π ∧ ♢φ0 ∧ . . . ∧ ♢φn ∧□(ψ0 ∨ . . . ∨ ψm)

where π is a (possibly empty) conjunction of positive (i.e. unnegated) propositional variables
p, and each φi, ψj is a basic normal form of level at most n (this ensures that a normal form
of level n is also a normal form of level n′ for all n′ > n). A normal form of level m is a
non-empty9 disjunction of basic normal forms of level m.

Intuitively, basic normal forms are modal formulas in negation normal form that may have
disjunctions under the scope of boxes but not under the scope of any diamonds.

Theorem 5.6. ([16]) For every formula ξ ∈ L+
□,♢,∧,∨, there is a normal nf(ξ) of level d(ξ)

such that ξ ≡ nf(ξ) which can be effectively computed.

6For instance, taking the size of a first order formula (and hence of CQs) to also be the number of its
subformulas, then we clearly have |φ| = |STx(φ)|.

7Because ⊤ is the empty conjunction.
8The original normal form in [16] is formulated for all modal formulas.
9Because ⊥ is the empty disjunction.
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Proof. By induction on d(ξ). If d(ξ) = 0 we can just use the disjunctive normal form for
propositional logic, i.e. we simply distribute ∧’s over ∨’s via the validity p ∧ (q ∨ r) ≡ (p ∧
q) ∨ (p ∧ r). If d(ξ) = n + 1, observe that ξ is a Boolean combination of formulas ♢φ, □ψ
and propositional variables p, where each d(φ), d(ψ) ≤ n. By the inductive hypothesis, we
may assume that each such φ and ψ are normal forms of level n. This means that φ ≡

∨
Φ

and ψ ≡
∨
Ψ for some nonempty finite sets Φ,Ψ of basic normal forms of level n. By Kripke

normality we get ♢φ = ♢
∨
Φ ≡

∨
φ∈Φ ♢φ and thus ξ is equivalent to a Boolean combination

of formulas of the form ♢φi, and □ψj and (unnegated) propositional variables p, where each
φi and ψj is a basic normal form of level n. Applying the propositional distribute law we
obtain the disjunctive normal form of this Boolean combination, that is we get a disjunction
of basic normal forms of the form

π ∧ ♢φ0 ∧ . . . ∧ ♢φn ∧ ∧□(ψ0 ∨ . . . ∨ ψm)

where π is a (possibly empty) conjunction of positive atoms and each φi, ψj is a basic normal
forms of level at most n. Hence, ξ is equivalent to a normal form of level n+ 1.

Corollary 5.3. Every basic normal form of level n is of one of the following forms:

(i) p1 ∧ . . . ∧ pn if n = 0

(ii) π ∧ ♢φ0 ∧ . . . ∧ ♢φn if n > 0

(iii) π ∧□(ψ0 ∨ . . . ∨ ψm) if n > 0

(iv) π ∧ ♢φ0 ∧ . . . ∧ ♢φn ∧□(ψ0 ∨ . . . ∨ ψm) if n > 0

where each φi, ψj is a basic normal form of level n−1 and π is a (possibly empty conjunction)
of positive atoms.

5.2.2 Construction of Examples

Now we will give a recursive definition for L+
□,♢,∧,∨ formulas in Fine normal form. In particular,

we will define the positive examples and show how to derive the negative examples from them
exploiting the symmetry (·)¬ on our category wSim. We define the following ‘gluing ’ operator
(which we denote by ▼ to suggest the connection with the syntactic ∇-operator) for building
the positive examples.

Definition 5.3. Given a set10 of pointed models E and a set of propositional variables P ⊆
Prop let ▼P (E) be the model obtained by gluing all the examples in E to a new root r with
v(r) = P . That is:

• Domain dom(▼P (E)) =
⊎

(E,e)∈E dom(E) ⊎ {r}

• Relation R▼[r] = {e | (E, e) ∈ E} and R▼ ↾ dom(E) = RE for all (E, e) ∈ E

• Colouring v▼ ↾ dom(E) = vE for all (E, e) ∈ E and v▼(r) = P

We write ▼P (E, e) rather than ▼P ({(E, e)}) for singletons. By theorem 5.6, every φ ∈
L+
□,♢,∧,∨ is equivalent to a normal form nf(φ) of level d(φ). In fact, we observed there

(corollary 5) that every normal form is of the form (i)-(iv). Hence, we will define the positive

10Although all the models we work with will be finite, and will only glue together finite sets of them, note
that this model-building operation is well-defined also for infinite sets.
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examples for these four cases separately. Note that for a conjunction of literals π, pos(π)
denotes the set of positively occurring propositional variables in π. Further, we suppress the
distinguished element for readability, writing E instead of (E, e).

Definition 5.4. (Positive Examples)
For every formula in L+

□,♢,∧,∨ in Fine normal form, let:

E+
π := {▼pos(π)(⟳∅)}

E+
π∧♢φ0∧...∧♢φn

:= {▼pos(π)({E1, . . . , En} ∪ {⟳∅}) | Ei ∈ E+
φ for all i ≤ n}

E+
π∧□(ψ0∨...∨ψm) := {▼pos(π)(E) | E ⊆

⋃
j≤m

E+
ψj
}

E+
π∧♢φ0∧...∧♢φn∧□(ψ0∨...∨ψm) := {▼pos(π)({E1, . . . , En} ∪ E) | Ei ∈

⋃
j≤m

E+
φ∧ψj

for all i ≤ n and

∅ ≠ E ⊆
⋃
ψ∈Ψ

E+
ψ }

E+∨
i≤n φi

:=
⋃
i≤n

E+
φi

Note that in the one but last line, E+
φ∧ψ is already defined by inductive hypothesis.11 As

it turns out, we can define the negative examples for formulas in L+
□,♢,∧,∨ in terms of the

positive ones via the substitution operator (·)¬ we saw in chapter 3. We will do this in terms
of the operator ◁, which was introduced in [21] as a modality in the intuitionistic semantics of
positive modal logic and can be seen as a weak form of negation.12 However, in the classical
interpretation its semantics can be defined in terms of the other operators, i.e. it reduces to
a syntactic operation. Intuitively, ◁φ is the formula φ with all logical symbols in it ’dualized’
while it does nothing on propositional variables. That is;

◁(□φ) =♢ ◁ (φ)

◁(♢φ) =□ ◁ (φ)

◁(φ ∧ ψ) = ◁ (φ) ∨ ◁(ψ)
◁(φ ∨ ψ) = ◁ (φ) ∧ ◁(ψ)

◁(p) =p

First of all, note that φ ∈ L+
□,♢,∧,∨ implies that ◁(φ) ∈ L+

□,♢,∧,∨ because ◁(p) = p. Moreover,
observe that ¬φ ≡ ◁(φ)¬. To see this, note that rewriting ¬φ into negation normal form by
pushing the negation ¬ over all other logical symbols, ‘dualizing’ them and adding a negation
to every literal encountered is precisely the same procedure as first dualizing all operators
with ◁ and then substituting [¬p/p] wherever possible with (·)¬.

Definition 5.5. For each φ ∈ L+
□,♢,∧,∨ set Eφ = (E+

φ , E
−
φ ) where

E+
φ := E+

nf(φ) E−
φ := {(E¬, e) | (E, e) ∈ E+

nf(◁(φ))}
11Note the closeness of the sets E+

♢p = { ̂♢(p ∧ q)} and E+
□p = {▼∅(∅),▼∅(p̂)} to their translation with the ∇

modality; □p ≡ ∇(p) ∨∇(∅), ♢p ≡ ∇(p,⊤).
12The authors call this extension of (the intuitionistic version of) positive modal logic ‘distributive modal

logic’.
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5.2.3 Examples

Each positive atom p has exactly one positive example p̂ := ▼{p}(⟳∅) and one negative
example ▼Prop\{p}(⟳Prop). Note that ▼Prop\{p}(⟳Prop) = (p̂)¬. Similarly, conjunctions of
positive atoms π also have a single positive example but more than one positive example,
e.g. E+

p∧q = {p̂q} where p̂q := ▼{p,q}(⟳∅) but E−
p∧q = E−

p ∪ E−
q = {(p̂)¬, (q̂)¬}. Actually, it

follows from definition 5.4 above that every φ ∈ L+
♢,∧ has a single positive example φ̂, and

hence by duality (cf. definition 5.5) that every ψ ∈ L+
□,∨ has a single negative example. We

will give some examples of the characterisations obtain this way, first via the ▼-syntax and
then visually. We will write Pr instead of Prop for spacing.

E♢p =({▼∅(p̂,⟳∅)}, {▼Prop((p̂)
¬),▼Prop(∅)})

E□p =({▼∅(∅),▼∅(p̂)}, {▼Prop((p̂)
¬,⟳Prop)})

E+
♢(p∧q) ={▼∅(p̂q,⟳∅)}

E−
♢(p∧q) ={▼Prop(∅),▼Prop((p̂)

¬),▼Prop((q̂)
¬),▼Prop((p̂)

¬, (q̂)¬)}

E+
□(p∨q) ={▼∅(∅),▼∅(p̂),▼∅(q̂),▼∅(p̂, q̂)}

E−
□(p∨q) ={▼Prop((p̂q)

¬,⟳Prop)}

E+
□(p∨q)∧♢r ={▼∅(p̂r, p̂),▼∅(p̂r, q̂),▼∅(p̂r, p̂, q̂),▼∅(q̂r, p̂),▼∅(q̂r, q̂),▼∅(q̂r, p̂, q̂)}

E−
□(p∨q)∧♢r =E

−
□(p∨q) ∪ E

−
♢r = {▼Prop((p̂q)

¬,⟳Prop),▼Prop((r̂)
¬),▼Prop(∅)}

E♢p :=

({ p }
,
{

Pr

Pr \ {p}

Pr

, Pr
})

E□p :=

({
,

p }
,
{

Pr

Pr \ {p} Pr

Pr

})

E+
♢(p∧q) :=

{ p, q }
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E−
♢(p∧q) :=

{
Pr

Pr \ {p}

Pr

, Pr

Pr \ {q}

Pr

, Pr

Pr \ {p, q}

Pr

, Pr
}

E+
□(p∨q) :=

{
,

p

,
p q

,

q }

E−
□(p∨q) :=

{
Pr

Pr \ {p, q} Pr

Pr

}

E+
□(p∨q)∧♢r :=

{ p, r p

,
p, r q

,
p, r q

p

,

q, r p

,
q, r q

,
q, r q

p }

E−
□(p∨q)∧♢r :=

{
Pr

Pr \ {p, q} Pr

Pr

, Pr

Pr \ {r}

Pr

, Pr
}
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5.2.4 Correctness of Characterisations

Now we will show the correctness of the previous construction, i.e. that for each φ ∈ L+
□,♢,∧,∨,

Eφ actually characterises φ w.r.t. L+
□,♢,∧,∨.

Proposition 5.1. Every φ ∈ L+
□,♢,∧,∨ fits Eφ.

Proof. Let φ ∈ L+
□,♢,∧,∨. We only have to check the cases (i)-(iv) from corollary 5.3. Case (i)

is obvious from the definition of ▼P (·) operator. (ii) Let φ = π∧♢φ0 ∧ . . .∧♢φn. Then every
example ▼pos(π)({E1, . . . , En}∪{⟳∅}) ∈ E+

φ is positive for φ since each Ei ∈ E+
φi

is by inductive
hypothesis a positive example for φi because each conjunct ♢φi is witnessed by some successor
ei and the root satisfies all p ∈ pos(π).13 (iii) Let φ = π ∧ □(ψ0 ∨ . . . ∨ ψm) and consider
an example ▼pos(π)(E) ∈ E+

φ . Note that by inductive hypothesis all (E.e) ∈ E are positive
examples for some ψj . Hence this example is positive for φ as the root of this model satisfies
all p ∈ pos(π) and only has successors in E. (iv) Let φ = π∧♢φ0∧ . . .∧φn∧□(ψ0∨ . . .∨ψm)
and consider an example ▼pos(π)({(E1, e1), . . . , (En, en)}∪E) ∈ E+

φ . By inductive hypothesis,
each (Ei, ei) is a positive example for φi ∧ ψj for some j and each (E, e) ∈ E is a positive
example for some ψj . It follows that ▼pos(π)({(E1, e1), . . . , (En, en)}∪E) is a positive example
for φ because each existential conjunct ♢φi has a witness ei and each successor e satisfies
some ψk. Finally, the root of this model satisfies each p ∈ pos(π) by construction.

For the negative examples, observe that (E, e) ∈ E−
φ means that (E¬, e) ∈ E+

nf(◁(φ)) where

nf(◁(φ)) ∈ L+
□,♢,∧,∨, so by the above argument E¬, e |= nf(◁(φ)). It follows from theorem

4.6 that E, e |= nf(◁(φ))¬. But we already noted that ¬φ ≡ ◁(φ)¬ and hence E, e ̸|= φ.

Theorem 5.7. For every φ ∈ L+
□,♢,∧,∨, every positive example for φ weakly simulates some

example from E+
φ .

Proof. By induction on formula complexity. Consider a φ ∈ L+
□,♢,∧,∨ in normal form, i.e. φ is

a disjunction of basic normal forms of level d(φ). It suffices to show that the claim holds for
all basic normal form disjuncts of φ, for if M, s |= φ then M, s satisfies some disjunct, and
the positive examples for φ are the union of all the positive examples for its disjuncts.

(i) Let φ = π be a conjunction of positive atoms and observe that E+
pos(π) = {▼pos(π)(⟳∅)}.

We look at 2 cases: (i) RM [s] = ∅ or (ii) RM [s] ̸= ∅.

(i) The claim we make here is that the relation with a single pair {(r, s)} is a weak
simulation ▼pos(π)(⟳∅) → M, s. [atom] v(r) = pos(π) and as M, s |= π clearly v(r) ⊆
v(s). [forth’] trivial since we can always use the escape clause. [back’] trivial since
RM [s] = ∅. (ii) Now we claim that Z := {(r, s)} ∪ ({⟳∅} × dom(M)} is a weak simula-
tion Z : ▼pos(π)(⟳∅) → M, s. It follows straight from the definition of weak simulation
that each pair of the form (⟳∅, t) (suggestive notation, where ⟳∅ denotes a state in our
example whose generated submodel is bisimilar to ⟳∅) satisfies all the clauses. Hence it
suffices to show that all clauses hold of the root-pair (r, s) ∈ Z. [atom] v(r) = pos(π)
and as M, s |= π clearly v(r) ⊆ v(s). [forth’] the only successor of r is ⟳∅ so we can just
use the escape clause. [back’] If RMst we clearly have the empty loopstate successor of
r with is Z-related to t ∈ dom(M).

13Recall that we only denoted pointed models (Ei, ei) by a single letter Ei in definition 5.4 for the sake of
readability.
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(ii) Let M, s |= π ∧ ♢φ0 ∧ . . . ∧ ♢φn. By inductive hypothesis, this means that there are
examples (Ei, ei) ∈ E+

φi
for each 1 ≤ i ≤ n with weak simulations Zi : Ei, ei → M, ti,

where ti ∈ RM [s], as well as a simulation Zπ : ▼pos(π)(⟳∅) → M, s. It follows that

▼pos(π)({(E1, e1), . . . , (En, en)}) ∈ E+
π∧♢φ0∧...∧♢φn

. The claim is that

Z :=
⋃

1≤i≤n
Zi ∪ ({⟳∅} × dom(M)) ∪ {(r, s)}

is a weak simulation ▼pos(π)({(E1, e1), . . . , (En, en)}) →M, s. We already know that all
the Zi are weak simulations. Moreover, every pair of the form (⟳∅, t) satisfies all the
clauses (cf. lemma 4.1). Hence we only have to show that the root-pair (r, s) satisfies
all the clauses. [atom] By the [atom] clause of Zπ (note that pos(π) may be empty here)
[forth’] For the empty loopstate successor of r we can use the escape clause, and every
other successor of r is of the form ei for some i ≤ n. But then there is a matching
successor ti of s with (ei, ui) ∈ Zi ⊆ Z. [back’] We can match every successor u of t
with the empty loopstate-successor or r since (⟳∅, u) ∈ Z for all u ∈ dom(M).

(iii) Let M, s |= π ∧ □(ψ0 ∨ . . . ∨ ψm). By inductive hypothesis, this means that for each
t ∈ RM [s] there is some example (Et, et) ∈

⋃
j≤mE

+
ψj

with a weak simulation Zt :

Et, et → M, t, as well as simulation Zπ : ▼pos(π)(⟳∅) → M, s. Let E := {(Et, et) | t ∈
RM [s]}, then ▼pos(π)(E) ∈ E+

π∧□(ψ0∨...∨ψm). The claim is that

Z :=
⋃

t∈RM [s]

Zt ∪ {(r, s)}

is a weak simulation Z : ▼pos(π)(E) → M, s. We already know each Zt is a weak
simulation, so it suffices to show that (r, s) satisfies all the clauses. [atom] By the [atom]
clause of Zπ (note that pos(π) may be empty here). [forth’] every successor of r is of
the form et and hence there is some successor t of s with (et, t) ∈ Zt ⊆ Z. [back’] For
every successor t of s we have by construction a successor et of r with (et, t) ∈ Zt ⊆ Z.

(iv) LetM, s |= π∧♢φ0∧. . .∧♢φn∧□(ψ0∨. . .∨ψm). By inductive hypothesis, this means that
for each t ∈ RM [s] there is some example (Et, et) ∈

⋃
j≤mE

+
ψj

with a weak simulation

Zt : Et, et → M, t. Moreover, RM [s] ̸= ∅ as e.g. M, s |= ♢φ0 and φ0 ̸≡ ⊥. Set E :=
{(Et, et) | t ∈ RM [s]} and note that E ̸= ∅ as e.g. M, s |= ♢φ0 and φ0 ̸≡ ⊥. Moreover,
by inductive hypothesis there is also a weak simulation Zπ : ▼pos(π)(⟳∅) →M, s and for

each i ≤ n there are examples (Ei, ei) ∈
⋃
j≤mE

+
φi∧ψj

such that there is a simulation

Zi : Ei, ei → M, ti where ti is some successor of s. Set E′ := {(Ei, ei) | 0 < i ≤ n}. It
follows that ▼pos(π)(E ∪ E′) ∈ E+

π∧♢φ0∧...∧♢φn∧□(ψ0∨...∨ψm). We claim that the relation

Z :=
⋃
i≤n

Zi ∪
⋃

t∈RM [s]

Zt ∪ {(r, s)}

is a weak simulation Z : ▼pos(π)(E ∪ E′) →M, s. Again, since we already know each Zi
and Zt to be weak simulations, it suffices to show that the root-pair (r, s) satisfies all
the clauses. [atom] By the [atom] clause of Zπ (note that pos(π) may be empty here).
[forth’] Every successor of the root is either (i) of the form et or (ii) of the form ei. If
(i) then we have a matching successor t of s with (et, t) ∈ Zt ⊆ Z, and if (ii) then we
have a matching successor ti of s with (ei, ti) ∈ Zi ⊆ Z. [back’] every successor t of s
has a matching successor et of r with (et, t) ∈ Zt ⊆ Z.
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Theorem 5.8. For all φ,ψ ∈ L+
□,♢,∧,∨, ψ fits E+

φ iff φ |= ψ.

Proof. Let φ,ψ ∈ L+
□,♢,∧,∨. From left to right, suppose that ψ fits E+

φ and let M, s |= φ.
Then M, s is a positive example for φ and hence by theorem 5.7 there is a positive example
(E, e) ∈ E+

φ with E, e → M, s. But as ψ fits E+
φ , in particular E, e |= ψ from which follows

that M, s |= ψ by preservation of L+
□,♢,∧,∨ formulas under weak simulation (i.e. theorem 4.2).

Conversely, suppose that φ |= ψ. By soundness (proposition 5.1 φ fits E+
φ so by the entailment

ψ fits these as well.

Theorem 5.9. For every φ ∈ L+
□,♢,∧,∨, every negative example of φ is weakly simulated by

some example in E−
φ .

Proof. Suppose that M, s ̸|= φ for some φ ∈ L+
□,♢,∧,∨. Then M, s |= ¬φ and thus M¬, s |=

(¬φ)¬ by theorem 4.6. But as ¬φ ≡ ◁(φ)¬ also (¬φ)¬ ≡ ◁(φ) because (·)¬ on formulas
is also idempotent. Hence M¬, s |= ◁(φ) where ◁φ ∈ L+

□,♢,∧,∨ so by theorem 5.7 there is

some positive example (E, e) ∈ E+
◁(φ) and a weak simulation Z : E, e → M¬, s. But then by

proposition 4.2, this implies that Z−1 : M, s → E¬, e since M¬¬ = M . But as (E, e) ∈ E+
◁(φ)

by definition (E¬, e) ∈ E−
φ . So every negative example of φ is weakly simulated by some

example in E−
φ .

Theorem 5.10. For all φ,ψ ∈ L+
□,♢,∧,∨, ψ fits E−

φ iff ψ |= φ.

Proof. Let φ,ψ ∈ L+
□,♢,∧,∨ and note that E−

φ = {(E, e)¬ | (E, e) ∈ E+
◁(φ)} by definition 5.5

(where we assume φ and hence ◁(φ) to in Fine normal form). It follows that ψ fits E−
φ (i.e. ψ is

false on all (E, e) ∈ E−
φ ) iff ¬ψ is true on all (E, e) ∈ E−

φ iff (¬ψ)¬ is true on all (E, e) ∈ E+
◁(φ)

(by theorem 4.6) iff (¬ψ)¬ fits E+
◁(φ). But (¬ψ)¬ fits E+

◁(φ) iff ◁(φ) |= (¬ψ)¬ by theorem 5.8.

Finally, we noted before that ◁(χ)¬ ≡ ¬χ and χ¬¬ ≡ χ for all formulas χ. Moreover, it follows
from theorem 4.6 that χ |= ξ iff χ¬ |= ξ¬. Bringing everything back together, we see that the
entailment ◁(φ) |= (¬ψ)¬ holds iff ◁(φ)¬ |= ¬ψ iff ¬φ |= ¬ψ iff ψ |= φ.

Theorem 5.11. L+
□,♢,∧,∨ is finitely characterisable. Moreover, the characterisations can be

effectively constructed.

Proof. Let φ ∈ L+
□,♢,∧,∨. By theorem 5.6, we can effectively compute the Fine normal form

nf(φ) ∈ L+
□,♢,∧,∨ of φ. Definition 5.4 together with definition 5.5 give us an algorithm for

computing the finite characterisation (E+
φ , E

−
φ ) of φ (we will come back to complexity issues

in the next chapter). By soundness (proposition 5.1), φ fits these examples, so it rests to show
that it is the only formula from L+

□,♢,∧,∨ (up to logical equivalence) that fits these examples.

So suppose ψ ∈ L+
□,♢,∧,∨ also fits these examples. By theorem 5.8 it follows that φ |= ψ and

by theorem 5.10 ψ |= φ, hence φ ≡ ψ.

5.3 Language Extensions

Now we will apply the techniques and results from above to characterise larger classes of
modal formulas. We begin with a simple observation.
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Theorem 5.12. L−
□,♢,∧,∨ is finitely characterisable. Moreover, the characterisations can be

effectively constructed

Proof. Let φ ∈ L−
□,♢,∧,∨, then ¬φ ∈ L+

□,♢,∧,∨ so by theorem 5.11 it has a finite characteriza-

tion E¬φ = (E+
¬φ, E

−
¬φ) w.r.t. L+

□,♢,∧,∨ which can be efficiently constructed. It follows that

(E−
¬φ, E

+
¬φ) is a finite characterisation of φ w.r.t. L−

□,♢,∧,∨ because every ψ ∈ L−
□,♢,∧,∨ fits

(E−
¬φ, E

+
¬φ) iff ¬ψ fits (E+

¬φ, E
−
¬φ) iff ¬ψ ≡ ¬φ iff ψ ≡ φ.

In fact, the preceding argument is completely general.

Corollary 5.4. If a language L is finitely characterisable, so is L¬ = {¬φ | φ ∈ L}.

Recall from the preliminaries that pos(φ), neg(φ) denote the set of variables occurring
positively, respectively negatively in φ. The terminology for the following definition is taken
from [8].

Definition 5.6. (Uniform Formulas)
A formula φ is called uniform if pos(φ) ∩ neg(φ) = ∅. That is, each propositional variable
p ∈ var(φ) either occurs only positively in φ (whence p ∈ pos(φ)\neg(φ)), or only negatively
(whence p ∈ neg(φ) \ pos(φ)).

Note that if φ is uniform then pos(φ) together with neg(φ) partitions var(φ) into two
cells. Hence we will write φ(p1, . . . , pn; q1, . . . , qm) or φ(P ;Q) to denote that pos(φ) ⊆
{p1, . . . , pn} = P and neg(φ) ⊆ {q1, . . . , qm} = Q, where P∩Q = {p1, . . . , pn}∩{q1, . . . , qm} =
∅ are disjoint because φ is uniform. For a class of modal formulas L, let Lu denote the set of
all uniform L-formulas. Note that uniform formulas thus may contains negations, but only in
front of propositional variables.

Theorem 5.13. Lu□,♢,∧ is finitely characterisable. Moreover, the characterisations can be
effectively constructed

Proof. Consider a uniform formula φ(P ;Q) ∈ Lu□,♢,∧ where P = {p1, . . . , pn} andQ = Prop\P
Observe that φ¬Q ∈ L+

□,♢,∧,∨ making every negative occurrence of some q in φ positive in φ¬Q .

By theorem 5.11, φ¬Q has a finite characterisation Eφ¬Q = (E+
φ
¬Q , E

−
φ
¬Q ) w.r.t. L+

□,♢,∧,∨. Set

Eφ := ({⟳P } ∪ {(E¬Q , e) | (E, e) ∈ E+
φ
¬Q}, {(E¬Q , e) | (E, e) ∈ E−

φ
¬Q})

Now let ψ ∈ Lu□,♢,∧ be some formula fitting these examples. Since ⟳P |= ψ and ψ does not

contain disjunctions, it must be that pos(ψ) ⊆ P and neg(ψ) ⊆ Q since neg(ψ) ∩ P = ∅.14
Hence ψ(P ;Q) is of a compatible ‘uniform type’ as φ (both have positive variables contained
in P and negative variables disjoint from P , i.e. contained in Q). Now consider a (positive
or negative) example (E, e) ∈ Eφ¬Q and note that ψ¬Q ∈ L+

□,♢,∧,∨. By theorem 4.6, ψ fits
E¬Q , e iff ψ¬Q fits E, e. It follows that ψ¬Q fits all the examples in Eφ¬Q , but as this is a

characterisation of φ¬Q w.r.t. L+
□,♢,∧,∨, it must be that φ¬Q ≡ ψ¬Q and hence φ ≡ ψ by

theorem 4.6.

In fact, we can redo much of the categorical theory for L+
□,♢,∧,∨ developed in chapter 4 for

uniform formulas. Defining for each ‘uniform type’ (P,Q) (with P ∩Q = ∅ and P ∪Q = Prop)

14The proof of this follows the same steps as the proof of lemma 4.2, and in fact can be seen as a generalisation
of it.



CHAPTER 5. CHARACTERISING MODAL FRAGMENTS 47

the notions of weak (P,Q)-simulation, (P,Q)-normal forms and obtain the category of pointed
models and weak (P,Q)-simulations. However, disjunction of uniform formulas with partially
overlapping types are a problem for extending our results to the class of uniform formulas
with disjunction Lu□,♢,∧,∨. However, we keep finite characterisability if allow disjunction but
restrict to a single uniform type.

Theorem 5.14. For every P,Q ⊆ Prop with P ∩ Q = ∅ and P ∪ Q = Prop, the fragment

L(P,Q)
□,♢,∧,∨ := {φ ∈ Lu□,♢,∧,∨ | pos(φ) ⊆ P, neg(φ) ⊆ Q} is finitely characterisable.

Proof. Let φ(P ;Q) ∈ L(P,Q)
□,♢,∧,∨ (so φmay contain disjunctions this time). Then φ¬Q ∈ L+

□,♢,∧,∨
so by theorem 5.11 it has a finite characterisation Eφ¬Q = (E+

φ
¬Q , E

−
φ
¬Q ) w.r.t. L+

□,♢,∧,∨. Now

set Eφ := ({(E¬Q , e) | (E, e) ∈ E+
φ
¬Q}, {(E¬Q , e) | (E, e) ∈ E−

φ
¬Q}; we claim this characterises

φ w.r.t. Lu□,♢,∧,∨. By theorem 4.7 it follows that φ¬Q fits Eφ. Moreover, if ψ ∈ Lu□,♢,∧,∨ fits Eφ
then ψ¬Q ∈ L+

□,♢,∧,∨ fits Eφ¬Q so as the latter is a characterisation w.r.t L+
□,♢,∧,∨, ψ

¬Q ≡ φ¬Q

and hence ψ ≡ φ by theorem 4.7.

Our finite characterisability results for fragments in theorems 5.11,5.12,5.13 and 5.14 above
give rise to the following learnability results via the naive learning algorithm.

Corollary 5.5. L+
□,♢,∧,∨,L

−
□,♢,∧,∨,L

u
□,♢,∧ and L(P,Q)

□,♢,∧,∨ are all exact learnable with membership
queries.

In the next chapter, we will give a quick summary of our results and provide further
discussion, as well as indicate directions for future research.



Chapter 6

Discussion

Before entering into discussion proper, we give a short summary of the contributions of this
thesis.

• We situated the relatively novel notion of finite characterisations in the context of for-
mal learning theory, showing that finite characterisability of a concept x means that the
{x} is an isolated point in the corresponding intersection space. This has the benefit
of bridging the gap between two relatively disjoint research communities (i.e. computa-
tional learning theory and formal learning theory).

• We spelled out in detail the proof of finite characterisability of the class of UCQs, which
was left implicit in the literature. Moreover, we were able to show that UCQs are exactly
learnable with membership queries in exponential time via the naive learning algorithm.

• We have shown that no formula in the full modal language is characterisable. More
generally, we have shown how the full modal language is rarely ever fully finitely charac-
terisable; this only happens when there are finitely many formulas up to logical equiva-
lence.

• We identified a seemingly odd fragment L+
□,♢,∧,∨ of the positive fragment L+

□,♢,∧,∨,⊤,⊥ of
basic modal logic, and a corresponding weakening of simulations and proved a semantic
preservation theorem for L+

□,♢,∧,∨ w.r.t. these ‘weak simulations’.

• Subsequently, we showed that these weak simulations and pointed models give rise to
a category wSim. We showed that this category has a initial and final object, and
moreover has an interesting symmetry (·)¬.

• We related dualities in wSim to finite characterisations of L+
□,♢,∧,∨-formulas, in analogy

with the connection between frontiers (dualities) in the category Hom (in fact it is a
lattice) and finite characterisations of CQs (UCQs) exploited in [9].

• Then, we give an explicit construction of finite characterisations for L+
□,♢,∧,∨-formulas

in Fine normal form by showing these sets of examples form weak simulation dualities.
Interestingly, the symmetry (·)¬ was used to generate the negative examples out of the
positive ones. Although this construction is non-elementary, it gives rise to a naive exact
learning algorithm with membership queries for L+

□,♢,∧,∨.

• We showed how our results generalised to various uniform fragments that allow for
limited form of negation.

48
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The rest of this section will be devoted to discussion of topics that would have distracted
from the story line developed in the main text. In particular, we indicate promising directions
for future research.

6.1 Complexity

The time complexity of our algorithm for computing the characterisation Eφ of a formula
in L+

□,♢,∧,∨ cannot be bounded by a fixed tower of exponentials. For it is easily seen from

definition 5.4 that |E+
□φ| = 2|E

+
φ |. It follows that |E□np| ≥ |E+

□np| = itexp(n, 1), where

itexp(0, k) = n and itexp(i+1, k) = 2itexp(i,k). This can be taken to show that we cannot give
a sensible upper bound to our construction; even a simple formula like □np already gets non-
elementary many positive examples. Consequently, the same holds for the time complexity of
the naive learning algorithms from corollary 5.5. We also did not manage to prove matching
lower bounds.

However, we can show that interesting facts follows from the existence of polynomial size
characterisations. Namely, if a modal fragment L has polynomial-sized characterisations,
then it follows that equivalence testing for L is in NP.1 For given φ,ψ ∈ L, we can non-
deterministically guess a polynomial size characterisation (E+, E−) of φ w.r.t. L, and then
model check ψ on all these examples. This can be done in polynomial time because model
checking modal formulas can be done in polynomial time [8]. But we clearly have φ ≡ ψ iff
ψ fits (E+, E−) because (E+, E−) is a characterisation, hence equivalence for this fragment
is in NP. In fact, if a characterisation can be computed in polynomial time from any for-
mula φ ∈ L, then it follows by the same argument that equivalence testing can be done in
polynomial time. By the contrapositive, if we can show that equivalence testing for some frag-
ment is not in NP, then it follows that fragment cannot have polynomial size characterisations.

Question: Is L+
□,♢,∧,∨ polynomial-time exact learnable?

6.2 Learning via Frontiers versus Learning via Dualities

We have essentially seen two approaches to learning formulas via examples; via frontiers and
via dualities. The difference between these two approaches is best explained in terms of the
characterisations that they induce. Theorem 2.5 demonstrated the correspondence between
frontiers in Hom and finite characterisations of CQs, i.e. taking the frontier as the set of neg-
ative examples. However disjunctions of CQs (i.e. UCQs) in general require a set of positive
examples. Consequently, the notion of a frontier does not make sense in this context, but du-
alities do. Theorem 2.11 demonstrated the correspondence between left-hand sides of dualities
in Hom and finite characterisations of UCQs. We have also seen that, while frontiers could
be computed in polynomial time, computing dualities in general requires exponential time.2

Moreover, the transformation from dual to frontier (for single objects on the left-hand side)
in proposition 2.3 is polynomial while the transformation from frontier to dual in proposition
2.4 is exponential. Thus, the lesson here is that dualities and hence disjunctions are costly.
Therefore, in view of the above question, we want to see whether an approach via frontiers is

1Equivalence testing (for L) is the problem of checking, on input formulas φ,ψ (from L), whether φ ≡ ψ.
2It follows that these frontier are also of polynomial size while the dualities are of exponential size.
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possible for L+
□,♢,∧.

Question: Is there a learning algorithm for L+
□,♢,∧ going via frontiers?

The polynomial time learning algorithm for c-acyclic CQs in [9] (that we discussed in some
detail in section 2.4) relies on three key ingredients: (i) a final object, (ii) products and (iii)
that a single positive example suffices for characterizing a CQ (cf. 2.4). It seems that all but
the first one are missing. However, we will discuss the existence of products in wSim next.3

6.3 Products and Coproducts via Bisimulation Products

It is a recurring theme in the categories we consider that there are no single objects fulfilling
the role of common categorical limits and colimits, but a set of objects fulfilling this role.4

For instance, the exponential of two structures in Hom with at least 2 distinguished elements
is in general a set of structures [9]. Consequently, we believe that the product of two pointed
models in wSim in the sense of a categorical limit can only be fulfilled by a set of pointed
models. The intuition is that there are more than one mutually exclusive ways of weakly
simulating two models. For instance, one can simulate the positive example ▼∅(p̂, q̂) for
□(p ∨ q) and the positive example ▼∅(r̂,⟳∅) for ♢r in at least two ways; i.e. witnessing r at
a p-successor or at a q-successor (cf. E+

□(p∨q)∧♢r in subsection 5.2.3). A similar comment can
be made about Sim.

Hence, we believe that the generalised set-product in Sim should be an appropriate gen-
eralisation of bisimulation products to models. For wSim, we would also need to define an
appropriate notion of ‘weak frame bisimulation’ underlying weak simulations. Moreover, like
for Rel, the symmetry imposed by (·)¬ requires that the coproduct is the (·)¬ image of the
product. Thus in Rel, disjoint union of sets plays the role of product as well as coproduct.5

Observe for instance that (⟳∅)
¬ =⟳Prop so that in wSim the weak final object is indeed

the (·)¬ image of the weak initial object. Thus we believe that the set-coproducts in Sim
and wSim should also be some form of bisimulation products, since (·)¬ does not act on the
frame.

6.4 Characterisations for Positive Existential Modal Logic

In this thesis, we have demonstrated two ways of obtaining finite characterisations for L+
♢,∧,∨,

one via homomorphism dualities and the other via weak simulation dualities. While the
former is only singly exponential, the latter is non-elementary but results in rather simple
models called looptrees. Looptrees are a simple generalisation of trees that allows for loops at
leaf-nodes.

3Also, note that it follows from definition 5.4 that every φ ∈ L+
□,♢,∧ only gets a single serial positive example

under our construction.
4One may wonder whether restricting the underlying class of objects of our category (in such a way that

all distinct concepts will still be distinguished by some object) will result in stronger categorical constructs
(such as an actual initial object). We believe that there might exist weak simulations cores in wSim (as well
as simulation cores in Sim), in analogy to the graph cores in Hom from [23] and bisimulation cores (a.k.a.
bisimulation contractions) in modal logic.

5In fact, we note that (·)¬ satisfies almost all axioms of a dagger, except that it is not the identity on
objects. Just like the isomorphism of categories ‘dagger’ † : Rel → Rel, the operation on morphisms, which
are binary relations Z, is just the converse, i.e. †(Z) = (Z)¬ = Z−1.
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6.5 Remaining Modal Fragments

We have seen in section 5 that adding ⊥ as a connective to L+
□,♢,∧,∨ already makes the language

non-characterisable. However, we conjecture that L+
□,♢,∧,∨,⊤ is still finitely characterisable.

Open Problem: Are L♢,∧,∨,L□,∧,∨,L+
□,♢,∧,∨,⊤,L

u
□,♢,∧,∨ finitely characterisable?

Apart from this few questions left, we have completely solved the problem of characterising
which syntactically defined modal fragments L+

C ,L
−
C ,LC or LuC are finitely characterisable

(where C ⊆ {□,♢,∧,∨,⊤,⊥} a set of base connectives). Beyond this setting, one might
to consider add e.g. → as a connective (under the classical semantics). This brings us
into the larger arena of determining which semantically defined modal fragments are finitely
characterisable, by which we mean the class of all fragments that can be obtained by allowing
any modal formula φ(p1, . . . , pn) as an n-ary connective. We hope to gain something like
Dalmau’s dichotomy theorem for fragments of propositional logic [13]. However, this results
relies strongly on a known characterisation of Post’s lattice while it there is known equivalent
of that characterisation in the modal setting.

6.6 Relationship to Description Logic

Modal logic is intimately related to description logics. In fact, description logics are just
polymodal versions of modal languages. Some description logics correspond to fragments of
the full modal language, while others correspond to extensions of the modal language with
e.g. counting modalities (a.k.a. graded modalities) or backwards modalities (a.k.a. backward-
looking modalities), i.e. modalities for the inverse relation R−1. For instance, the description
logic EL corresponds to the polymodal version of the fragment L+

♢,∧ we considered here. It was
shown in [9] that the description logic ELI (the extension of EL with backwards modalities)
is polynomial-time exactly learnable with membership queries only. Subsequently, it has
been shown that this logic remains efficiently learnable under various ontologies [19, 20], and
characterisation results have been obtained for temporal extensions (formulated as a fragment
of LTL) of this description logic and variants. Moreover, the characterisation result for XML
path queries from [31] can also be interpreted as characterisation results on a certain model
language that includes the ♢∗ connective, the modality for the reflexive-transitive closure R∗

of the accessibility relation R.
We believe that, although more tedious, the results in this thesis should easily extend to

polymodal versions of the modal languages considered here. In particular, we conjecture that
the polymodal version of L+

□,♢,∧,∨, which is an extension of EL with ’value restriction’ (this is
just □) and disjunctions [3], is finitely characterisable. It seems worthwhile to also extend our
results to the case with inverse, counting or backward-looking modalities (or any combination
of these). Another interesting direction is to look at the problem of learning modal concepts
under semantic constraints (called ‘T-boxes’ in the description logic community [3]) in analogy
with the restricted frame classes we considered in chapter 3. However, instead of restricting
the class of examples by their underlying frame, the class of examples is restricted by the
constraint, which is a finite theory (i.e. a formula). There is already some work [20, 19] on
such applications that build on the polynomial construction of frontiers for connected acyclic
CQs from [9], i.e. theorem 2.9.
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6.7 Characterising Models by Formulas

Recall from section 2.2 that a concept class C ⊆ P(D) over a domain D gave rise to an inter-
section space (C,OD). However, concept classes C ⊆ P(D) that are closed under finite inter-
sections invite another natural topological interpretation, namely where the concepts generate
a topology as a subbasis, i.e. then (D, C) is an intersection space. In such a setting, one may
ask the converse question of finite characterisations of elements in the domain, i.e. whether
an element d ∈ D from the domain can be characterised by finitely many concepts up to some
notion of equivalence? That is, are there finitely many concepts C0, . . . , Cn, C

′
0, . . . , C

′
m ∈ C

such that the point d ∈ D is the only point from D (perhaps up to some notion of equivalence)
contained in

⋂
i≤nCi and disjoint from

⋃
j≤mC

′
j?

For instance, consider the concept class Cfin
K , i.e. the class of all modfin(φ) for φ a modal

formula and note that the full modal language is closed under conjunction and negation. One
can wonder whether such model-class concepts can characterize elements of the domain M, s
(i.e. pointed models) up to bisimulation. Observe that there are formulas φ0, . . . , φn, φ

′
0, . . . , φ

′
m

characterising M, s up to bisimulation in the sense above (i.e. in the sense that M, s is the
only pointed model contained in

⋂
i≤nmod(φi) and disjoint from

⋃
j≤mmod(φ

′
j)) iff there is

a single formula ψ := φ0 ∧ . . . ∧ φn ∧ ¬φ′
0 ∧ . . . ∧ φ′

m such that ψ characterises M, s up to
bisimulation. This is because

mod(φ0) ∩ . . . ∩mod(φn) ∩mod(¬φ′
0) ∩ . . . ∩mod(¬φ′

m)

=mod(φ0 ∧ . . . ∧ φn ∧ ¬φ′
0 ∧ . . . ∧ ¬φ′

m) = mod(ψ)

Thus in the case of modal logic, a pointed M, s can be characterised up to bisimulation
by a set of modal concepts iff it can be characterised by a single modal concept. In fact, the
class of pointed models for which such a characterisation exists (in the standard full modal
language) has already been identified.6 We say that a Kripke modelM is well-founded if there
are no strict infinite descending paths (cf. definition 2.7) in M , i.e. no infinite descending
paths (t0, t1, t2, . . .) such that ti ̸= tj for all natural numbers i, j.7

Theorem 6.1. (Baltags Theorem),([6]) A pointed model is characterised up to bisimulation
by a modal formula iff it is well-founded.

6Extending the language allows for characterising more models. For instance, it can be shown that propo-
sitional dynamic logic (PDL) can characterise all finite models up to bisimulation [7].

7This characterisation of well-foundedness assumes dependent choice.
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