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A B S T R A C T

How can search engines use the hyperlinks between documents to
determine which documents are the most relevant for a search query?
Some search engines use links to determine popularity, where the
underlying idea is that the number of links pointing to a document
(Web page) is a measure of its popularity. Search results are ordered or
ranked based on their popularity and on similarity between the content
of the document and the content of the search query. Another aspect of
links is they provide a signal that two documents have related content.
After all, a link is a reference. If a document A is relevant for a search
query, then documents linked to A are possibly also relevant. Link
information could possibly contain evidence for the topical relevance of
a document.

This thesis describes an investigation of the value of those two aspects
of link information—popularity and topical relevance—for ranking
search results. This question has been addressed before in the field
of information retrieval. Starting in the late nineties, researchers con-
ducted large scale experiments to see if link information could help
search engines to find as many relevant documents on a search topic
as possible, and rank these documents as well as possible. The results
were disappointing. No consistent improvements by incorporating link
information in the search process could be reported. Representatives
of search engine companies argued that users of Web search engines
are not looking for as many relevant documents on a topic as possible,
but for the home pages of specific Web sites and pages that provide a
good starting point to further explore Web pages on a certain topic. The
researchers changed their attention to these Web-centric search tasks,
with immediate success. The home pages and other important pages
that Web searchers are looking for tend to be popular pages, which can
be more easily identified by using link information. The value of link
information for information retrieval seemed clear: link information
is useful for measuring popularity, but not for measuring the topical
relevance of documents.

The question of why links are not useful for measuring topical rel-
evance was never answered. The goal of this thesis is to give a more
precise and complete account of the value of link evidence for inform-
ation retrieval. This is first investigated using the English Wikipedia,
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because it is obtainable in its entirety, including all the links between
the Wikipedia articles. Because it is an encyclopedia, Wikipedia is a
natural source for users to search for articles relevant to a certain topic,
which makes it an appropriate starting point to measure link evidence
for topical relevance. The findings are then validated on a much larger
corpus of Web pages, to find out how they generalise to searching on
the Web.

Evidence for popularity can best be measured by using all the links
on the whole Web, and counting how many point to each Web page. We
call this global link information, derived from the global link structure.
For popularity, the direction of the link is important; a link from A to B
makes B popular, but not A. The page with the most incoming links is
the most popular. The order in which pages are ranked is determined
partly by their popularity and partly by how well their content matches
that of the search query.

Evidence for topical relevance can be derived from link information
by first finding a list of Web pages in which the search terms frequently
occur, and then using only the links between those pages. This way,
links are selected based on a topic: the topic of the search query. This
list of pages is called the set of local pages, and the links between those
pages are called local links. For topical relevance, the direction of the
link is not important; if page A discusses the same topic(s) as page B,
then page B discusses the same topic(s) as page A. Search terms that
occur in page A form text evidence that A is topically relevant to the
search query. If the search terms occur frequently in page A as well as
in page B, then a link from A to B is a signal that the text evidence for
page A is also evidence for the topical relevance of B. Vice versa, the
text evidence for B is also evidence for the topical relevance of A. The
number of local links between A and other local pages represents the
amount of evidence for A. More links between A and other local pages
means more evidence for the topical relevance of A. The page with the
most local links is considered the most relevant.

Although links are considered to be a signal that two linked pages
have topically related content, this relation is not the same for all pairs
of linked pages. To measure how strong the topical relation between two
pages is, we use the category information in Wikipedia. In Wikipedia,
the value of links for measuring topical relevance is dependent on the
relation between the pages they link. A link between pages about the
same topic is more effective evidence for topical relevance of those
pages than a link between pages about unrelated topics. This finding
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confirms that, in Wikipedia, link information can be used as evidence
for the topical relevance of a page.

From these findings, we draw a number of conclusions. Global link
information is independent of the search query and provides evidence
for popularity, but not for topical relevance. Local link information is
dependent on the search query and can provide evidence for topical
relevance. For global link information, the direction determines its
meaning. For local link information, the direction of the links has no
impact on the relation with topical relevance.

Support for these conclusions is found in Wikipedia, which further
clarifies the relation between local link information and topical relev-
ance. First, the amount of local link evidence is related to the amount
of relevant text in a document, regardless of the direction of the links.
Second, the fraction of global links that is present in the local link
structure (again, regardless of the direction of the links) is related to
how specifically a document is about the search topic.

With these findings, the value of link information for ranking search
results has become clearer and more complete. Link information can
be evidence for both popularity and topical relevance. The meaning
of information derived from the link structure is determined by the
direction of the links, the topical relation between the linked documents
and the selection of links that is used as evidence.
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S A M E N VAT T I N G

Hoe kunnen zoekmachines de hyperlinks tussen documenten gebrui-
ken om te bepalen welke documenten het meest relevant zijn voor een
zoekvraag? Sommige zoekmachines gebruiken links om populariteit te
meten, waarbij het onderliggende idee is dat een document (Webpagina)
waar veel links naartoe wijzen populair is. Zoekresultaten worden geor-
dend op basis van hun populariteit en op basis van de overeenkomst
tussen de inhoud van een document en de zoekvraag. Een ander aspect
van links is dat ze aangeven dat twee pagina’s inhoudelijk iets met
elkaar te maken hebben. Een hyperlink is tenslotte een verwijzing. Als
pagina A relevant is voor een zoekvraag, dan zijn pagina’s die gelinkt
zijn aan A wellicht ook relevant. Linkinformatie bevat dus mogelijk
bewijs voor de inhoudelijke relevantie van een document.

Dit proefschrift beschrijft onderzoek naar de waarde van die twee
aspecten van linkinformatie—populariteit en inhoudelijke relevantie—
voor het ordenen van zoekresultaten. Deze vraag werd eerder onder-
zocht binnen het vakgebied information retrieval. Vanaf eind jaren ’90

werd op grote schaal geëxperimenteerd met het toepassen van link-
informatie om zoveel mogelijk relevante documenten te vinden voor
een onderwerp en om deze documenten zo goed mogelijk te ordenen.
De resultaten waren teleurstellend. Er waren geen consistente verbete-
ringen te meten door linkinformatie mee te nemen in het zoekproces.
Vertegenwoordigers van zoekbedrijven gaven aan dat gebruikers van
Webzoekmachines niet op zoek zijn naar zoveel mogelijk relevante
informatie, maar naar de homepagina’s van specifieke Websites, en
pagina’s die een goed startpunt vormen voor het verkennen van Web-
pagina’s over een onderwerp. De onderzoekers besloten daarom hun
aandacht te verschuiven naar deze Webspecifieke zoektaken, en hadden
meteen succes. De homepagina’s en andere belangrijke pagina’s waar
veel naar gezocht wordt zijn populaire pagina’s, die met behulp van
linkinformatie makkelijker te identificeren zijn. Hiermee leek de waarde
van linkinformatie voor information retrieval duidelijk. Linkinformatie
is nuttig voor het meten van populariteit, maar niet voor het meten van
inhoudelijke relevantie.

De vraag waarom links niet nuttig zijn voor het meten van inhou-
delijke relevantie werd nooit duidelijk beantwoord. Het doel van dit
proefschrift is om de waarde van linkinformatie voor information re-
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trieval preciezer en vollediger in kaart te brengen. Dit wordt eerst
onderzocht met de Engelse Wikipedia, omdat deze in zijn geheel be-
schikbaar is, inclusief alle links tussen de Wikipediapagina’s. Vanwege
de encyclopedische aard is het zoeken naar informatie over een on-
derwerp in Wikipedia een natuurlijke taak. Dit maakt Wikipedia een
geschikt startpunt voor het meten van linkbewijs voor inhoudelijke
relevantie. De bevindingen worden vervolgens getoetst op een veel
grotere collectie van Webpagina’s, om vast te stellen in hoeverre zij
generaliseerbaar zijn naar zoeken in het Web.

Bewijs voor populariteit kun je het best meten door alle links op het
hele web te gebruiken en te tellen hoeveel er naar elke pagina gaan. Dit
noemen we globale linkinformatie, afgeleid uit de globale linkstructuur.
Voor populariteit is de richting van de link belangrijk; een link van A
naar B maakt B populair, maar niet A. De pagina met de meeste links
is het populairst. De volgorde waarin je de resultaten ordent wordt
gedeeltelijk bepaald door de populariteit en gedeeltelijk door hoe goed
de inhoud van een documenten overeen komt met de zoekvraag.

Bewijs voor inhoudelijke relevantie is af te leiden uit linkinformatie
door eerst een lijst pagina’s te zoeken waar de zoekwoorden vaak in
voorkomen, en vervolgens alleen de links tussen die pagina’s te gebrui-
ken. Zo selecteer je links op een bepaald onderwerp: het onderwerp van
je zoekvraag. Die lijst van pagina’s noemen we de lokale pagina’s en de
links tussen die pagina’s noemen we lokale links. Voor de inhoudsrelatie
maakt de richting van de link niet uit; als A over hetzelfde gaat als B,
dan gaat B ook over hetzelfde als A. Zoekwoorden die in pagina A
voorkomen vormen tekstueel bewijsmateriaal dat pagina A relevant
is voor de zoekvraag. Als de zoekwoorden vaak voorkomen in zowel
pagina A als pagina B, dan is een link van A naar B een signaal dat
het tekstuele bewijs voor A ook bewijs is voor de relevantie van B.
Andersom zegt het tekstuele bewijs voor B ook iets over de relevantie
van A. Het aantal lokale links tussen pagina A en andere lokale pa-
gina’s geeft aan hoeveel bewijs er voor A is. Hoe meer van die lokale
links pagina A heeft, hoe meer bewijs er is voor de relevantie van A.
De pagina met de meeste lokale links wordt beschouwd als het meest
relevant.

Hoewel links een signaal geven dat twee gelinkte pagina’s inhou-
delijk aan elkaar gelateerd zijn, is die inhoudelijke relatie niet altijd
even sterk. Om te meten hoe sterk twee pagina’s inhoudelijk aan elkaar
gerelateerd zijn gebruiken we de categie-informatie in Wikipedia. In
Wikipedia blijkt de waarde van linkinformatie voor inhoudelijke rele-
vantie afhankelijk te zijn van de relatie tussen twee gelinkte pagina’s.

xi



Een link tussen twee pagina’s die over hetzelfde onderwerp gaan is
effectiever bewijs voor de inhoudelijke relevantie van die pagina’s dan
een link tussen twee pagina’s die over verschillende onderwerpen gaan.
Deze bevinding bevestigd dat in Wikipedia linkinformatie als bewijs
kan dienen voor de inhoudelijke relevantie van een pagina.

Uit deze bevindingen worden een aantal conclusies getrokken. Glo-
bale linkinformatie is onafhankelijk van de zoekvraag en geeft bewijs
voor belangrijkheid (populariteit, authoriteit) maar niet voor inhoude-
lijke relevantie. Lokale linkinformatie is wel afhankelijk van de zoek-
vraag, en geeft bewijs voor inhoudelijke relevantie. Voor globale linkin-
formatie is de richting bepalend voor de betekenis ervan. Voor lokale
linkfinformatie is de richting van minder belang.

Verdere ondersteuning voor deze conclusies vinden we in Wikipedia,
waarbij de relatie tussen lokale linkinformatie en inhoudelijke relevantie
verder verduidelijkt wordt. Ten eerste blijkt de hoeveelheid aan lokaal
linkbewijs gerelateerd aan de hoeveelheid relevante informatie in een
document, ongeacht de richting van de links. Ten tweede blijkt de fractie
van het globale aantal links dat aanwezig is in de lokale linkstructuur
(ongeacht de richting van de links) gerelateerd aan hoe specifiek het
document over het zoekonderwerp gaat.

Hiermee is het antwoord op de vraag wat de waarde van linkinfor-
matie voor het ordenen van zoekresultaten is, duidelijker en vollediger
geworden. Linkinformatie kan bewijs vormen voor zowel populariteit
als inhoudelijke relevantie. De betekenis van linkinformatie wordt be-
paald door de richting van de links, de inhoudelijke relatie tussen de
gelinkte documenten, en de selectie van links die worden gebruikt als
bewijs.
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1I N T R O D U C T I O N

One of the most prominent characteristics of the World Wide Web
(Web) is the ubiquity of hyperlinks. Each document in the Web can
link to other documents using hyperlinks—like references in books
or scientific articles—which are active links that allow the user to go
straight from the source document to the documents that are referenced
by the hyperlinks. Looking at the Web as a whole, the documents
and hyperlinks form a huge interconnected network of data, in which
the documents are the nodes of the network and the hyperlinks are
connections that can be made between any of the nodes to form a trail
of related information (see Figure 1). Researchers quickly realised that
analysis of the structure of links that emerged as the Web evolved could
provide valuable insights into how information on the Web is organised.
Commercial search engine companies have heralded the use of link
structure as one of their key technologies. How link information can be
of value for information retrieval is an important question that merits
investigation.

The hyperlinks on the Web seem invaluable for information access.
Many popular search engines use hyperlinks to crawl the Web and
discover new pages. Web surfers use them to navigate to the information
they are looking for. Many Web pages have very little text, so search
engines need other features to distinguish between billions of Web
pages. Link information about a document can be directly observed
in the link structure, such as the number of links originating from or
pointing to the document. We can use this link information to derive
other characteristics of the document, such as popularity or authority.
Link information can thus serve as evidence for aspects of a document
that cannot be directly observed. For instance, link information can
provide evidence about the popularity of pages by considering the
number of links pointing to those pages, and textual descriptions
through the anchor text associated with links. On top of that, the
context of a page can be considered by looking at the pages that are
connected to it, which help interpreting the content of a page.

The value of link evidence for information retrieval (ir) is a large
open problem. At least two aspects of links have been investigated. First,
the fact that the author of a document can only link to documents that

3



4 introduction

Figure 1: Hyperlink structure of a sample of Web pages
(source: http://worddork.blogspot.com/2010/01/

hyperlink-addiction.html).

he or she knows to exist. The number of references to a document are
used to quantify how well-known a particular document is. Interpreting
a link as an author’s statement that the linked document is worthwhile,
the number of links to a document can then be seen as a measure of
how important or useful a document is. Well-known algorithms like
PageRank (Page et al., 1998) and hits (Kleinberg, 1999) use the link
structure between documents to derive the importance or authority of
each document, which is similar to ideas of status and prestige in social
network analysis (Wasserman and Faust, 1994).

The second aspect is the reason that an author references another
document. We assume that the author refers to other documents because
they are in some way related to the content of the document that the
author is writing. An example is given in Figure 2, which shows part
of a Web page about the architecture of Robert Hooke. The underlined
parts of the text represent hyperlinks to other Web pages about the
architecture of Hooke. If this Web page is returned as a search result
in response to the query Robert Hooke architecture because it contains all
the query terms, the hyperlinks might be a signal that the referenced
pages are also relevant to the query. IR researchers have tried to use this

http://worddork.blogspot.com/2010/01/hyperlink-addiction.html
http://worddork.blogspot.com/2010/01/hyperlink-addiction.html
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Figure 2: Example of hyperlinks in a Web page (source: http://www.
roberthooke.org.uk/arch1.htm).

semantic aspect of links to find other documents related to the same
topic.

What is the practical use of analysing the nature of links? If we
have a better understanding of how link information affects retrieval
performance, we can determine when and how to use it as evidence,
whether to filter out low-quality search results or to identify the most
topically related result or perhaps for something completely different.
Search engine companies can use link information as evidence to im-
prove the quality of search results, especially in very large collections
with millions or billions of documents varying strongly in quality, dis-
tinguishing important entry pages and high-quality information on
reliable Web sites from thousands or millions of uninteresting, low-
quality pages. Many Web pages have very little text, which makes it
hard for search engines to determine the topical relevance of such pages
for the typically short queries posed to Web search engines. A short
page might be easier to interpret if we take into account the pages it
links to and the pages that link to it. Link information provides more
context to determine the topical relevance of a short page.

1.1 the value of link information for ir

The question about the value of link evidence for retrieval can be
viewed from a practical and a scientific perspective. With the rapid
growth of the World Wide Web, ir researchers at trec (Text REtrieval
Conference, trec 2009) thought hyperlinks would be a useful feature
of Web pages to improve retrieval algorithms for Web search (Hawking
and Craswell, 2005, p. 6). After all, search engine companies claimed

http://www.roberthooke.org.uk/arch1.htm
http://www.roberthooke.org.uk/arch1.htm
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to use link information to help rank results, and were producing good
results. The value of hyperlinks for information retrieval became one
of the main points on the scientific agenda of the trec Web Track. The
assumption that hyperlinks would be beneficial for retrieval was then
tested on a sample of Web data using the standard ad hoc retrieval
methodology. This methodology was developed around the notion of a
human searcher having a fairly precisely defined information need and
a desire to find all documents relevant to this information need. A test
collection was created with a set of information needs and relevance
judgements based on the traditional assumptions that 1) a user wants
to read text relevant to the topic of their information need and 2) the
relevance of a document is based on its textual content alone.

Despite high expectations, the trec experiments failed to establish
the effectiveness of link evidence for general ad hoc retrieval (Hawking,
2001, Kraaij and Westerveld, 2001). The question about the value of link
information was still unanswered.

Several internet search engine experts observed that on the Web,
typical search is different from ad hoc search (Hawking and Craswell,
2005). Unlike the strict trec Ad Hoc definition of relevance given
above, they argued that “Web searchers typically prefer the entry page
of a well-known topical site to an isolated piece of text, no matter
how relevant” (Hawking and Craswell, 2005). Consider a Web searcher
typing the query “Mercedes-Benz”. The assumption in ad hoc retrieval
is that the user is looking for text about Mercedes-Benz, such as an
historical overview of the company or news articles about its financial
situation. The entry page of the company Web site might be a typical
portal with very little textual information, and therefore considered
irrelevant according the above assumption, but for many Web users
it might be more appropriate than any financial news items. As a
consequence, the evaluation methodology of the Web retrieval task was
changed towards more Web-centric tasks like home page and named
page finding and topic distillation. Here, link information was a highly
beneficial feature, as links often point to home pages of Web sites and
other important pages within sites. From a practical perspective, it
showed the value of links for actual Web search.

The value of link structure to find important or authoritative docu-
ments is well established. With the positive results of using link inform-
ation for the new Web-oriented search tasks, the discrepancy between
what search engine companies claimed—that link information is use-
ful for ranking Web results—and what the trec Ad Hoc participants
found—that link information does not improve the ranking of ad hoc
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search results—seemed resolved. As a consequence, the investigation of
the value of link evidence for ad hoc retrieval was quickly abandoned.
However, from a scientific perspective, the value of link information for
ir remains an open issue.

Why is link evidence effective for typical Web search tasks but not
for ad hoc retrieval? Is it because document importance is not useful
for finding topically relevant text? Are the current link-based ranking
methods not suitable to derive the semantic aspect of links? Or is link
evidence strongly correlated to content evidence and therefore has
nothing to add to content evidence? Are the links in the Web too hetero-
geneous and noisy to effectively derive useful semantic information? Is
the Web link graph too sparse to usefully distinguish between relevant
and non-relevant pages? The link sparseness issue has been addressed
with some success by Gurrin and Smeaton (2004), but the document
collection they created is a very small artificial subset of a larger Web
collection and the improvements due to link-based methods are also
very small. As part of a research agenda to properly study links for ad
hoc retrieval, they present a list of prerequisites that a Web collection
must satisfy.

Thus, in the Web, the value of links as indicators of document im-
portance is well established, but their value as indicators of topical
relevance is not clear.

One of the problems of Web retrieval evaluation is the vast size of
the Web and the large amount of resources required to process the
data. The test collections of the trec Web Tracks of 1999-2004 have
been criticised for being too small, and unrepresentative of the Web.
Because these collections are only small samples of the entire Web, the
link structures of these collections are incomplete. We cannot study
links from Web pages outside those collections. Because of this, there
are many of the above mentioned questions that we cannot answer.

A more controlled experiment can be conducted on Wikipedia. Wiki-
pedia is a free Web encyclopedia that is collaboratively edited by count-
less individuals around the globe and presents an interesting case to
study topical aspects of link information. It is a single Web domain
with encyclopedic articles that are densely interlinked and is available
in its entirety, including all hyperlinks. If we focus on Wikipedia, we
can do a more thorough analysis of the link topology, because we have
all the link information. Moreover, there are extensive and high-quality
test collections from the inex Ad Hoc Tracks (inex, 2009). These test
collections consist of large number of topics and relevance judgements
on the English Wikipedia and allow a detailed study of the relation
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between links and relevance. Because Wikipedia is part of the Web,
general principles of link topology should hold in Wikipedia as well.
However, Wikipedia links might be a special case and some aspects of
the Wikipedia link graph might not hold for the Web, but simply be
artefacts of Wikipedia. Therefore, any findings about the nature of links
in Wikipedia should be validated on the larger Web to establish whether
they are artefacts of Wikipedia or general aspects of hyperlinks.

Wikipedia is an important resource in its own right, so any finding
can provide valuable insight. For several years now, it has consistently
been one of the most popular Web sites on the internet1 and one of
the most important knowledge bases. On top of that, it is a natural
resource for informational search, with both content and links being
created, modified and removed in a collaborative fashion by millions of
contributors around the world.

There are possible disadvantages of using Wikipedia to study hyper-
links in general. There are many aspects that might make Wikipedia
very different from the Web. Wikipedia is much smaller than the Web
and arguably suffers less from spam. Each Wikipedia page can be edited
by anyone while on most Web sites, pages can often only be edited by a
handful of people who maintain the site. Wikipedia also has guidelines
on how and what information to add to Wikipedia, and when and
how to create links. As an encyclopedia, its articles are written in an
objective style, with little redundancy of information between articles.
On top of that, the context in which users search Wikipedia and the
Web might be radically different.

Some of these differences between Wikipedia and the Web could
cause their link structures to be different, and might help us understand
when and why link evidence is useful. There is a guideline stating that
links between Wikipedia articles should only be created when they
are relevant to the context (Wikipedia, 2010). There are so-called bots—
small computer programs that automatically edit Wikipedia pages to
conform to certain style guidelines—that automatically insert links
serving a particular purpose (for instance, all dates are linked for
presentational purposes). These processes are different from those
that lead to the creation of hyperlinks on the Web. Whereas in Web
documents an author can arbitrarily link his page to any other page,
whether there is a topical relation or not, in Wikipedia links tend
to be semantic: a link from page A to page B shows that page B is

1 At the time of writing (September 2010), around 13% of global internet users visit
Wikipedia per day, and it is the sixth most popular site according to Alexa, (http:
//www.alexa.com/siteinfo/wikipedia.org).

http://www.alexa.com/siteinfo/wikipedia.org
http://www.alexa.com/siteinfo/wikipedia.org
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semantically related to (part of) the content of page A. Arguably, there
will be some fraction of links that do not denote an important topical
relation between pages, and not all links will be equally meaningful
in all search contexts, such as links to dates created by bots. But the
linking guidelines provide a mechanism that results in links that are
relevant to the context. Furthermore, its topical organisation makes it
clear what information is there, and where to link to, further suggesting
the special nature of links in Wikipedia.

From analysing Wikipedia links in an information retrieval context
and comparing them to general Web links, we might be able to gain
valuable insight into the nature of hyperlinks in general. Therefore, the
main research question of this thesis is:

• What is the value of link evidence for information retrieval?

Because we want to study links for information retrieval, we have to
work with ir test collections. We compare the inex Wikipedia collection
against and validate our findings on trec Web collections. Although it
is hard to establish how representative these collections are for the Web
at large, they are the best publicly available Web test collections.

Of course, there are many different ways to look at link structures.
To guide our investigation, we focus our work on addressing a number
of questions based on intuition and the previous experience of others.
Based on earlier findings described above, we can break down the main
question into several more specific questions.

1.2 research questions

The more specific research questions can be bundled into four groups:
1. Links for Wikipedia and Web retrieval: Links in Wikipedia might

differ from general Web hyperlinks in certain characteristics. Their
impact on retrieval might be different.

• Can link information in Wikipedia be used as evidence to improve
the ranking of ad hoc retrieval results?

• Is the value of links in Wikipedia different from their value in the
Web?

2. Global and local link evidence: Link information can be derived
from the entire link graph of the collection, or from a subset of query-
dependent retrieval results.

• How is global, query-independent link evidence related to relevance?
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• How is local, query-dependent link evidence related to relevance?

3. Importance and topical relevance: Links can be used as indicators
of popularity or importance of documents, or as indicators of how
topically relevant linked documents are to the search topic.

• Is link evidence for document importance useful for ranking ad hoc
retrieval results?

• Is link evidence for topical relevance useful for ranking ad hoc re-
trieval results?

4. Quantity and semantic relatedness: The information conveyed by
links is affected by the quantity of links and the semantic relatedness
of linked documents.

• What is the impact of link density or link quantity on the value of
link evidence?

• How does the semantic relatedness of linked documents affect the
value of link evidence?

1.3 structure and outline of this thesis

To study the value of link evidence for information retrieval in general
and answer the questions above, we need a test collection that allows
a detailed analysis of the relation between links and relevance. This
requires a document collection with a dense link graph and a semantic
categorisation of the documents to study the semantic relatedness of
linked documents. On top of that, to study the relation with relevance,
we need a set of search requests and associated relevance judgements.
At the time of writing, no such a collection of Web pages exists that
is representative of the Web in general and meets these requirements.
The collection best meeting these criteria is the inex 2006 Wikipedia
collection. Of course, Wikipedia might be different from the Web in
general, which is why we validate our findings on a recently created
Web test collection. Unlike the inex Wikipedia collection, this new Web
collection does not have the detailed information on which parts of a
document are relevant, nor a fine-grained category structure to which
the documents are assigned. However, we can validate our findings on
the impact of global and local link evidence, document importance and
link density. This thesis consists of five parts.

Part I: Introduction
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This chapter and the next on related work form the introduction to
the research problem addressed in this thesis.

Chapter 2: Related work
This chapter provides an overview of research on information retrieval
in general, the analysis of link structure, and on how links have been
used in information retrieval and more specifically in Web retrieval.
Various link-based ranking and propagation algorithms are discussed,
as well as the first large scale evaluation of link information for Web
retrieval at trec. Furthermore, the notion of relevance is discussed, as
well as the distinction between the traditional ad hoc retrieval task and
more Web-oriented search tasks.

Part II: The importance of link evidence in Wikipedia

In this part we look at the impact of link evidence in Wikipedia and
compare that against its impact on a well-studied Web test collection
used for the trec Web tracks. We look at the relation between link
degrees and relevance and the impact of query-independent and query-
dependent link evidence. Our findings help towards answering sets 1

and 2 of the research questions.

Chapter 3: Link evidence for Wikipedia ad hoc retrieval
Can we use link information in Wikipedia as an indicator of topical
relevance? The methodology, data and experimental set-up are de-
scribed. We use the inex Wikipedia collection and a large collection
of ad hoc topics and relevance judgements to conduct experiments.
Because we want to understand what meaningful information we can
derive from structure, we look at the link degrees, that is, the number
of links incident with each document, and consider the link structure
on a global level—using all the links in the entire collection—and on
a local level—using only the links between the documents retrieved
for a given topic. Our main findings are that incoming link evidence
in Wikipedia can improve retrieval performance. Documents with a
higher in-degree have a higher probability of being relevant. However,
using the global number of incoming links to re-rank documents is not
as effective as local link evidence for improving the document ranking
of a content-based approach. Local link evidence keeps much more
focus on the topic at hand and leads to significant improvements over
a text-retrieval baseline. The work in this chapter is based on Kamps
and Koolen (2008).

Chapter 4: Wikipedia and Web link structure
In the Web, link evidence is an indicator of document importance. It
helps Web-oriented tasks by identifying site entry pages and other
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important or authoritative pages, but not ad hoc search tasks. On
Wikipedia, it is effective for ad hoc retrieval. This difference leads us
to investigate if and how Wikipedia link structure differs from the link
structure in the larger Web and whether this affects the impact of link
information on retrieval performance. Experiments are conducted on
the inex Wikipedia collection and the .gov collection and the trec 2004

Web Track topics. Our main findings are that, structurally, Wikipedia
links are fairly similar to general Web links. The main difference is that
in the Web, incoming links are more related to relevance than outgoing
links, while in Wikipedia, there is little difference between incoming
and outgoing links. Global link evidence is more effective for Web-
centric tasks, while local evidence is more effective for ad hoc retrieval.
The work in this chapter is based on Kamps and Koolen (2009).

Part III: The nature of link evidence

In this part we present a deeper analysis of the nature of link evid-
ence. We use the detailed relevance information of inex Wikipedia
test collections—which tells us how much of the text of a document is
relevant—to study the relation between query-independent and query-
dependent link evidence on the one hand and document importance
and topical relevance on the other hand. We also look at the impact of
the density of the link graph by filtering links in various ways and use
the Wikipedia category structure to see how the semantic relatedness
of documents affects the impact of link evidence. Our findings help
answer sets 2, 3 and 4 of the research questions.

Chapter 5: From document importance to topical relevance
To what extent are links in Wikipedia related to document importance
or topical relevance? Here we take a closer look at the relation between
query-dependent and query-independent link evidence and topical
relevance. We study the overlap and differences between degrees of
incoming, outgoing and undirected links and how they are related
to the amount of relevant text in documents. Our main findings are
that within the set of documents retrieved for a given query, the in-
and out-degrees are more strongly correlated to each other than over
the entire collection. However, over the documents with the highest
degrees this correlation is substantially lower, indicating that in-degree
and out-degree do promote different documents. All link degrees show
a clear relation with the amount of relevant text. Documents with the
highest local degrees tend to be the documents with the most relevant
text. The work in this chapter is based on Koolen and Kamps (2009).
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Chapter 6: Link evidence and semantic relatedness
Local link evidence can be used as an indicator of topical relevance
while global link evidence seems ineffective, even though the links are
all derived from the same link graph. This shows that not all links
are equally effective. Links in the local graph seem better indicators
of the semantic relatedness of linked documents than the links in the
global graph. But the quantity of links must also play a role. With fewer
links we have less information to distinguish between documents. In
this chapter we want find out which links are effective. We use the
category structure in Wikipedia to measure the semantic relatedness
between linked articles and filter out less semantic links to study the
trade-off between the quantity and semantic nature of links. We ob-
serve that local links are more semantic than global links, and that
global link evidence cannot be made more effective by filtering out the
less semantic links. Our main findings are that semantic relatedness
determines the effectiveness of link evidence for ad hoc search. Links
between semantically related documents are more effective than links
between unrelated ones. The work in this chapter is based on Koolen
and Kamps (2011).

Part IV: Generalising to the Web

In this part we test our findings from Wikipedia on the Web. In
the course of writing this thesis, a new Web test collection became
available through the trec 2009 Web Track. We take advantage of
this opportunity to see which aspects of link evidence in Wikipedia
are aspects of hyperlinks in general and which aspects are particular
for Wikipedia. Our findings help answer sets 1 and 2 of the research
questions.

Chapter 7: From Wikipedia to the Web
A new, high-quality Web retrieval test collection is being developed,
which should be a much better representation of the Web than earlier
collections. We take advantage of this opportunity and use the first set
of evaluation data to draw tentative conclusions on how our findings
about link evidence in Wikipedia generalise to the larger Web. Our main
findings are threefold. First, in the new Web collection, link evidence
can improve ad hoc retrieval performance. Second, the presence of
Wikipedia in the new Web test collection changes the nature of the
collection and the impact of link evidence. Third, in the non-Wikipedia
part the impact of link evidence is similar to the impact of link evidence
in the Wikipedia part. Only when we combine Wikipedia with the
rest of the Web, the special nature of Wikipedia means that global link
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evidence becomes more effective because it promotes Wikipedia pages.
The work in this chapter is partly based on Koolen and Kamps (2010).

Part V: Conclusions

In the final part of this thesis we draw conclusions.

Chapter 8: Conclusions
In this final chapter we describe the contribution of this thesis by
addressing the main research questions of each chapter, and summarise
the findings. We draw conclusions on the value of link evidence for
information retrieval and discuss future research.

1.4 a note on terminology

One point on terminology. The ir research community typically speaks
about documents as the units that are returned as search results, whereas
the Web search community conventionally speaks about pages as search
results. Wikipedia research often uses the term articles to refer to the
encyclopedic entries that are returned as search results. As Wikipedia is
part of the Web, and each encyclopedic entry has a unique url (Uniform
Resource Locator) as identifier, the articles are also Web pages. We use
these terms interchangeably to indicate the retrievable units in the
collection. That is, we consider pages, articles and documents to mean
the same thing.

The term ad hoc retrieval can be interpreted in different ways. In
this thesis, we adopt the trec interpretation of ad hoc retrieval which
assumes the user is a dedicated, experienced searcher who does ad hoc
searches on an archived data collection for new topics and requires
high precision and high recall, and who is “willing to look at many
documents ... in order to obtain high recall” (Harman, 1993). The same
model is assumed for the inex Ad Hoc test collections built from
Wikipedia.



2R E L AT E D W O R K

In this chapter we review related work for the rest of this thesis. The first
section (Section 2.1) presents the field of ir in general. The succeeding
sections discuss research on link information in general (Section 2.2),
Web retrieval and the value of link information (Section 2.3) and Wiki-
pedia (Section 2.4).

2.1 information retrieval

The field of information retrieval started in answer to an explosion of
available information (Bush, 1945). Early research focused on the exist-
ing classification schemes and indexing languages, and the evaluation
of these schemes and languages (Robertson, 2008). With evaluation
came the notion of relevance, which turned out to be a difficult concept
to employ. Because it also plays an important role in this thesis, we
will start with a short overview of some attempts to get to grips with
relevance.

2.1.1 Relevance

Relevance is an important notion in information retrieval, and one
that has been extensively debated and studied. Documents that are
considered irrelevant in the ad hoc retrieval methodology could in fact
be relevant for tasks like home page finding. If different tasks lead to
different relevance judgements, they must use different interpretations
of what makes a document relevant, which urges us to look at these
interpretations of relevance.

Kochen (1974) distinguishes between “relevance as a relation between
propositions and the recognition of relevance on its judgement by a
user, which resembles a utility or significance judgement.” This can
be interpreted as an objective relevance relation and a subjective relev-
ance relation respectively. Cosijn and Ingwersen (2000) distinguish five
manifestations of relevance: algorithmic, topical, cognitive, situational
and socio-cognitive. Saracevic (1975) describes a framework for think-
ing about relevance and distinguishes several different views on what
relevance means. He uses the intuition that relevance has to do with

15
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the success of the communication process and describes it as a measure
of the effectiveness of the contact between a source and a destination
in a communication process. Mizzaro (1998) wrote a large overview of
several decades of research related to relevance.

Some interpretations of relevance will be used in this thesis:

• Topical relevance: Topical relevance roughly corresponds to the sub-
ject knowledge view of relevance, which describes relevance as the
relation between the subject content of the question or information
request and the existing subject knowledge (Saracevic, 1975). This is
also closely related to the notion of aboutness (Hutchins, 1977). Topical
relevance is independent of the system and the user.

• System relevance: Sometimes referred to as algorithmic relevance, which
is a relation between “information or information objects retrieved by the
system and the query” (Saracevic, 2007). “Topical relevance certainly is
the basis for system or algorithmic relevance ... word-based retrieval
is based on trying to establish topical relevance” (Saracevic, 2007, p.
1931).

• User relevance: This follows from the user context. User relevance
relates to changes in the cognitive state.

• Pertinence: Pertinence is the relation between the subject knowledge
of documents and the underlying information need. The information
need involves the knowledge state of the user, which the system has
no access to and can only guess at. A document can only be relevant
if the user can understand the content and if it contains information
that changes the knowledge state of the user.

• Utility: According to Cooper (1971) “Utility is a catch-all concept
involving not only topic-relatedness but also quality, novelty, import-
ance, credibility and many other things.”

• Situational relevance: A form of logical relevance bearing on a user’s
individual situation and personal view (Wilson, 1973). It involves the
problem at hand. It is inferred from criteria such as “usefulness in
decision making, appropriateness of information in resolution of a
problem, reduction of uncertainty, and the like” (Saracevic, 2007).

In Web-centric search tasks, the assumed user model is of a user first
trying to locate the entry page to a particular Web site and use the links
on this entry page to navigate to pages that satisfy her information
need. The entry page itself might not contain the information to satisfy
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the user, but gives access to the rest of the site and allows the user
to browse, representing a first step in a longer session. The relevance
of entry pages is based not only on topical relevance, but also on
user relevance, utility or situational relevance. The traditional ad hoc
retrieval methodology of trec treats each search result as an individual
document and assumes the user only wants pages that contain the
information that satisfies (part of) her information need. This seems
more restricted to the notion of topical relevance.

Some argue that topical relevance underlies all other types of rel-
evance (Soergel, 1994), while others used examples to show there can
relevance without there being any topical relation (Harter, 1992, Hersh,
1994). There is a lot more to relevance than presented here, but the
above mentioned interpretations should suffice to show the difference
between the interpretation of relevance for which link information has
been found effective—namely, the quality, importance and credibility
as aspects of utility that underlie the notion of relevance used to model
Web search—and the notion of topical relevance underlying the ad hoc
search methodology, for which the value of link information is still an
open issue.

2.1.2 Evaluation

Establishing whether a phenomenon, such as the existence and structure
of hyperlinks, is useful for information retrieval is often done through
evaluation using test collections. This methodology uses a collection of
documents, a number of information needs or requests, and relevance
judgements indicating which documents in the collection are relevant
to which information request. If we want to know whether or not link
information is useful for ir, we create a baseline retrieval system S1
that uses no link information and an alternative version S2 of the same
system that uses link information. The set of information requests, in
the form of queries, is processed by the two different systems, and the
returned results are compared with the relevance judgements, after
which scores for both systems are produced indicating how well they
performed at finding the right documents. This allows us to compare
the performance of the two systems.

If we are interested in knowing whether links can help finding more
relevant documents, we can measure the recall (the fraction of all
relevant documents that are retrieved) of S1 and S2. If we are interested
in the impact of link information on precision (the fraction of retrieved
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documents that are relevant), we can measure the number of relevant
documents in, for instance, the first 10 results.

There are many aspects of performance we can measure, but it is
important to understand what we should be measuring. What is most
important for the user? Does the user want as many relevant documents
as possible, or to quickly find at least one relevant document that
contains the required information? This depends on the particular
context in which the user is using the retrieval system.

2.1.2.1 Search Tasks

People use ir systems for many different purposes. A person involved
in a hefty argument about the cultural value of modern art might be
looking for newspaper articles or text books supporting his or her
perspective, while another person trying to book a flight to Bangkok
might be looking for a Web site that shows which airlines offer cheap
flights to the desired destination. The first person is probably more
interested in a number of texts that discuss the interpretation of modern
art at length, while the second person probably wants a single site that
gives ticket prices for a large number of airlines. The first person is
searching for information about a certain topic, modern art, while the
second is looking for a good starting point to compare airline ticket
prices. These are different search tasks with different goals and different
criteria of what makes a search result useful. The search task of the first
person is close to what has long been the dominant user model in ir

research: searching for text on a certain topic. The search task of the
second person was later adopted as part of a more appropriate model
for how and why people search on the Web.

In fact, even the first person might still prefer a retrieved result that
is the entry page of a whole Web site on modern art, instead of a page
deep within that site with a lot of detailed information. The entry page
might have no directly relevant text, but might give the user a better
idea of what information about the topic is available on the same site
and how the various parts are related to each other. Locating the entry
page to such a topically relevant Web site is the task of home page or
entry page finding. Locating the pages with detailed information on
the topic is the task of ad hoc retrieval.

There are different stages in the search process, with differing degrees
of clarity and structure (Vakkari, 1999). Initially, the problem is vague
and the relevance criteria are loosely and partially defined. Vakkari
(1999) argues that the complexity of a task is related to how well
the problem is structured and understood. If the user has a clear



2.1 information retrieval 19

notion of the information requirements, process and output of the
search problem, the task is perceived as simple and performance can be
predicted more easily. In some cases, Web-centric tasks like entry page
finding are simple tasks because the user has a clear understanding
of the problem—she knows exactly what she is looking for—such as
the case of finding a good site to compare air fares. In other cases, the
search process is in an early stage, where the information need is still
vague, and the user wants to navigate to a topically relevant Web site
to explore the topic further to get a better idea of what she is looking
for. It is not entirely clear whether the relevance criteria are the same
in these different cases, but for all cases, the task is to locate a relevant
entry page.

In the first trec experiments using Web data—the Very Large Col-
lection (vlc) Track—the organisers compared the performance of the
systems of six trec participants against five live Web search engines
Hawking et al. (1999a). They adopted the ad hoc evaluation meth-
odology to assess the relevance of the returned results. One of the
surprising findings of the track was that the standard text retrieval
systems used in the research community clearly outperformed the Web
search engines in terms of both precision and recall.

One explanation given was that actual Web search engines use less
effective retrieval algorithms for efficiency reasons. They need to pro-
cess enormous amounts of data and have to respond to hundreds or
thousands of queries at the same time. A complex algorithm that gives
optimal results but takes half a minute per query to respond is not
acceptable. Another explanation was offered by Craswell et al. (1999),
who pointed out several problems with the assessments of web pages
for the vlc. They offered a number of hypotheses why the experiments
did not properly model Web search.

First, the abundance of hyperlinks allow a system to return a Web
page that has no relevant text itself, but many links to relevant pages.
In the ad hoc methodology, where pages are judged on their content
alone, independent of any other pages, such a page would be judged
irrelevant, even though it might be of value to a user.

Second, the trec topics represent information needs of someone
writing an article or report, while Web users might look for particular
sites or pages, addresses and phone numbers of people and companies,
and answers to all kinds of questions. These tasks require different
responses. A user typing the query "Mercedes-Benz" in a Web search
engine is probably not looking for a list of pages with as much text
about Mercedes-Benz as possible, but might want to be pointed to the
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home page of Mercedes-Benz as a good starting point, regardless of
whether the information on the home page would be useful in writing
a report.

A third important difference is the quality of pages. The ad hoc
methodology does not take document quality into account, even though
this might be important to the user. A page with a large amount of
topically relevant information can still be of little value to the user if
she does not understand or trust the information.

Broder (2002) describes a taxonomy of Web search queries. There are
three main types of queries:

1. Navigational: The user is looking for a specific Web page or Web site.

2. Informational: The user is looking for information on a topic, and
wants to read one or more Web pages on that topic.

3. Transactional: The user wants to make some kind of transaction, e.g.,
buying tickets, downloading a file, communicating with other people,
playing games.

One of the main points he makes is that navigational and transac-
tional queries—which constitute more than 50% of the queries sent to
Web search engines—are best supported using not only on-page text,
but also link analysis, anchor text, click-through data and semantic
analysis, among others.

There have been other, more elaborate taxonomies to capture user in-
tent of Web search queries, such as the one by Rose and Levinson (2004),
and the rapid growth of social media and Web 2.0 applications have
further broadened the range and nature of Web search. What Broder’s
analysis showed is that search behaviour on the Web is different from
the user model assumed for traditional ad hoc topic search tasks on
which the Cranfield (Cleverdon, 1997) and early trec evaluations were
based. The Cranfield experiments were designed to evaluate indexing
languages for literature search. The early trec test collections focused
on ad hoc search: given a static collection of documents, find all doc-
uments containing information relevant to the topic of request. Each
document is judged in isolation, and is only considered relevant if it
contains some text relating to the user’s information need.

This marks an important difference betweens the aims of differ-
ent search tasks. The ad hoc task closely models Saracevic’ subject
knowledge perspective on relevance, that is, topical relevance, while
Web-centric tasks are more modelled to capture the utility or pragmatic
view of relevance, where quality, novelty, credibility and importance
play a role.
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2.1.2.2 Test collections

Test collections in information retrieval typically consist of a static set of
documents, a large number of statements of information needs called
topics and a set of relevance judgements. This design is based on the
Cranfield paradigm (Cleverdon, 1997), more specifically, the Cranfield
II experiments (Robertson, 2008, Voorhees, 2002).

The evaluation based on these test collections has three major under-
lying assumptions:

• Relevance can be approximated by topical similarity. The similarity
of a document and a query can be represented in a binary judgement:
a document d is similar (enough) to a query q such that d is relevant
for the user stating q, or it is not, such that d is not relevant for the
user. The similarity can also be represented by a graded judgement.
For instance, a document d can be non-relevant, slightly relevant,
mostly relevant or highly relevant for a user stating query q. One
implication of adopting binary relevance judgements is that all relev-
ant documents are automatically considered equally relevant. Other
implications are that the relevance of a document is independent
of the relevance of any other document, regardless of how many
possibly relevant documents the user has already seen, and that the
information need is static.

• A single set of relevance judgements is representative of the user
population.

• The list of relevant documents for a topic is complete, that is, all
relevant documents have been judged and judged relevant.

In general, these assumptions are not true. Assessor agreement stud-
ies of the trec Ad hoc relevance judgements have shown that between a
pair of assessors, the average agreement lies between 0.42 and 0.49—an
agreement of 1.0 meaning assessors agree completely and an agreement
of 0.0 meaning they completely disagree (Voorhees, 2002). Among three
different assessors, the average agreement is 0.30. For big document
collections, judging every single document to find out whether it is
relevant for a given topic or not is prohibitively expensive, especially
since we want to average evaluation results over a large number of
topics. To work around this problem, a technique called pooling was
introduced (Sparck-Jones and van Rijsbergen, 1975). A subset of the
collection is created by combining the top results from a large number
of different contributing retrieval systems. The intention is that the
resulting pool of documents to be judged is relatively small compared
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to the size of the collection, but contains most of the relevant documents.
. In typical trec test collections, such pools contain between 1000 and
2000 documents from a collection several orders of magnitude bigger.

These simplifying assumptions make performance scores hard to
interpret in an absolute sense, but allows a comparative evaluation of
systems. A system A that significantly outperforms a system B on a
large test collection can be considered a better system for the particular
retrieval task on which the relevance judgements are based.

2.1.2.3 Effectiveness measures

Based on Saracevic’s interpretation ir, an ir system is successful if it
successfully communicates to the user a list of relevant information and
no irrelevant information (Saracevic, 1975). The measure of success is
often expressed in terms of precision and recall. Precision is the fraction
of documents retrieved that are relevant. Recall is the fraction of relevant
documents that are retrieved.

In this thesis, we will use several retrieval effectiveness measure to
evaluate retrieval methods. A definition and short description is given
for each.

Precision at rank n (P@n) In ir, as well as in many classification tasks,
precision is defined as the fraction of results that are classified correctly.
Precision is a set-based measure. In ir, where results are typically in the
form of a ranked list, precision is measured over a set of documents up
to a certain rank. In the case of a results list of n retrieved documents,
the precision over all documents up to that rank n is the fraction of
documents that are judged relevant. More formally, it is computed as:

P@n =
1
n

n

∑
i=1

Rel(i)

where Rel(i) = 1 if document i is relevant and zero otherwise. As
an example, if five of the ten highest ranked documents are relevant,
P@10 = 5

10 = 0.5. Averaged over Q different queries, we get:

PQ@n =
1
Q

Q

∑
i=1

Pi@n

Mean Average Precision (map) Precision and recall are set-based meas-
ures. But when a ranked results list is returned, the order in which
the results are presented should be considered. Intuitively, we want
the relevant documents to be ranked higher than any non-relevant
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documents. The average precision AveP expresses the average of the
precision at each of the ranks of the relevant documents. If we consider
multiple topics, each with a ranked list and an average precision AveP,
the overall average precision is the mean of these AveP scores:

AveP =
1

N

∑
i=1

Rel(i)

·
n

∑
i=1

P@i Rel(i)

map =
1
Q

Q

∑
q=1

AvePq

where N is the total number of documents in the collection, n is the
number of results returned for query q and Q is the total number of
queries.

Mean Reciprocal Rank (mrr) The reciprocal rank expresses how far a
user has to go down the results list to find the first relevant document. It
is the inverse of the rank of the first correct answer. For each query, the
reciprocal of the rank at which the first relevant documents is returned,
and mrr is the mean of the reciprocal ranks over all topics.

mrr =
1
Q

Q

∑
q=1

1
rq

where rq is the highest ranked relevant document in the results list
returned for query q.

2.2 link information

Standard retrieval models used the textual content of documents to
match documents against queries. But there are more document features
that provide information, such as document length, the logical and
physical document structure, metadata and links.

In this thesis we focus on the value of hyperlinks. Studying the
structure of links between documents is a form of network analysis
with the aim of identifying associations and relationships between
documents. Before we turn to information retrieval on the Web and
research on the value of link information for Web retrieval, we look at
earlier work on using links. Before the Web was created, ir researchers
were already looking at ways to exploit inter-document structure in the
form of citations in scientific literature and this new type of document
called hypertext.
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2.2.1 Bibliometrics

The idea of using citation information to find documents related to each
other was investigated well before the Web. Kessler (1963b) introduced
a method for grouping scientific literature based on bibliographic coup-
ling units. ”We define a unit of coupling: Two papers that share one
reference contain one unit of coupling” (Kessler, 1963b). In (Kessler,
1963a) he showed results of this method on a large number of pa-
pers and found that the resulting groups had a high degree of logical
correlation.

2.2.2 Hypertext

One of the great advantages of digital documents is the possibility
to create hyperlinks, which allow readers to jump directly from one
document to another, related document, without having to search
for a physical copy of the referenced document. Ideas about a large
information networks of interlinked documents date back as far as the
1930s, when Paul Otlet envisioned a new form of globally accessible
encyclopedia based on linked documents (Rayward, 1994).

Early on, people realised that the structure of hyperlinks in hyper-
text conveys information about the hypertext. To address the problem
getting disoriented by jumping between bits of hypertext, the so-called
“lost in hyperspace” problem, Botafogo and Shneiderman (1991) and
Botafogo et al. (1992) analysed the structure of hypertexts and came up
with measures such as the centrality of a node and the compactness of
the hypertext. Hypertext authors can use these measures to improve the
structure of a hypertext and make it more comprehensible for readers.

2.2.3 Hypertext Retrieval

Before the advent of the Web, there were many ideas about using
hyperlinks for retrieval of hypertext media. Most of these approaches
considered the topical relatedness of linked documents. In other words,
they hoped to use links to determine the topical relevance of documents.

Cohen and Kjeldsen (1987) use constraint spreading activation (An-
derson and Pirolli, 1984) on semantically linked network of research
topics, funding agencies and proposals to find relevant agencies for a
particular research proposal. They compare their linked network with
associations in human memory. The main idea is to find semantically
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related topics and determine the likelihood of support of an agency, which
depends on the relationship of the topics.

Croft and Turtle (1993) used links to extend document representa-
tions with terms from the citing document. They compared citation
links and nearest neighbour links and found that citation links res-
ults in greater improvement in retrieval performance on the cacm

test-collection. Nearest neighbour links were generated using cosine
similarity and tend to form clusters of documents similar to cluster-
based search, which was shown earlier not to be effective (Willett,
1988).

Savoy (1994) argues that specialised mechanisms effective on small
text collections are not necessarily effective on large, unrestricted text
collections. He generated relevance links between documents relevant
to the same query, based on relevance feedback. The main idea is to
use learning through feedback. The value of a relevance link is based
on how often the two documents are relevant to the same query.

Frei and Stieger (1995) used 4,341 hyperlinks between 962 Berkeley-
unix manual pages, 15 queries and compared top 10 results. They
distinguished between referential links and semantic links, and indexed
links with terms from the linked documents (basically anchor text in-
dexing). Semantic links have attributes like link type, creation time and
author name. For their experiments they compare spreading activa-
tion with standard text retrieval. They consider referential links to be
navigational in nature and therefore useless for retrieval.

Ellis et al. (1996) look at different types of relevance considerations:
judge-relevant, navigator-relevant and searcher-relevant. They also dis-
cuss the difficulty of evaluating effectiveness of either browsing or
querying if the user can do both. This is important with respect to link-
based ranking: browsability and connectedness are important features
for user behaviour and satisfaction (Bates, 2002).

Picard and Savoy (2003) explain the assumptions behind relevance
propagation as follows: “if a document is cited by a relevant docu-
ment, then it is possibly relevant itself.” They propose a Probabilistic
Argumentation System that uses propositional logic to propagate link
evidence in a sound way, based on earlier work by Picard (1998).

From this overview, it seems it was generally accepted that hyper-
linked text had something new to offer for ir experimentation. Links
were seen as valuable evidence for identifying relevant documents, but
they also introduced interesting problems for the ir community. The
presence of hyperlinks puts a strain on the assumption adopted for the
Cranfield experiments that the relevance of a document is independent
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of other documents in the collection. Within a hypertext collection,
the user is expected to follow the links to create their own trail and
gather bits of information of their interest. IR researchers wondered
how this aspect of hypertext retrieval should be evaluated (Agosti,
1993). Even for a topic search task, hyperlinks make a difference to
the user experience. Savoy (1992) argues that for hypertext retrieval, it
is important to find good starting points and thus precision is more
important than recall. This is similar to the argument used later in Web
retrieval evaluation that early precision is more important than recall.

2.2.4 The World Wide Web

Based on experience with early hypertext systems, Berners-Lee (1990)
proposed a system to keep track of large amounts of information at
cern, that later led to the development of the World Wide Web. Instead
of new people having to ask around about where to go for a particular
piece of information or who to talk to for a certain task, he envisioned
a large, linked information system where all the recorded information
about the organisation and past projects is stored and can be search
non-linearly. In his proposal, links between notes could be labeled to
indicate the type of relation between the information objects.

However, the use of typed or labeled links never really took off in
the www. Pirolli et al. (1996) describe a transition from closed hyper-
text systems to the World Wide Web: “In its current implementation,
the World-Wide Web lacks much of the explicit structure and strong
typing found in many closed hypertext systems. While this property
probably relates to the explosive acceptance of the Web, it further com-
plicates the already difficult problem of identifying usable structures
and aggregates in large hypertext collections.”

the structure of the web With the rapid growth of the Web,
the global hyperlink structure was a popular object of study. Kleinberg
et al. (1999) and Broder et al. (2000) studied the link structure in the Web
as a graph. Both found that the in- and out-degrees of web pages follow
a power law distribution. “A power law implies that small occurrences
are extremely common, whereas large instances are extremely rare.
(Adamic, 2007)” In terms of incoming link degrees, it means that many
pages have few incoming links while very few pages have very many
incoming links. Formally, the probability of having x incoming links is:

P(X = x) = x−a =
1
xa
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where −a is the slope of the distribution.
Broder et al. (2000) also looked at the connectedness of the Web link

graph. They found that there is a single large component of pages that
can be reached from each other merely by following the link structure.
In a set of 200 million web pages, this Strongly Connected Component
(scc) consisted of 56 million pages (28%). There are two other large
sets of pages, the set in of pages that can reach the scc by following
links, but that cannot themselves by reached from the scc, and the set
out of pages that can be reached from the scc but from which the scc

cannot be reached. The in and out sets are roughly of equal size, each
containing around 44 million pages.

These power law distributions of the link degrees had been observed
earlier in analysis of citations in scientific literature (Fairthorne, 1969).
Several studies have tried to explain this phenomenon. Price (1976)
came up with the notion of cumulative advantage as a mechanism to
explain the occurrence of the power law distribution. Kleinberg et al.
(1999) observed this phenomenon with the link structure in the Web,
and suggested a copying process, in which a web page copies some of
the links of a randomly picked other page. Barabási and Albert (1999)
introduced the notion of preferential attachment, where newly added
links tend to point to popular pages. Since popular pages are more
well-known than unpopular pages, they attract more hyperlinks.

The link structure of the web also invites social network analysis (Wasser-
man and Faust, 1994), in particular notions of authority or import-
ance (Katz, 1953, Seeley, 1949). Particularly intriguing is the question
whether such a link-based notion of importance can help improve
search results. This question has been addressed by using either the
global link structure, PageRank (Page et al., 1998), or the local link
structure, hits (Kleinberg, 1999).

Links have been used to identify so-called ‘cyber-communities’ in
the Web. These communities are “groups of content-creators sharing
a common interest (Kumar et al., 1999).” They identify groups of web
pages linking to each other by scanning the link structure for strongly
connected bipartite graphs using co-citation information. Gibson et al.
(1998) use the hits algorithm on a set of results returned by an internet
search engine to identify communities. The idea of using link structure
to identify communities leans on the assumption that pages close to
each other in the link topology are also topically related to each other.

Support for this assumption came from Davison (2000), who investig-
ated whether web pages actually tend to link to other web pages with
related content. His main finding is that the likelihood of linked pages
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having similar content is high. He measured the textual similarity of
linked and co-cited pages and observed that the similarity between
pages linked to from the same source increases when the links are
closer together on the source page.

(Chakrabarti et al., 2002) investigated the degree distribution of sets
of pages focusing a single broad topic. They found that the link degree
distribution of a set of pages on the same topic resembles that of the
larger Web. They also showed that the topic distribution converges
when starting from different topics. Random forward walks lose focus
more slowly than undirected and backward walks. Within communities
of different topics lose focus at different rates.

2.3 web retrieval

Where ir research was born out of an attempt to deal with the informa-
tion explosion after the second world war, Web retrieval research, in
turn, focused on dealing with another information explosion when the
World Wide Web became popular.

With the advent of the Web and Web retrieval, the ideas about the
value of hyperlinks gradually changed. Perhaps through the enormous
popularity and explosive growth of the Web in its early years, the
understanding of hyperlinks decreased as the Web became ever more
heterogeneous.

Perhaps the quick growth was caused by the ease of use of HTML and
the ease of creating hyperlinks without specifying their type. Whatever
the reason, the hyperlinks of the World Wide Web are abundant, but
created for many different reasons and without any semantic label.

The people who initially participated in the trec Web tracks based
their techniques on early research of retrieval in hypertext, which was
conducted on collections very different from the World Wide Web.
Back then, the semantics of links was considered useful for retrieval.
Shakery and Zhai (2006) argued: “Given a query, intuitively, a good
result document is one whose content is related to the query topic and
which is surrounded by other good documents; i.e. located in the center
of a subset of the collection relevant to the query. Thus in order to
maximize ranking accuracy, we need to consider the relevance of the
document to the query as well as the relevance of its neighbors.” And
according to Bharat and Henzinger (1998): “The goal of connectivity
analysis is to exploit linkage information between documents, based
on the assumption that a link between two documents implies that
the documents contain related content (Assumption i), and that if the
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documents were authored by different people then the first author
found the second document valuable (Assumption ii).” When Web usage
and search finally took off, the retrieval environment was radically
different from the document collections used earlier. The Web was not
a collection of high quality articles written by experts with carefully
placed citations and hyperlinks, but an almost uncontrolled mess of
Web sites and Web pages where countless individuals could share any
kind of information they wanted, in any form.

2.3.1 Large scale evaluation of link information: TREC Web Tracks

Based on claims from commercial search engine companies, over the
course of several years of Web search experiments at trec (trec, 2009),
organisers and participants have tried to establish the effectiveness
of link information, including anchor text, for retrieval. Despite the
enthusiasm and effort of many participating groups, in the first two
years, 1999–2000, participants failed to show any improvements due to
link information (Hawking and Craswell, 2005).

At trec-8, in 1999, participants could not show consistent improve-
ments over content-only baselines using link information (Hawking
et al., 1999b). This unexpected result led participants to believe that
the collection had too few inter-server links for link evidence to be
effective. In response, a new collection, named wt10g, was constructed
focusing on inter-server link density (Bailey et al., 2003). In the trec-9
Web Track, many different link-based methods were used, including
attempts at exploiting anchor text for ad hoc retrieval, but again no one
could show any improvements using link information (Hawking, 2000).
Singhal and Kaszkiel (2000) raised doubts about the trec evaluation
methodology used to model Web search, as they found different results
for anchor text when comparing trec results against their in-house
tests.

2.3.1.1 Web-centric search tasks

Several studies (Craswell et al., 1999, Singhal and Kaszkiel, 2001) poin-
ted at the differences between traditional ad hoc search as evaluated
at trec and Web search behaviour. Web searchers tend to “prefer the
entry page of a well-known topical site to an isolated piece of text, no
matter how relevant” (Hawking and Craswell, 2005). Web users often
have short-term information needs such as finding a particular Web
site (Broder, 2002, Jansen and Spink, 2006) and rarely look beyond the
first page of search results (Jansen et al., 1998, Silverstein et al., 1999).
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For them, the quality of the first results page is far more important than
what comes after the first page.

As new, more realistic Web tasks were introduced, the value of link
information was finally shown Hawking and Craswell (2001). Craswell
et al. (2001) and Kraaij et al. (2002) found anchor text to be very effective
for site-finding, and home page finding tasks. Ogilvie and Callan (2003)
and Kamps (2005) showed that document prior probabilities based on
url depth and link in-degree significantly improve performance on
known-item search tasks. Craswell et al. (2005) study query independ-
ent evidence for a mixed query set of topic distillation, home page
finding and named-page finding topics, and find that, in order of im-
pact, PageRank, in-degree (both explained in Section 2.3.6), url length
and click-distance improve the effectiveness over the mixed query set.
The click-distance is a metric for the distance in clicks needed to arrive
a page from a certain root page. Nie et al. (2006) selected 12 top level
categories from the Open Directory Project (ODP, 2010) to compute a
content vector for all document/query pairs of the trec .gov collection
and the trec 2003 Web Track Topic Distillation topics. They adjust the
PageRank and hits algorithms to differentiate between following a link
to a page on the same topic or following a link to a page on a different
topic and found their technique outperforms text-based ranking func-
tions. This seemed to close the gap between the general belief that links
are useful for search and the contradictory findings at trec. According
to Hawking and Craswell (2005, p.215):

Hyperlink and other web evidence is highly valuable for some
types of search task, but not for others.

Although the switch to more Web-centric search tasks like home page
and named page finding showed link information to be very effective
for these tasks, no clear explanation was given why link evidence is not
effective for ad hoc retrieval.

Gurrin and Smeaton (2004) pointed out that the inter-server link
density of the wt10g collection was still very low, and extracted a
subset of the collection, wt-dense, which has a much higher inter-server
link density. Within this tiny subset they found that a combination of
content and link information could improve precision on the ad hoc
topics of the trec-9 Web track. This led them to come up with a list
of requirements that a representative test collection must satisfy to
study the value of link information. A good Web collection needs to be
sufficiently large and have sufficiently high inter- and intra-server link
densities.
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The size issue was addressed in the Terabyte Tracks of 2004–2006,
which used the gov2 collection, based on a crawl of the .gov domain
in 2004, consisting of 25 million documents.1 Again, anchor text was
found to be highly effective for Web-centric tasks, but not for ad hoc
search (Kamps, 2006b, Kamps et al., 2005). However, the .gov domain
is very different in nature from the .com domain on which the wt10g
collection is based, and the .gov2 collection has fewer incoming links per
page. Thus, although it is larger than the earlier Web Track collections,
its link density is much lower, making it hard to investigate the impact
of collection size.

At the trec 2009 Web Track (Clarke et al., 2009) a new, large Web
collection—ClueWeb09 (cmu-lti, 2009)—was introduced and the tradi-
tional Ad hoc Task was paired with the new Diversity task. This new
collection is much larger than the collections used at trec 8 and 9, and
was crawled to reflect the first tier of a commercial search engine index
consisting of the most important pages, so should have a relatively
dense link structure, allowing us to study both aspects of collection
size and link density. If a large number of documents and a high link
density are indeed requirements for link evidence to be effective, this
new collection might finally reveal its potential.

Surely, the issue of having enough (inter-server) links is critical for
any search task, but perhaps the link density needs to be higher to
be effective for ad hoc retrieval than for entry page finding. Links
within the same site are often navigational links, with anchor terms
such as ‘click’, ‘here’ and ‘next’ (Eiron and McCurley, 2003). Therefore,
it is generally assumed that links between sites are more meaningful,
including their anchor text (Metzler et al., 2009).

2.3.2 Types of Web Search

There are many forms of Web search, a number of which have been
explored by the trec vlc/Web tracks.

• Online service finding: the user is looking for pages providing some
online service, where the user can make a transaction, such as down-
loading an MP3, buying tickets or booking a hotel.

• Home page finding: the user is looking for the entry page of a Web site
relating to some entity, be it a person, company or product.

1 Unfortunately, the crawl on the .gov domain was exhausted long before reaching the
targeted 100 million pages, and plans to rectify this by crawling additional pages from
the .edu domain were never realised.
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• Named-page finding: the user is looking for a “single important docu-
ment” that is not a site-entry page.

• Topic distillation: the user wants a list of key resources on a certain
topic. These key resources often are pages in a topically relevant site,
at the right level of the hierarchy. Although in some sense related to
home page and named-page finding, in that the relevant pages are
often entry pages, it is also related to traditional ad hoc search in the
sense that the user is not looking for a single, known web page, but
a list of pages that provide entry at the right level into a site with
topically relevant information.

Home page and named-page finding tasks, which cover the naviga-
tional queries in the Web search taxonomy (see page 20), are easy to
judge because the user is looking for one particular page. Although
some pages have multiple urls, this should not be a big problem. If
one is retrieved, typically all variants are retrieved unless some kind
of duplicate detection is used. As long as all variants are identified,
evaluation can be done properly. Because the user is looking for one
particular result, suitable evaluation measures are Mean Reciprocal
Rank and Success at n documents retrieved (Success at n means there
is at least one relevant document among the first n results).

Topic distillation tasks, which cover the informational queries in the
Web search taxonomy, require a results list with many topically relevant
entry pages in the top ranked results, so the early precision must be
high. Mean Average Precision and R-precision (the precision at rank R
where there are R relevant documents in total) are suitable measures.

2.3.3 TREC Web collections

Throughout the history of the trec Web tracks, there has been discus-
sion about what constitutes a good Web test collection. Not only the
tasks and topics are important, but also the document collection. For
comparison, some information of the test collections created for the
trec evaluations are given in Table 1. No link counts are known for the
full vlc2 collection. The wt2g and wt10g are derived from the vlc2

collection, which is based on a crawl in 1997, and were created for the
Web Tracks of 1999–2001.

An overview of the tasks, topics and collections used for the trec

Web Tracks is given in Table 2. 1999 was the first year in which the
value of hyperlink information was investigated in the Web Track. Ad
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Name Year Domain # Pages # Links

vlc2 (wt100g) 1997 .com 18,571,671 –

wt2g 1997 .com 247,491 1,166,702

wt10g 1997 .com 1,692,096 8,062,918

.gov 2002 .gov 1,247,753 11,110,985

.gov2 2004 .gov 25,205,179 82,711,345

ClueWeb09 (B) 2009 .com 50,220,423 1,180,631,904

Table 1: Information on the year, domain, size and number of links of
the trec Web Track collections.

hoc search task evaluations were conducted in 1999–2001, 2004–2006

and 2009.

2.3.4 Crawling and page quality

An important aspect of Web retrieval evaluation is the sample of the
Web that is used to represent it. Several Web test collection have been
made for the trec Web Tracks, all based on crawls of parts of the Web.

A Web crawler is a program that traverses the Web by following
hyperlinks to discover new pages and page content. Starting from a
list of seed urls, the crawler downloads the pages found at those urls,
stores the content and extracts all the hyperlinks of these pages pointing
to new urls. These new urls are downloaded next and the process of
extracting content and hyperlinks is repeated until all extracted urls
have been downloaded and no new urls are found. This is a way for
internet search engines to discover content on the Web and index the
text of the web pages they find so that users can search for them. The
process is called crawling and the resulting collection of downloaded
pages is a crawl.

One important difference between the new ClueWeb collection and
previous trec Web collections is the quality of the pages in the crawl,
which is related to the way it is constructed, and which directly affects
the density of (inter-server) links. Several studies have looked at the
impact of crawling policy on the quality (Baeza-Yates et al., 2005) and
search effectiveness (Fetterly et al., 2009a,b) of the crawled collection.
Page importance metrics can be used to schedule the most important
or useful pages to be crawled first. Since page importance is usually
derived using link-based measures such as PageRank (Page et al., 1998)
or On-line Page Importance Computation (Abiteboul et al., 2003), which
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Year Task Name # topics

1999 Large Web (ad hoc) vlc2 50

Small Web (ad hoc) wt2g 50

2000 Large Web (online services) vlc2 50

Main Web (ad hoc) wt10g 50

2001 Web Topic Relevance (ad hoc) wt10g 50

Home page Finding wt10g 145

2002 Topic Distillation .gov 50

Named Page Finding .gov 50

2003 Topic Distillation .gov 50

Named Page Finding .gov 150

Home Page Finding .gov 150

2004 Topic Distillation .gov 75

Named Page Finding .gov 75

Home Page Finding .gov 75

Ad hoc .gov2 50

2005 Ad hoc .gov2 50

Named Page Finding .gov2 252

2006 Ad hoc .gov2 50

Named Page Finding .gov2 181

2009 Ad hoc ClueWeb09 50

Diversity ClueWeb09 50

Table 2: Types of search tasks and test collection information for the
trec Web collections
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give a higher score to a page if it has more incoming links, the first
part of a crawl based on such policies tends to have a high link density.
One of the primary goals of creating the ClueWeb data set was “to
approximate Tier 1 of a web search engine index” Callan et al. (2008).
The category B data set, which we use in this thesis, consists of the first
50 million English pages of this crawl.

2.3.5 Web retrieval outside TREC

Outside trec, other researchers have used link information to improve
Web retrieval performance.

Carrière and Kazman (1997) used the links as “relationships between
some set of nodes of interest”, where the nodes of interest are docu-
ments retrieved in response to a query. Documents matching the query
form the root set and are expanded with any document connected
to one of the documents in the root set. The direction of links is ig-
nored and documents are ranked in decreasing order by the number of
incoming and outgoing links. Marchiori (1997) used links to propag-
ate document scores through the document network, with a fading
or damping function so that a document’s score has less impact on
documents that are further away from it in the link structure. He found
that the precision of then-popular search engines could be improved.

Bharat and Henzinger (1998) adjusted the hits algorithm by in-
corporating the relevance score of a page in the formula so that the
highly ranked pages also have the biggest influence on the calculation,
and removing documents that are not sufficiently similar to the query.
Chakrabarti et al. (2002) classify Web pages according to a 482-class
topic taxonomy based on the DMoz (dmoz, 2010) structure and study
the link structure within the sets of pages belonging to each topic.
Chakrabarti et al. find that forward random walks lose the starting
topic memory as quickly as undirected walks. Haveliwala (2003) pre-
computes topic-specific PageRank scores (PageRank is described in
Section 2.3.6.2) using 16 top-level topics from DMoz. Class-probabilities
for the 16 topics are computed for a given query, after which the
query-sensitive importance score is computed by multiplying the class
probability with the topic-specific PageRank score.

There has been an important attempt to bridge the gap between the
scale of scientific ir test collections and the Web at large. Najork et al.
(2007) study the effectiveness of link-based evidence on 463 million
Web pages, 28,043 queries and evaluate on the top 10 results. They find
that combining link-based features with the content-based scores lead
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to substantial improvements, with features based on incoming links
(PageRank, in-degree, hits authorities) superior to features based on
outgoing links (out-degree and hits hubs).

2.3.6 Link-based Ranking Algorithms

Link-based ranking algorithms use the link structure to determine an
ordering of the documents or nodes in a link graph. The best-known
algorithms are degree-based and/or propagational algorithms.

2.3.6.1 Degrees

One of the simplest ways to derive information from the link structure
is to count links incident to a page, called the link degree. Links can
be counted for the pages to which the links point (the incoming link
degree or in-degree), the pages from which the links originate (the
outgoing link degree or out-degree) or the combination of the two (the
undirected link degree).

2.3.6.2 Propagation algorithms

Propagation algorithms propagate some kind of score from one doc-
ument to another document via links. The best-known propagation
algorithms are PageRank, hits, salsa and relevance propagation.

PageRank is an algorithm that objectively and mechanically rates Web
pages using the link structure as an approximation of the relative
importance of individual pages. Intuitively, “a page has a high rank if
the sum of the ranks of its backlinks is high. This covers both the case
when a page has many backlinks and when a page has a few highly
ranked backlinks” (Page et al., 1998). The ranking algorithm is based on
citation analysis of academic papers, but is tailored to take into account
the diverse nature of Web pages in terms of quality, usage, citations
and length. “Unlike academic papers which are scrupulously reviewed,
Web pages proliferate free of quality control or publishing costs” (Page
et al., 1998). The algorithm models a random surfer blindly clicking
links. PageRank is computed as:

PR(pi) =
1− d

N
+ d ∑

pj∈I(pi)

PR(pj)

L(pj)

where I(Pi) is the set of pages linking to page pi and L(pj) is the number
of outgoing links on page pj. The damping factor d is the probability
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that the random surfer gets bored and jumps to a random page in the
collection and is usually set to 0.85. The algorithm is executed iteratively
until the PageRank scores converge and a stable distribution is reached.
PageRank is usually computed on the entire document collection that
is indexed. In other words, it uses link information on a global level.

HITS (Hyperlink Induced Topic Search) is an algorithm to compute the
authority of a page for particular search topic. Intuitively, authoritative
pages are linked to by many good hub pages, and good hubs have
many links to good authoritative pages on a certain topic. Kleinberg
distinguishes between broad and specific queries. For specific queries,
only a few relevant pages exist, and the challenge is to identify them.
For broad queries, on the other hand, thousands of relevant pages exist,
and the challenge is to identify the most useful, reliable pages. hits is
designed for broad topics, and aims to identify the most authoritative
pages among the large set of retrieved pages. It runs at query time
and computes two scores for each page pi in a small, local set S of
pages: an authority score x〈pi〉 and a hub score y〈pi〉. The algorithm
is thus query-specific. Like PageRank, it is also iteratively executed
until convergence. The idea is that authorities and hubs are mutually
reinforcing. Authority and hub scores are computed as:

x〈pi〉 ← ∑
pj∈I(pi)

y〈pj〉

y〈pi〉 ← ∑
pj∈O(pi)

x〈pj〉

where I(pi) is the set of pages linking to page pi and O(pi) is the set
of pages linked to by page pi. Initially, all pages in the set have unit
authority and hub scores x〈pi〉

0 = y〈pi〉
0 = 1. The local graph G based on

S is formed by taking the top N (usually 200) retrieved results for a
query q as a root set R and expanding this set by adding pages that
link to or are linked to from pages in R. The expansion step is done to
add possibly relevant pages that do not match the query.

The main difference between hits and PageRank is that hits is often
used on a relatively small set of documents retrieved for a particular
query—and is therefore query-dependent—while PageRank is often
used to determine the importance of a page within an entire collection
of documents and is thus query-independent. HITS works on a local
level, while PageRank works on a global level. Xu and Croft (1996, 2000)
compared global and local feedback techniques. They hypothesise
that the top-ranked documents tend to form several clusters. Their
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conjecture is that non-relevant documents in the top-ranked set also
tend to cluster, because they are similar to the query. Within the top-
ranked set, each cluster might represent a different topic, and the largest
cluster might not necessarily cover the requested topic. This could pose
a problem for local link evidence based on link counts. Borodin et al.
(2005) discusses the problem of Tightly Knit Communities, explaining
that hits is known to favour nodes belonging to tightly interconnected
components. The effectiveness of hits is thus very dependent on the
relevance of these components (Borodin et al., 2005, p. 277–286). This
problem was also observed by Lempel and Moran (2001), and led them
to develop the salsa algorithm.

SALSA (Stochastic Approach for Link-Structure Analysis) is similar
to hits and is equivalent to a weighted in-degree analysis of the link
structure. Using the notions of hubs and authorities, salsa performs a
random walk where transitions consist of traversing two links, one link
forward and one link backward (or vice versa), effectively avoiding the
Tightly Knit Communities problem described above. Hub and authority
scores are then computed iteratively until they converge.

Relevance propagation is yet another propagation algorithm, but one
that uses the retrieval score of the returned results as initial relevance
weights (Shakery and Zhai, 2006) and thereby indirectly exploits the
document content of linked documents to augment a document’s own
content. More relevant documents contribute more to a document’s
score than less relevant documents. They use incoming and outgoing
links (forward and backward propagation) and find that both are
effective and the combination of the two even more effective.

Tsikrika et al. (2007) use a K-step random walk to propagate relev-
ance:

p0(di) = p(q|di)

pt(di) = p(q|di)pt−1(di) + ∑
dj∈I(di)

(1− p(q|dj))
pt−1(dj)

|O(dj)|

where p(q|di) is the retrieval score in the form of a probability, I(di) is
the in-degree of document di and O(dj) is the out-degree of document
dj.

2.3.6.3 Anchor text

Anchor text is the text on a Web page in which a hyperlink is anchored
and provides a textual description of the targeted page. The anchor text
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in Web pages is used to create an extra document representation which
can be retrieved in the hope of improving the textual representation
(closing/narrowing the semantic gap). This has a direct impact on
the textual retrieval model. Anchor text representations explicitly use
external descriptions of a page, i.e., what others say about a document.
An anchor text representation implicitly filters links on the search query.
Although the generation of links is query-independent, the score of a
retrieved anchor text document reflects how often query terms hit the
document, and thereby how many incoming links are related to the
topic. Thus, it uses all links related to the query.

Typically, anchor text is propagated only from the document with the
link anchor to the linked document. However, for Web search there is
additional value in propagating anchor text in multiple steps to reduce
the sparseness of the link graph (Metzler et al., 2009). Within a single
site, not all pages receive anchor text from site-external pages. Some
pages are only linked to by other pages from the same site. The anchor
text representation of such documents can be expanded by propagating
the anchor text from site-external pages in multiple steps to pages
within the site that have no site-external incoming links.

Eiron and McCurley (2003) found that anchor text behaves very much
like real user queries. Web authors use the same labels to describe pages
as Web searchers use to find pages. If that is the case then anchor text
has the potential to bridge the gap between queries and pages and lead
to high precision, if the anchors and pages in the collection are of high
quality.

2.4 analysis of wikipedia

Wikipedia has been a popular subject of study and has been as a
knowledge base for many different tasks. Voss (2005) analysed the
size, growth, content and quality of Wikipedia articles and found that
Wikipedia can be modelled as a scale-free network. Capocci et al. (2006)
analysed the statistical properties of several different language versions
of Wikipedia and found that, like the Web, the growth of Wikipedia
can be modelled by local mechanisms like preferential attachment even
though users can make changes to the network on a global level. The
incoming and outgoing link degrees follow a power law distribution. In
Wikipedia, as in most technological networks—including the Web—the
link topology exhibits disassortative mixing: pages with few incoming
and outgoing links tend to be connected to pages with many incoming
and outgoing links (Zlatic et al., 2006).



40 related work

Bellomi and Bonato (2005) analyse PageRank and hits on the Wikipe-
dia link graph and provide lists of most authoritative pages, countries
and cities, historical events, people and common nouns. The hits au-
thority ranking reveals space (geographic locations) and time (periods
and historical events) to be the main organising categories in Wikipedia.
The articles with the highest PageRank scores are dominated by con-
cepts related to religion. They conclude that there seems to be a strong
bias towards Western culture and history in the English Wikipedia.

Because all changes and contributions to Wikipedia are time-stamped,
it is possible to study temporal aspects of the evolution of large docu-
ment networks. Buriol et al. (2006) find that there is a strong correlation
between PageRank and in-degree, “indicating that the microscopic
connectivity of the encyclopedia resembles its mesoscopic properties.”
They also found that Wikipedia has matured in terms of the link degree
distribution and connectedness, in the sense that, over time, the power
law degree distributions and fraction of articles connected to the main
component are stable.

Milne and Witten (2008) use Wikipedia links to compute the semantic
relatedness of concepts. They find that using only link information is
more effective than measuring semantic relatedness using the Wikipedia
category structure, which was done by Strube and Ponzetto (2006),
and almost as effective as the more complex Wikipedia-based Explicit
Semantic Analysis algorithm by Gabrilovich and Markovitch (2007).

Ahn et al. (2004) were among the first to use Wikipedia as an ex-
ternal resource to improve retrieval performance. Test collections of
Wikipedia have been built through the INitiative for the Evaluation
of xml retrieval (inex), where a snapshot of the English Wikipedia
of early 2006 (Denoyer and Gallinari, 2006) was used for the Ad Hoc
tracks of 2006–2008 (Fuhr et al., 2008a, Kamps et al., 2009, Malik et al.,
2006). Since then, Wikipedia has been used to evaluate entity rank-
ing techniques (de Vries et al., 2007, Pehcevski et al., 2008, Zaragoza
et al., 2007) and link-detection (Huang et al., 2008). Kaptein et al. (2009)
successfully used the Wikipedia category structure to improve ad hoc
retrieval performance.

The link structure has also been used to measure semantic relations
between pages. Milne and Witten (2008) derive the semantic relatedness
of two Wikipedia articles from the link structure, and compare their
technique against manually defined relatedness measures and find it
to be very competitive. This link-based relatedness measure is used by
Lizorkin et al. (2009) to evaluate the semantic relatedness of Wikipedia
articles clustered by a link-based community detection algorithm. They
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filter the dense link graph for computational reasons and retain only
meaningful links, and find that the clustered articles show high levels of
semantic relatedness. In a similar vein, Capocci et al. (2008) investigate
the overlap between Wikipedia articles clustered using link informa-
tion and those grouped by categories and find that link-based clusters
show very little overlap with the categorical organisation of Wikipedia.
Chernov et al. (2006) use the Wikipedia link structure to infer semantic-
ally important relationships between categories. Categories are closely
related if there are many links between the documents in these categor-
ies. For example, Wikipedia pages about capitol cities often have links
to pages about countries and vice versa. As a consequence, these links
connect documents that have a semantically important relationship
and could be labelled as semantically important links. An extensive
overview of using Wikipedia as a knowledge base for many different
tasks is presented by Medelyan et al. (2009).

In a sense, Wikipedia is the collaboratively developed universal
encyclopedia that Paul Otlet envisioned (Rayward, 1994), although
the lack of typed links and the openness to allow any person to edit any
piece of information in Wikipedia places it closer to the uncontrolled
and heterogeneous Web.

In this chapter we have seen how links have been used for information
retrieval and more specifically in Web retrieval. Links in the Web have
proven effective for identifying entry pages and other important pages,
but so far have failed to show their value for identifying pages on a
requested topic. In the next chapter we start our analysis of the value of
link evidence for information retrieval, where we focus on Wikipedia
ad hoc retrieval.
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3L I N K E V I D E N C E I N W I K I P E D I A

From the initial conjecture that links in Wikipedia are more semantic
than Web hyperlinks in general, we first set out to investigate whether
we can use link evidence in Wikipedia to improve ad hoc retrieval
effectiveness. Our main research question is:

• Can the link degree structure of a semantically linked document
collection be used as evidence for the relevance of ad hoc retrieval
results?

As mentioned in the previous chapter, there are many ways of ex-
ploiting link information, such as PageRank, hits, salsa and relevance
propagation, and anchor text. One characteristic of link structure that
is analysed by many link-based ranking methods is the incoming link
degree of a document, that is, the number of links pointing to a docu-
ment. As a consequence, these methods are highly correlated to link
degrees, simply because they explicitly use the number of incoming
and outgoing links in their score computation. However, they are com-
putationally more complex and harder to interpret than link degrees.
Since we are interested in the information conveyed by the link topo-
logy, a content-based relevance score propagation method would be
inappropriate, as it muddles the impact of the purely structural link
information by combining it with the text-based retrieval score. The
same holds for link anchor text, which is used for text matching, and
thus using more than just the link structure. Therefore, we will start our
investigation by looking at the link degree structure of the Wikipedia
link graph. Degree information can be obtained by simply counting
links, even when used in a query-dependent way (which is discussed
in Section 3.1.5), and is derived purely from the link structure. It is
also easy to interpret: a document with an in-degree of m has m other
documents linking to it.

We will first describe our experimental methodology, then analyse
the link degree structure of Wikipedia and its possible relation to
topical relevance. Finally, we will describe how we can incorporate link
degree evidence into our retrieval model and discuss the impact of link
evidence on retrieval effectiveness.

45
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Description Value

Documents 659,388

Topics 221

Judged documents 124,322

Judged per topic 563

Relevant documents 12,107

Relevant per topic 54.78

Table 3: Statistics of the inex Wikipedia test collection

3.1 experimental set-up

This section describes the experimental set-up used throughout this
thesis.

3.1.1 Test collection

We use the inex 2006 Wikipedia collection (Denoyer and Gallinari,
2006), which is a snapshot of the English Wikipedia of early 2006, and
consists of 659,388Wikipedia articles transformed into xml format. This
snapshot is taken from a full article dump provided by the Wikimedia
foundation (Foundation, 2009). The Wikimedia dump contains only the
editable article text, without any of the navigational frames that are
automatically provided for all Wikipedia pages. The inex Wikipedia
collection contains only the encyclopedic articles of the English Wiki-
pedia, without the main entry page, discussion, history and category
pages. To evaluate retrieval effectiveness, we use a set of 221 ad hoc
topics and relevance judgements from the 2006–2007 Ad Hoc Tracks
(Fuhr et al., 2007, Malik et al., 2006). For these topics, assessors were
asked to highlight all and only relevant text in articles in the judgement
pools (Lalmas and Piwowarski, 2006, 2007). For our analysis we will
transform these to article level judgements by assuming that an article
is relevant for a topic if at least some of its content is highlighted by the
assessor of that topic. This is similar to the trec Ad Hoc methodology,
where a document is considered relevant if it contains any text relevant
to the search topic.

Some statistics of the test collection are shown in Table 3. On average,
563 out of 659,388 or 0.085%, (median 571, or 0.087%) Wikipedia articles
are judged per topic, and almost 55 are judged relevant (median 34). We
expect the Wikipedia collection to have little redundancy, because each
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topic has a single, dedicated page. In this light, the pools are very deep.
The task of highlighting relevant text ensured that assessors carefully
read the whole document and made it hard for them to accidentally
label a document relevant when it was not. The large number of topics
ensures that observed results are fairly stable, even for early precision
measures (Buckley and Voorhees, 2004). Pal et al. (2008, 2010) looked
at the stability and error rates of system rankings using the inex 2007

Ad Hoc topics and judgements and 62 runs for the Focused Task,
and found that reducing the pool size of each topic by 20%—that is,
randomly removing 20% of the judged relevant text—would lead to
system rankings that are very similar to those using the full judgements.
Even for extremely early precision measures, which are less stable than
measures taking a larger part of the ranking into account, the system
rank correlation between using 100% and 80% of the judgements is
still above 0.9 over 62 runs and 107 topics. In other words, the pools
could have been less deep and still led to the same system ranking. This
means that the inex Ad Hoc pools are deep enough to obtain reliable
evaluation results. We use 221 topics, including the 107 used by Pal et
al., and therefore expect the evaluation results to be very stable and
reliable even for early precision measures.

3.1.2 Index

Although the inex 2006 Wikipedia collection was created for the pur-
pose of evaluation focused retrieval techniques, we want to look at
the impact of link evidence on effectiveness of retrieving whole docu-
ments. To this end, we stripped all xml markup from the documents
and removed stopwords before indexing. No stemming was done. For
indexing we use our own language model extension (ilps, 2005) of
Lucene (Lucene, 2010) (see Section 3.1.4).

3.1.3 Links

We only use the links between the encyclopedic articles; all other links
to external Web pages are ignored. The main reasons are that these
external Web pages are not part of the collection, and they are not open
to the same collaborative editing environment. The link graph consists
of 17,014,573 collection-internal links. Some of these are repeated links,
that is, there are multiple links going from page A to page B. We treat
repeated links as a single directed connection between two articles,
which gives us a total of 13,602,613 links. With 659,388 articles, this
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means each article has on average 13,602,613
659,388 = 20.63 incoming links.

Because each link has a source article and a destination article, the
average number of incoming links is the same the average number of
outgoing links: the average outgoing link degree is also 20.63.

3.1.4 Retrieval model

In this thesis we run retrieval experiments using the language model-
ling framework Ponte and Croft (1998). In this framework, a separate
language model of each document is used to calculate the probability
that the language model of a documents generates the query. The as-
sumption is that the probability of generating the query typed by the
user reflects how well a document matches a query. Documents are
ranked in descending order of their probabilities. We use a language
model extension of Lucene (an open source document retrieval toolkit,
see ILPS (2005)), i.e., for a collection D, document d and query q:

P(d|q) = P(d) ·∏
t∈q

((1− λ) · P(t|D) + λ · P(t|d)) ,

where P(t|d) =
freq(t,d)
|d| , P(t|D) =

freq(t,D)
∑d′∈D |d|

and P(d) is a document
prior probability. For ad hoc retrieval, where document length was
found to have a linear relationship with relevance (Singhal et al., 1996),

we use a document length prior, P(d) = |d|β
∑d′∈D |d′ |β

. where β controls

the impact of the document length. For our experiments we have used
λ = 0.15 and β = 1 throughout. Our implementation of the model
calculates ranking-equivalent logs of the probabilities (Hiemstra, 2001).
We take the exponent to get a score resembling a probability.

3.1.5 Global and local link evidence

Throughout this thesis we will discuss link evidence on two levels:

Global: at this level, we consider the entire link graph of the collection
for evidence: for instance, the global in-degree of a document d is the
total number of links in the collection pointing to d.

Local: at this level, we consider the link graph of a subset of the
collection for evidence: for instance, the local in-degree of a document
d is the total number of links from document in the subset pointing
to d. This subset contains the highest ranked documents retrieved for
a given query.
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Figure 3: Example global and local link graphs.

The most important difference between global and local link evidence
is that global evidence is query-independent while local evidence is
query-dependent. For a document retrieved for two queries, the global
link evidence will be the same, but the local link evidence is (probably)
different for the two queries. As an example, consider the global link
graph G(N ,L) with nodes or documents N = (1, 2, 3, 4) and edges or
links L = ((l1,3), (l1,4), (l2,4), (l3,4), (l4,3)) where li,j means there is a link
from document di to dj (see left side of Figure 3). The full collection
consists of documents 1 to 4. For a query qi, documents 1, 3 and 4 are
retrieved. The local graph Gi for query qi consists of the documents 1, 3

and 4, and the links between them (middle of Figure 3). For query qj,
documents 1, 2 and 3 are retrieved, leading to the local graph Gj (right
of Figure 3).

The two queries lead to very different local graphs. In global graph
G, documents 1 and 2 have an in-degree of zero, document 3 has an
in-degree of 2 and document 4 has an in-degree of 3. In local graph Gi,
document 1 has an in-degree of zero, while documents 3 and 4 both
have an in-degree of 2. In local graph Gj, documents 1 and 2 have an
in-degree of zero and document 3 has an in-degree of 1. Obviously,
documents with zero in-degree in the global graph will also have zero
in-degree in any local graph. The local graph is a subset of the global
graph. This means the local degree can never exceed the global degree.
However, for documents with a global in-degree of at least 1, the local
in-degree for a given query is determined by the subset of documents
retrieved for that query.

The degrees are based on a set of documents; the local link degrees
are a product of the set of documents that form the local set, and is
not affected by how those documents are ordered. The local graph
is the same whether we ranked the documents for qi as 1, 3, 4 or
as 3, 4, 1. Only when the composition of the local set changes—by
adding, removing or substituting documents in the set—can the degree
structure change.
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There are three factors that determine the composition of the local
set. We already mentioned the query. Different queries lead to different
document rankings, thus to different local sets. The second factor is
the retrieval model that produces the ranking. The document ranking
produced by a standard language model can be very different from the
ranking of, say, a bm25 model (an alternative retrieval model, described
in Robertson et al. (1994)). Any change made to a model—by changing a
parameter, switching from unstemmed to stemmed indexes, expanding
the query—can and often will result in a different ranking and, as a
consequence, to a possibly different local graph with different degrees.
Although the choice of model will affect the degrees, we want to study
the nature of links irrespective of the chosen model, and will limit our
experiments to using the model described above.

The third factor that affects the composition of the local set and the
associated local link graph is the number of documents we consider
for the local set. Since we are concerned with using link information
to improve relevance ranking, we might want to focus our local link
evidence on relevant pages. By taking into account only the links
between documents retrieved for a given query, we effectively filter the
link graph to retain only links related to the topic of the query.

Kleinberg (1999), argues that the local set on which hits (described
in Section 2.3.6.2) is used should have the following three properties:
it should i) be relatively small, ii) be rich in relevant pages and iii)
contain most (or many) of the strongest authorities. Larger sets have
more links but less focus on the search topic, and tend to require more
computation. The hits algorithm usually starts with a base set of the
top 200 documents, which is expanded by adding documents that
are connected to those top 200 documents, resulting in a local set of
1000-5000 documents.

Kleinberg also makes a distinction between broad-topic queries and
specific queries. For specific queries, there are only a few pages that
contain the required information, whereas for broad topics the Web
contains many thousands of relevant pages. The hits algorithm was
designed to identify the most authoritative pages among those thou-
sands of relevant documents. In typical ad hoc retrieval tasks, the topics
tend to be more specific, and the number of relevant documents is
much lower: tens or hundreds, instead of thousands. The challenge is
to identify all relevant documents, or at least as many as possible. We
already saw that the inex Ad Hoc topics have 55 relevant documents on
average (Table 3). Clearly, a set of 1000-5000 Wikipedia articles would
not be rich in relevant articles.
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We choose as the local set the top 100 retrieved documents. Although
this set will have some non-relevant documents, it will be relatively rich
in relevant documents and some of the non-relevant ones might still be
tangentially related to the search topic and have links to the relevant
documents. If we make the set much smaller, say, top 10 or 20, there
will be hardly any links in the set and the impact will be small. If we
use more results, we get more links, thus more evidence. But the quality
of the local set (how closely the documents in the set are related to the
topic) converges towards to quality of the global set as the size of the
local set grows. Of course, there will be differences between individual
topics. Some topics have only a handful of relevant documents, while
others might have several hundreds. Based on experiments, we found
the top 100 results to be a suitable level of focus for our research
questions. Our goal is not to find the optimal size of the local set, but
to understand the nature of local and global links.

3.2 analysis of wikipedia link structure

In this section, we analyse the link structure of Wikipedia. More spe-
cifically, we look at the incoming and outgoing link degree of Wikipedia
articles.

3.2.1 Degree distribution

Is the link structure of Wikipedia different from the link structure of
the Web? Recall that the mechanisms of generating links in Wikipedia
are unlike those of the larger Web. Does the encyclopedic organisation,
where there is little redundant information, put a bound on the number
of incoming links? Does the organisation in mono-topical entries or
lemmas restrict the number of outgoing links? We look at the number
of different incoming links (in-degree) and the number of outgoing
links (out-degree).

Figure 4 shows the incoming and outgoing link degree distributions
of Wikipedia. Because few pages have a high in-degree (data sparsity),
we use the complementary cumulative distribution function (ccdf) to
obtain a smooth curve. The ccdf shows at each particular degree x, the
prior probability P(X ≥ x) of an article having a degree of at least x.
For example, if 25 out of 100 articles have 10 or more incoming links,
the prior probability of an article having at least 10 incoming links is
P(X ≥ 10) = 25

100 = 0.25. All articles necessarily have an in-degree of
X ≥ 1, so P(X ≥ 0) = 1. Note that strictly speaking, the ccdf is a
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Figure 4: Cumulative distribution of link in-degree and out-degree dis-
tribution over 659,388pages in the inex Wikipedia collection

continuous function while the degrees form a discrete distribution. The
resulting probability distribution is therefore also discrete. Because we
plot on the log-log scale, x = 0 cannot be shown (the log of zero is −∞).
For all figures with degree distribution we therefore assume that each
page has a self-referencing link. From a navigational perspective, link
degrees reflect the accessibility of pages (the number of pages that can
be reached from a particular page or the number of pages from which
a particular page can be reached). Since any page can be reached from
itself, all pages can be said to have a minimum in- and out-degree of
one. We use this assumption and plot X + 1 ≥ x so that articles with
no incoming links are visible in the figures.

The in-degree is shown on the top, and the out-degree is shown
on the bottom. Both curves approximate straight lines on the log-log
scale, suggesting a power law distribution—the number of documents
with a certain degree are a power of that degree1—that is familiar
from the Web at large (Faloutsos et al., 1999). This is also in line with
earlier studies of the link structure of Wikipedia (Bellomi and Bonato,
2005, Capocci et al., 2006, Voss, 2005) and the idea that Wikipedia link
generation adheres to the notion of preferential attachment (Barabási
and Albert (1999), see Section 2.2.4). In an encyclopedic collection,
preferential attachment can be linguistically motivated through term
statistics; encyclopedic entries about very general concepts will have

1 The power law distribution is actually given by the Probability Distribution Function
P(X = x) which often has a ‘messy’ tail. For reasons mentioned above, we plot the ccdf

P(X ≥ x)
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a high in-degree because these concepts are mentioned often. The flat
part of the distribution at the low out-degrees can be explained by
the general rule in Wikipedia that articles with few outgoing links
should either be extended or deleted. Zlatic et al. (2006) found power
law exponents of γ = 2.21 for the in-degree distribution and γ = 2.65
for the out-degree distribution of the English Wikipedia of January
2005. The higher exponent of the out-degree means the out-degree
distribution follows a line that falls faster than that of the in-degree,
which is the same in our data. Buriol et al. (2006) analysed the in-
degree distributions of 17 snapshots of the English Wikipedia between
January 2002 and April 2006 and found that the power law exponent is
remarkably stable, around γ = 2.00. The in-degree distribution shows a
straight line from the the lowest degree all the way down, while the out-
degree distribution is flat at the low degrees and starts to fall rapidly
at degrees higher than 10. This means that most articles have at least a
handful of outgoing links. The highest out-degree is much lower than
the highest in-degree. There are two aspects of the guidelines that can
help explain this difference. First is the guideline on long articles, which
states that very long entries should be split up into multiple shorter
entries.2 This puts a natural curb on the number of outgoing links an
article can have. The second guideline warns against overlinking—the
creation of obvious, redundant and useless links—and underlinking, in
which case an article is not linked to related articles that help readers
understanding the article and its context.3 Incoming links on the other
hand have no such restrictions. An article that provides relevant context
for many other articles can and often will be linked from all those
articles. In the rest of this chapter, we focus on in-degrees.

What is the degree distribution of relevant pages? Figure 5 plots the
ccdf for the whole collection and for the subset of articles relevant
for any of the 221 inex 2006–2007 topics. We see a straight line again,
suggesting another power law distribution. The relevant pages are
also spread across the degree distribution, showing that both pages
with low and high in-degree can be relevant. However, the slope of
the distribution of relevant pages is less steep. This means the set of
relevant pages is less dominated by pages with low in-degree.

2 See http://en.wikipedia.org/wiki/Wikipedia:Splitting.
3 See http://en.wikipedia.org/wiki/Wikipedia:Linking.

http://en.wikipedia.org/wiki/Wikipedia:Splitting
http://en.wikipedia.org/wiki/Wikipedia:Linking
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Figure 5: Link in-degree ccdf of the entire Wikipedia collection and the
12,107 “relevant” pages.

3.2.2 Local degree distribution

So far, we have looked at global evidence provided by the absolute
number of links. We now zoom in on local evidence provided by the
number of links among a subset of local pages. We used our baseline
text retrieval system (discussed in detail in Section 3.1) to find the top
100 matching Wikipedia articles for each of the 221 topics. We treat
these pages as local context, as they are more focused on the topic, and
only consider links between pages in this subset and ignore all further
links. By restricting our view to the local context, a large fraction of
these local links should relate to the topic at hand. Is this local structure
different from the global link structure investigated above?

For the 221 topics, a total of 22,016 articles are retrieved, of which
4,796 are relevant. The local degree distribution is shown in Figure 6.
Again, the plot suggests a power law distribution, similar to the finding
of Dill et al. (2002). They selected subgraphs of the Web based on
domain restrictions or the occurrence of keywords and found that
topically focused subsets have similar degree distributions as the overall
set of Web pages in their collection. Chakrabarti et al. (2002) used the
dmoz (dmoz, 2010) classification to study the degree distribution of
pages in topic-specific subsets of Web pages and found that the degrees
followed a power law distribution. The Wikipedia link structure shows
no fundamental difference with the Web in this respect.

In the same Figure 6, we zoom in on only those top 100 retrieved
articles which are relevant for their respective topics. Here we see
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Figure 6: Wikipedia local link in-degree ccdf of 22,016 local pages and
of 4,796 local relevant pages.

a similar distribution which also shows that both low and high in-
degree pages can be relevant: local in-degree is not absolute evidence of
relevance. Again, the degree distribution of the relevant pages diverges
from the the distribution over all pages at higher degrees. Within the
set of retrieved relevant pages, there are relatively few pages with low
in-degree.

3.2.3 Prior probability of relevance

Above, we saw that neither global nor local in-degree provides absolute
evidence of relevance. But can global or local in-degree be used as
a (possibly weak) indicator of relevance? That is, if we would know
nothing more of a page than its global or local in-degree, can we make
an educated guess about the relevance of the page?

For a page of a given in-degree, we can calculate the prior probability
that it is relevant (with respect to at least one of the inex topics). We
do this as follows. We used the cumulative degree distribution of the
relevant pages to determine the data points. At each data point (x, y),
we divide the number of relevant pages having a degree X≥x by the
total number of pages having a degree X≥x:

P(R|X≥x) =
|{Xrel≥x}|
|{X≥x}|
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Figure 7: Prior probability of relevance of Wikipedia global in-degree.
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Figure 8: Prior probability of relevance of Wikipedia local in-degree.

where Xrel is the degree of relevant documents. If in-degree is positively
related to relevance, we expect to see the prior probability of relevance
increase as the in-degree increases.

In Figure 7 we see the prior probability of relevance of global in-
degree. We see a clear increase in the prior probability of relevance
with increasing global in-degree. Although there are more relevant
pages with a low in-degree than with high in-degree (as was shown in
Figure 5), this number is dwarfed by the total number of pages with
a low in-degree (as shown in Figure 4), leading to a relatively low
prior probability of relevance—around 0.0001. Conversely, although the
number of relevant pages with a high in-degree is modest, this is still
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a substantial fraction of all the pages with a high in-degree—around
0.004.

We do the same analysis for the local in-degree, shown in Figure 8.
The prior probability of relevance also clearly increases with local in-
degree. Again, although the absolute number of relevant pages with a
low local in-degree is higher (as shown in Figure 6), a larger fraction
of pages with a high local in-degree is relevant. The prior probability
of relevance rises from 0.22 to around 0.85 for pages with a high local
in-degree.

Of course, the local degree probabilities of relevance are much higher
than the global degree probabilities. The local set is based on the
text-based relevance score and is therefore much richer in relevant
pages—22% of all pages in the local set is relevant while only 0.008%
of the pages in the entire collection is relevant for a single topic.

3.2.4 Naive reranking

We selected one topic to look in detail at what happens to the top results
when naively reranked by in-degree. Topic 339 has title Toy Story, and
is about the computer animated movie from 1995. We compare the
top 10 articles of the baseline run with the top 10 articles ranked by
global and local in-degrees in Table 4. The top 10 results of the baseline
(top left) and global all (top right) are based on all retrieved results
(all documents that match the query to some extent). The bottom two
lists are based on the top 100 results ranked by the baseline, and are
reranked by global in-degree (bottom left) and local in-degree (bottom
right). The top 10 articles of the baseline are clearly focused on the
topic. Three articles are about the Toy Story films, one about a character
from the films (Buzz Lightyear) and a few about people and companies
involved in making the films (Joe Ranft, Andrew Stanton, John Lasseter
and Pixar). Although the Toy Story 2 article is judged as not relevant, it
is closely related to the search topic.

The top 10 articles based on global in-degree are all articles with
extremely high in-degrees that are completely off-topic. There are many
articles containing either of the terms Toy and Story and most of them
will be irrelevant. This top 10 gives a good insight into what type of
articles have high in-degrees. Many Wikipedia articles mention dates
and locations. Link bots automatically add links to articles about these
dates and countries, resulting in high in-degrees for the date and
country pages. If we use the in-degree to rank all results matching the
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Title Baseline Title Global all

Toy Story 2 7.84e-08 2005 44,025

Toy Story 7.07e-08 2002 27,780

Buzz Lightyear 6.18e-08 Japan 22,280

Toy Story 3 6.14e-08 Australia 20,405

List of Disney animated
features’ titles in vari-
ouslanguages [sic]

5.44e-08 1980 13,700

Pixar 3.07e-08 New York City 13,661

Joe Ranft 1.66e-08 India 13,318

Andrew Stanton 1.51e-08 1983 13,105

Little Bo Peep 1.21e-08 1975 12,209

John Lasseter 1.14e-08 1969 11,429

Title Global top 100 Title Local top 100

Toy 331 Toy Story 34

Computer-generated
imagery

310 Toy Story 2 26

Pixar 177 Pixar 20

G.I. Joe 164 Toy 15

Transformers series 121 Monsters, Inc. 9

Toy Story 109 Buzz Lightyear 9

Aladdin (1992 film) 106 John Lasseter 7

Monsters, Inc. 79 Cars (film) 6

Toy Story 2 61 John Ratzenberger 6

Tim Allen 54 Computer-generated
imagery

6

Table 4: Top 10 Wikipedia articles for topic 339 “Toy Story” ranked by
content baseline (top left), global in-degree over all retrieved res-
ults (top right), global in-degree over baseline top 100 (bottom
left) and local in-degree over baseline top 100 (bottom right)



3.3 incorporating link evidence 59

query, the top of the ranked list is infiltrated by important but off-topic
articles about countries and dates.

With infiltration we mean that articles for which there is little query-
dependent evidence are pushed high up the ranking because the query-
independent evidence indicates these articles are very important or of
high quality. This happens when query-independent evidence dom-
inates query-dependent evidence. If the score distribution for some
query-independent feature is highly skewed, straightforward imple-
mentation of that feature will radically alter the ranking. This is the
case with the global degrees, where many articles have no or only few
incoming links and some articles have thousands of incoming links.
Even if a completely off-topic article has a very low text-based score, if
it has a very high in-degree, the in-degree prior will push this article to
the top of the ranking.

If we restrict the reranking on global in-degrees to the top 100 results
of the baseline run (bottom left of Table 4), we keep more focus on
the topic. The top 10 ranked by global in-degree now contains several
on-topic and related articles, but there is still a strong widening of
scope; the top ranked article Toy shows infiltration is still a problem.

If we instead use only the links between the articles in the top 100

to rerank results (bottom right of Table 4), the top 10 results are much
more focused on the topic. The first result, Toy Story, is clearly on-topic
(and judged relevant) and has swapped position with Toy Story 2 which
is ranked first by the baseline. Several other articles in the list are closely
related as well. However, we still see some infiltration. The article Toy
has quite a few incoming links from other articles in the top 100 results,
but the effect is much smaller than with the global degrees.

This qualitative analysis suggests that global and local in-degree are
weak indicators of relevance. Therefore, in re-ranking, their weight
should be small compared to the weight of the content-based retrieval
score.

Summarising, our analysis of the link structure reveals that the Wiki-
pedia link structure is a (possibly weak) indicator of relevance of Wiki
pages. A naive re-ranking based on only global or local in-degree is not
effective: it leads to infiltration by important but off-topic pages.

3.3 incorporating link evidence

In this section, we discuss how link evidence can be incorporated in
our retrieval model.



60 link evidence in wikipedia

3.3.1 Link degree priors

Recall from Section 3.1 that we use a document length prior in our
retrieval model. We can treat the link in-degree as another prior prob-
ability and incorporate this as a second prior in computing the final
relevance score:

P(d|q) = Plink(d) · Plength(d) ·∏
t∈q

((1− λ) · P(t|D) + λ · P(t|d))

where Plink(d) is the in-degree (global or local) of document d. In Sec-
tion 3.2.3 we computed the prior probability of relevance for in-degrees,
which we could also use as probabilities instead of the degrees them-
selves. Experiments have shown their impact is similar to using degrees,
so there is no clear advantage of using the probabilities of relevance
over using the degrees themselves as priors. A disadvantage of using
the probabilities of relevance is that in many situations, relevance in-
formation will not be available, whereas degree information is. On top
of that, if we use probabilities trained on relevance information, it is
harder to interpret the impact of link evidence on retrieval performance.
We will for convenience refer to the link evidence as a prior probability,
even though we do not transform the degrees into a probability distri-
bution. Note that we can turn any prior into a probability distribution
by multiplying it with a constant factor 1

Σd∈DPrior(d) , leading to the same
ranking.

The qualitative analysis in the previous section suggests we need to
be careful when incorporating link evidence. We do not want to retrieve
pages that only have a high link score, i.e., pages that may be important
overall but unrelated to the topic of request. Hence, we experiment with
using the link degrees as real priors, i.e., apply them to all retrieved
results, as well as using them to re-rank the top 100 results alone. The
latter is a safe-guard against infiltration of important pages from far
down the ranking.

3.3.2 Baseline

Our baseline is the retrieval model described in Section 3.1.4 without
using link evidence. To explain the impact of the link evidence, we
look again in detail at Topic 339 and the effects of the priors on the top
10 articles. In the upper left corner of Table 5 the titles of the top 10

retrieved Wikipedia articles for the baseline run are repeated for easy
comparison.
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Baseline run Global in-degree prior

Toy Story 2 Toy Story

Toy Story 2002

Buzz Lightyear Pixar

Toy Story 3 Toy Story 2

List of Disney animated features’ titles in
various languages

2005

Pixar 1980s

Joe Ranft 1970s

Andrew Stanton Television

Little Bo Peep 1975

John Lasseter 1990s

Global top 100 in-degree prior Local top 100 in-degree prior

Toy Story 2 Toy Story

List of Disney animated features’ titles in
variouslanguages

Toy Story 2

Toy Story Pixar

Pixar Buzz Lightyear

Buzz Lightyear Toy Story 3

Toy Story 3 John Lasseter

Joe Ranft Andrew Stanton

Secret Wars List of Disney animated features’ titles in
variouslanguages

G.I. Joe Joe Ranft

Modern animation of the United States Cars (film)

Table 5: Top 10 Wikipedia articles for topic 339 “Toy Story”

3.3.3 Global in-degree

The global in-degree prior is proportional to the global degree of an
article:

PGlob(d) ∝ 1 + global(d)

Our qualitative analysis of a single topic showed that even in combin-
ation with the text-based retrieval score, the global degrees still lead
to infiltration. Therefore, we also experiment with a conservative log
global in-degree prior:

PLogGlob(d) ∝ 1 + log(1 + global(d))
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Inspecting our running example immediately confirms that we need
to be careful when incorporating global link evidence. In the upper
right corner of Table 5, we see that the combination of retrieval score
and global in-degree prior has pushed the article Toy Story to the top of
the ranking. But it has also pushed up many important but off-topic
articles. As expected, using the global degree on all retrieved results
leads to infiltration. In the bottom left corner we see the impact of the
global in-degree prior on the ranking of the top 100 results. The top of
the ranking suffers much less from infiltration, and the ranking stays
more focused on the topic. But the article Toy Story is pushed down
one rank in favour of the only vaguely related List of Disney animated
features’ titles in variouslanguages [sic] and there are still some unrelated
articles pushed to the top, such as Secret Wars and G.I. Joe. The impact
of the global in-degree is still too big.

3.3.4 Local in-degree

The local in-degree prior is proportional to the local degree of an article:

PLoc(d) ∝ 1 + local(d)

Alternatively, we use a conservative log local in-degree prior:

PLogLoc(d) ∝ 1 + log(1 + local(d))

The local link graph and the local degrees are query dependent. There-
fore, the prior is PLoc(d) is not actually a prior, but another P(d|q).

When we combine the retrieval scores and local in-degrees (bottom
left of Table 5), the non-relevant article Toy Story 2 and the relevant art-
icle Toy Story swap places. The relevant article Pixar is also pushed up.
The reranking based on local in-degrees alone suffered from infiltration,
but the combination of the local in-degree prior and the content-based
score pushes the articles List of Disney animated features’ titles in vari-
ouslanguages and Little Bo Peep down in favour of articles about the
creators of the film. Average precision increases from 0.1434 to 0.2545.

3.4 experimental results

In this section we discuss the results of using the degree priors for an
ad hoc document retrieval task.

We report Mean Average Precision (map), Mean Reciprocal Rank
(mrr), Precision at rank 10 (P@10) and Precision at rank 30 (P@30).
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Run id map mrr P@10 P@30

Baseline 0.3157 0.8119 0.4937 0.3621

All results:

Global 0.2306
•

0.7737
◦

0.4041
•

0.2786
•

Log Global 0.3180 0.8341•◦ 0.4986 0.3627

Top 100:

Global 0.2871
•

0.7899 0.4439
•

0.3376
•

Log Global 0.3192
◦ 0.8341•◦ 0.4986 0.3626

Local 0.3272• 0.8249 0.5081◦ 0.3769•

Log Local 0.3243
•

0.8288
◦

0.5009
◦

0.3727
•

Table 6: Results of using link evidence on the 221 ad hoc topics of
the inex 2006-2007 Ad Hoc tasks. Best scores are in bold-face.
Significance levels are 0.05 (◦), 0.01 (•◦) and 0.001 (•), bootstrap,
one-tailed.

To determine whether the observed differences between two retrieval
approaches are statistically significant, we used the bootstrap method,
a non-parametric inference test (Efron, 1979, Savoy, 1997). We take
100,000 resamples and look for significant improvements (one-tailed)
at significance levels of 0.95 (◦), 0.99 (•◦) and 0.999 (•). The results are
shown in Table 6.

As expected, the global in-degree prior has a disastrous effect on the
relevance ranking when applied to all retrieved results. The extreme
differences in degree seem to dominate in the final ranking and lead to
a highly significant decrease in performance. The log of the degrees has
a much flatter distribution and therefore a much smaller impact. At the
top, the ranking even improves slightly, with a significant improvement
in mrr. Gently pushing up the most cited article in the top clearly has
a positive effect. The increase in performance becomes smaller as we
go down the ranking. At rank 30 the impact on precision is negligible.

If we use the normal (non log) global degrees to only re-rank the top
100 retrieved results, performance drops significantly for all measures.
The amount of infiltration is reduced compared to when applying the
degree priors on all retrieved results, but is still severe. With the log
degree priors we again see a significant improvement in mrr—in fact,
the improvement is exactly the same as that of the log priors used on
all retrieved results. The improvements in the top of the ranking now
lead to a small but significant improvement in map.
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The local degree priors improve the ranking according to all reported
measures. Although the improvements in mrr are small and not signific-
ant, the improvement in precision up to rank 10 is larger and significant.
Up to rank 30, the improvement in precision is even bigger and more
significant, leading to a significant improvement in average precision.
The combination of text-based score and local in-degree gives a better
relevance ranking than the text-based score alone. This shows that local
link evidence is complementary to text-based evidence. Curbing the
local in-degree prior by taking the log reduces this complementary,
positive impact. The relationship between local in-degree and relevance
is strong enough to be used linearly as evidence.

This is in direct contrast to the results of the trec Web Tracks of
1999 and 2000, but more in line with the early expectations of the Web
Track participants. Links in Wikipedia seem to better reflect the topical
relation between pages than hyperlinks between Web pages in general.
These findings finally provide us with a new and possibly more fruitful
way to analyse when and why links are effective and ultimately with a
better understanding of the value of hyperlinks for retrieval.

3.4.1 Per topic analysis

The qualitative analysis of the Toy Story example is only anecdotal, to
illustrate the problem of infiltration. The question remains whether it is
illustrative of the general behaviour of link degrees. In this section, we
analyse the impact of the link degrees on the scores reported in Table 6.
For how many topics does the global degree affect early and overall
precision? How often does the ranking improve with local degrees?
Table 7 shows the number of topics for which average precision (AveP,
see Section 2.1.2.3) and P@10 goes up, down or stays the same as a
consequence of using link evidence.

We first look at the normal degree priors. The average precision
per topic (AveP) almost always changes. Only for a few topics the
average precision stays the same. The global degrees affect the average
precision of all topics. Over all results, they improve performance on 43

topics (19%) and hurt performance on 178 topics (81%), hence, over all
topics, map decreases. Using global degrees on all results leads to major
infiltration. Over the top 100 results, the results are slightly better, but
still performance drops for the majority (65%) of the topics. The local
degrees improve the ranking for 66% of the topics and thereby the map.
Infiltration is much less of a problem using local degrees, although still
present, given that performance drops for 74 topics.
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AveP P@10

Measure ↑ ↓ = ↑ ↓ =

Global all 43 178 0 42 120 59

Global top 100 77 144 0 46 100 75

Local top 100 146 74 1 66 48 107

Log Global all 125 94 2 43 33 145

Log Global top 100 127 87 7 43 33 145

Log Local top 100 163 54 4 41 27 153

Table 7: Per topic comparison of baseline and link evidence runs, show-
ing the number of topics for which in-degree evidence scores
are better, worse or tied with the baseline scores.

Up to rank 10, the impact of the degrees is smaller. The number of
topics for which P@10 changes is bigger for the global degrees than for
the local degrees, and bigger when re-ranking all results than when
re-ranking only the top 100. This is not surprising given the much
larger variation in the global degree priors. The highest global degree
is much higher than the highest local degree, while they have the same
minimum. The more results we re-rank, the more impact on the top of
the ranking. Apart from that, the pattern is the same as for AveP. The
problem of infiltration becomes smaller as we make the link evidence
more sensitive to the topical context.

The log of the degrees curbs the impact of link evidence, which is
especially clear for P@10. For the majority of topics, the P@10 score
stays the same. The log compresses the range of the degree priors, so
that the ranking changes only subtly. Interestingly, the global degrees
lead to more improvements (43) than the local degrees (41). For AveP,
global and local degrees improve performance for the majority of the
topics, but the local degree does substantially better. It is also clear that
the log of the global degree is insensitive to the context in which it is
used. Whether we re-rank all results or only the top 100, the impact is
very similar for AveP and exactly the same for P@10.

We analyse the top results for three topics with the largest drop in
average precision due to the local degree priors.

• Topic 381 is titled ubiquitous computing and application. The average
precision drops from 0.4340 to 0.3163. In the top results, the relevant
articles change from ranks 1, 2, 3, 6, 7, 8 to 1, 4, 6, 7, 8, 15 because
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Computer and Wearable computer infiltrate from ranks 10 and 9 to rank
2 and 3 (some other changes occur as well, but have a smaller impact).
A user might consider the article Computer irrelevant because it is too
general, but the article Wearable computer does not seem like a bad
result.

• Topic 471 is titled Three greatest river +Japan. The AveP drops from
0.4167 to 0.2562. The relevant articles change from ranks 2, 3, 6 to 4,
5, 8 because Japan and River infiltrate from ranks 22 and 12 to ranks 1

and 2. Again, these infiltrations are not obvious. When a user looking
for the three greatest rivers of Japan sees the title Japan in a list of
search results from Wikipedia, it is plausible that she considers it a
promising result and clicks through to see if it contains information
on Japan’s three greatest rivers. An encyclopedia article titled River
is more easily considered too general.

• Topic 344 is titled xml database. The AveP drops from 0.3262 to 0.2260.
The first relevant article changes from rank 1 to rank 2 because
Database infiltrates from rank 8 to rank 1. From the title, it is not
clear that the article Database contains no relevant information on
xml databases.

The failure analysis of these topics shows that local degrees still lead
to infiltration, although the infiltrating articles are often tangentially or
even closely related to the search topic. This illustrates the fragility of
relevance ranking. The textual evidence also ranks closely related but
irrelevant documents highly. Although the local link evidence seems to
focus fairly well on the search topic, the link structure remains blind to
the precise content and nature of the query and sometimes fails to pick
out only the right documents.

3.5 discussion

In Section 3.2.3 we saw that both global and local link in-degrees are
related to relevance, yet global link evidence is hardly effective for ad
hoc retrieval. In fact, Figures 7 and 8 suggest that global in-degree has
a stronger relation with probability of relevance than local in-degree.
Why then is this not reflected by their impact on the relevance ranking?
The most important documents, that is, the documents with the largest
number of incoming links, have the highest prior probability of being
relevant, but in a search task that requires finding all topically relevant
documents, many important but non-relevant documents will also
be pushed to the top of the ranking by the global in-degree. From
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the results in Table 6 it seems clear that link evidence must be made
sensitive to the topic to be made effective for identifying topically
relevant documents.

The global degree distribution showed that most documents have a
very low in-degree and only a few have a very high in-degree. Because
of the sparsity at the high end, only a few articles have to be relevant for
one or more topics to attain a high prior probability of relevance, but
the signal is very weak. The signal of the local degrees is stronger, as
reflected by the higher absolute probabilities. Close to local in-degrees
of 100, the prior probability of being relevant is close to 1. In other
words, a very high local in-degree means we can be almost certain that
an article is relevant.

3.6 conclusions

In this chapter we described our experimental set-up and ran initial
experiments to address the question:

• Can the link degree structure of a semantically linked document
collection be used as evidence for the relevance of ad hoc retrieval
results?

We first looked at the degree distributions of incoming and outgoing
links and found that both global and local degree distributions adhere
to a power law. The in-degrees of the relevant pages have similar
distributions, but with a less steep slope. We then analysed the relation
between link in-degree and relevance. From the degree distributions
over all pages and only the relevant pages, we computed the prior
probability of relevance over in-degrees and found that both global and
local in-degrees are related to relevance. A higher in-degree means a
document has a higher prior probability of being relevant. This relation
could be exploited in the ranking of retrieval results.

By looking at the impact of ranking by in-degree on an example topic,
we identified the problem of infiltration of pages with high in-degree
that are not related to the search topic. This problem is larger for global
degrees than for local degrees, because local degrees are more sensitive
to the topical context.

The second part of this chapter described a retrieval experiment using
the inex Ad Hoc topics, with the aim of establishing the effectiveness
of link evidence for ranking retrieval results. We used the in-degrees
as prior probabilities in our language model and found that global
in-degrees lead to a decrease in performance unless curbed by taking
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the log of the in-degree. The local degrees keep more focus on the topic
and lead to significant improvements on early and overall precision.
Because they are filtered on the search topic, there is no need to curb
their impact by using the log of the degrees.

A more in-depth analysis of a few topics for which the local degrees
hurt performance showed that some articles with high local in-degree
contain no relevant text (and are therefore judged irrelevant) even
though they are closely related to the topic. Even the local, query-
dependent link structure is blind to the precise content of the query,
and as a result, promotes some articles that are related to many of the
top ranked articles, but not relevant to the topic of request.

Our main finding is that we have found link evidence to be effective
for improving ad hoc retrieval in Wikipedia. This positive impact of
link evidence matches the initial expectations of the trec Web Track
organisers and participants but lives in contention with their findings.
In the Web, links were found ineffective for ad hoc retrieval, but very
effective for other search tasks. This discrepancy urges us to compare
the link structure of Wikipedia with that of the larger Web to see if
the difference in impact on retrieval can be attributed to structural
differences in their link graphs.



4I S W I K I P E D I A L I N K S T R U C T U R E D I F F E R E N T ?

In the previous chapter we saw that the link structure of Wikipedia can
be used to improve the ranking of ad hoc retrieval results. Although
Wikipedia is part of the larger Web, similar experiments on Web test
collections failed to show the effectiveness of link information for ad
hoc retrieval. This immediately poses the question:

• Is Wikipedia link structure different from the link structure of the
World Wide Web?

Both the Wikipedia and Web link structures have been extensively
studied, but never compared for the purpose of information retrieval.
Although links on the Web tend to connect pages with topically related
content (Davison, 2000), this signal of general Web links might be
too weak to improve the subtle topical relevance ranking of content-
based retrieval for topic search (Kraaij and Westerveld, 2001). However,
for more Web-centric tasks, the value of link information has been
demonstrated (see Section 2.3). Link information seems to have different
roles for Web and Wikipedia retrieval.

To study these different roles, we should look at the search scenarios
where link evidence has a positive impact. Therefore, we compare the
impact of link information on Wikipedia topic search and on a Web
collection using Web-centric search tasks.

Our aim is to analyse the value of link evidence for information
retrieval. Therefore, we want to approach the main question in this
chapter from an information retrieval perspective and look at the re-
lation between link evidence and relevance. This means we need sets
of search requests and associated relevance judgments. We already
described the Wikipedia test collection in Section 3.1 on page 46. For
the Web, we use the trec 2004 Web Track collection, consisting of 225

topics and the 1.2 million documents .gov collection. The 2004 Web
Track consisted of three differenet tasks. Home Page finding, Named
Page finding and Topic Distillation (all described in Section 2.3.2 on
page 31) topics are a mix of 75 Named Page, 75 Home Page and 75

Topic Distillation topics. Although this collection provides us with the
necessary topics and relevance judgements, and is reasonably com-
parable in size and number of topics to the Wikipedia collection, it is

69
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a relatively small crawl of a specific domain. We make no particular
claims on the representativeness of this data set for the current Web,
which is infinitely large and highly heterogeneous, but expect it to be a
close enough approximation for our purposes (Soboroff, 2002).1

Our main research question breaks down into two parts. We start
by investigating the Wikipedia link structure with an extensive com-
parative analysis of the two ir test collections, Wikipedia and .gov.
Specificially, we want to know:

• What is the link density of the Wikipedia and the .gov collections?

• Are there differences in connectedness?

• What is the degree distribution of Wikipedia and the .gov collections?

• Are there differences between distributions of incoming and outgoing
links?

• And, in particular, how does the link topology relate to the relevance
of retrieval results?

The second part of our main research question is about the effective-
ness of link-based evidence. There are several, more complex link-based
ranking algorithms, such as hits and PageRank, that try to model as-
pects of popularity and authority. On top of that, hits uses an expansion
step to rank documents that link to the top retrieved documents, but
were not retrieved themselves. These algorithms could provide addi-
tional insight into the difference between Web and Wikipedia links.
More specifically, we want to know:

• What is the impact of link evidence on .gov and Wikipedia retrieval?

• How do more complex link-based ranking algorithms compare
against simple link degree counts in terms of retrieval effectiveness?

The rest of this chapter is structured as follows. Next, in Section 4.1
we discuss differences between Web and Wikipedia pages that could
have consequences for their respective link structures. In Section 4.2,
we perform a comparative analysis of the link structure of Wikipedia

1 The more recent ClueWeb09 collection is much larger and based on a more recent crawl
than the .gov and therefore arguably better represents the current Web. Unfortunately,
this collection was not yet available at the time of writing. Since the .gov collection
was the first collection where the effectiveness of link-based methods was shown for
Web-centric tasks and makes it an appropriate collection to study the difference between
Wikipedia and Web link structure. However, the introduction of the ClueWeb09 collection
urges us to revisit the importance of link evidence for ad hoc search in Chapter 7.
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and .gov and the relation between the link topology and the relevance
of retrieval results. Then, in Section 4.3, we perform a range of retrieval
experiments, investigating the impact of link evidence on retrieval
effectiveness. We end this chapter in Section 4.4 where we summarise
our findings and draw conclusions.

4.1 the nature of web and wikipedia documents

It is tempting to speculate about differences between the internal link
structure of Wikipedia and the link structure of the Web at large, and
how these may affect the value of link based methods. There are a
number of aspects of Wikipedia that make link generation different
from link generation in the Web:

Encyclopedic organisation: As an encyclopedia, Wikipedia has low re-
dundancy, where each topic has its dedicated page.

Style: Wikipedia entries are written in an informational, objective style
with the aim of describing a particular topic. The guidelines urge
authors to keep a neutral point of view. This fits the task of ad hoc
retrieval which models informational or topic search and focuses on
topical relevance. Web pages can be and are written in any possible
style, to inform, explain, show, argue, discuss, prove, entertain, tempt,
sell and even insult.

Shared authorship: In Wikipedia, everyone can create, modify and re-
move links, the content of the linking page and the content of the
linked page. If an obvious or useful link is “missed” by one author,
there are thousands of others, including link bots, to add the link. In
the Web, document authors are often on their own. With hundreds or
thousands of Web pages on the same topic, an author feels no need
to link to all of them, and moreover, probably has no knowledge
about the existence of most of them.

Linking guidelines: There are guidelines in Wikipedia explaining what
should be linked, when links should be made and where links should
point to. In the Web, document authors can create links for any reason,
to any page and can omit or miss obvious, useful links.

Single domain: Wikipedia is a single domain, essentially giving all
pages equal authority. Within a single domain or site, the site owner(s),
or the author(s) creating the content, is in full control of the site-
internal links and links pointing to pages on other sites, but has
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no or very little control over the external links pointing to pages in
their own site. Site-internal links are often considered not to confer
authority (Kleinberg et al., 1999) because the source and destination
pages are written by the same (group of) people.

Flat domain: The encyclopedic articles of Wikipedia have no explicit
hierarchical structure. Only the main page is a clear entry page, all
other pages are stored in the same directory and thus have the same
url depth. In the Web, individual Web sites often have a hierarchical
structure reflected by the directory structure of the file system of the
servers running those Web sites. Within a Web site, a single broad
topic might be broken down into several aspects and facets using
individual pages for each of these aspects and facets, in separate
directories on the server. Because of this hierarchy, a site-external
link to the entry page of a Web site might be an endorsement for
the content of the entire Web site, or a signal that the content of the
entire Web site is topically related to the content of the source page.

Size: The English Wikipedia is tiny in comparison to the vast Web,
which has tens of billions of static Web pages and an infinite number
of dynamically generated pages (Baeza-yates and Castillo, 2005).

How could these differences lead to differences in the link structures
of Wikipedia and the World Wide Web in general?

First, as suggested by the linking guidelines, links seem to signal a
semantic relation between pages rather than serve purely navigational
purposes, and may therefore provide a strong source of evidence for
the relevance of a given page.

Second, due to the shared authorship, single domain and encyclopedic
organisation of Wikipedia, we may expect a far more complete link
graph where all (or a large fraction of all) relevant links are present,
leading to higher link density and connectedness of the link graph,
and promoting the effectiveness of the link evidence. Another major
consequence is that Wikipedia can be and is organised on a global scale
while the larger Web can only be organised locally.

Third, due to the encyclopedic organisation and shared authorship the
Wikipedia has relatively little redundant information. Topics have a
single dedicated page, with a preferred title. Pages with alternative
titles and duplicate information are quickly spotted by one of the many
authors, and redirected or marked for deletion or merging.

Fourth, because of the low redundancy, the encyclopedic organisa-
tion also affects the size of Wikipedia. The already huge Wikipedia is
dwarfed by the size of the Web at large, which may have a number of
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consequences such as bounding the number of directly related incom-
ing and outgoing links, as well as causing a quick loss of topical focus
when traversing the link graph.

Fifth, given that we search within a single domain, the authoritat-
iveness of individual pages is essentially the same, and the value of
link evidence is primarily to signal topical relevance. On the highly
heterogenous Web, link evidence may be used to signal other aspects
of relevance, such as the general importance or authoritativeness of
a site compared to other sites, or to indicate the best entry-page or
entry-pages of the site.

Sixth, Wikipedia pages possibly have a higher average quality, due
to shared authorship, linking guidelines and the encyclopedic organisation.
Wikipedia is probably more spam-free, suffering less from nefarious
tricks like link farming2 and jokes like Google bombs.3

All these aspects point to a marked difference in linking between
Wikipedia and the Web. In Wikipedia, authors are in control of both the
incoming and outgoing links of an article, whereas in the Web, authors
typically only control the outgoing links (at least the cross-site links).
But because of the shared authorship, anyone and everyone can control
both incoming and outgoing links of an article and any irrelevant,
redundant or nepotistical link can and often will be removed. From
this, we hypothesise that in Wikipedia, outgoing links are very similar to
incoming links and are therefore just as important.

The different natures of the Web and Wikipedia also affect the types
of search tasks typically performed on them. That is, in terms of the
(Broder, 2002) taxonomy (see page 20), there are navigational queries
(with the intent to reach a particular site), informational queries (with
the intent to acquire some information present in some Web pages), and
transactional queries (with the intent to perform some Web-mediated
activity). Consider again the query “Mercedes-Benz”. In the Web, this
query is probably meant to locate the entry page of the Mercedes-
Benz Web site. In this sense, the query is navigational. If typed in the
Wikipedia search box, the underlying information need is probably
different. The user might be looking for certain facts about the brand
name or car models, or for a historical overview of the company’s
activities. We note that the latter could also be considered a case of
known-item search (i.e., navigational) if the user knows or assumes
the page to exist. Perhaps the difference between navigational and
informational topics is less relevant in Wikipedia. At the same time, it

2 See http://en.wikipedia.org/wiki/Link_farm.
3 See http://en.wikipedia.org/wiki/Google_bomb.

http://en.wikipedia.org/wiki/Link_farm
http://en.wikipedia.org/wiki/Google_bomb
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strengthens our choice of using the .gov collection to represent Web
retrieval because it comes with a set of navigational topics, with the
Named Page topics mixing navigational with informational aspects.

4.2 comparative analysis of link structure

In this section, we look in close detail at the link structures of the
Wikipedia and Web collections. We base our analysis on two ir test
collections, consisting of a collection of documents, a large set of search
requests and relevance judgments. For the Web, we take the .gov col-
lection used at the trec Web Tracks of 2002-2004, which is based on a
crawl of the .gov domain in early 2002.

Our analysis consists of four parts. We first give some statistics of the
link graphs, then compare the connectedness of the two graphs. After
that, we compare the degree distributions of the .gov and Wikipedia
collections and look at incoming and outgoing link degrees, both glob-
ally and locally. Finally, we look at the relation between link evidence
and relevance.

4.2.1 Web and Wikipedia graph statistics

The .gov collection contains 1,247,753 documents and 11,110,985 unique
links between these pages (we ignore links which point to or from
pages outside the collection). The Wikipedia collection contains 659,388

documents and a total of 13,602,613 unique links between these pages.
We have also looked at how many of these links are reciprocal, i.e.,
a link from page A to B in combination with a link from page B to
A. This is important with respect to our hypothesis that in Wikipedia
incoming and outgoing links are similar to each other. A high number
of reciprocal links would mean that the link graph is highly symmet-
rical and that pages have roughly the same number of incoming and
outgoing links. There are 1,269,987 (11.4%) reciprocal links in the .gov

collection, and 1,182,558 (8.7%) reciprocal links in the Wikipedia col-
lection. The Wikipedia link graph is far from symmetrical. Possible
similarities between incoming and outgoing links are not caused by a
tendency to create bidirectional links. The higher fraction of reciprocal
links in the .gov collection is likely due to the presence of navigational
links within Web sites.

Table 8 gives some statistics on the incoming (in-degree) and outgoing
(out-degree) links and document lengths of both collections. In .gov the
average number of incoming and outgoing links per document is 8.90, in
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min max mean median stdev

gov Indegree 0 44,228 8.90 1 126.00

Outdegree 0 653 8.90 4 16.61

Length 2 102,069 6,345 1,892 13,377

Wiki Indegree 0 74,937 20.63 4 282.94

Outdegree 0 5,098 20.63 12 36.70

Length 16 281,150 2,473 1,309 4,238

Table 8: Statistics of the .gov and Wikipedia collections

Wikipedia 20.63. Recall that, here, we are only using within-collection
links, so every outgoing link is also an incoming link. The median
number of incoming links is 1 in .gov and 4 in Wikipedia and the
median number of outgoing links is 4 in .gov and 12 in Wikipedia. Also
the maximal out-degree in Wikipedia (5,098) is much higher than in
the .gov collection (653). Given that Wikipedia has guidelines on article
length and when and where to link, one might expect the maximum
number of incoming and outgoing links to be relatively low compared
the larger Web, which has no such guidelines and restrictions. However,
no such bound is observed. Again, we make no particular claims on
the .gov collection being a good representative of the Web at large. On
the one hand, the in-degrees should increase if we would consider a
larger set of pages (since we cannot detect incoming links from pages
outside the collection) leading us to underestimate the in-degrees. On
the other hand, the limited crawl will likely have favoured pages with
larger numbers of incoming links (e.g., how can a crawler find pages
with no incoming links?) leading us to overestimate the mean in-degree.
To put these numbers in perspective, Najork et al. (2007) use a Web
crawl of 464 million pages and 18 billion hyperlinks, and find a mean
in-degree of 6.10 and a mean out-degree (not limited to pages in the
crawl itself) of 38.11.

We have also included character-length of pages in Table 8. The pages
in .gov have mean length 6,345 characters (median 1,892) and the pages
in Wikipedia are shorter with a mean length of 2,473 characters (median
1,309).

The Wikipedia collection is thus more densely linked. This is surpris-
ing in the sense that the .gov domain is much older, and link density
tends to increase over time (Leskovec et al., 2005, 2007). There are at
least two effects which help explain why the Wikipedia link graph is
more “complete” than the .gov link graph. First, due to the strongly
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structured nature of Wikipedia and the existence of author guidelines,
it is much clearer for Wikipedia authors where to link to and when.
Second, due to peer editing and automatic link detection, “missed”
links will be added in a matter of time.

4.2.2 Connectedness

The link density of graphs determines to a large extent the connectedness
of the graph. Connectedness is a concept expressing the degree to
which documents are reachable from each other via links. A graph is
connected if there are no unconnected nodes. In an undirected graph,
each node can be reached from any other node by following the links. A
component is a subset of the graph that is connected. The connectedness
of a graph is an important aspect for link-based propagation algorithms
like PageRank, hits and relevance propagation, and affects how visible
pages are. A page that can be reached via hyperlinks from many other
pages is in a sense more visible than a page that cannot be reached by
following links at all.

How well-connected are the documents in the two collections? The
connectedness of (random) graphs goes through phases (Janson et al.,
2000). In the first phase, most nodes are isolated and only a few are
connected to a few others in the form of trees. With a few more links,
many more trees form and the first cyclic components start appearing.
As more and more links are present, a single dominating component
emerges, swallowing up many of the small trees and isolated nodes.
With the equal numbers of nodes and links, such a giant component is
already present. In the last phase, with N nodes and more than 1

2 NlogN
links, the graph is almost fully connected, with only a few nodes here
and there that are unconnected.

For the Wikipedia collection the threshold for the final phase is
4,417,592 links, for the .gov collection the threshold is 8,757,264 links.
The actual numbers of links in Wikipedia (12,401,667) and .gov (9,840,998)
are higher than these thresholds. The Wikipedia collection is much fur-
ther beyond this threshold than the .gov. In terms of the phases of
the connectedness of random graphs, we expect both collections to
have a huge giant component containing almost all documents in the
collection.

With the high link densities, we see a single giant component, i.e., a
large set of connected pages. The giant strongly connected component
(scc) of the .gov collection contains 912,877 (or 73.16%) documents and
the giant weakly connected component (wcc) contains 1,209,325 (or
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Collection scc wcc

.gov 912,877 (73.16%) 1,209,325 (96.92%)

Wikipedia 606,030 (91.91%) 657,601 (99,73)

Table 9: The size of the connected components of .gov and Wikipedia

96.92%). The giant scc of the Wikipedia collection contains 606,030 (or
91.91%) and the giant wcc contains 657,601 (or 99.73%). The wcc and
especially the scc of the Wikipedia collection contain a much larger
part of the entire collection than the scc and wcc of the .gov collection.
For both the .gov and Wikipedia collections, the percentage of pages
in the scc is considerably larger than in the large crawl of (Broder
et al., 2000). Soboroff (2002) finds that the .gov collection structurally
resembles much larger Web crawls but is very closely connected due
to either starting the crawl from a small number of seeds or to the
.gov domain being more densely linked than the Web in general. The
Wikipedia collection is a complete dump and the high link density
cannot be a crawling artefact, as also observed by Buriol et al. (2006).
The high connectedness might be explained by the shared authorship
and encyclopedic organisation of Wikipedia. An author writing a new
article can link to existing Wikipedia articles and can also add links to
the new article by updating related pages. What does this mean for the
link degree structure of the Wikipedia and .gov collections?

4.2.3 Global degree distributions

In this part, we look at the degree distributions of the global and local
links and particularly the differences between incoming and outgoing
links. Our hypothesis is that in Wikipedia, incoming and outgoing links
are very similar in nature. We again look at the cumulative in-degree
and the out-degree distributions. We repeat some of the Wikipedia de-
gree distributions shown in the previous chapter for ease of comparison.
We use the same method as described on page 51.

The .gov and Wikipedia in-degree distributions (left side of Figure 9)
are surprisingly similar. Both show clear power laws, with Wikipedia
having slightly higher probabilities because of its higher link density.
In terms of graph evolution, both Wikipedia and the Web are scale-
free networks. There are bigger differences between the out-degree
distributions of the two collections (right side of Figure 9). In Wikipedia,
the out-degrees follow a power law distribution above 10 outgoing
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Figure 9: ccdf of the global incoming (left) and outgoing (right) link
degrees of all pages for .gov and Wikipedia.

links, suggesting that Wikipedia is also scale-free in its out-degree
distribution. This might be caused by the presence of many list pages
with links to all Wikipedia articles related to a particular topic, such as
the article List of environment topics, which is extended when new articles
on environmental topics are created. The .gov out-degrees adhere less
to a power law. Above 100 outgoing links, the curve becomes less steep
and suddenly drops above 500 outgoing links. This might be an artefact
of the collection.

In fact, the in- and out-degree distributions of Wikipedia show little
difference apart from the slope of the distributions. This suggests that
outgoing links indeed behave much like incoming links. This could be a
consequence of having many reciprocal links—if a link from page A to
B tends to be reciprocated by a link back from B to A, the graph would
be symmetrical and in-degree and out-degree highly correlated—but
we have already seen above that the Wikipedia collection has fewer
reciprocal links than the .gov collection. Note that this is also consistent
with the idea mentioned in Section 4.1 that links in Wikipedia signal
a semantic relation: if a link from A to B means that B is relevant (in
some sense) to A, then it is also likely A is relevant (in some sense) to
B.

4.2.4 Relevant link distribution

Is the degree distribution of relevant pages different from non-relevant
pages? If there is a difference, we could possibly exploit this to separate
relevant from non-relevant pages. For both collections we have available
sets of search requests and associated sets of relevant pages. How are
the link degrees of these relevant pages distributed?
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Tasks # topics # rel. docs # rel./topic

Home Page 75 83 1.17

Named Page 75 80 1.07

Topic Distillation 75 1,600 21.33

Mixed 225 1,763 7.84

Table 10: Statistics of the relevance judgements of the trec 2004 Web
Track tasks.

In the previous chapter we saw that the incoming link degree distri-
bution over the relevant pages in Wikipedia follows a power law with a
less steep slope than the distribution over all pages. Do the different
natures of Wikipedia and the Web lead to different distributions of
relevant pages?4

For .gov, we use the trec 2004 Web Track data consisting of 225

retrieval topics and in total 1,763 relevant pages. This is a mix of Home
Page, Named Page and Topic Distillation topics. Statistics about the
number of topics and relevant pages are shown in Table 10. For the
Home Page and Named Page tasks, the target is a single entry page
(although some entry pages have multiple urls, giving rise to multiple
relevant pages per topic). For the Topic Distillation topics, there are
21.33 relevant pages per topic on average.

The in-degree distribution of all and relevant pages for .gov is shown
in the top left of Figure 10. The relevant pages show a similar dis-
tribution as the total set of pages, but with a less steep slope. Low
in-degree pages are relatively less frequent among the relevant pages. If
we compare this with the in-degree distribution of the (relevant) pages
of Wikipedia (top right in Figure 10), we can see almost no difference.
Incoming link patterns are apparently very similar in Wikipedia and
the Web, despite the many differences mentioned in Section 4.1.

We now turn to the out-degree distributions of (relevant) pages for
the .gov (bottom left of Figure 10). The out-degree distribution of the
relevant pages in .gov is almost the same as that of all pages. There
is a difference between 5 and 100 outgoing links, which seems largest
somewhere between 10 and 50. Above 100 outgoing links, the set of
relevant pages is similarly distributed to the full collection. The set of

4 Of course, the different tasks target different types of pages. Web-centric search tasks
often target entry pages, which are often not relevant within the ad hoc methodology. A
difference in the degree distribution of relevant pages might be ascribed to the different
natures of the search tasks. We would expect any such differences to be reflected by the
impact of link evidence on retrieval.
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Figure 10: ccdf of all pages and relevant pages for the global incoming
link degrees in .gov (top left) and Wikipedia (top right) and
for the global outgoing link degrees in .gov (bottom left) and
Wikipedia (bottom right).

relevant pages has relatively many pages with 5–100 outgoing links.
For Wikipedia (bottom right of Figure 10), there is a marked difference
between the distributions of relevant and all pages. Above 10 outgoing
links, the distribution of the relevant pages falls less quickly than the
distribution of all pages. The gap increases up to around 500 outgoing
links, then seems to remain stable. Again, the out-degrees show similar
behaviour to the in-degrees, which further supports our hypothesis that
in Wikipedia there is little difference between incoming and outgoing
links.

To sum up, on a global level the Web and Wikipedia link structures
show a lot of similarities. The Wikipedia in-degrees seem very similar
to in-degrees in the Web. Out-degrees in Wikipedia behave very sim-
ilarly to in-degrees, and by transitivity should also behave similarly
to in-degrees in the Web. For Web-centric search tasks, the out-degree
distribution of relevant pages stays close to the out-degree distribution
of non-relevant pages. Do these observations still hold when we zoom
in on a small set of documents retrieved in response to a particular
query?
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Figure 11: Cumulative distribution of the local link in-degrees (left) and
out-degrees (right) for .gov and Wikipedia.

4.2.5 Local degree distributions

On the left side of Figure 11 we compare the local in-degree distribu-
tions of the top 100 retrieved results for .gov and Wikipedia collections.
The Wikipedia distribution lies slightly higher than the .gov distribu-
tion, meaning the local link graphs for the Wikipedia topics are more
densely interlinked than the local graphs for the .gov topics. This is
to be expected with the higher global link density of the Wikipedia
collection. Apart from that, the distributions are very similar, which is
in line with the observations of the global in-degrees.

For the out-degree distributions (right side of Figure 11) there is a big-
ger difference between global and local degrees. On a global level, the
out-degree distributions of the .gov and Wikipedia collection showed
bigger differences than the in-degree distributions, but in the local
graphs, the out-degree distributions seem more similar. The Wikipedia
distribution stays above the .gov distribution up to around x = 30,
which is where the .gov distribution starts fluctuating and crosses the
Wikipedia distribution.

Next, we compare the distribution over relevant and all pages for
.gov, in the top left of Figure 12. The gap between the two distributions
grows with increasing in-degree. The high local in-degree pages are
relatively more frequent among the relevant pages than among all
pages. The same holds for the relevant pages in Wikipedia (top right of
Figure 12). In the local sets the in-degrees behave in the same way as in
the global sets, but the difference between relevant and all pages is not
as pronounced as for the global in-degrees.

For the local out-degrees in .gov, the bottom left of Figure 12 shows
a difference between relevant and all pages that grows from a few
outgoing links up to 35 or so. Above that, no difference is visible.
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Figure 12: Cumulative distribution of all pages and relevant pages for
the local incoming link degrees in .gov (top left) and Wikipe-
dia (top right) and for the local outgoing link degrees in .gov

(bottom left) and Wikipedia (bottom right).

This is again very similar to the global out-degree distributions. For
Wikipedia (bottom right of Figure 12), the difference between relevant
and all pages slowly grows from 1 to 10 outgoing links, then seems to
stabilise.

In sum, from the degree distributions, there seems to be no big differ-
ence between the global and local link degrees. So far it seems the main
difference between Web and Wikipedia hyperlinks is the distribution of
the outgoing degrees. Wikipedia local in- and out-degrees show similar
behaviour to each other and to their global counterparts. Does this also
mean that in their relation with relevance, the incoming and outgoing
link degrees are similar?

4.2.6 Prior probability of relevance

In this final part of the comparative analysis of the Web and Wikipedia
link structure, we want to find out how the link degrees are related to
the relevance of retrieval results. As in the previous chapter, we again
analyse the prior probability of relevance of a page with a particular
degree (see Section 3.2.3 on page 55 for details on how we derive the
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Figure 13: Global link degree prior probability of relevance for .gov (left)
and Wikipedia (right)

prior probabilities). This time we look at both incoming and outgoing
link degrees for global and local graphs of the Wikipedia and .gov

collections.
On the left side of Figure 13 we see the probability of relevance over

the global incoming and outgoing degrees for the .gov collection. As
the different shapes of the relevant and overall distributions suggested
in Figure 10, the pages with high in-degree have a higher probability of
being relevant than pages with low in-degree. Above 1,000 incoming
links the data becomes sparse and the curve becomes erratic, but overall
the probability of relevance seems to increase monotonically with in-
degree. In other words, in the Web, global in-degree is an indicator of
the type of pages the Web users are looking for. The prior probability
of relevance of the outgoing degrees is at the bottom and only visibly
in the middle range of the distribution. At a different scale—a log-
log scale for instance—the full range of the curve would be visible.
However, we use this scale to clearly show the difference between
incoming and outgoing link evidence. Web pages with out-degrees in
the middle range (peaking somewhere between 10 and 100) have a
higher probability of being relevant than pages with lower or higher
out-degrees.

In the Wikipedia collection (right side of Figure 13) both in- and
out-degree seem to be good indicators of relevance: a higher degree
corresponds to a higher probability of relevance. Recall from above that
the fraction of reciprocal links in Wikipedia is actually lower than that
of .gov; it is not a result of pages linking back-and-forth. This, again,
signals the difference in the link structure of Wikipedia and the Web
at large. For the semantic links of Wikipedia, the difference between
incoming and outgoing links seems to disappear and both can be used
as indicators of relevance.
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Figure 14: Local link degree prior probability of relevance for .gov (left)
and Wikipedia (right)

The prior probability of relevance for the local degrees is shown in
Figure 14 for .gov on the left side and for Wikipedia on the right side.
The most striking difference between the local and global degrees in
.gov is that the local out-degrees show a stronger relation with relevance
than the global out-degrees.

In this section we looked in detail at the .gov and Wikipedia link
structures to see if and in what way the Wikipedia link structure differs
from general Web link structure. Wikipedia has a denser link structure,
which might be a consequence of the shared authorship, encyclopedic
organisation and the fact that Wikipedia is a single domain. This also
results in greater connectedness, with over 90% of the pages belonging
to the giant scc.

The degree structures of Wikipedia and .gov are fairly similar. Both
collections have power law distributions of incoming and outgoing
links, although in Wikipedia the outgoing link degrees are very similar
to the incoming link degrees, which might again be attributed to the
shared authorship aspect of Wikipedia. If all contributors to Wikipedia
can control both incoming and outgoing links, we expect them to behave
in similar ways.

The relevant pages have a slightly different distribution, adhering
less to a power law. We also found that the global degree distributions
are similar to the local degree distributions, which was also observed
by Chakrabarti et al. (2002).

Finally, we looked at the relation between link degrees and relevance.
Because the relevant pages tend to have a different degree distribution
from the non-relevant pages, degrees are related to the relevance of
retrieval results, with pages with higher degrees in general having a
higher probability of being relevant. A major finding is that, because of
the similarity between incoming and outgoing links in Wikipedia, both
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in- and out-degrees are related to relevance. In the Web, where authors
only have control of the outgoing links of their own pages, outgoing
link degree are only somewhat related to relevance on a local level.
Incoming link degrees show a stronger relation with relevance, both
globally and locally, and are therefore more important.

From the previous chapter we know that the global in-degrees are
not very effective for Wikipedia ad hoc retrieval, while the local in-
degrees are. Does the similar behaviour of the in- and out-degrees
mean that the same holds for the effectiveness of out-degrees? Does
the similar behaviour of the Wikipedia and .gov in-degrees mean that
global degrees are also less effective than local degrees for Web-centric
tasks? In the next section we compare the impact of link evidence on
Web and Wikipedia retrieval.

4.3 experiments

We now turn to the second part of our set of research questions. What
is the impact of link evidence on Web and Wikipedia retrieval? And
how do more complex link-based ranking algorithms compare against
simple link degree counts in terms of retrieval effectiveness? For the
impact of link evidence on the Web, we focus on Web-centric retrieval
tasks where link evidence is known to be effective (the impact on ad hoc
search on the Web is discussed in Chapter 7). The .gov collection was
used for the trec 2004 Web track data and comes with a mixed query
set of 225 topics divided equally between Topic Distillation, Home Page
and Named-Page topics. Here the known-item search topics tend to
have a single relevant document (possibly more due to duplicates in
the collection), and the distillation topics tend to have a larger set of
key results.

As in the previous chapter (see Section 3.2.4, page 57), we first
illustrate the impact of global and local link evidence by discussing in
detail one of the trec Web Track topics. We then describe the baseline
systems used for the Web and Wikipedia experiments and the impact
of link evidence on retrieval performance, including the HITS and
PageRank algorithms.

4.3.1 Naive Link-based Ranking

Topic 119 of the trec 2004 Web Track has as title Groundhog day
Punxsutawney and is about a celebration day in Punxsutawney, where



86 is wikipedia link structure different?

people watch whether a groundhog leaves its burrow and sees its own
shadow, to determine how long winter will last.

We use global degrees, i.e., the total number of incoming links, outgo-
ing links, or combined in- and outgoing links for a page. To illustrate the
effect of global degrees, we took the top 1,000 articles from the baseline
run described below in Section 4.3.2, and list the 10 articles with the
highest global indegree in Table 11 for .gov. For comparison, the naive
link-based ranking of Wikipedia topic 339 is shown on page 58.

What we see is that the content-only run has mostly pages in the
top ranks with the word Groundhog in the title, and several of them are
related to weather forecasts. The global degree mainly has pages that
seem to have no bearing on the topic at all, but instead are navigational
pages such as Site Map, AMS Search and Metadata Records By Catalog
Title. As in Wikipedia, the global in-degree in .gov leads to infiltration
of important but off-topic pages.

We see that the local degrees keep slightly better focus on the topic
of request. The fifth and eighth results are about weather forecasts and
the latter is about Groundhog Day. We also observe that local links are
sparser and just a few local links are all it takes to infiltrate the lower
ranks.

Although the global in-degree showed a clear relation with relevance,
the link-only ranking has mainly off-topic results in the top. Because
the local links keep more focus on the topic, we expect that local link
evidence is more effective for the .gov topics as well.

4.3.2 Baselines

The baseline for Wikipedia is the same as in the previous chapter (see
Section 3.1.4, page 48). For the Web collection, we use a mixture lan-
guage model over three document representations: document text, in-
coming anchor texts and title field. This provides a much better baseline
than using text alone (Kamps, 2005). For a collection D, document d
and query q:

P(q|d) = ∏
t∈q

((1− λ1 − λ2 − λ3) · P(t|D)

+ λ1 · Pdoc(t|d) + λ2 · Panchor(t|d) + λ3 · Ptitle(t|d))

where each of the document language models is estimated as described
in Section 3.1.4 on page 48.

For the mixture model run, all three models are weighted the same
with λ1 = λ2 = λ3 = 0.1.
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Title Content

NCDC: Climate-Watch, Groundhog Day Special Report 1.89e-06

NOAA Puts Groundhog to the Test 2.76e-08

EOS Highlights Archive – nasa Satellite Saw More U.S. Snow
In Early Winter; Groundhog May See More Coming (February 2

2001)

4.98e-09

FTWSWSTX/1 1.15e-09

Hewitt celebrates Groundhog Day with ‘shadow’ from Columbia
High School

1.83e-10

Groundhog Job Shadow Day 1.53e-10

Groundhog Day in Souda Bay 1.47e-10

EO News: A Snowy Winter for Western U.S. - February 2, 2001 1.02e-10

Title Global in-degree

Site Map 3,119

Online Library - hud 2,119

Bureau of Labor Statistics Home Page 1,119

AMS - Search 730

The United States Mint 722

NHGRI: In The News 518

Metadata Records By Catalog Title 448

FCC Universal Licensing System 348

Title Local in-degree

Bureau of Labor Statistics Home Page 61

NTP Meetings & Events 58

Recalls and other Press Releases 5

What’s New 3

NCDC: Climate of 2001 - Climate Perspectives Reports 3

Youth Opportunity Movement Highlights 3

California Department of Motor Vehicles home page 2

Hewitt celebrates Groundhog Day with ‘shadow’ from Columbia
High School

2

Table 11: Titles with the highest in-degrees in the .gov collection for
trec topic 119, ‘Groundhog day Punxsutawney’
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.gov Wikipedia

Variables In Out Length In Out Length

In – 0.10 -0.01 – 0.19 0.16

Out – -0.07 – 0.65

Length – –

Table 12: Correlation between length and degrees for Web and Wikipe-
dia collections.

The way the link priors are incorporated into the retrieval model is
described in Section 3.3.1 (page 60). The degree score for a page may be
based on either local or global, and either in-degree or out-degree (leading
to four logical cases).

4.3.3 Length prior

Document length is related to relevance for ad hoc retrieval (Singhal
et al., 1996), but not for Web tasks (Kamps, 2005). For Wikipedia, the
baseline system uses a length prior to promote longer documents. For
Web retrieval, a length prior might be detrimental. We first need to sort
out the impact of document length on the relevance of retrieval results.
Moreover, document length might actually be correlated to the link
degree. Intuitively, we would expect that a document with many links
going out is longer than a document with very few links going out.
How is the length of documents related to the link degree? Moreover,
we have seen above that the in- and out-degrees in Wikipedia show
similar behaviour: how do these correlate?

Table 12 gives the correlation between the in-degrees, the out-degrees
and the document length for both collections. For .gov, we see a low cor-
relation between in-degree and out-degree and no correlation between
length and the degrees. For Wikipedia, we see a low correlation between
in-degree and out-degree and between length and in-degree. However,
there is a strong correlation between out-degree and document length
in the Wikipedia collection. This makes sense, since pages contain-
ing more textual content will naturally give rise to more links inside
Wikipedia.

We choose our baseline runs based on experiments with the docu-
ment length priors. The best run for the .gov collection uses no length
prior (Table 13)—map drops from 0.3970 to 0.3419 when using the
length prior, mrr drops from 0.4662 to 0.3868. The best run for the
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.gov Wikipedia

Collection map mrr map mrr

Standard 0.3970 0.4662 0.2561 0.6969

Length prior 0.3419 0.3868 0.3157 0.8119

Table 13: Impact of length prior on Web and Wikipedia retrieval. Best
scores are in bold.

Wikipedia collection uses a document length prior—map goes up from
0.2561 to 0.3157, mrr goes up from 0.6969 to 0.8119. We choose these
best runs as baseline runs for the experiments with the link priors. That
is, without length prior for .gov and with length prior for Wikipedia.
Note that the higher map for the Web data can be attributed to differ-
ences in the tasks, where there is a large fraction of known-item search
topics for the Web data. The Mean Average Precision score is an average
over the total number of relevant documents. With very few relevant
documents per topic, it is easier to obtain a high map than when there
are many relevant documents.

First we will discuss the experiments with the link evidence on the
Web collection, then on the Wikipedia collection.

4.3.4 Web

We measure performance in terms of Mean Average Precision (map) and
Mean Reciprocal Rank (mrr) scores. For topics with multiple relevant
documents, the map gives a better idea of the overall performance,
while mrr gives an indication of early precision. For topics with only
one relevant document, the map score is the same as the mrr score:
with only one relevant document, the average precision is the same as
the precision of the first relevant document. In our discussion we will
mainly focus on map.

Recall from the previous chapter that in Wikipedia, the global in-
degree hurt performance unless we used the log of the degree, and
even then give little improvement. The local in-degree was much more
effective and became less effective when we used the log of the degree.
We will compare the Web and Wikipedia results in more detailed in
the next subsection. The top half of table 14 shows the results for the
link prior runs on the Web track collection. We tested all the runs for
significance of the increase or decrease in performance over the baseline
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map mrr

Run id Global Local Global Local

Baseline 0.3970 0.4662

All In-degree 0.4701• 0.4544
•◦ 0.5843• 0.5462

•

All Out-degree 0.4261
◦

0.3978 0.5031
◦

0.4819

All Log In-degree 0.4449
•

0.4410
•

0.5209
•

0.5148
•

All Log Out-degree 0.4082
•◦

0.4181
•

0.4789
◦

0.4879
•◦

External In-degree 0.3278
•◦

0.2178
•

0.4603 0.3142
•

External Out-degree 0.3176
•

0.0820
•

0.3863
•

0.1641
•

External Log In-degree 0.4361
•

0.4127
•

0.5130
•

0.4823
•

External Log Out-degree 0.3952 0.3988 0.4621 0.4669

Table 14: Results of the link degree priors on the 225 topics of the .gov

collection

using the bootstrap test, one-tailed, using 100,000 resamples. We report
three significance levels, p<.05 (◦), p<0.01 (•◦) and p <0.001 (•).

Using the normal degree priors, global degrees are more effective
than local degrees. Apparently, Web search tasks do not require the
more topical focus of the local link degrees. The normal priors are more
effective than the log priors, except for the local out-degrees. Global,
query-independent link evidence is so important that no toning down
is needed. Note that the global degrees are applied on all retrieved
results. There is no need to limit the impact of global link evidence on
the top 100 results as in the previous chapter.

With log degree priors, the local out-degrees are more effective than
the global out-degrees. All global link evidence leads to significant
improvements upon the content-only baseline. Overall, the global in-
degrees are the most effective.

The local degrees also lead to significant improvements—apart from
the non-log out-degree priors—but in general at lower significance
levels.

These results are in line with the analysis of the prior probability of
relevance over degrees in Section 4.2.6. For Web-centric search tasks,
global link evidence is the most effective, and in-degrees are more ef-
fective than out-degrees. In other words, link evidence is most effective
for finding entry pages when derived independent of the query. Entry
pages must have more incoming links than other pages of the same
Web site.
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4.3.4.1 Site-external links

We can try to distinguish between site-internal Web links (for example,
navigational links within a site) and site-external Web links (for ex-
ample, a link to related content on a different site). Site-internal links
are often considered to be less useful (Kleinberg, 1999) because they
serve purely navigational purposes. We first identified the site of a
page as its base url, with the removal of any prefix starting with www

and excluded links between pages within the same domain. We further
reduced the set by removing links between base urls when either
is a substring of the other. For example, a link between www.nih.gov

and www.nlm.nih.gov is regarded as site-internal, while a link between
www.nlm.nih.gov and www.nichd.nih.gov is regarded as site-external.
The resulting set of site-external links contains 1,693,477 links (or 15%
of all links). For the Web collection, we use either the full link graph or
the site-external links.

If we consider only site-external links, the in-degrees are more effect-
ive when used as log priors, but the improvements are much smaller
than when using all links. Site-internal links are thus also important
for locating entry pages. The site-external out-degrees are ineffective
and the global in-degrees are more effective than the local in-degrees.

All normal degree priors have a negative impact. The local site-
external degrees even lead to disastrous drops in performance. They
seem to promote the wrong documents. This is in stark contrast to the
highly beneficial impact of the local degrees over all links. Not only that,
it is also in complete contrast with the claim that the query-dependent
hits algorithm benefits from ignoring site-internal links (Kleinberg,
1999). But the main difference between the set of pages on which hits

is used and this set of top ranked results is that, for hits, the set of top
ranked results is expanded with pages connected to those results. We
will address this issue in Section 4.3.7.

4.3.4.2 Sub-tasks

We take a closer look at the difference between global and local, incom-
ing and outgoing and site-internal and site-external links by zooming in
on the three sub-tasks of the trec 2004 Web Track: Home Page finding,
Named Page finding and Topic Distillation. For Home Page finding,
links are highly effective. Global degrees are more effective than local
degrees and incoming links are more effective than outgoing links. With
the external links, the outgoing links are only effective when used as
log priors.
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Home Page Named Page Topic Dist.

mrr mrr map

Run id Global Local Global Local Global Local

Baseline 0.4438 0.6595 0.0973

All In-degree 0.6575• 0.6239
•

0.6399 0.6596 0.1320• 0.0997

All Out-degree 0.5272
•◦

0.5264
◦

0.6466 0.5749
◦

0.1137
•◦

0.1100

All Log In-degree 0.5524
•

0.5466
•

0.6758 0.6805 0.1143
•

0.1044
•◦

All Log Out-degree 0.4733
•

0.4738
◦

0.6543 0.6847•◦ 0.1071
•

0.1053
•

External In-degree 0.5876
•◦

0.4032 0.3182
•

0.1847
•

0.1029 0.0774
◦

External Out-degree 0.3286
•◦

0.0726
•

0.5515
•◦

0.0915
•

0.0892
◦

0.0843

External Log In-degree 0.5341
•

0.4823
•

0.6737
•◦

0.6645
◦

0.1112
•

0.1010
◦

External Log Out-degree 0.4519 0.4385 0.6429
◦

0.6688
◦

0.0997
◦

0.1002
•◦

Table 15: Results for the degree priors over the different tasks.

For Named Page finding, links add very little to the content-only
baseline. But the baseline is much higher than for home page finding,
indicating that content-based retrieval is better for named paged finding.
It is harder to improve upon this baseline. The log priors are more
effective than the normal priors and the local degrees are generally
more effective than the global degrees, except for the normal external
link degree priors. The effectiveness of the log priors suggests that link
evidence is somewhat noisy and needs to be curbed. It is not clear
whether this is because of infiltration of important but off-topic pages
or because the link priors push up pages that are topically relevant but
not the desired ones. A possible explanation could be that pages with
high in-degree are often home pages, which are considered irrelevant
for the Named Page finding topics. The global in-degrees have a large
impact on the ranking, but hardly affect the mrr. This suggests that
global in-degree is unrelated to the relevance of named pages. Pages
targeted by Named Page topics are equally spread over global in-degree
distribution.

The scores for the Topic Distillation topics (columns 6 and 7) are
much lower. Note that here we show the map scores, because there
are multiple relevant pages per topic. However, the low scores indicate
that the relevant key resources are not ranked highly. The link priors
can improve performance. Global degrees are more effective than local
degrees. In-degrees are more effective than out-degrees for the global
priors, and vice versa for the local priors.
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map mrr

Run id Global Local Global Local

Baseline 0.3157 0.8119

In-degree 0.2871
•

0.3272
•

0.7899 0.8249

Out-degree 0.2943
• 0.3276• 0.7691

•◦
0.8265

Log In-degree 0.3192
◦

0.3243
• 0.8341•◦ 0.8288

◦

Log Out-degree 0.3169 0.3218
•

0.8311
•◦

0.8254
◦

Table 16: Results of the link degree priors over the top 100 results for
the inex Wikipedia collection.

The global in-degrees are very effective for Home Page finding and
Topic Distillation, and have no impact—thus no negative impact—on
the Named Page finding topics. In general then, for Web-centric search
tasks, global in-degrees are highly effective, as has been established
before (Craswell et al., 2001, Kamps, 2005, Kraaij et al., 2002). Outgoing
link degrees are also effective but less so. Although they are probably
less related to popularity, they do seem to identify entry pages. Entry
pages tend to have outgoing links to various parts of the site. Local
link evidence can be effective as well, but its positive impact is usually
smaller than that of global link evidence, suggesting that its relation to
relevance comes from its correlation to global link evidence—a page
can only have a high local degree if it has a high global degree—and
not from its relation to the topical context of the query.

One would expect that introducing topical focus to link evidence
would make it even more effective. After all, the requested pages might
not have relevant text but still be topically related to the query. The main
difference between Web-centric search tasks and ad hoc retrieval seems
to be that there is no need to make link evidence sensitive to topical
context of typical Web search queries. Instead, it is used to distinguish
entry pages and other important and popular Web pages from the large
bulk of low-quality pages and pages deeper in the hierarchy of sites.

4.3.5 Wikipedia

The results for Wikipedia are shown in Table 16. The results of the
in-degree are repeated from Chapter 3 for ease of comparison. The
global in- and out-degrees hurt performance when used directly as
priors, with in-degree worse for map and out-degree worse for mrr.
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If we curb their impact by taking the log of the degree, the global
out-degree has an insignificant impact on map but a significant positive
impact on mrr. The log global in-degree significantly improves both
map and mrr. Global in- and out-degree are different from each other.
Locally, however, the difference between incoming and outgoing link
evidence has almost completely disappeared. As the probability of
relevance analysis already suggested (see Section 4.2.6 on page 82),
in Wikipedia the difference between incoming and outgoing links is
small, and the local outgoing links are just as informative as the local
incoming links. The direction of the links does not affect their impact.
Their contribution is symmetrical, thereby conflating the notions of
authorities and hubs.

If we compare this to the impact of links on the Web, there are two
important differences: the nature of the set of documents and the direction
of the links from which the link degrees are derived. This relates to our
hypothesis that in Wikipedia there is little difference between incoming
and outgoing links. With shared authorship, there is no difference
between incoming and outgoing links in Wikipedia, while in the Web,
the incoming links of a page are often authored by someone other than
the page author herself and are less biased than the outgoing links,
which are all authored by the page author.

For Web-centric search tasks, global degrees are more effective than
local degrees, showing that for entry page finding, the importance
of link evidence is not related to the query, but to the type of pages
that tend to be desirable results for Web searchers. Evidence is best
derived from the entire collection. For ad hoc search in Wikipedia, this
is different. First, there are no entry pages within the set of encyclopedic
articles. Each page stands on its own.5 Second, the search task requires a
different set of documents that cannot be identified properly by looking
at query-independent link evidence. For ad hoc retrieval, link evidence
is best derived from a set of document related to the query.

The other important difference of link impact is the link direction.
For typical Web search, incoming links are more useful or informative
than outgoing links. The link direction matters for finding entry pages,
while for finding articles on a certain topic, the link direction is less
valuable. Incoming and outgoing links are equally informative.

One structural difference between Web and Wikipedia links that
might make links in Wikipedia more useful for ad hoc retrieval is

5 Although the guidelines state that long Wikipedia articles should be split up into a main
article and several articles discussing sub-topics or aspects of the main topic, where the
main topic article could be interpreted as an entry page for that topic. As the encyclopedic
entries grow over time, more and more of them are split up.
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that Wikipedia pages are meant to stand on their own. Whereas in
some Web sites individual pages might be hard to understand or even
be meaningless without the context of their surrounding pages, each
Wikipedia article is meant to be interpretable independent of others.

4.3.6 Beyond degrees: HITS and PageRank

We briefly move away from the degree analysis and look instead at
two propagation-based algorithms, hits and PageRank. As discussed
in Section 2.3.6, there are many link-based ranking algorithms that
are more complex and try to derive information about quality and
authority of pages. Most of these algorithms use the links to propagate
scores through the network of pages and are iterative in nature to let
the scores converge to a stable distribution. Here, connectedness plays
a role. Through propagation, pages affect the scores of other pages that
are part of the same graph component. The more connected the graph,
the larger the components and the more pages are affected by each
other.

PageRank and hits are obvious choices to further examine the dif-
ference between global and local evidence. They are probably the two
most well-known link-based ranking algorithms, are typically used
on a global and local level respectively, and both algorithms use only
the link topology for ranking. Descriptions of the PageRank and hits

algorithms can be found in Section 2.3.6.2.
For PageRank, we set the damping factor to the default value of 0.85

and use the resulting score as a document prior probability similar to
the link degrees. Because all pages in the collection necessarily have a
positive PageRank score, we use the score directly as a prior:

PPR(d) ∝ PR(d)

Plog PR(d) ∝ log (1 + PR(d))

where PR(d) is the PageRank of document d. For the log prior we use
1+ PR(d) to ensure the prior is always positive. PageRank scores below
1 would otherwise turn into negative scores.

We computed hits authority and hub scores, both with and without
expanding the initial root set of top retrieved results. Instead of iter-
ating until the scores converge, we stopped after 5 iterations. For the
topological ranking this hardly has any impact, but for the resulting
score distribution the impact is much bigger. The more iterations we
use, the larger the gap between low and high scores. The shape of
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Rund id map ∆ mrr ∆

Baseline 0.3970 0.00% 0.4662 0.00%

PR All 0.4861
•

22.44% 0.5988• 28.44%

PR External 0.4252 7.10% 0.5360
•◦

14.97%

Log PR All 0.5021• 26.47% 0.5877
•

26.06%

Log PR External 0.4582
•

15.42% 0.5588
•

19.86%

hits All 100 Auth. 0.3900 -1.76% 0.4711 1.05%

hits All 100 Hub 0.3467
◦ -12.67% 0.4190

◦ -10.12%

hits External 100 Auth. 0.4090 3.02% 0.4978◦ 6.78%

hits External 100 Hub 0.3498
• -11.89% 0.4267

◦ -8.47%

Table 17: Results of combining content-based and hits scores on the
.gov topics.

the distribution is important when combining the hits scores with the
content-based scores. To combine the authority and hub scores with
the content-based scores, we use the score directly as a prior:6

PAuth(d) ∝ Auth(d)

PHub(d) ∝ Hub(d)

We will first discuss the experiments using only the top 100 results.
Expansion of this set is discussed in Section 4.3.7. The results of using
PageRank and hits for re-ranking results on the .gov collection are
shown in Table 17. PageRank is far more effective than hits. The normal
PageRank scores are the most effective for mrr while the log PageRank
scores are more effective for map. The improvements are comparable to
those of the global degrees, although the PageRank scores are slightly
more effective in general and especially when we use the log of the
scores.

For hits, the site-external links are more effective than using the full
link graph, showing that for Web-centric search, authority is indeed
better measured by ignoring links between pages written by the same
author(s). The authority scores are more effective than the hub scores,
much as the local in-degrees are more effective than the local out-
degrees. However, the local degrees are more effective than the hits

6 We experimented with both 1 + hits(d) and hits(d) and found the latter to give the best
overall performance.
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Rund id map ∆ mrr ∆

Baseline 0.3157 0.8119

PR 0.2320
• -26.51% 0.7790

◦ -4.05%

PR top 100 0.2845
• -9.88% 0.7940 -2.20%

Log PR 100 0.3096 -1.93% 0.8351◦ 2.86%

Log PR 10000 0.2855
• -9.57% 0.8351◦ 2.86%

hits 100 Auth. 0.3131 -0.82% 0.8015 -1.28%

hits 100 Hub 0.3140 -0.54% 0.7910 -2.57%

Table 18: Results of combining content-based and hits scores on the
Wikipedia topics.

scores. This might be a result of the number of iterations used for the
hits algorithm. If we start with computing authorities and update the
hubs afterwards, the first iteration authority scores are similar to the
local in-degrees. After each subsequent iteration, the high authority
scores remain relatively stable while the low authority scores rapidly
drop to zero. This stretches the distribution more and more, and results
in the authority scores dominating the content-based score such that it
has almost no impact on the final ranking.

The impact of hits and PageRank on the Wikipedia topics can be
seen in Table 18. Similar to the global degrees, the query-independent
PageRank scores hurt performance, especially when used over all re-
trieved results. If we use the log of the scores only the mrr improves,
but overall precision drops, where the global degrees could slightly
improve map. The hits scores hurt performance on Wikipedia, which
fits with our conjecture in Section 4.1 that the links in Wikipedia do not
confer authority.

In Table 19 we see the impact of PageRank on the different topic
types of the .gov collection. The Home Page (hp) and Topic Distillation
(td) topics benefit most from the normal PageRank scores. The log
priors are also effective but to a lesser extend. The reverse is true for
the Named Page (np) topics. The normal PageRank scores hardly affect
the baseline performance, but the log version significantly improves
it. Relevant named pages are not the most important pages overall—
otherwise the normal PageRank scores would be more effective—but
page importance does play a role. Named pages are more important
than the bulk of the pages on the Web.

The site-external links alone also lead to improvements, but PageRank
is more effective when using all links. The site-external link graph is
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hp np td Mix

Run mrr mrr map map

Baseline 0.4438 0.6595 0.0973 0.3970

PR All 0.6616• 0.6789 0.1411• 0.4861
•

PR Ext. 0.5807
•

0.5846
•◦

0.1243
•

0.4252

log PR All 0.6590
• 0.7281• 0.1334

• 0.5021•

log PR Ext. 0.5972
•

0.6598 0.1260
•

0.4582
•

Table 19: Results for PageRank on .gov using Home Page (hp), Named
Page (np), Topic Distillation (td) and the mixed (Mix) topics.

much sparser, and far fewer pages have incoming site-external links.
With fewer links, the graph is less connected and pages have less impact
on each other. In a Strongly Connected Component, all pages affect
each other’s PageRank. When there are many small islands in the link
graph, only pages on the same island affect each other’s PageRank and
the resulting PageRank score is thus less “global”. Arguably, higher
connectedness better reflects the flow of popularity and importance.

4.3.7 Expanding the HITS root set

We experimented with using only the top 100 or 200 results and with
expanding the top results with pages connected to those top results.
The original algorithm expands the root set R of the top 200 results
with all pages linked from R and up to 50 pages linking to a page in
R. This incoming link limitation is set because some pages have tens
of thousands or even millions of incoming links and would come to
dominate the local link graph. Because some Wikipedia pages have
thousands of outgoing links, a similar problem could occur if we set
no limit on the number of outgoing links used to expand the root set.
Therefore, we use the limit d to determine the maximum number of
incoming and outgoing links per page used for expansion. For d = 50,
up to 50 incoming links and 50 outgoing links of a page p are used
for expansion. We use the same limitation parameter d for .gov and
Wikipedia.

In Figure 15 we see the impact of the expansion parameter d on the
map of authority and hub rankings of the full link graph of .gov (top),
the site-external link graph (middle) and Wikipedia (bottom).
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Figure 15: The impact of expanding the root set on map for hits author-
ity and hub scores.

On .gov, the authorities perform much better than the hubs, both
when using all links and only site-external links. Using the full link
graph, expanding the root set only hurts performance. Expanding the
root set using all links introduces many pages from the same site, which
might be densely interlinked. When using only site-external links, the
best performance is observed when d is set to zero, but from d = 10
onwards, authorities perform better as d increases. If any pages from
other sites are added, a larger number of them better captures the
authority relations between sites. The full link graph without expansion
is much more effective for hits than the site-external link graph with
expansion. This means that site-internal links are useful to find entry
pages. They are also useful to confer authority to the most authoritative
pages within that site.

In Wikipedia, expansion hurts performance: it introduces many irrel-
evant pages. Especially highly connected pages are easily introduced
into the final set of pages, and lead to heavy infiltration. Without ex-
pansion, authority and hub scores are equally useful for ranking. With
expansion, hub scores are more effective than authority scores.

In sum, there seems to be little benefit in expanding the root set
of top retrieved results. Although expansion can potentially bring in
missing entry pages, and help identify the most authoritative pages, it
also brings in many irrelevant pages and cause loss of topical focus.

4.4 conclusions

In this chapter, we investigated the difference between Wikipedia and
Web link structure. We first performed a comparative analysis of Wiki-
pedia and .gov link structure and then investigated the value of link
evidence for improving search on Wikipedia and on .gov.

In our comparative analysis of Wikipedia and Web link structure we
hoped to find out:
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• Are there differences between the Wikipedia and .gov collection in
terms of link density and connectedness?

The .gov collection has a giant strong connected component larger than
earlier general Web crawls, but the giant strong connected component
of Wikipedia covers an even larger part of the collection. Wikipedia
is more densely linked, but both link structures are in the final phase
of connectedness. In terms of navigation, and the accessibility and
visibility of pages in the two collections, both link graphs are relatively
complete.

• What is the degree distribution of Wikipedia and the Web at large?
Are there differences between distributions of incoming and outgoing
links?

Although there are some striking differences between the Wikipedia
and .gov link structures, in many ways, they are very similar. Both have
power law degree distributions where the out-degree distribution falls
steeper than the in-degree distribution. Considering link direction, the
small difference between Wikipedia and .gov in-degrees suggest that
incoming linking patterns are guided by the same principles. The most
striking difference between the Wikipedia and .gov link structures are
the outgoing link degrees. In Wikipedia, the out-degree distribution is
more similar to the in-degree distribution than in the .gov collection.
As we mentioned in Section 4.1, this might be the effect of the shared
authorship and encyclopedic organisation of Wikipedia. Each topic has
a dedicated Wikipedia page, so it is mostly clear where to link to, and
the contributors can modify both the incoming and outgoing links of a
page, which conflates the notions of hub and authority and essentially
gives all pages equal authority.

• How does the link topology relate to the relevance of retrieval results?

For the .gov collection, the global in-degree is a good indicator of
relevance. Pages with many incoming links have a higher probability of
being relevant than pages with few incoming links. The prior probability
of relevance of the number of outgoing links first increases but then
drops again, making the out-degree a less reliable indicator of relevance
than the in-degree. For the Wikipedia collection, both in-degree and
out-degree are good indicators of relevance. More generally, we observe
that Wikipedia incoming and outgoing links are similar in character,
again suggesting that in Wikipedia the notions of authority and hub
are conflated.
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In our retrieval experiments, we hoped to find an answer to the
following question:

• What is the impact of link evidence on Web and Wikipedia retrieval?

The main difference between Web-centric search tasks and Wikipedia
ad hoc retrieval seems to be that there is no need to make link evidence
sensitive to the topical context of typical Web search queries. Instead,
it is used to distinguish entry pages and other important and popular
Web pages from the large bulk of low-quality pages and pages deeper
in the hierarchy of sites. It is useful to identify the type of pages that
tend to be desirable results for Web searchers. Local link evidence
keeps more focus on the topic, but promoting any relevant page is not
necessarily helpful, because the task assumes the user is only interested
in the entry-page of a topically relevant site. The global link graph is
much richer and better reflects the importance of documents.

For Wikipedia ad hoc retrieval, global link evidence is nowhere
near as effective as local link evidence. Query-independent aspects of
link evidence are less useful for ad hoc search. Global incoming link
evidence seems slightly more useful than global outgoing link evidence.
In Wikipedia, local link evidence is effective regardless of the direction
of the links; incoming and outgoing link evidence is equally effective.
As mentioned before, this makes sense if links in Wikipedia signal
a topical relation between linked documents. Topical relatedness is a
symmetrical relation.

The greater effectiveness of local link evidence implies that document
importance cannot be the sole explanation for the effectiveness of link
evidence for Wikipedia ad hoc retrieval. Local link evidence must
be related to topical relevance as well. In the next chapter we will
investigate how link evidence is related to both document importance
and topical relevance.





Part iii

Links And Topical
Relevance
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5F R O M D O C U M E N T I M P O RTA N C E T O T O P I C A L
R E L E VA N C E

Global link evidence is by nature query-independent, and is therefore
no direct indicator of the topical relevance of a document for a given
search request. As a result, link information is usually considered
to be useful to identify the query-independent aspects of relevance
which we refer to as aspects of the importance of documents. Incoming
link evidence can be used as an indicator of authority or popularity.
Outgoing link evidence can be used as an indicator of document length
or ‘hubness’. The direction of the link is assumed to determine the
specific nature of the indicator. Our first conjecture is that global link
evidence is not related to topical relevance but to document importance.

Local link evidence, in contrast, is query-dependent—based on our
definition on page 48—and could in principle be related to topical
relevance. Links are assumed to be a signal that linked documents are
topically related to each other. The textual evidence for the relevance
of a page is assumed to provide evidence for the relevance of its
neighbours as well. Our second conjecture is that local link evidence is
related to topical relevance.

Local link evidence is still derived from the global link structure, and
the local link degree is bounded by the global degree. A page cannot
have a higher local degree than its global degree. At the same time,
pages with many links have a higher a priori probability of having links
in the local set. Therefore, the local degree partly depends on the global
degree and might also reflect the importance of documents.

This leads to our main research question:

• To what extent is link evidence related to the importance of docu-
ments, and to the topical relevance of documents?

We are mainly interested in the relation between link evidence and
topical relevance. The relation between link evidence and document
importance has been extensively studied and successfully exploited for
Web-centric search tasks (see Section 2.3.1.1). The relation between link
evidence and topical relevance has, to our knowledge, not been shown
before and is still poorly understood.

Because local degrees depend on the global link structure, we first
look at this dependence and address the questions:
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• To what extent are local degrees dependent on global degrees?

• Can we make local link evidence less dependent on the global degree
structure?

We can take both the global and local degrees into account and
look at the fraction of all links that are present in the local set. We are
mainly interested in the relation between link evidence and topical
relevance, but to understand this relation, and because local degrees
are dependent on the global degrees, we need to consider the relation
between link evidence and document importance as well.

Although we cannot test our conjectures directly—we have no direct
way of measuring topical relevance and document importance—they
have several implications that should be observable.

Insofar as local link evidence is related to topical relevance, we
would expect this evidence to be independent of the link direction and
therefore symmetric. In the previous chapter we saw that local incoming
and outgoing link degrees have a similar impact on overall retrieval
performance. We argued that this makes sense if local link evidence
is related to topical relevance. If a link between documents A and B is
an indicator that A and B are topically related to each other, then the
textual evidence of A for a given query also provides evidence for the
relevance of B. But because topical relatedness is a symmetrical relation.
The textual evidence for the relevance of B also provides evidence for
the relevance of A.

We can test several aspects of link evidence for symmetry. First, there
is the degree structure. Incoming and outgoing link degrees are derived
from the same link graph. Perhaps pages with high local in-degree also
have a high local out-degree and vice versa? If the degree structure is
not symmetric, in- and out-degrees promote different documents. This
could mean that if we use the evidence in both directions, essentially
treating links as undirected links, we have more evidence to distinguish
between pages.

Our second set of research questions addresses the relation between
directed and undirected link evidence:

• Is local link evidence symmetric in its degree structure?

• Is global link evidence asymmetric in its degree structure?

• Does the symmetry of the degree structure increase as we make link
evidence more sensitive to the search topic?
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Another aspect of link evidence we can test for symmetry is the
ability to distinguish relevant from non-relevant documents. So far we
have only used link evidence in combination with text evidence. But we
can also evaluate the document rankings of link evidence in isolation.
We can compare incoming and outgoing link evidence in their ability
to distinguish relevant from non-relevant documents. The undirected
link evidence could also possibly further improve the degree-based
ranking as it takes all neighbours into account. This idea was used by
Carrière and Kazman (1997), who ranked Web search results based on
their “connectivity”. If local link evidence is related to topical relevance
and global link evidence is not, we would also expect that local link
evidence is more effective in isolation than global link evidence.

Our third set of questions is:

• Is the ranking based on local link evidence in isolation better than
the ranking based on global link evidence in isolation?

• Is local link evidence symmetric in its ability to distinguish relevant
from non-relevant documents?

• Is global link evidence asymmetric in its ability to distinguish relevant
from non-relevant documents?

Finally, we will consider the possibility that some documents are
more relevant than others. A good retrieval system ranks documents
according to how relevant they are. The relevance judgements of inex

Wikipedia test collections contain detailed information on which parts
of the text of relevant documents are relevant. Relevance assessors have
highlighted those parts of the text that are relevant. This allows us to
study the relation between link evidence, and the amount and fraction
of relevant text in documents. We want to know:

• How are global and local link evidence related to the amount of
relevant text in articles?

• How are global and local link evidence related to the fraction of
relevant text in articles?

In the rest of this chapter, which consists of four parts, we will discuss
how our three hypotheses hold up against our findings. In the first
part (Section 5.1) we discuss how local link evidence can be made
more independent from the global link structure and in the second part
(Section 5.2) we analyse how different degree structures are related to
each other. In the third part (Section 5.3) we compare the different link
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directions and levels of link evidence in a retrieval setting and in part
four (Section 5.4) we study the relation between the degrees and the
amount of relevant text in articles. We draw conclusions in Section 5.5.

5.1 from query-independence to query-dependence

The global degrees affect the local degrees in the sense that they determ-
ine the upper bound for the local degrees.1 A page with n incoming
links in the entire collection can have a maximum local degree of n
for local sets of at least n + 1 pages. The local set is query-dependent
so the resulting link evidence is more focused on the query. However,
the global degrees still play a role for the above mentioned reason.
The local degree to some extent expresses the “local importance” of a
page. Can we make link evidence more independent from the query-
independent link structure? If two pages A and B have the same local
link degree but different global link degrees, are they equally related
to the local context or is one more related than the other? If page A
has a much higher global degree than page B, we expect A to have a
higher local degree as well, purely based on the a priori probability of
having links in the local set. Intuitively, the page with the lower global
link degree yet equal local link degree has stronger evidence of being
related to the search topic. We want to make the a priori probability
of local link evidence more uniform. A simple solution would be to
normalise the local link degree by weighting it down with the global
link degree. This should reduce the query-independent component in
the query-dependent degrees.

Pages with a very high global degree but a low local degree ‘lose’
many of their links in the local graph, which could be interpreted as
a signal that the link evidence of this page is related to document
importance but not to topical relevance. In other words, the few links
present in the local set are less meaningful. On the other hand, pages
that have a low global degree but lose no links in the local set are
supported by all their neighbours. It is highly unlikely that a page
with low global degree has most of its links present in the local set by
accident. Such a page “belongs to” this part of the link graph. If we
weight link evidence by the ratio of local to global degrees, that is, the
fraction of global links present in the local set, we make the evidence
more sensitive to the topic and less sensitive to document importance.

1 Of course, the size of the local set also provides an upper bound. If the global degree
of a page is higher than the number of pages in the local set, the upper bound is the
determined by the local set size. Otherwise, the global degree is the upper bound.
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This can be interpreted as the local specificity or topical specificity of the
link evidence. Formally, the local fraction is calculated as:

fractionloc(d) =

{
deglocal(d)/degglobal(d) if degglobal > 0

0 otherwise

This is radically different from local and global degrees by themselves.
Although query-dependent, the local degree ranking is based on the
amount of local evidence a page has. The page with the most links is
ranked highest. The local fraction is based on the fraction of global
links present in the local set. A page with a global in-degree of 1 and
a local in-degree of 1 gets the maximum score. Pages with more local
links cannot be ranked higher than this document.

The local degree and local fraction thus to reflect two aspects of
topical relevance. The degree corresponds to the degree of relevance
(from, say, marginally to highly relevant) and the fraction corresponds
to how specifically about a topic a document is (from a small fragment
to the whole article). This is related to the notions of exhaustivity and
specificity used in early inex evaluations (Pehcevski and Larsen, 2009).

The local fraction takes no account of the amount of link evidence,
but this seems undesirable. We want to reduce the impact of the global
link structure while retaining the impact of the amount of local links.
We want to combine local importance and local specificity. Similar to the
well-known term-weighting scheme tf·idf, we can use the inverse of
the log of the global degree as an inverted document frequency. The
weighted degree is computed as:

degweighted(d) =

{
deglocal(d)/ log(1 + degglobal(d)) if degglobal > 0

0 otherwise

Pages with an extremely high global degree have a high a priori
probability of a high local degree, which we tone down by dividing
by the log of the global degree. Pages with high local degree are still
promoted above pages with low local degree, but with equal amounts
of local evidence, the page with less global evidence is preferred. We
add one to the log of the global degree to ensure the denominator is
more than zero. This has a minor impact on pages with a high global
degree and tones down the impact of pages with a low global degree.
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Global Local

Degree min. max. med. mean stdev. min. max. med. mean stdev.

In-degree 0 74,937 4 20.63 282.94 0.00 48.83 1.14 3.17 6.65

Out-degree 0 5,098 12 20.63 36.70 0.04 21.01 2.34 3.17 3.37

Union 0 75,072 16 37.65 287.87 0.04 51.11 3.14 5.14 7.19

Intersection 0 1,488 2 3.62 9.10 0.00 14.68 0.44 1.20 2.15

Fraction Weighted

In-degree 0.00 0.67 0.05 0.12 0.03 0.00 12.03 0.14 0.63 4.43

Out-degree 0.00 0.50 0.07 0.10 0.01 0.00 4.63 0.24 0.49 0.80

Union 0.00 0.49 0.07 0.10 0.01 0.00 9.74 0.32 0.73 2.91

Intersection 0.00 0.69 0.04 0.13 0.03 0.00 6.53 0.06 0.39 1.20

Table 20: Link statistics of the Wikipedia collections. Local statistics are
macro averages over 221 topics.

5.2 relation between degrees

In this section we analyse the extent to which degrees are correlated to
each other. Local link evidence is derived from the global link structure,
so how are local and global degrees related to each other? Incoming and
outgoing links are derived from the same graph; how are they related
to each other? We will first discuss statistics of the new types of link
evidence discussed above. After that, we look at the relation between
global and local link evidence and between incoming, outgoing and
undirected link evidence.

5.2.1 Degree statistics

What do the new weighted degree distributions look like? Are they still
power law distributions like the normal degrees?

Incoming and outgoing links are different types of evidence, but
they have a similar impact on retrieval performance. Since they are
different types of evidence, they might be complementary. We also look
at undirected and bidirectional link evidence. The union of the in- and
out-degree is the undirected degree, or the total number of pages that a
page is connected to. The intersection of in- and out-degree is the set of
bidirectional links, where pages A and B link to each other. The graph
contains 12,401,667 undirected links and 1,182,558 bidirectional links
(9.5%). Degree statistics are shown in Table 20.
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Figure 16: Complementary cumulative distribution function of retrieved
documents over the global degrees (left) and over the local
degrees (right).

Globally, the maximum and standard deviation of the in- and out-
degrees differ by an order of magnitude (e.g. 74,937 versus 5,098), while
among the local degrees this difference is smaller (48.83 versus 21.01).

The number of local links is of course smaller than the number
of global links, but the link density is higher. An average of 37.65

undirected links (union) per document in the global set of 659,388

documents means that an average document is connected to 0.0057%
percent of all documents. An average of 5.14 undirected links in a local
set of 100 documents means that an average document is connected
to 5.14% of the local documents. The density thus increases by almost
three orders of magnitude.

The proportion of links that are bidirectional is the fraction of union
that is also in intersection. This proportion is much higher in the local
set (1.20/5.14 = 0.23) than in the global set (3.62/37.65 = 0.10). This
can be partly explained by the higher link density in the local set. Given
that page A links to page B, what is the probability that B links to
A? In the global link graph, this is 20.63/659, 388 = 0.00003, while in
the local link graph, this is 3.14/99 = 0.03. However, the proportion of
bidirectional links in the local set is much higher than 0.10+ 0.03 = 0.13.
The nature of Wikipedia links may also play a role: the Wikipedia
guidelines on linking (Wikipedia, 2009) state that a link to another
document should only be made when it is relevant to the context. Thus,
in a set of documents related to the same query, many documents will
be related to each other and therefore cross-linked. As we will see in the
next chapter (page 140), the proportion of bidirectional links is indeed
higher among linked pages that are semantically related to each other
than among pages that are not.
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Figure 17: Complementary cumulative distribution function of retrieved
documents over the local fractions (left) and the weighted
degrees (right).

Figure 16 shows the ccdf of the global (left) and local degrees (right).
We see that globally, the union degree distribution closely follows the
in-degree distribution at the high degrees. The explanation is that the
maximum out-degree is around 5,000 while the maximum in-degree is
around 75,000. At the high end the union degrees are almost completely
dominated by the contribution of the in-degree. We expect that in the
top of the ranking, the in- and union degrees are strongly correlated.
For the local degrees the pattern is very similar.

Figure 17 shows the ccdf of the local fractions (left), and weighted
degrees (right). Note that the fractions are plotted on a normal scale,
whereas the degrees are plotted on a logarithmic scale. The reason is
that fractions lie between zero and one. Plotting them on a logarithmic
scale between one and two (fraction plus one) results in straight lines,
suggesting the local fractions follow a power law distribution.

With the local fractions we see that the local fraction of incoming links
(in-fraction) distribution closely follows the intersection distribution
and the out-fraction distribution closely follows the union distribution.
With the weighted degrees it is vice versa.

5.2.2 Correlation of degrees

To what extent are local and global degrees related to each other?
And are the local fractions more independent from the global degrees?
We look at the Kendall’s τ rank correlation between global, local and
weighted degrees and local fractions. Many pages have the same degree,
so ranking on degrees leads to many tied ranks. When computing the
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Incoming Outgoing

Degree Global Local Fraction Weighted Global Local Fraction Weighted

Global – 0.46 0.01 0.29 – 0.32 -0.28 0.09

Local – 0.57 0.87 – 0.44 0.84

Fraction – 0.71 – 0.62

Weighted – –

Table 21: Correlation of global, local, fraction and weighted degrees over
the top 100 results

rank correlation we should take this into account. Therefore, we ignore
the pairs that are tied on both variables and compute Kendall’s τ as:

τ =
nc − nd√

(nc + nd + eX)(nc + nd + eY)

where eX is the number of pairs tied on y but not on x and eY is the
number of pairs tied on x but not on y. Pairs tied on both x and y play
no role in the computation of τ. We compute the rank correlation per
topic and report the macro average over all 221 topics.

In Table 21 we see the rank correlations over the top 100 retrieved res-
ults for the global, local and weighted in-degrees (left) and out-degrees
(right). The global and local in-degrees are moderately correlated (0.46).
The global link structure has a significant impact on the local link de-
grees. Local degrees thus reflect both topical relatedness and document
importance to some extent. As expected, the correlation with the global
degrees decreases as we put more emphasis on the local context. The
weighted in-degrees correlate somewhat less (0.29) with the global
in-degrees than the local in-degrees. The local in-fractions appear to be
uncorrelated with the global in-degrees (0.01). For the outgoing links,
the correlations with the global degrees are lower, except for that of
the local out-fractions, which are negatively correlated with the global
out-degrees (−0.28). Recall from the previous chapter that the global
out-degrees are strongly correlated with document length (see Table 12).
This could mean that the out-fractions are also negatively correlated
with document length and thus promote shorter documents that are
very focused on the topic.

The local degrees are moderately correlated with the local fractions,
with a stronger correlation for the in-degrees (0.57) than for the out-
degrees (0.44). Down-weighting by the full global degrees really affects
the ranking. The local degrees are strongly correlated with the weighted
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degrees, both for incoming (0.87) and outgoing links (0.84), so down-
weighting by the log global degrees apparently does not affect the
ranking much. Since the weighted degrees are somewhere in between
the local degrees and the local fractions, their correlations are strong
with both. The log tones down the global degree to such an extent that
the weighted degrees are closer to the local degrees (0.87 and 0.84) than
to the fractions (0.71 and 0.62).

In summary then, to what extent are global, local and weighted
degrees related to each other? As discussed above, global and local
degrees are moderately correlated with each other. The ranking based
on local link degrees is clearly influenced by the global link structure
and possibly signals both topical relevance and document importance.
The fraction of the global links that are present in the local graph is
unrelated to the global degree and is only moderately related to the
local degree. The tf·idf-like weighted degree is very similar to the local
degree but is less dependent upon the global degree, therefore less
related to document importance and more with topical specificity.

5.2.3 Directed and undirected link degrees

In the previous chapter we saw that local in- and out-degrees have a
similar impact on average precision. A simple explanation would be
that they are strongly correlated, as they are derived from the same link
graph. Incoming and outgoing link evidence are necessarily related in
some way: a link between two documents is incoming link evidence
for one document and not the other, and vice versa for outgoing link
evidence.

By combining two different types of evidence, they might lessen
each others impact. Given a link from document A to B, incoming link
evidence will promote document B, outgoing link evidence will pro-
mote document A, whereas the undirected degree makes no distinction
between the two. If documents with a high in-degree tend to have a low
out-degree and vice versa, in union they would cancel each other out.
If, on the other hand, the documents with high in-degree also tend have
a high out-degree, in union they would increase the gap between the
highly connected documents and those with only a few connections.

We will first look at the correlations of global degrees, then proceed
with the local degrees, and the weighted and log weighted degrees.

If we focus on the global degrees and the correlation between the
different link directions over the top 100 results (left side of Table 22), we
see that the in- and out-degree rankings are moderately correlated (0.43).
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Top 100 Top 10

Degree In Out Un. Int. Cont. In Out Un. Int. Cont.

In – 0.43 0.63 0.74 0.02 – 0.31 0.83 0.43 0.04

Out – 0.80 0.50 0.00 0.01 – 0.42 0.05 0.00

Un. – 0.58 0.01 0.58 0.25 – 0.34 0.07

Int. – 0.01 0.45 0.46 0.49 – -0.02

Content – 0.06 0.05 0.06 0.06 –

Table 22: Correlation of global degrees over the retrieved top 100 and
top 10 of the 221 topics.

Recall from Table 12 that their linear dependence (Pearson correlation)
is 0.19. In ranking they are more similar to each other. The in-degrees
are more strongly correlated with the union and intersection degrees
(0.63 and 0.74 respectively) than with the out-degrees, which is to be
expected, given that the in-degree is part of the union and intersection
degrees. The out-degrees are more strongly correlated with the union
(0.80) than the in-degrees (0.63). We also show the rank correlations of
the degrees with the content-based ranking (column 6). Obviously, the
correlations are close to zero because the global degrees are independent
of the content score.

The overall correlations give a broad idea of the relationship between
degrees. Given that most documents have a low in- and out-degree,
the correlation is dominated by these low degrees where the mass of
the distribution is peaking, while we are mostly interested in the other
end with the highest degrees. On the right of Table 22 we see the rank
correlations between the top 10 results of the different degrees. Over the
top 10, the correlation is not symmetrical: the top 10 documents by in-
degree can be different from the top 10 documents by out-degree. That
is, we take the top 10 results ranked by the column (say, in-degree) and
compare their ordering with how the same 10 documents are ranked
by the row (say, out-degree). Because of the asymmetry, we also look
at the top 10 results ranked by out-degree and compare their ordering
with how the in-degree orders them.

Among the top 10 documents according to in-degree, the correlation
is low to moderate with out-degree (0.31) and intersection (0.43), but
strong with union (0.83). In fact, the correlation between in-degree and
union is higher in the top ranked documents than overall (0.63), which
fits with what we saw in the degree distributions (Section 5.2.1). At the
low end of the distribution, the union is more similar to the out-degree
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Degrees Fractions

Degree In Out Un. Int. Cont. In Out Un. Int. Cont.

In – 0.27 0.78 0.40 0.12 – 0.06 0.12 0.28 -0.02

Out 0.10 – 0.46 0.20 0.12 0.10 – 0.52 0.09 0.00

Un. 0.61 0.28 – 0.36 0.12 0.24 0.51 – 0.11 0.06

Int. 0.45 0.46 0.43 – 0.12 0.34 0.11 0.10 – -0.06

Content 0.17 0.19 0.19 0.19 – 0.12 0.13 0.12 0.15 –

Table 23: Correlation of local degrees (left) and local fractions (right)
over the top 10.

while at the high end of the distribution, the union is more similar to
the in-degree. The out-degree top 10 ranking is not correlated (0.01)
with the in-degree ranking of the same documents. This shows where
in- and out-degree are complementary. The out-degree pushes different
documents to the top than the in-degree. The same holds for the out-
degree top 10 and the intersection-based ranking (0.05). Only the union
ranks the top 10 out-degree documents somewhat similarly (0.42). The
documents with high union and intersection degrees get most of their
evidence from the in-degrees. Even in the top of the ranking the degrees
do not correlate with the content-based ranking (column 11).

The local degrees and fractions and the weighted degrees over the
top 100 show roughly the same correlations between incoming and
outgoing degrees and their union and intersection. Because we are
mainly interested in how they compare in the top of the rankings, in
Table 23 we only show the correlations over the top 10 results. We
leave out the numbers of the weighted degrees, as their correlations are
similar to the local degree correlations. The weights have little impact
on the rankings.

We first discuss the correlations between the local degrees (left side
of Table 23). Over the top 10 results, in- and out-degree correlate only
weakly with each other (0.27 and 0.10). Local in- and out-degrees are
not more strongly correlated than global in- and out-degrees. Local link
evidence is thus not more symmetrical in terms of the degree structure
than global link evidence. Local in- and out-degrees promote different
documents. We looked at overlap between the top 10 documents of
the local in- and out-degree and found that, averaged over 221 topics,
the overlap is 4.7; thus each has 5.3 documents in the top 10 that are
not in the top 10 of the other. The correlation with the content-based
ranking is still low (column 6), but higher than for the global degrees.
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The local degrees are related to the topic and thereby, to some extent,
to the content of the documents.

From the local degrees to the local fractions (right side of Table 23),
the main differences are that out-degree and union are more strongly
related (0.52 and 0.51) as reflected by the degree distributions in Fig-
ures 16 and 17. The relation between incoming and outgoing link evid-
ence has almost disappeared (0.06 and 0.10). The correlation between
the fractions and the content-based rankings (column 11) are lower than
those of the local degrees. Local or topical specificity seems unrelated
to the content-based score.

For all the types of link evidence, the correlation with the content-
only ranking is relatively low. Link evidence is thus quite different from
textual evidence.

To what extent are the directed and undirected degrees related to
each other? We found that there is a moderate correlation between
document rankings based on in- and out-degree. However, this correl-
ation is smaller in the tops of both rankings. There is also substantial
difference between documents in the top 10, indicating that in-degree
and out-degree provide information about different documents, which
is reflected in the difference of their precision curves. Since both de-
grees give the same overall performance boost, their union might give a
further boost. Because the out-degree distribution has a smaller spread,
it has a smaller impact on the ranking. When combining it with the
in-degree, that is, using the union of the degrees, it curbs the impact of
the in-degree to some extent. As the union degree shows a very strong
correlation with both degrees, and thus ranks documents similarly, it is
also possible that it leads to only a small further performance boost.

The local degree structure is not more symmetric than the global
degree structure. This is partly due to the moderate correlation between
global and local degrees, but also partly to the fact that incoming and
outgoing link evidence point in opposite directions and apparently
promote different documents. The degree structure does not reveal
to us any difference in symmetry between query-independent and
query-dependent evidence. It also suggests that the relation between
incoming and outgoing links is independent of whether the entire
graph or a subgraph is used. Of course, this could be due to the fact
that we average over a large number of topics, as there might be large
differences between the correlations of individual topics.

We have found different levels of link evidence that range from
completely query-independent to highly query-dependent, and seen
that the similar impact of local incoming and outgoing link evidence
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is not caused by symmetry in the degree structure. We now turn to
investigate the ability of global and local incoming and outgoing link
evidence to distinguish between relevant and non-relevant documents.

5.3 link evidence and relevance ranking

In the previous chapters we looked at the impact of combining link
evidence with the document content evidence. Here, we look at how
documents are ranked by link evidence alone. This allows us to directly
compare query-independent and query-dependent link evidence for
ad hoc retrieval in their ability to rank relevant before non-relevant
documents. If we make link evidence more sensitive to the topical
context, we expect it to become more effective for ad hoc retrieval. How
does global link evidence compare to random ordering? How do local
link evidence and weighted link evidence compare to content-based
retrieval?

Because we only use the top 100 results for the local link degrees,
we evaluate all runs only up to the first 100 results per topic. Because
the full runs have many more results beyond the top 100, some of
which are relevant, the map over the top 100 results is lower than the
map over the full run. We compare the link-only ranking with the text-
based ranking and a random ordering of the results. For the random
ordering, we take the top 100 results of the text-based run and assign a
random score to each document and rank the documents accordingly.
Because two random orderings can have radically different performance
scores, we average the scores of the randomly ordered run over 100

iterations. With 221 topics, this means the overall scores are based on
the individual scores of 22,100 random orderings, giving very stable
and reliable results.

The results are shown in Table 24. The text retrieval baseline (Content)
leads to a much better ranking than the random ordering. We would
expect that the ranking based on link evidence is better than random.
If we look at the global evidence, we notice that in-degree performs
better than random mainly at the early ranks (0.5025 versus 0.3962 for
mrr, 0.2805 versus 0.2191 for P@10), while out-degree has worse mrr

than random ordering (0.3638), perhaps because out-degree correlates
with document length, and is made redundant by the length prior. The
ability of global link evidence to distinguish relevant from non-relevant
is not symmetric. The union of in- and out-degrees is less effective than
in-degree alone.
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Run map mrr P@10 P@30 map mrr P@10 P@30

Random 0.1254 0.3962 0.2191 0.2181 0.1254 0.3962 0.2191 0.2181

Content 0.2679 0.8119 0.4937 0.3621 0.2679 0.8119 0.4937 0.3621

Global Local

Indegree 0.1435 0.5024 0.2805 0.2490 0.2117 0.7259 0.4186 0.3243

Outdegree 0.1315 0.3638 0.2394 0.2377 0.2129 0.6374 0.4127 0.3321

Union 0.1382 0.4688 0.2611 0.2391 0.2206 0.7279 0.4235 0.3395

Intersection 0.1417 0.4811 0.2751 0.2446 0.2139 0.7132 0.4104 0.3205

Fraction Weighted

In-degree 0.1925 0.5067 0.3457 0.3128 0.2294 0.7593 0.4348 0.3407

Out-degree 0.1921 0.5365 0.3543 0.3192 0.2268 0.7334 0.4258 0.3351

Union 0.1927 0.5434 0.3439 0.3103 0.2270 0.6714 0.4213 0.3436

Intersection 0.1999 0.5599 0.3552 0.3119 0.2382 0.7438 0.4394 0.3514

Table 24: Retrieval performance using link evidence alone on the inex

2006–2007 Ad Hoc Track topics.

What is most striking is that all variants of local link evidence perform
much better than the global link evidence. Global link evidence barely
improves upon a random ordering while local link evidence is much
closer in performance to the text-based ranking.

The local in- and out-degree have similar map scores (0.2117 and
0.2129), indicating the symmetry of the evidence. The union is even
better (0.2206), showing that using the evidence in both directions is
beneficial, again supporting the idea of symmetry.

The local fractions have somewhat lower scores than the local degrees.
In other words, the amount of local evidence is more effective than
the fraction of local evidence. Again, in- and out-fractions have similar
map (0.1925 and 0.1921). Here the intersection is better than in- and
out-degrees, perhaps because the smaller spread of the intersection
degrees demotes high-degree pages less.

The weighted degrees are more effective than the local degrees, show-
ing that making the evidence more sensitive to the topic is beneficial
for ad hoc search. However, the fact that the weighted degrees are also
better than the fractions indicates that the influence of the global struc-
ture does have a positive impact. Incoming and outgoing link evidence
have similar map score, and their union is more effective than either by
itself.
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The fact that local link evidence is much more effective than global
link evidence and random ordering is strong support for our conjecture
that local link evidence is related to topical relevance. Putting more
emphasis on the local context by using a tf·idf weighting of local
and global degrees improves the ranking further. Although we cannot
directly observe the relation between local link evidence and topical
relevance, the fact that performance increases as we make link evidence
more sensitive to the topical context, and the similar performance of
local incoming and outgoing link evidence, strongly suggest the relation
with topical relevance. Global link evidence, although nowhere near as
effective, is related to relevance, albeit a query-independent aspect of
relevance.

This concludes our analysis of the ability of link evidence to distin-
guish between relevant and non-relevant documents. The next step is to
zoom in on the relevant documents and investigate how link evidence
affects the internal ordering of relevant documents.

5.4 link evidence and amount of relevant text

Query-dependent link evidence is more useful than query-independent
link evidence for identifying relevant documents. But not all documents
are equally relevant. Some documents might be mostly off-topic and
only mention the topic in a few sentences, while others might be fully
on-topic and cover the topic exhaustively.

This is where the inex Ad Hoc relevance judgements on the Wiki-
pedia collection allow a much deeper analysis than most other ir test
collections. inex studies the effectiveness of focused retrieval techniques,
giving precise information about the location and amount of relevant
text within documents. For the inex Ad Hoc Track, assessors are asked
to highlight all and only relevant text within each pooled document
(Lalmas and Piwowarski, 2006, 2007). The relevance judgements thus
contain not just binary judgements but the size (in number of characters)
and location of the relevant text within relevant documents.

This allows us to study the relation between link evidence and the
amount of relevant text. We make the assumption that documents that
have more relevant text discuss the topic more exhaustively and are
therefore more important to the topic. This assumption is not true
in all cases, as some documents might be verbose and cover only a
small aspect of the search topic in great detail, while others might be
more concise but completely satisfy a user’s information need in a few
sentences or paragraphs. However, in general we expect the amount of
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Figure 18: Example of relevant text highlighted by an assessor of the
inex Ad Hoc Track.

Degree In Out Union Inter

Global 0.12 0.17 0.14 0.14

Local 0.19 0.19 0.21 0.21

Fraction 0.11 0.03 0.05 0.14

Weighted 0.19 0.16 0.19 0.19

Table 25: Rank correlation coefficients between relevant text size and
global degrees, local degrees, local fractions and weighted
degrees.

relevant text to be a reasonable indicator of the utility of a document
for ad hoc search.

To illustrate the detailed relevance information available through the
inex assessments, Figure 18 shows an example relevant document with
some of its text highlighted. Assessors can highlight any of the text,
and select multiple passages of relevant text. The resulting relevance
judgements contain information about the character offset and length
of each relevant passage. For our purposes we only consider the total
amount of relevant text and the fraction of text relevant—the amount
of relevant text divided by the total amount of text—in each article. The
offset information is less useful for our current analysis because we
look at the document level rather than the sub-document level.

In Table 25 we see the rank correlation between the amount of relevant
text in articles and the link degrees. Note that these correlations are over
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Figure 19: The average amount of relevant text at ranks 1 to 10 for
the retrieved relevant documents ranked by content or link
degree.

the relevant articles only. We are interested in the internal ranking of the
retrieved relevant documents, therefore filter all the irrelevant documents
out of the top 100 results. Of the global degrees, the out-degree has
the highest correlation (0.17) with the amount of relevant text. This is
probably due to the strong correlation between global out-degree and
document length. Longer documents can have larger absolute amounts
of relevant text. The local degrees correlate more with the amount of
relevant text (between 0.19 and 0.21) than the global degrees, although
all coefficients are still low. The fractions—especially the out-fractions
(0.03) and union fractions (0.05)—are almost unrelated to the amount
of relevant text in articles. The coefficients of the weighted degrees are
very similar to those of the local degrees.

Again, the overall correlation does not tell us anything about the
most interesting part of the data. What we want to know is whether the
documents with the highest degrees are also the documents with the
most relevant text. The average amount of relevant text over the first
10 retrieved relevant documents when ranked by degree is shown in
Figure 19 (left). At each rank we computed the amount as the average
over the n-th relevant documents over all topics that have at least
n relevant documents in the top 100. We left out the curves for the
weighted degree to keep the figure readable. They fall between the local
degrees and local fraction curves, but closely follow the local degree
curves.

The Text baseline has an average of almost 5,000 relevant characters
in the highest ranked relevant document. This amount quickly drops
to around 4,000 characters in the second and third relevant documents,
and then slowly drops to around 3,500 at the tenth relevant document.
The content-based evidence seems related with the amount of relevance.
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The amount of relevant text in documents gradually drops as the
amount of textual evidence decreases.

The global in-degree shows no relation with the amount of relevant
text. The relevant document with the highest in-degree has around 3,200

highlighted characters, while the tenth relevant document has around
3,400 highlighted characters. In contrast, the out-degree decreases with
the amount of relevant text in documents. The global out-degree is
strongly correlated to the length of documents. We already saw that
document length is related to the probability of relevance, but document
length also controls how much (relevant) text a document can possibly
have. Global out-degree promotes longer documents, and within the
set of relevant documents, the longer documents apparently have more
relevant text. The highest ranked relevant document according to tex-
tual evidence has more relevant text than the highest ranked relevant
document according to global out-degree. However, at ranks two to
ten, the global out-degree finds more relevant text than the text-based
baseline. Global in- and out-degrees are dissimilar in their relationship
with the amount of relevant text.

For the local degrees, the amount of relevant text clearly decreases
with increasing rank. The highest ranked relevant document according
to local in-degree has 5,237 highlighted characters on average, while
the document with highest out-degree has around 6,177 highlighted
characters. At the tenth relevant document, in- and out-degree have
3,757 and 3,926 highlighted characters. The local in- and out-degrees
are thus more related to the amount of relevant text in documents than
the global degrees, and are more similar to each other in terms of the
internal relevance ranking as well. This supports our conjecture that for
the relation with topical relevance, the direction the local links plays no
role; local link evidence is symmetric.

The local in-fractions show no relation with the amount of relevant
text in documents. From rank 1 to 10, the average amount of high-
lighted text stays close to 2,700 characters. The local out-fractions have
an inverse relation with the amount of relevant text in documents. The
average amount of relevant text increases from 1,045 to 2,476 high-
lighted characters from rank 1 to 10. A possible explanation is that the
fraction of outgoing links favours shorter documents with few outgoing
links of which most are in the local graph over longer documents that
have many outgoing links of which many are missing. These shorter
documents have less relevant text in absolute terms, but might have a
larger fraction of the text highlighted.
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Therefore, we also look at the fraction of text highlighted over ranks.
Within the same set of retrieved relevant documents, we look at the av-
erage percentage of text that is highlighted in the right side of Figure 19.
For the Text ranking, the fraction of text highlighted fluctuates between
45% and 50%. Combined with the fact that the highest ranked relevant
documents have more relevant text, this suggests that the content-based
ranking is related with topical relevance.

Both the global in- and out-degrees show an inverse relation with the
fraction of highlighted text in relevant documents. For the in-degree,
the fraction goes up from 19% of the highest ranked relevant document
to 36% of the tenth ranked relevant document. For the out-degree
the percentages go up from 18% to 32%. The global out-degrees are
positively related with the amount of relevant text, but negatively
related with the fraction of relevant text. This shows that the global
out-degree really promotes longer documents that have a larger scope
than the search topic alone, and only as a consequence of this promote
more relevant text. Again, global link evidence is not symmetric in its
relation with the amount and fraction of relevant text in documents.

The local degrees are also negatively correlated to the fraction of
highlighted text, but the percentages are substantially higher, going up
from 34% at rank 1 to 43% at rank 10 for the in-degree and from 34% to
41% for the out-degree. These percentages are lower than for the text-
based ranking. Textual evidence keeps more focus on the topic, but local
link degrees find more relevant text early on. The difference between
the local in- and out-degrees are small, supporting the conjecture that
link evidence for topical relevance is symmetric in identifying and
promoting relevant text.

The local fractions have the strongest relation with the fraction of
highlighted text. At all ranks from 1 to 10, both the in- and out-fractions
rank documents with a larger percentage of relevant text in the top
10 than the Text baseline does. Local specificity is a good indicator
of topical specificity. The first ten relevant documents according to
local out-fraction have more than 51% of their text highlighted. Thus,
although the weighted degrees are less effective for finding documents
with large amounts of relevant text, they keep strong focus on the
search topic and instead first rank relevant documents that are mostly
on-topic.

This shows the relation between the amount of local link evidence
and the amount of relevant text, and between the fraction of link
evidence present in the local graph and the fraction of relevant text.
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Figure 20: The average amount (left) and fraction (right) of relevant text
at ranks 1 to 10 for the retrieved relevant documents ranked
by the combination of content and link degree.
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Figure 21: The average amount (left) and fraction (right) of text that is
relevant at ranks 1 to 10 for the retrieved relevant documents
ranked by the combination of content and union of in- and
out-degree.

Local degrees reflect the exhaustivity dimension while local fractions
reflect the specificity dimension.

In Figure 20 we see the amount (left) and fraction (right) of relevant
text among the relevant documents using link evidence in combination
with the text-based retrieval score. We see that the difference between
incoming and outgoing link evidence is small, but that the level—global,
local or weighted—determines the shape of the curve. Global and local
degrees increase the amount of relevant text in the first 10 relevant
documents, which is barely affected by the local fractions. The fraction
of relevant text is slightly increased by the local fractions, somewhat
decreased by the local degrees and strongly decreased by the global
degrees. The local fractions seem to have little impact on the internal
ranking of relevant documents, but the local degrees seem to improve
the internal ranking.
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In Figure 21 we see the amount (left) and fraction (right) of relevant
text over the first 10 relevant documents for the baseline combined
with the union of in- and out-degrees. The global degrees increase
the amount of text in the first 10 relevant documents but at the price
of a large drop in the fraction of relevant text. The highest ranked
relevant documents are much longer and thus also have relatively more
irrelevant text than the first 10 relevant articles of the baseline. The
local degrees also increase the amount of relevant text but keep a much
better focus on the topic because they introduce a smaller fraction of
irrelevant text. The local fractions have little impact on the amount of
relevant text at each rank but slightly increase the fraction of relevant
text. They help increase the topical focus among the first 10 relevant
documents by promoting documents that are more on-topic. Finally,
the weighted degrees combine the increase in amount of relevant text
from the local degrees with the better focus of the local fractions. The
first 10 relevant documents have almost the same fraction of relevant
text as those of the baseline, but a larger amount of relevant text.

Link evidence for document importance promotes more text and as
a consequence also more relevant text, while link evidence for topical
relevance focuses on relevant text.

To summarise, global link evidence is not symmetric in its relation-
ship with the amount of relevant text and is unable to promote relevant
text without losing focus. This makes sense if global link evidence is
related to document importance but not to topical relevance. Important
documents have a higher a priori probability of being relevant, but link
evidence signalling importance cannot tell us how topically focused a
document is. Local degrees have the strongest relation with the amount
of relevant text. The local degree is a combination of topical specificity
and global connectedness. As a consequence, it keeps more focus on
the search topic than global link evidence and is better than the local
fraction at ranking documents with respect to the amount of relevant
text within them. Although the content-only score is a better indic-
ator of the relevance of a document—it has higher precision scores in
Table 24—the local link evidence seems a better indicator of the amount
of relevant text in documents.

These findings offer further support of our conjectures. Global link
evidence is unable to keep focus on the search topic but can only
promote longer documents that have higher probabilities of being
relevant. Therefore, global link evidence seems to signal document
importance but not topical relevance, and is asymmetric in its relation
to relevance. Local link evidence can keep focus on the search topic
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and at the same time promote documents with more relevant text. If
local link evidence signals topical relevance, it makes sense that the
amount of evidence is related to the amount of relevant text, and that
the fraction of links that is present locally is related to the fraction of
text that is relevant. Local link evidence is also more symmetric in its
relation to the exhaustivity and specificity dimensions of relevance,
which further suggests its relation with topical relevance.

5.5 discussion and conclusions

In this chapter we investigated when and to what extent link evidence
is related to document importance and topical relevance in Wikipedia.
Our conjectures were:

1. Global link evidence is query-independent and therefore not related
to topical relevance, but to document importance.

2. Local link evidence is query-dependent and is related to topical
relevance.

First, we wanted to know how we can make link evidence less
dependent on the global link structure. The local degree is in part
determined by the global degree so the local in-degree might to some
extent reflect the importance of pages. We can reduce the impact of the
global degree by taking both local and global degrees into account. We
introduced a type of evidence that is less related to the global degree
and more related to the specific neighbourhood of the top retrieved
results. If we take the fraction of the global links present in the local set,
we focus on the local or topical specificity of a page, which expresses
how strongly a page belongs to the local part of the global link structure.
If we divide the local degree by the log of the global degree, we reduce
the impact of the global link structure less heavily, and let the degree
score reflect how much link evidence there is for a particular page.

The next part of our analysis addressed how different levels and
directions of link evidence are related to each other. Our first question
was how global, local and weighted degrees are related. The local
degrees are moderately correlated to the global degrees, indicating that,
if global link evidence signals document importance, then local link
evidence might signal it as well, to some extent. The local fractions are
unrelated to the global degrees and promote very different documents,
suggesting they are unrelated to document importance. The weighted
degrees are almost unrelated to the global degrees yet very similar to
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the local degrees, but are slightly more sensitive to the local context.
These four levels of link evidence reflect a gradual change from purely
global to almost purely local.

Our next questions concerned the symmetry of the degree structure
of the global and local links. Because they are derived from the same
link graph, incoming and outgoing link degrees and their union and
intersection are naturally related to each other. We saw that over the top
100 results, the document rankings based on incoming and outgoing
link evidence are moderately correlated, but that this correlation is
much smaller in the top of their rankings. Incoming and outgoing
link evidence promote different documents. These correlations change
little between global and local degrees. Local link evidence is not more
symmetric in its degree structure than global link evidence.

In the third part of our analysis we looked at the ability of link
evidence to distinguish relevant from non-relevant documents. The
difference in performance between global and local link evidence is
big. In isolation, global incoming link evidence provides a better-than-
random ranking of documents based on binary relevance while global
outgoing link evidence is almost ineffective. The direction of the links
matters. Global link evidence seems to signal document importance
but it is not symmetric. Local, query-dependent link evidence is better
able to distinguish between relevant and non-relevant documents and
shows similar impact of incoming and outgoing link evidence. Link
evidence seems to signal topical relevance, as it is symmetric in its
ability to identify relevant documents and is more useful than query-
independent link evidence. However, if we reduce the impact of global
degrees entirely, retrieval performance drops, showing that the global
link structure does contribute useful information to the local evidence.

Finally, we looked at how link evidence is related to the amount
and fraction of relevant text in documents. Global link evidence is
asymmetric in its relation with the amount of relevant text. Out-degrees
promote more relevant text but also more irrelevant text through their
correlation with document length. Global in-degrees seem unrelated to
the amount of relevant text in documents. Local link evidence is more
symmetric in its relation to the amount of relevant text in pages and
keeps more focus on the search topic than global link evidence. The
fraction of links present in the local graph best reflects how specifically
a page is about a topic, as it promotes documents that are mostly on-
topic. However, there seems to be no relation between local fraction
and the amount of relevant text in articles. The weighted degrees keep
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better focus on the topic than the local degrees but are slightly less
effective for promoting larger amounts of relevant text.

In Wikipedia, global outgoing link evidence is useful to rank docu-
ments with a lot of relevant text before documents with less relevant
text, but as it is blind to the search topic, it also introduces more ir-
relevant text early in the ranking. Local link evidence is needed to
find documents that are focused on the search topic. The amount of
local evidence is related to the amount of relevant text, while the frac-
tion is related to the topical focus of a document. There is no obvious
difference between local incoming and outgoing link evidence—in
terms of amount and fraction of relevance—suggesting their relation
with relevance is the same and thus that it is independent of the link
direction.

Our findings support our conjecture that global link evidence can
be used as an indicator of document importance but not of topical
relevance. The link direction determines which aspect of a document is
indicated. Incoming links indicate popularity or authority. Outgoing
links indicate length or ‘hubness’. Local link evidence can be used as an
indicator of topical relevance—regardless of the direction of the links—
where the amount of evidence is related to the amount of relevance
and the specificity of the evidence is related to the specificity of the
relevant documents. The amount of local link evidence is to some extent
dependent on the amount of global link evidence, but we have seen that
query-dependent link evidence is more useful for ad hoc search than
query-independent link evidence. The fact that the amount of local link
evidence is more effective for ad hoc search than the specificity of the
evidence shows that global link evidence still carries useful information.

The positive impact of combining content and query-dependent link
evidence has three factors. First, the ranking of relevant documents
with respect to the non-relevant documents is improved. Second, the
internal ordering of the relevant documents is improved in terms of the
amount of relevant text. Third, the curbing of infiltration ensures the
relevant documents keep a strong focus on the search topic.

The transition from query-independent to query-dependent link
evidence means we zoom in on the local link structure of the top
retrieved results, thereby discarding most of the links in the global
structure, which shows that not all links are equally useful. Only links
between documents related to the search topic seem effective. In the
next chapter we investigate how the semantic nature of links affect their
value as evidence for retrieval.
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Local link evidence is more related to topical relevance, whereas global
link evidence is only related to either document importance or docu-
ment length. Local link evidence is more effective for improving ad hoc
search than global link evidence, indicating that local links are more
useful than global links. Note that the query-dependent set of links is
a proper subset of the global link structure. Evidently, some, but not
all, links are useful as indicators of topical relevance. This confronts us
with the question:

• Which links are useful as evidence for topical relevance?

Local links might differ from global links in quantity and quality.
Because local link evidence is query-dependent and therefore derived
from a set of documents that are plausibly semantically related to each
other, local links might be more useful for topical relevance because
they better signal the semantic relatedness of documents. Our hypothesis
is that links between semantically related documents are more effective.

Wikipedia has a complex category structure, providing us with a
hierarchical semantic classification of the articles. Thus, we can see
whether a link connects two documents in the same category – in
which case there is a clear semantic aspect to the link – or between
two documents belonging to very different categories. For instance, the
article on Robert Hooke and the article on Christopher Wren link to each
other, and both these articles are assigned to the category Fellows of

the Royal Society.1 The article on Robert Hooke also has a link to the
article on 1679, the year in which he started a long correspondence
with Isaac Newton. Years mentioned in a Wikipedia article are linked
to specific pages on those years, listing important events of those years,
whether they are related to the topic of the article mentioning the
year or not. The article on the year 1679 lists major events that took
place in 1679. The two articles Robert Hooke and 1679 do not share a
category. From the category structure we can derive that Robert Hooke
is semantically related to Christopher Wren but not to 1679.

1 Robert Hooke and Christopher Wren were colleagues at the Royal Society and worked
together rebuilding London after the great fire in 1666.

131
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The category structure allows us to measure the semantic similarity
of articles. Perhaps the effectiveness of link evidence for Wikipedia ad
hoc retrieval comes from only those links that connect articles belonging
to the same or similar categories. On the other hand, for link evidence
to be effective, there must be enough links to be able to distinguish
between articles. There is a trade-off between quality and quantity. How
are the quantity and quality of links related to their effectiveness as
evidence for document importance and topical relevance? Intuitively,
we would associate quantity with document importance and quality
with topical relevance. With very few links, link evidence would suggest
all documents to be equally important. We would expect links between
totally unrelated documents to be ineffective in improving document
ranking in ad hoc retrieval.

Filtering on semantic similarity using the category structure makes
the link structure more semantic but also more sparse. Using only the
links between documents retrieved for a given query, is another way of
filtering. This results in a set of links between documents related to the
same topic and thus between documents that are to some extent similar
to each other. This way of using feedback gives a similarly semantic but
sparse graph. If there is a strong relation between the two methods, the
query-independent approach of using the category structure to filter
links allows us to reduce the size of the graph and compute the amount
of link evidence at indexing time.

This leads to the following specific research questions:

• How can we measure the semantic relatedness between linked docu-
ments using the Wikipedia category structure?

• How is the link structure related to the categorical organisation in
Wikipedia?

• Are links between semantically related documents more effective?

Fisher and Everson (2003) addressed a question similar to ours and
found that links are useful for classification when the link density is
sufficiently high and the links are of sufficiently high quality. However,
sufficient density and sufficient quality are rather vague notions. Does
it mean that the effectiveness of link evidence grows continuously with
increasing density and quality? The datasets they used are small and
have high link density. They argue that the trec Web tracks found no
benefit in using link information for ad hoc search because the link
density in the wt2g and wt10g is too low. But the trec Web collections
are much bigger than the datasets used by Fisher and Everson (2003).
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Because link density is quadratically related to collection size, large
document collections tend to have low link density—Web pages are
connected to a very small fraction of the entire Web. However, we
found that link evidence is effective in the inex Wikipedia collection
where the link density is comparable to that of the wt2g collection. The
more important measure is link degree. Documents need a minimum
number of links for link evidence to have any impact. There is evidence
that average link degree increases as collections grow (Leskovec et al.,
2005).2

Several studies describe approaches to generate links using document
similarity and lexical chaining. Blustein (1999) used lsi (Furnas et al.,
1988) and a vector space model to match sentences and paragraphs
within scientific articles and creates hyperlinks between the best match-
ing document parts to study the value of semantic links for reading
hypertexts. He used a minimum of 1.5 links per paragraph, regardless
of there being any other part of the document that is semantically re-
lated, and found that semantic links are not more useful than structural
links derived from the table of contents and the document layout. Green
(1998) used WordNet to create lexical chains of related words within a
document and created chain vectors per paragraph. Links were gener-
ated between paragraphs within a news article based on a similarity
co-efficient of the lexical chain vectors. The same was done to generate
links between news articles. A user study showed that links generated
using lexical chains were considered as useful as links generated using
simple term-based document similarity.

Kurland and Lee (2005, 2006) showed that generating links based on
document similarity can help improve ad hoc retrieval effectiveness.
Using language models to induce hyperlinks, they investigated multiple
selection thresholds and weighted links, and found that weighted
links lead to the best performance. Instead of generating links, we
examine the semantic quality of existing links, and instead of measuring
document similarity with language models, we use the explicit human
judgements of the Wikipedia category structure. Davison (2000) showed
that links on the Web tend to connect pages with topically related
content. However, these studies do not prove our assumption that links
are effective because they connect semantically related pages.

The rest of this chapter is organised as follows. We first describe the
category structure and look at the semantic relatedness of documents in

2 Leskovec et al. (2005) use density to mean average degree and argue that link graphs
become denser as they grow over time. However, density is usually defined as the
proportion of possible links that are actually present. Their data show that the average
degree increases while link density decreases.
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Section 6.1. In Section 6.2 we address the issue of measuring semantic
relatedness using the Wikipedia category structure We then analyse how
linked documents in the global and local link graph are distributed over
the semantic relatedness measure in Section 6.3. Then, in Section 6.4 we
describe experiments with filtering links using the category structure
and finish with conclusions in Section 6.5.

6.1 wikipedia category structure

The Wikipedia category structure is more or less hierarchical—categories
are linked to each other via hypernym/hyponym relations but can have
multiple parent categories—and allows us to determine how semantic-
ally related two documents are, even when they are not assigned to the
same category, based on explicit human judgements of semantic related-
ness. In fact, the only explicit human judgements are the assignment
of a document to a category and the subsumption relation between
two categories. That is, the article Dog is explicitly assigned to the
category dogs and the category dogs is explicitly assigned as a subset
of the category canines. We can say that the article Dog is semantically
related to the category canines. This relation is not explicitly defined,
but derived from the category structure.

Note that, because of the open nature of Wikipedia, anyone can edit
the relations between categories, introduce new categories, remove
existing categories and assign Wikipedia articles to categories. There is
no standard way to create such taxonomies of categories: one person
could introduce several intermediate levels between two categories
where another would introduce none or only a few. Some of the rela-
tions are even cyclic in the sense that two categories can subsume each
other. However, we assume that distances at the extreme ends of the
distribution—the shortest and longest distances—can respectively be
interpreted as semantically related and unrelated.

Some statistics on the category structure are given in Table 26. The
category structure of the inex 2006 Wikipedia collection contains 86,024

distinct categories. The top category in the hierarchy is called cat-
egories, and almost all categories are connected to this top category
via sub-category relations. There are 75,601 categories that contain
articles and 10,423 categories that contain no articles but have only
sub-categories. For instance, the category novels by author has no
articles assigned to it, but has many sub-categories such as charles

dickens novels and science fiction novels by author. The mean
number of articles per category is 16.82, but the median is much lower
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Description min max mean median stdev

Category

# articles 0 4,534 16.82 4 56.87

# children 0 1,581 1.69 0 8.55

# parents 0 55 1.69 2 1.17

distance 1 23 7.29 7 1.58

Article

# categories 1 41 2.20 2 1.64

Table 26: Link degree and category size statistics of the Wikipedia col-
lections.

(4), showing that the distribution is somewhat skewed. There are a
few very large categories and many small ones. The mean number of
parent and child categories is 1.69, but the median numbers of parent
and child categories are 2 and 0 respectively. Thus, most categories
are leaves in the category structure, connected to at least 2 broader
categories. Some categories have many parents (the maximum is 55),
while others have very many—up to 1,581—narrower categories. All
articles in the collection are assigned to at least one category, with a
mean (median) of 2.2 (2).

6.2 measuring semantic distance

How can we measure the semantic similarity of two documents in
Wikipedia? There is a lot of literature on measuring semantic distances.
A good overview can be found in Budanitsky and Hirst (2006). They
discuss the difference between the terms semantic relatedness, semantic
similarity and semantic distance. Two terms can be semantically related
but not semantically similar. The words coffee and mug are semantically
related (functional relationship) but not semantically similar. Antonyms
(e.g. long and short) are also semantically related but dissimilar. Se-
mantic distance can be measured using either semantic relatedness or
semantic similarity. In the former case, the semantic distance between
coffee and mug is small, in the latter case, it is not.

Milne and Witten (2008) derive the semantic relatedness of two
Wikipedia articles from the link structure, compare their technique
against manually defined relatedness measures and find it to be very
competitive. For our analysis this method is inappropriate. We want a
way to determine the semantic similarity of linked pages that does not
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use the links themselves. Instead, we use the explicit relations between
categories to measure the semantic nature of a link.

Given that Wikipedia is a collection of interrelated topics, we can
view the category structure as a taxonomy of concepts and use methods
from computational linguistics to measure semantic relatedness. Strube
and Ponzetto (2006) used the Wikipedia category and link structures to
measure word relatedness.

Perhaps the easiest way is to make a distinction between a pair of
documents belonging to the same category and a pair of documents
belonging to different categories, and say that the former pair is se-
mantically similar whereas the latter pair is not. To give insight into how
links in Wikipedia are related to the category structure, we adopt a
path-based measure that simply counts the number of edges along the
shortest path between two concept nodes (Rada et al., 1989, Resnik,
1995). The rationale behind this is that “the shorter the path from one
node to another, the more similar they are” (Resnik, 1995) and “the
relatedness of two words is equal to that of the most related pair of
concepts they denote” (Budanitsky and Hirst, 2006).

The open nature of Wikipedia allows people to freely create new
categories and hierarchical relations between categories, change exist-
ing relations and introduce intermediate levels in the hierarchy. This
can cause the category structure to be imbalanced, which makes the
path length hard to interpret in absolute terms. However, path-based
measures using the category hierarchy have proven to perform well.
Strube and Ponzetto (2006) compared the performance of path-based
measures with more complex information-content-based measures us-
ing both Wikipedia and WordNet (WordNet, 2010) on a number of
word relatedness datasets and found that path-based measures are
more effective and that on large datasets, Wikipedia is more effective
than WordNet. The effectiveness of simple path-based measures for
semantic relatedness is supported by Zesch and Gurevych (2007), who
performed a similar analysis using the German version of Wikipedia
and found that path-based measures perform very well, suggesting the
path lengths reflect semantic relatedness well.

An alternative is to ignore the hierarchical structure of the categories
and use the co-occurrence of categories, that is, treat two categories as
related to each other when an article is assigned to both. Holloway et al.
(2007) used this approach to create a category map to visualise the space
of topics in Wikipedia. They computed the cosine similarity between
two categories based on their co-occurrence in articles. These similarities
were then used as weighted edges, resulting in a category network.
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However, we found that the category co-occurrence structure is very
densely linked, such that the shortest path between two articles is very
short even when the articles are entirely unrelated. The hierarchical
structure is more fine-grained.

Another alternative is to use the textual content of the categories
to measure distance. Kaptein and Kamps (2009) use KL-divergence to
compute distance scores between categories based on the text of the
documents assigned to each category. They model semantic relatedness
by document similarity, which is computed using overlap in sets of
tokens.

There are more elaborate algorithms to measure semantic similarity,
several of which are reviewed in Budanitsky and Hirst (2006). We opt
for the path-based measure over the category hierarchy because it is
simple, uses the explicit semantic relation between categories based
on human judgement, and has proven to be reasonably effective in
semantic relatedness evaluations. Furthermore, in the next sections we
will see that this approach is sufficient for our purpose of studying the
impact of semantic relatedness on the effectiveness of link evidence for
retrieval.

The simple approach of distinguishing between pairs of documents
that share a category and pairs that do not, divides the link structure
into two sets of links. This division follows the explicit human assign-
ments. The more complex computation of categorical distance allows a
more fine-grained division of links but derives this finer resolution of
implicit relatedness from the category structure.

The category distance between two documents da and db is the
minimum of the category distances between the categories of da and db:

distcat(da, db) = min
ci3da ,cj3db

distcat(ci, cj)

where ci 3 da are the categories to which da is assigned. The distance
distcat(ci, cj) between the two categories ci and cj is defined as:

distcat(ci, cj) = distcat(ci, lso(ci, cj)) + distcat(cj, lso(ci, cj)) (6.1)

where ci and cj are two categories, lso(ci, cj) is the lowest super-ordinate
(the lowest super category) of ci and cj and distcat(ci, lso(ci, cj)) is the
number of steps up the hierarchy from category ci to lso(ci, cj).

When we consider only categories connected to the top category
categories, the average shortest distance between two categories is
7.29 (median 7) and the maximum is 23.

What is the average category distance between two pages? We ran-
domly sampled one million pairs of documents and computed the
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Figure 22: Distribution (top) and cumulative distribution (bottom) of
category distances between documents.
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shortest category distance between them. The distribution of category
distances is shown in the top of Figure 22. The distribution of the global
pairs is roughly normally distributed, with a peak at distance 7, with
21% of the documents pairs. The bulk of the document pairs are at a
category distance of 4–10, and very few document pairs are semantic-
ally close to each other. The right-most data points represent document
pairs belonging to unconnected parts of the category structure. Among
the pairs that are connected via the category structure the average
distance is 6.61, which is slightly below the average distance between
two categories, which is 7.29. The cumulative distribution is shown at
the bottom of Figure 22.

We also computed the category distance between all document pairs
in the local top 100 documents for the 221 topics. This resulted in
221 · 1

2 · 100 · 99 = 1, 093, 950 document pairs. The distribution has
roughly the same shape but is shifted towards the smaller distances.
In the top 100 retrieved documents, 6% of the document pairs share at
least 1 category (distance 0), the most frequent distance is 3 and almost
all pairs have a distance less than 6. Among the pairs that are connected
via the category structure, the average distance is 2.56. The documents
in the top 100 results are more semantically related to each other than
in the overall collection.

Now that we have chosen a method to measure semantic relatedness,
we turn to the next question. How is the link structure related to
semantic relatedness?

6.3 links and categories

One of the main assumptions underlying algorithms like bibliographic
coupling (Kessler, 1963b), spreading activation (Anderson and Pirolli,
1984) and relevance propagation (Shakery and Zhai, 2006) is that links
are a signal that two documents are topically related to each other. But
not all links connect documents that are topically related to each other
(Qi et al., 2007). The performance of the algorithms just mentioned
depends on the “semantic” quality of the links. The Wikipedia category
structure provides a manually created semantic organisation of the
Wikipedia articles. In this section we want to find out:

• How is the link structure related to the categorical organisation in
Wikipedia?

Semantic relatedness is a symmetric relation and therefore independ-
ent of the direction of a link. If page A is semantically similar to page
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B, then page B is also semantically similar to page A. We look at the
shortest category distance between linked articles. The distribution of
links over shortest category distance is given in Figure 22 and is shown
both globally and locally over the top 100 retrieved results. In the global
link structure, around 12% of the links connect two articles sharing at
least one category—from here on referred to as within-category links, as
opposed to cross-category links, which connect documents that share not
a single category. The most frequent distance is 3 steps, above which the
frequency gradually drops to almost 0 at 12 steps. There is a small peak
again at the end, for the links between articles assigned to unconnected
parts of the category structure (their distance is infinite).

Linked documents tend to be more semantically related to each other
than randomly paired documents and share a category much more
often. The median category distance of the linked documents is 4 while
the median of the randomly paired documents is 7. Among the linked
documents that are connected via the category structure, the average
distance is 4.04, compared to 6.60 for the randomly sampled pairs. There
is a clear relation between global links and semantic relatedness. However,
compared to the documents in the top 100, the linked documents share
a category more often but are also more frequently separated by greater
semantic distances. Within the top retrieved results, the global link
evidence has a weaker semantic signal than the text evidence.

If links are a signal of semantic relatedness, and semantic relatedness
is symmetric, we would expect to find more bidirectional links between
semantically related pages. If there is a higher probability that A links
to B if A and B are more semantically related, then the probability that B
links to A is also higher. In the entire inex Wikipedia link graph, almost
10% of the links are bidirectional. Of the cross-category links, 7% are
bidirectional, while among the within-category links, this is 33%. This
difference is noteworthy for two reasons. First, it is further evidence
that links in Wikipedia signal semantic relatedness. Second, as we saw
above in Figure 22, the pages in the local set of top 100 results are
more semantically related to each other than all the pages in the entire
collection. We would thus expect more bidirectional links in the local
link graph than in the global link graph, which, as mentioned in the
previous chapter (see page 111), is indeed the case.

The category distance distribution over the local links is based on
63,435 links between the documents in the top 100 results of the 221

topics (5.8% of all possible pairs in the local sets). The local links show
a very different distribution. Here, the 0 distance links are the most
frequent and make up more than 25% of the link set, and the frequency
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drops monotonously over category distance, with almost no pairs
beyond 8 steps. There is a small set of links between articles assigned
to unconnected categories. This means there is a clear relation between
local link evidence and semantic similarity. In the query-dependent link
set we more frequently find links between articles that are semantically
similar. This is not surprising, because each article appears in the local
set because it shows similarity with the search query and therefore
also with the other documents in the local set. However, the average
distance of the linked document pairs is 2.22 while over the entire local
set the average is 2.56. In the top 100 results of a given query, the local
links provide a stronger signal that two documents are semantically
related than the text evidence.

How is the link structure related to the category structure? Compared
to a random sample of document pairs, linked documents tend to be
more semantically related and more often share a category. There is
a clear relation between global links and semantic relatedness. How-
ever, this semantic signal is weaker than the text evidence in the top
retrieved documents. In the local set, pages that are linked tend to be
more semantically related than pages that are not linked. This further
suggests that local link evidence signals topical relevance while global
link evidence signals document importance but not topical relevance.
Is the semantic nature of links also related to their effectiveness for
information retrieval? This question is addressed in the next section.

6.4 semantic relatedness and effectiveness of links

By zooming in on the top ranked retrieval results, we filter the link
graph on the search topic and as a consequence end up with links
between semantically related pages. The global link graph contains the
same links but also many more links between semantically unrelated
pages. Local links are more effective for ad hoc search than global links
and they are also a stronger signal that linked pages are semantically
related.

• How is the impact of link evidence related to the semantic nature of
links?

We can use the category structure to filter links and thereby control
the semantic nature of link evidence. What happens to the impact of
link evidence if we remove the within-category links? Does local link
evidence become less effective? What happens when we remove only
the longest distance links?
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To show how the semantic nature of links affects their impact on
effectiveness, we use two filtering methods: one where we remove the
shortest semantic distance links (the SD filter), effectively degrading
the semantic nature of the link graph, and one where we remove the
longest semantic distance links (LD filter), effectively improving the
semantic nature of the link graph. We filter links based on the path
length distance measure described above. In the first filtering step the
SD filter removes the links at distance 0, in the second step the links
at distance 1, etc. The LD filter first removes the links between pages
unconnected to each other via the category structure. In the second
step the LD filter removes links at the largest distance (18 steps, see
Figure 22), etc.

Note that by filtering we not only affect the semantic nature of the
link graph, but also the link quantity. For comparison, we also look
at the impact of randomly filtering links. We do this by assigning a
random value between 0 and 1 to each page in the collection and
sampling n% of the pages by selecting all pages with a value below n

100 .
The degree distribution of an n% sample is determined by the random
assignment of the values, so repeating the experiment can result in
different distributions. Therefore, the values reported are the averages
over 20 iterations.

If we randomly remove links from the graph, we would expect that
the degrees change uniformly. That is, all pages are affected in the
same way. However, there is a difference between pages with high link
degrees and pages with low link degrees. If we remove 90% of the links,
a page with a thousand links in the full graph will have roughly one
hundred links left in the filtered graph. A page with a single link in the
full graph has a 90% chance of having no link in the filtered graph and
a 10% chance of having one link in the filtered graph. For such a page,
random filtering means all or nothing in terms of link degrees.

Do random filtering and semantic filtering lead to different degree
distributions? We see statistics of the distribution in Table 27. Random
filtering indeed leads to a similar distribution as the full graph, with
all statistics being roughly 10% of those of the full graph. For instance,
the maximum in-degree drops from 74,760 to 7,480 and the mean
drops from 20.63 to 2.06. Semantic filtering has a very different impact.
The shortest distance links (all links betweens documents that share a
category, corresponding to just over 10% of the total number of links)
are much more evenly distributed. The maximum in-degree is lower
(1490) and similar to the maximum out- and union degrees (1488 and
1491 respectively). The standard deviations of the in- and out-degrees
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Links Degree min. max. med. mean stdev.

All links In-degree 0 74760 4 20.63 282.62

Out-degree 0 5068 12 20.63 36.60

Union 0 74895 16 37.62 287.55

10% random In-degree 0 7480 0 2.06 28.31

Out-degree 0 511 1 2.06 3.91

Union 0 7523 2 4.09 29.22

distcat = 0 In-degree 0 1490 1 2.54 7.49

Out-degree 0 1488 1 2.54 7.96

Union 0 1491 2 3.81 10.40

distcat ≥ 9 In-degree 0 53160 0 2.22 124.97

Out-degree 0 937 0 2.22 7.06

Union 0 53191 1 4.32 125.56

Table 27: Degree distribution statistics over all links, a 10% random
sample, the shortest category links (distcat = 0) and the longest
distance links with distcat ≥ 9.

is also comparable (7.49 and 7.96). This again supports our hypothesis
that the topical relevance aspect of link evidence is symmetric and
therefore not determined by the direction of links.

The longest distance links (all links between documents separated by
a category distance of at least 9 steps, corresponding to just over 10% of
the total number of links) have an even more skewed distribution than
a random 10% sample of the links. The maximum in-degree is close to
that of the full graph (53,160 versus 74,760), while the average degree is
much lower (2.22 versus 20.63). A relatively small number of pages is
targeted by long distance links and most pages have no outgoing long
distance links; the median in- and out-degree is 0. We would expect the
longest distance links to have a small impact on effectiveness because
most pages have no link evidence.

In the previous chapter we saw that ranking documents using only
global link evidence results in a ranking that is better than random.
What happens when we increase or decrease the semantic “quality” of
global link evidence? We look again at the top 100 results retrieved by
the text retrieval baseline, ranked by global link degrees alone.

The impact of filtering on the effectiveness of the global degrees is
shown in Figure 23. For comparison, we added the effectiveness of not
using link evidence, i.e., a random ordering of documents, as given in
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Figure 23: The impact of filtering links on the effectiveness of ranking
the top 100 results of the baseline by global link degree in
isolation. The x-axis shows the percentage of links removed.
The top row shows mrr, the middle row shows P@10 and
the bottom row shows map.
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Table 24 in Section 5.3. The x-axis shows the percentage of links filtered.
The top row shows the impact on mrr. Filtering has almost no impact
on the effectiveness of global in-degrees, whether we remove links
randomly or based on semantic similarity. Even removing the “most
semantic” links has no impact. The effectiveness of global in-degree
is unrelated to the semantic nature of links. The global out-degrees
rank documents worse than random according to mrr and only slightly
better than random according to P@10 and map, but if we remove links
between semantically unrelated pages, the ranking gradually improves
and becomes better than random for mrr with links between pages
that are no more than 1 step away from each other in the category
structure. Random filtering has no impact, while the SD filter starts to
hurt performance when we remove all but the 10% longest distance
links. For the union, which is dominated by in-degree in the top of the
ranking, the impact of filtering is small.

The middle row shows the impact on P@10 and here we start to
see larger differences. The Random and LD filters still have little im-
pact on the in-degrees, but removing the shortest distance links hurts
performance. Performance stays well above that of random ordering
though. For the out-degrees, random filtering has no impact while per-
formance improves as we remove long distance links and deteriorates
as we remove short distance links. The union degrees show the same
behaviour as the in-degrees, although performance stays below that of
the in-degrees.

On map (bottom row) the impact of filtering is similar to the impact
on P@10. The in-degree performance slightly improves with only the
within-category links and drops with only the 10% longest distance
links. Out-degree performance improves as the link evidence becomes
more semantic and drops as it becomes less semantic and the union
degrees behave more like the out-degrees on map.

From these observations we learn a few things about the nature of
link evidence. First, random filtering has little impact on the global
degrees, probably because the link graph is very rich and the high-
degree pages are very robust against random filtering.

Second, filtering links between semantically unrelated pages has a
positive impact on the effectiveness of the out-degrees but almost no
impact on the in-degrees. Why is the impact of filtering bigger on out-
degrees than on in-degrees? The in-degree distribution is more skewed,
and the difference between the top ranked documents and the rest is
big. The out-degree distribution is flatter and the difference between
the top ranked documents and the rest is smaller. The high in-degree
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Figure 24: The impact of filtering links on the effectiveness of ranking
on local link evidence in isolation. The x-axis shows the
percentage of links removed. The top row shows mrr, the
middle row shows P@10 and the bottom row shows map.

pages are more robust against filtering than the high out-degree pages.
But random filtering does not hurt out-degree performance, so why is
out-degree affected by the semantic nature of link evidence? A high out-
degree signals that a page is long. A high out-degree of long semantic
distance links signals that a page covers a lot of unrelated topics. A
high out-degree of short semantic distance links signals that a page has
a lot of text that is focused on a particular topic. In the set of documents
retrieved in response to the query, a document discussing a topic at
length has a higher chance of being relevant than a document that only
briefly discusses many different topics. The semantic nature of outgoing
link evidence gives us information on the scope of a document’s content.

The impact of filtering on the local degrees is shown in Figure 24.
Here, random filtering has a bigger impact. The local link graph is
already filtered on the search topic and has far fewer links. Further
filtering flattens the degree distribution even more. For the in-degree,
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random filtering still has little impact on mrr up to 80%, but after
that, performance starts to drop as the local link graph has almost
no links left. Further down the ranking (P@10 and map) the impact
is bigger because most pages will have no incoming links and are
indistinguishable. For the out-degrees, the effect is even stronger. For
union, the impact on mrr is similar to that of the in-degree, and on
P@10 and map more similar to that of the out-degrees.

If we remove the shortest distance links first, performance drops
faster than with random filtering, while if we remove the longest dis-
tance links first, performance remains stable. The shortest semantic
distance links are the more effective links. If we want to improve ad hoc
search by exploiting link evidence, we need links between semantically
related pages. Another important thing to note is that filtering on the
category structure does not make local link evidence more effective.
The query-dependent filtering method of zooming in on the highest
ranked retrieval results already gets rid of most links between unrelated
pages.

What happens to the performance of link evidence in combination
with the content-based score when we filter links (Figure 25)? Randomly
removing links has a similar impact as removing the longest distance
links first on mrr and P@10, except for the in-degree, where the ld

filter curves falls faster than the random filter curve. However, for
map, performance remains stable when we remove the longest distance
links up to the within-category links. The other filters hurt map. Again,
the links between the most semantically related documents are the
most effective. When we filter the shortest distance links, out-degrees
become ineffective and start hurting performance when more than 50%
of the links are removed. This is not the case for the in-degrees. Overall,
filtering links does not lead to improvements in the impact of link
evidence.

A general conclusion is that the impact of incoming link evidence
is less sensitive to the density of the link graph than the impact of
outgoing link evidence. This is partly explained by the difference at
the higher end of the distribution. The in-degree distribution is more
skewed and the high in-degree pages are more robust against filtering.
Incoming link evidence is also less sensitive to the semantic nature of
link evidence. Making the link graph more semantic has almost no
impact on the effectiveness of incoming link evidence. Global outgoing
link evidence becomes more related with relevance if we remove links
between semantically unrelated pages. A page with many links to
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Figure 25: The impact of filtering links on the effectiveness of ranking
on local link evidence and text evidence. The x-axis shows
the percentage of links removed. The top row shows mrr, the
middle row shows P@10 and the bottom row shows map.
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Within cat.

↑ = ↓ total

All ↑ 130 0 20 150

= 0 1 0 1

↓ 25 0 45 70

total 155 1 65 221

Table 28: Per topic changes in AveP using all links set against per topic
changes using within-category links based on the undirected
degrees.

semantically related pages is an important page on its topic. This again
shows the asymmetry of query-independent link evidence.

Local link evidence is not improved by removing long semantic
distance links because it is already semantically filtered on the search
topic, leaving very few long distance links to remove.

6.4.1 Per topic analysis

Averaged over the 221 topics, local link evidence using the within-
category links seems to have a similar impact as local link evidence
based on all links. But are there any differences for individual topics?
We look at changes in average precision (AveP) with respect to the
baseline, and compare the impact of using all links against the impact
of using the within-category links. We would expect the within-category
links to be less noisy and therefore more sensitive to the search topic.
The changes in AveP in Table 28 are based on the undirected degrees.
In the rows we see the number of topics for which AveP respectively
deteriorates, stays the same or improves when using all links. In the
columns we see the numbers when using the within-category links.

For the majority of the topics (130 + 1 + 45 = 176), the impact of link
evidence on performance does not change direction by filtering out the
cross-category links. For more than half of the topics (130 out of 221, or
59%), the impact of link evidence is positive (AvePgoes up), whether
we use all links or only the within-category links. For 45 topics the
impact of link evidence is negative with both sets of links and for 1

topic performance is the same with and without using link evidence.
When we filter the cross-category links, the impact of link evidence

changes from positive to negative for 20 topics and from negative to
positive for 25 topics. Overall, with filtering we increase the number
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of topics for which performance improves and decrease the number
of topics for which performance deteriorates. However, over all topics
map

Next, we look at two topics where the filtered and unfiltered links
have a very different impact. Topic 309 has title “Ken Doherty” finals
tournament and topic 471 has title Three greatest rivers +Japan (and is also
used for analysis in Section 3.4.1). The baseline system has an average
precision of 0.6275 for topic 309 and 0.4167 for topic 471.

The unfiltered links have a positive impact on topic 309, with the
union of the local in- and out-degrees improving the average preci-
sion from 0.6275 to 0.7249, while the filtered within-category degrees
decrease average precision from 0.6275 to 0.5984. In Table 29 we see
the 30 highest ranked articles according to the local union degree us-
ing the unfiltered links (left) and filtered within-category links (right).
Relevant articles are shown in boldface. Without filtering, there are
many relevant pages with a high local degree which are pushed up the
ranking. In contrast, there are only 3 relevant pages with filtered local
link evidence, and several pages with a higher degree. The number of
local links drops drastically, from 160 to 28. The relevant pages have
many links to related pages that are not in the same category, but which
are useful for ranking. It seems the topic does not fit well within the
category structure.

The article on Ken Doherty (a snooker player) does not share any
categories with the other relevant pages. The article on Snooker does
not share any categories with the articles on specific snooker tourna-
ments such as Masters (snooker), Irish Masters (snooker), Thailand Masters
(snooker) or German Open (snooker), which all share the same category
snooker ranking tournaments. However, these articles on specific
tournaments have no links to each other, apart from World Snooker
Championship and UK Championship (snooker). This shows that the search
topic is less fine-grained than the category structure. The article on
Ken Doherty and the articles on particular snooker tournaments are
semantically related to each other, and the links between these articles
are useful evidence for the topical relevance of these pages, but they
are assigned to different categories. Although it explains why filtering
out the cross-category links hurts performance, it also shows that the
useful links are those connecting pages that are semantically related
to each other. Using the top of the query-based ranking instead of the
category structure focuses the local link graph at the right semantic
level, so that the links between the snooker player and the tournaments
he played in are retained while many irrelevant links are removed.
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All links Within category links

Article Degree Article Degree

Ken Doherty 23 Ken Jennings 3

Snooker 21 Jeopardy! Ultimate Tournament of
Champions

3

Highest snooker break 14 Jerome Vered 3

Ireland 13 Jeopardy! 3

World Snooker Championship 10 Kazuma Kuwabara 2

Alan McManus 9 List of YuYu Hakusho episodes 2

Football World Cup 6 YuYu Hakusho 2

Sport in Ireland 6 Ken Shamrock 2

Masters (snooker) 6 Football World Cup 1

1998 in sports 6 Dan Severn 1

1997 in sports 5 Tenshinhan 1

Jimmy Connors 5 Leon White 1

2003 in sports 5 Highest snooker break 1

Jason’s 4 European Under-21 Football
Championship

1

Thailand Masters (snooker) 4 World Snooker Championship 1

Leon White 4 Double-elimination tournament 1

Grand Prix (snooker) 4 2005 NCAA Philippines Basket-
ball Playoffs

1

Welsh Open (snooker) 4 Kuririn 1

Ken Shamrock 4 Snooker 1

Northern Ireland national football
team

4 UK Championship (snooker) 1

Ding Junhui 4 Tournament 1

Steve James (snooker player) 4 2004 NCAA Philippines Basket-
ball Playoffs

1

UK Championship (snooker) 4 Canadian Soccer Association 0

Jeopardy! 4 Paola Suárez 0

Ranelagh 4 June 2004 in sports 0

Ken Jennings 3 Royce Gracie 0

Irish Masters (snooker) 3 Playoff 0

Double-elimination tournament 3 World Universities Debating
Championship

0

Strachan Open (snooker) 3 Tor Books 0

Players Championship (snooker) 3 Ranelagh 0

Table 29: Impact of link filtering on the local union degrees of topic 309

“Ken Doherty” finals tournament.
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On topic 471, the unfiltered links have a negative impact, with the
local union degrees decreasing the average precision from 0.4167 to
0.2875, while the filtered within-category degrees improve average
precision from 0.4167 to 0.75. In Table 30 we see the 30 highest ranked
articles according to the local union degree using the unfiltered links
(left) and filtered within-category links (right). Without filtering, the
articles Japan, River and Honshū (the largest Island of Japan) infiltrate
in the top results because they are tangentially related to the topic and
have many cross-category links with other pages in the local set. If we
filter out those cross-category links, the union degree makes the topic
more visible. The degrees of the three greatest infiltrating articles are
greatly reduced, while the relevant pages only lose a few local links
and move closer to the top. In combination with the text-based ranking,
the articles Rivers of Japan, Yoshino River and Tone River are the 3 highest
ranked results.

All 4 relevant pages (including which is not retrieved in the top 100)
share the same category rivers of japan.

6.5 conclusions

This chapter investigated the semantic nature of links, trying to answer
which links are effective for retrieving relevant pages. Our first research
question was:

• How can we measure the semantic relatedness between linked docu-
ments using the Wikipedia category structure?

The Wikipedia category structure is a mostly hierarchical semantic
classification of the articles in Wikipedia. The open nature of Wikipedia
has led to inconsistencies in the hierarchy, making complex informa-
tion theoretical semantic relatedness algorithms inappropriate for our
purposes. The simplest approach we used is distinguishing between
links that connect documents that share at least one category and those
that do not. We further computed the shortest path lengths between cat-
egories of linked documents using the hierarchical category structure.

Our second research question was:

• How is the link structure related to the categorical organisation in
Wikipedia?

Compared to a random sample of document pairs, linked documents
tend to be more semantically related to each other and more often
share a category, showing a clear relation between global links and
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All links Within category links

Article Degree Article Degree

Japan 32 Rivers of Japan 5

River 17 River 5

Honshū 11 List of rivers of Asia 4

Rivers of Japan 8 List of rivers of Europe 3

Korea 7 List of rivers in China 2

Geography of Japan 6 Three Rivers Stadium 2

History of Japan 5 Sino-Japanese relations 2

List of waterways 5 Yoshino River 2

List of rivers of Asia 5 Heinz Field 2

Japan Self-Defense Forces 5 Pitt Stadium 2

National security of Japan 5 Tone River 2

List of rivers of Europe 4 Anti-Japanese sentiment 1

Chubu region 4 Greatest Hits (Queen) 1

Yoshino River 4 Honshū 1

Economic history of Japan 4 List of rivers of Iceland 1

Naval history of Japan 4 Economic relations of Japan 1

Japan-United States relations 4 Greatest Hits 1

Tone River 4 Korea 1

Occupied Japan 4 List of waterways 1

Flood 3 Geography of Japan 1

Japanese agriculture before WWII 3 Kuma River, Japan 1

Anti-Japanese sentiment 3 Japan 1

Weezer 3 Hvítárvatn 0

List of rivers in China 3 Districts of Bihar 0

Sino-Japanese relations 3 Three Rivers (district) 0

Kuma River, Japan 3 Jianzhen 0

Three Rivers Stadium 2 Lagarfljót 0

List of rivers of Iceland 2 Geography of Ecuador 0

Three Rivers (district) 2 Lake Maggiore 0

Pitt Stadium 2 Occupied Japan 0

Table 30: Impact of link filtering on the local union degrees of topic 471

Three greatest rivers +Japan.
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semantic relatedness. However, within the top retrieved documents for
a given query, the semantic signal of global link evidence is weaker
than that of the textual evidence, providing an explanation why global
link evidence is almost ineffective for topic relevance tasks. In the local
set, pages that are linked tend to be more semantically related than
pages that are not linked. Local link evidence is more clearly related
to semantic relatedness and, even in the more topically focused set
of top retrieved pages, links are a stronger signal that two pages are
semantically related. This shows a difference in the semantic nature
of global and local links. The query-independent link graph has many
links between semantically unrelated pages. The semantic nature of
link evidence changes as we zoom in on a subset of pages retrieved for
a given query.

The finding that local links are more closely related to semantic
relatedness and also more effective for retrieval brought us to our third
research question, which was:

• Are links between semantically related pages more effective?

Removing the least semantic links (longest semantic distance links)
has no negative impact on effectiveness and even improves performance
of the global out-degrees. Removing the most semantic links (shortest
semantic distance links) hurts performance of global and local link
evidence, especially beyond the first few ranked documents. The ef-
fectiveness of global and local link evidence on the overall ranking is
hurt more by random filtering than by removing the longest semantic
distance links, and hurt most by removing the shortest distance links
first. In other words, the effectiveness of link evidence is related to
the semantic nature of links. Links between semantically related pages
are more effective for ad hoc search than links between semantically
unrelated pages.

The step from a global link graph to a local link graph works as a
semantic link filter. Many of the links between semantically unrelated
pages are removed. This is an essential step in making link evidence
useful for ad hoc search. Our hypothesis that link evidence for topical
relevance is symmetric hinges on the semantic relatedness of linked
pages.

Finally, our main aim was to investigate:

• Which links are effective as evidence for topical relevance?

The effectiveness of link evidence is partly determined by the se-
mantic nature of links. One prerequisite to make link evidence related
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to topical relevance is that links connect documents that are semantic-
ally related. This explains why local link evidence is more effective
than global link evidence. The documents in the local set are more
semantically related to each other than documents in the global set.
This operates as a semantic link filter, making the local link graph more
“semantic” than the global link graph. On top of that, the local set is
also filtered on the search topic and focuses on the right semantic level,
making the local link graph also more semantically related to the search
topic, which is another prerequisite to make link evidence related to
topical relevance.





Part iv

Generalising to the Web
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7F R O M W I K I P E D I A T O T H E W E B

Now that we have analysed the nature of link evidence in Wikipedia,
we increase our scope to the Web at large. In Chapter 4 we already
looked at link evidence for Web-centric search tasks. For Web-centric
tasks, global link evidence is very effective and needs no curbing, nor
to be made sensitive to the topical context. In this chapter we look at ad
hoc retrieval, and compare the impact of link evidence on the Web with
our findings on Wikipedia for the same search task. In 2009, a new trec

Web Track was organised, using a large collection of Web pages called
ClueWeb09 and a new set of topics and relevance judgements, which
allow us to address the issue of Web ad hoc retrieval on a collection
that is arguably more representative of the real Web than the wt2g and
wt10g collections used for previous Web Ad Hoc tasks (see Table 2

on page 34). The links in Wikipedia are a special case of hyperlinks in
the Web. Our findings about the value of link evidence might either
be specific to the hyperlinks in Wikipedia or apply to hyperlinks in
general. We used Wikipedia because its closed domain, dense link
structure, categorical organisation and the availability of high-quality
ir test collections allowed us a detailed analysis of the nature of link
evidence. We found that local link evidence is more effective for ad hoc
search than global link evidence and that for local link evidence, the
direction of the links is not important. Do these findings also hold in
general? In this chapter, we put our findings to the test on the larger and
more general structure of links on the Web and address the question:

• To what extent does the value of link evidence in Wikipedia hold for
link evidence in general?

In the course of writing this thesis, a new Web information retrieval
test collection, called ClueWeb09, has been constructed based on a
recent crawl of the Web with ad hoc search topics and relevance judge-
ments. This new collection is meant to be a good representation of
the first tier of the highest-quality pages in commercial search engine
indexes and allow a better evaluation of Web search. There are two
versions of the collection. ClueWeb09 Category A consists of 1 billion
Web pages in various languages, the English pages making up roughly
half of the collection. ClueWeb09 Category B contains a subset of 50
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million pages in English, which were the first 50 million pages crawled.
In this chapter, we use the Category B collection.

The new Web ad hoc retrieval test collection allows us to study the
impact of link evidence on a more recent collection that should better
resemble the collection of pages in the first tier of commercial search
engine indexes. In the previous chapters we have established the value
of link evidence for Wikipedia ad hoc search. We conduct experiments
using link evidence for Web ad hoc search and compare the impact to
the following findings in Wikipedia:

• Global link evidence needs toning down, local does not: The global de-
grees lead to heavy infiltration and can only improve mean average
precision when we tone down their impact by using the log global
degrees. The local degrees are more sensitive to the topical context
and become less effective when toned down.

• Local link evidence is more effective than global link evidence: In Wikipe-
dia, query-independent link evidence is less effective than query-
dependent link evidence.

• Local link evidence works in both directions, global link evidence does not:
In Chapter 4 we saw that log global in-degrees lead to a small but
significant improvement in map while log global out-degrees have
almost no impact on map. The local in- and out-degrees lead to very
similar, significant improvements in map.

We then compare the new collection with older trec Web collections
in terms of the density and degree distribution of the link structure.
At trec 1999–2001, participants identified a number of aspects of hy-
perlinks that could affect the value of link evidence for retrieval, such
as the number and density of links, and the relative importance of
intra-server and inter-server links. Intra-server links are links between
pages on the same server or Web site, while inter-server links are links
from a page on one server to a page on a different server. To support
meaningful experiments with hyperlinks and algorithms such as hits

and PageRank, test collections should have a large enough number of
inter-server links (Bailey et al., 2003). As mentioned in Section 4.3.4.1,
site-internal links are considered less useful as indicators of authority
(Kleinberg, 1999) while Davison (2000) showed that linked pages on
the same server are more similar to each other than linked pages on
different servers. In this chapter, we address a number of more specific
research questions:
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• How has the Web changed in the decade between the trec Web
tracks of 1999–2001 and 2009?

• How is the effectiveness of link evidence affected by the density of
the link graph?

• What is the relative impact of inter-server and intra-server links on
the effectiveness of link evidence?

One important difference between the new collection and earlier trec

Web collections is that the new collection contains the full English Wiki-
pedia, in which we now know that link evidence is effective. Differences
observed between ClueWeb09 and earlier trec Web collections might
be due to the presence of Wikipedia. Therefore, another question we
will address is:

• What is the impact of Wikipedia on the effectiveness of link evidence
for Web ad hoc search?

This chapter is organised as follows. In Section 7.1 we describe the
new Web collection and look at the relation between link degrees and
the relevance of retrieval results. Then, in Section 7.2 we describe our
experiments with using link evidence for the trec 2009 Ad Hoc task,
and in Section 7.3 we seek to understand the nature of link evidence
in the new collection and address the research questions above in turn.
We draw conclusions in Section 7.4.

7.1 the clueweb09 collection

The ClueWeb09 collection (cmu-lti, 2009), consists of over a billion
Web pages in several languages and contains some 25 terabytes of data.
Because this amount of data might be too much to process for some
research groups to participate in the trec Web Track, a smaller, 10%
subset of the collection is provided as an alternative. This subset, the
ClueWeb09 category B collection consists of the first 45 million English
Web pages of the crawl, and around 5 million pages representing the
full English Wikipedia, which was crawled separately. In this chapter
we use the category B collection, referred to as ClueWeb09 B.

The ClueWeb09 B collection was used for the trec 2009 Web Track,
which consisted of two tasks: the traditional Ad Hoc search task and
the Diversity task. The ad hoc task is similar to the inex Ad Hoc task
on which the experiments in the previous chapters are based, and to
the Ad Hoc task of the trec 1999–2001 Web Tracks. The Diversity task
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uses the same set of topics as the ad hoc task, but has a list of subtopics
for each of those topics and challenges participants to develop retrieval
techniques that return a list of diverse search results that cover relevant
information for different aspects and interpretations of search queries.

7.1.1 Relevance judgements

Apart from the changes in the Web, any possible difference between the
results in 1999–2001 and 2009 might be due to a difference in the setup.
Although both have ad hoc search tasks, there might be differences
in the numbers of pages judged, the specific judgement criteria (what
counts towards the relevance of a page), and the types of queries and
topics.

The 50 topics of the trec 2009 Web Track were sampled from the
query log of a real search engine (Clarke et al., 2009), with a preference
for topics of medium popularity. Highly popular queries were assumed
to be navigational and therefore less challenging, and rare queries
were considered inappropriate because they may contain personally
identifiable information.

For each of these topics, the relevant documents are identified by
pooling the retrieved results of systems participating in the track and
judging their relevance. Because of the large size of the ClueWeb09 col-
lection, relevance judgements are necessarily incomplete. Two recently
developed pooling strategies have been used to make evaluation over
very large collections possible.

1. With the Minimal Test Collections (mtc) pooling strategy (Carterette
et al., 2006), documents are selected for judgement that are most
likely to determine the difference between two participating systems.
The relevance judgements are meant to determine of any pair of
participating systems which one is better than the other. Relevance
judgements for documents ranked similarly by both systems are less
useful, as they will not help identify which system is best. Therefore,
documents are typically picked that are ranked very differently by
the two systems. This pooling strategy is very sensitive to the par-
ticular systems contributing to the judgement phase and might be
inappropriate for non-contributing systems that produce different
rankings.

2. The second pooling strategy (Aslam et al., 2006) is based on the
assumption that most relevant documents will be found in the top
of the ranking, and samples documents from different parts (strata)
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of the ranking using different sampling rates for each part. In the
top 100 results the sampling rate is higher than in the results at
ranks 100–1000. The sampling rate is then used to determine how
many documents a pooled document represents. A document with
a low sampling probability—meaning it was found far down the
results list—represents more documents than a document with a
high sampling probability.

Both pooling strategies use probabilities to determine how many
documents a judged document represents, and both strategies skip
many top ranked documents. Because we want to evaluate runs that
did not contribute to the judgement pool, many of the top ranked
results may not be judged. This might be problematic for our analysis
of the impact of link evidence on reranking the top 100 results. The un-
known relevance status of highly ranked documents might stop us from
properly measuring qualitative differences between two results lists.
To alleviate this possible problem, we can combine the Ad Hoc judge-
ments of category B with the trec 2009 Diversity relevance judgements.
The Diversity judgements are based on the same topics and collection
(Clarke et al., 2009), but on a different pooling strategy, namely, the
traditional method of pooling the top n results of all officially submitted
runs. In this case, the top 20 results of all runs were pooled and judged
for relevance of a number of subtopics. Although the list of subtopics is
not exhaustive, such that a document might be relevant for the overall
topic but not for any of the subtopics, the extra judgements give us
better information about the relevance of the top ranked results of our
runs.

We evaluated all results with both the Ad Hoc relevance judgements
and the combined relevance judgements, and found no qualitative
differences. Systems doing better for one set of judgements tend to do
better for the other set of judgements as well. This shows that the un-
judged results introduce no bias in the evaluation. We use the category
B documents and judgements in the experiments described below.

7.1.2 Degree distribution

We extracted over 1.5 billion links pointing to pages within the collec-
tion. Quite a large number of pages have multiple links to the same
target url (repeated links). If we collapse those repeated links and
ignore self-referencing links (a link from a page to itself), we end up
with 1.16 billion links between just over 50 million pages (see Table 31),
which leads to a mean in-degree of 23.12. The median in-degree is 2,
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Degree #links min. max. median mean stdev.

In-degree 1,161,178,732 0 5,958,953 2 23.12 2871.75

Out-degree 1,161,178,732 0 70,747 9 23.12 51.11

Table 31: Link degree statistics of the ClueWeb09 B collection.
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Figure 26: Complementary cumulative link degree distribution of the
in- and out-degrees.

the median out-degree is 9. There are 35.7 million pages (71%) with at
least one incoming link and 43.7 million pages (87%) with at least one
outgoing link.

We only look at collection-internal links, that is, links from pages in
the collection to other pages in the collection. Because the collection
contains only a small part of the entire Web, many of the outgoing links
of ClueWeb09 pages point to pages outside the collection. Therefore,
the out-degree is lower than the actual out-degree of those pages. The
same holds for the in-degree, as pages outside the collection may have
links to pages in the collection as well. Wikipedia is a notable exception
to this. Although it does have links to pages outside Wikipedia, the
vast majority of its links are internal links to other Wikipedia pages.
The English Wikipedia was crawled separately and is included in its
entirety. The out-degrees of the Wikipedia pages will be much closer to
their actual out-degrees.

The in- and out-degree distributions are shown in Figure 26. The
straight vertical line at the high end of the in-degrees shows that a small
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Figure 27: Prior complementary cumulative probability of relevance
over in- and out-degrees.

number of pages have the same high in-degree. These are navigational
and administrative pages in Wikipedia such as the Wikipedia main page,
“Contact us”, “Special:Random”, “General_disclaimer” and portal pages.
Every single Wikipedia page has a link to these pages, explaining why
they have roughly the same in-degree.

Are the link degrees also related to the relevance of ad hoc retrieval
results? The prior probability of relevance over in- and out-degrees is
shown in Figure 27. Similar to the plots in Chapter 4, the in-degrees
show a clear relation with relevance. The out-degrees also show a rela-
tion with relevance, although the probability does not increase all the
way with out-degree. The maximum out-degree is 1,929, but the prob-
ability of relevance peaks at 500. Does this mean global link evidence
can be used to improve ad hoc retrieval effectiveness in ClueWeb09 B?
And is in-degree more effective than out-degree?

7.2 clueweb experiments

We used Indri (Indri, 2009) for indexing. Stopwords are removed and
all other terms are stemmed with the Krovetz stemmer. The main index
is a standard full-text index.

For the full-text runs we again use a language model approach and
linear smoothing. However, ad hoc search in large collections requires
little smoothing (Kamps, 2006a). Therefore, we adjust the weight of the
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smoothing parameter to λ = 0.85. That is, in the language modelling
formula, the document model P(q|d) has weight λ = 0.85 and the
background model P(q|D) has weight 1− λ = 0.15. We experimented
with different smoothing values and found that on the ClueWeb09

B collection, the specific value for λ has little impact on the results.
There are many documents matching all the words in the short Web
queries used for the trec 2009 Web Track, so the smoothing value
has little effect in the top ranked documents. In Chapter 4 we saw
that document length is not an effective document prior for Web-
centric search tasks, but for ad hoc search, longer documents have a
higher prior probability of relevance. The ClueWeb09 collection contains
only Web data, so we first compare baseline runs with and without a
document length prior. Recall that when document length is used as
a prior, documents are scored using the document length as a prior
probability plength(d) = |d|

∑d′∈D |d′ |
, where d and d′ are documents in

collection D.
There are two sets of effectiveness measures used for the trec 2009

Web Track: the expected precision measures based on the mtc pooling
strategy and the statap (Yilmaz and Aslam, 2006) measures based on
the stratified sampling strategy (see Section 7.1.1). We use statap, as it
is more robust than the mtc-based measures when evaluating systems
that did not officially participate in the Web Track and therefore did
not contribute to the pool. We test for significant changes with respect
to the full-text baseline using a one-tailed bootstrap test with 100,000

resamples.
The first two lines in Table 32 show the baseline results with (β = 1)

and without (β = 0) length prior. As with ad hoc search on other
collections, document length is related to relevance (Singhal et al., 1996).
We conduct our link-based experiments on the β = 1 baseline. Recall
that the union of in- and out-degree is the degree derived from an
undirected version of the link graph. That is, bidirectional links count
as one link. One notable difference with earlier Web tracks is that the
full-text baseline on ClueWeb09 has a low early precision. Is this caused
by spam or by the much larger size of the Web, with many low quality
pages? Several Web Track participants found that spam filters and
page quality scores improved performance (Cormack et al., 2010, Hauff
and Hiemstra, 2010, Lin et al., 2010, Rajput et al., 2010), suggesting
that standard text retrieval approaches indeed suffer from spam and
low-quality pages in ClueWeb09.

We first look at the impact of the global degrees as true document
priors over all retrieved results (rows 3–5). This leads to heavy infilt-
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Reranked ID statmap mpc(30) map mrr P@10

baseline β = 0 0.0991 0.2208 0.0932 0.2982 0.2180

baseline β = 1 0.1442 0.3079 0.1516 0.3061 0.2780

All results Global in 0.0182 0.2632 0.0109 0.1688 0.0640

Global out 0.0489 0.1293 0.0386 0.2270 0.1480

Global union 0.0381 0.1382 0.0222 0.1836 0.0720

Top 100 Global in 0.1417 0.4488 0.1347 0.5008 0.2280

Global out 0.1512 0.4771 0.1545 0.4347 0.3360

Global union 0.1511 0.4865 0.1541 0.5010 0.3280

Log Global in 0.1449 0.3344 0.1423 0.5179 0.2380

Log Global out 0.1563 0.4689 0.1683 0.5040 0.3660

Log Global union 0.1552 0.3786 0.1653 0.5217 0.3440

Local in 0.1514 0.3704 0.1520 0.6616 0.2940

Local out 0.1562 0.4114 0.1628 0.5550 0.3880

Local union 0.1575 0.4210 0.1623 0.6395 0.3540

Log Local in 0.1497 0.3836 0.1542 0.5329 0.2980

Log Local out 0.1561 0.4049 0.1660 0.4724 0.3660

Log Local union 0.1565 0.4202 0.1658 0.5183 0.3620

Table 32: Results for the 2009 Ad Hoc Task. Significance tests are with
respect to the full text baseline, confidence levels are 0.95 (◦),
0.99 (•◦) and 0.999 (•).
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ration and is disastrous for early and overall precision, with statmap

going from 0.1442 to 0.0182, 0.489 and 0.0381 using the in-degrees,
out-degrees and their union, respectively. If we limit the prior to the
top 100 retrieved results (rows 6–8), we see improvements in early
precision with in- and out-degrees and their union (mrr goes up from
0.3061 to 0.5008, 0.4347 and 0.5010 respectively), and improvements in
overall precision with the out- and union degrees (statmap goes up to
0.1512 and 0.1511 respectively). This is in direct contrast to the impact
of global link evidence on Web-centric search tasks (see Chapter 4,
Section 4.3.4), where global link evidence is best used as a true prior
probability over all results. Ad hoc search requires more careful use of
link evidence. The global in-degree prior over the top 100 results gives
an improvement in mrr and mpc(30), but is not effective for average
precision: map and statmap go down. The low early precision of the
baseline result and the improvements of the global degrees suggest that
the text-based ranking has many low-quality documents at the top and
the role of link evidence is to identify and push up the important pages.
This fits with the findings of the trec 2009 Web Track participants. The
global out-degree priors (row 7) are more effective than the in-degree
priors (row 6), and show improvement on all reported measures. The
log global degree priors are even more effective (rows 9–11), and, apart
from statmap, the log global out-degrees are the most effective. Clearly,
the number of outgoing links is a good signal for the relevance of a page.
But why are pages with many outgoing links more often relevant? In
Chapter 4 we saw that in Wikipedia the maximum out-degree is higher
than in the .gov collection (see Table 8 on page 75). Perhaps this is also
the case in ClueWeb09 B, and the global out-degree favours Wikipedia
pages, which might be higher quality documents, and therefore more
often judged relevant. We discuss this in Section 7.3.4.

If we look at the local degrees (rows 12–14), we see that especially
the in-degrees are effective for improving mrr. The local out-degrees
are more effective for all other measures and thus for later and overall
precision, consistent with our findings in Chapter 4. We note that
this collection includes the full English Wikipedia, which might partly
explain this consistency. The log local degrees (bottom 3 rows) only
slightly improve traditional map but not the other measures. The local
degrees need no toning down.

How do these results compare to the impact of link evidence in the
inex 2006 Wikipedia collection?

Global link evidence needs toning down, local does not: The normal, non-log
global degree priors hurt performance only when used over all retrieved
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results but lead to improvements when used over the top 100 results.
In Wikipedia, the non-log global degree priors hurt performance both
when applied to all results and when applied to only the top 100 results.
Global link evidence is more effective on the Web than on Wikipedia.
As in Wikipedia, using the log of the degrees improves the effectiveness
of the global degrees but not of the local degrees. In Wikipedia, the
normal local degrees were clearly better than the log local degrees. Here
the difference is smaller.

Local link evidence is more effective than global link evidence: Local link
evidence is more effective than global link evidence for statmap, but
not for mpc(30). The difference between the impact of local and global
link evidence is also smaller. Link evidence for document importance
seems more useful in the Web than in Wikipedia, which is possibly due
to the large variation in document quality in the Web.

Local link evidence works in both directions, global link evidence does not: In
Wikipedia, local in-degree has the same impact as local out-degree. Our
hypothesis is that local links provide evidence for topical relevance,
which is a symmetric relation, so should have the same impact in both
link directions. In contrast to Wikipedia, there is a large difference
between the impact of local incoming and outgoing link evidence in
the Web. In contrast to the findings in Chapter 4, the local outgoing
link degrees are more effective than the incoming link degrees in
the ClueWeb09 B collection. This suggests that in the ClueWeb09 B
collection, local link evidence signals more than just topical relevance.
Perhaps the local out-degree is so effective because it is related to the
global out-degree and also signals document importance. Again, this
might be because the out-degree favours Wikipedia pages.

Why do the in- and out-degrees behave the same way in Wikipedia
but differently in the ClueWeb09 collection? And why is link evidence
effective for ad hoc search in ClueWeb09 where it is not in the wt10g
collection? Perhaps link evidence is more effective than in previous
trec experiments because this collection contains the full Wikipedia,
where we have seen that link evidence is effective for ad hoc search.
Wikipedia pages are edited by many contributors, so the quality might
be higher than that of many Web pages. Or perhaps the higher link
density makes link evidence more effective. In the next section, we look
at several factors of the ClueWeb09 link structure that play a role in the
nature of link evidence.
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7.3 why link evidence works in clueweb09

Why is link evidence effective for ad hoc search in the ClueWeb09

collection, but not in older collections (see Table 2 in Section 2.3.3)?
And why is global out-degree more effective than global in-degree and
the local degrees, while our findings in the previous chapters would
suggest otherwise? Several aspects have been mentioned as possible
factors determining the effectiveness of link evidence.

Differences in the collection: The new collection is bigger, more recent,
crawled using a different strategy. All these aspects could affect the
value of link evidence in a collection.

The impact of link density: Gurrin and Smeaton (2004) have mentioned
collection size and (inter-server) link density. Fisher and Everson (2003)
also mention the link density of collections as a crucial factor to make
links useful. In the previous chapter we have seen that link evidence
can have a positive impact even with relatively small set of links.

The impact of inter-server links: Bailey et al. (2003) describe the construc-
tion of the wt10g test collection with the aim of having a larger inter-
server link density. What is the relative impact of inter- and intra-server
links?

The impact of Wikipedia: Another notable difference between the wt10g
and ClueWeb09 collections is the presence of the full English Wikipedia
in ClueWeb09. In the previous chapters we have seen that link evidence
is effective in Wikipedia, so the positive impact of link evidence on the
ClueWeb09 collection might be due to the presence of Wikipedia.

We will discuss each of these aspects in detail.

7.3.1 Differences in the collection

We compare the trec 2009 Web Track with the earlier Web Tracks of
1999–2001 in terms of the collection, the relevance judgements and the
link graph. The new ClueWeb09 collection is different from earlier trec

Web collections in several ways:

Collection size: The ClueWeb09 B collection (50 million pages) is much
larger than the wt10g (1.7 million pages) and .gov (1.2 million pages)
collections and twice the size of the .gov2 collection (25 million pages).

Size of Web: The Web has grown from an estimated 320 million pages
in late 1997 (Lawrence and Giles, 1999) to tens or hundreds of billions
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of pages. According to WorldWideWebSize (2010), in June 2010 the
indexed Web contains over 23 billion pages and 120 million active Web
sites.

Page quality: The ClueWeb09 collection was planned to reflect the first
tier of highest quality Web pages in commercial search engine indexes
(Callan et al., 2008), and was crawled in early 2009 (cmu-lti, 2009)
using a seed set of the highest PageRank pages from an earlier crawl
(Fetterly et al., 2009b) and a crawling policy that schedules the most
important pages to be crawled first (Abiteboul et al., 2003, Fetterly et al.,
2009a). The value of link evidence might change with the quality of
the pages. The inex 2006 Wikipedia collection contains the full English
Wikipedia, which arguably has little spam, and high-quality pages and
links edited by many contributors.

Average link degree: The opic crawling policy (Abiteboul et al., 2003)
determines page importance by counting incoming links. As a con-
sequence, such a crawl leads to a densely interlinked collection of Web
pages. As we can see in Table 1 on page 33, the average incoming
and outgoing link degree of pages in the ClueWeb09 B collection is
higher than in the earlier Web collections. With more links there is more
evidence.

Age: The trec Web Tracks of 1999-2000 used the wt2g, wt10g and
vlc2 collections which were based on a truncated crawl of the Web
of February 1997 (Hawking and Craswell, 2005), only four years after
cern declared the World Wide Web was freely available to anyone
(W3C, 2010). The pages in the ClueWeb09 collection were crawled in
early 2009, 12 years later. The World Wide Web has changed a lot since
then. It has grown immensely in the meantime, as have commercial
interests. The link graph is more complete and in some sense more
stable.

Access: Users access many Web sites via search engines nowadays
whereas in the early days access through hyperlinks was more common.
Web site authors strive to get their Web pages as high in the search
results ranking as possible to draw Web traffic. A lot of effort is put
into search engine optimisation (seo) so that site entry pages are placed
high in search results rankings for particular queries, with particular
attention to site-internal links structure and anchor text. Companies
have analysed what makes sites and pages end up high in search results
list. One particular strategy is to have pages in the site link to each
other with high quality descriptive anchor text. Whereas in 1997 many
authors used terms such as “here”, “next” and “home” as anchor text
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to allow users to easily navigate within the site, focus has shifted to
using anchor text terms that describe the content of a page so that a
user typing the same terms as a query can find that particular page.

Spam: Because of the growing commercial interest and much larger
number of users, Web spam has become an ever growing problem,
with many different forms. The taxonomy of Web spam (Gyöngyi and
Garcia-Molina, 2005) identifies two broad classes: text spam and link
spam. Much like filtering out low-quality pages, text-based spam can be
combatted with page importance measures such as PageRank, hits and
Online Page Importance Computation (opic, Abiteboul et al. (2003)).

Graph evolution: In Section 4.2.2 we looked at the phases of development
of the inex Wikipedia and .gov collection, and observed that both collec-
tions are in the final phase, where almost all the pages are connected to
the giant component. The numbers in Table 33 show that the .gov, inex

Wikipedia and ClueWeb09 B collections have reached the final phase of
the evolution of link graphs. The wt10g and .gov2 collections—which
were used for the earlier trec Ad Hoc Tracks—have not reached this
phase yet. In the previous chapter we saw that the links in Wikipedia
are still effective when we randomly remove most of the links, which
suggests that even in a relatively undeveloped link graph, link evidence
is still effective. But perhaps randomly filtered fully evolved link graphs
are different from link graphs in earlier evolutionary phases. Perhaps
ad hoc search requires a fully developed link graph that is crawled to
focus on the most important pages, for links to be effective.

Differences might also be found in the types of queries used and the
relevance criteria given to relevance judges. Above we noted that the
queries for the trec 2009 Web track are mid-frequency queries from a
search engine query log. If these queries are more general than those
of earlier tracks, the number of relevant pages for these queries might
also be higher.

We compare the relevance judgements of the trec Web Tracks of
2000–2001 and 2009 in Table 34. The 2000–2001 Ad Hoc topics have
around 70,000 judgements (1400 per topic) and around 3000 relevant
pages (60 per topic). In contrast, the 2009 Ad Hoc topics have only
13,118 judgements (262 per topic) but 4002 relevant pages (80 per
topic).1 This could mean that the 2000–2001 topics are more specific.
On the other hand, theory suggests that precision at a fixed cut-off (and
therefore the number of relevant pages pooled from the participating

1 Because of the sampled pooling strategy used for the TREC 2009 Web Track, the 4002

judged relevant pages represent 25,036 estimated relevant pages in the entire collection.
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Collection

trec 1999 trec 2002 trec 2004 inex 2006 trec 2009

wt10g .gov .gov2 Wikipedia ClueWeb

# Docs 1,692,096 1,247,753 25,205,179 659,388 50,220,423

# Links 8,062,918 11,110,989 82,711,345 13,584,225 1,180,631,904

Thresh.

1 831,848 612,286 12,516,624 322,118 24,974,092

2 846,048 623,877 12,602,590 329,694 25,110,212

3 860,248 635,467 12,688,555 337,270 25,246,331

4 6,066,790 4,378,632 107,390,194 2,208,796 222,626,286

5 12,133,579 8,757,264 214,780,388 4,417,592 445,252,571

Table 33: Threshold, levels and phase transitions for the trec Web col-
lections.

Edition Topics Coll. size # Judgements # Relevant # Relevant
# Judged

trec 9 (2000) 50 1.7M 70,070 2617 0.0373

trec 2001 50 1.7M 70,400 3363 0.0478

trec 2009 50 50M 13,118 4002 0.3051

Table 34: Comparison of the topics and relevance judgements of trecs
2000–2001 and 2010.

systems) increases with collection size because the number of easy-to-
find relevant documents increases (Hawking and Robertson, 2003). This
might the reason that document importance is more effective here than
in Wikipedia. As Kleinberg (1999) argued, the problem for broad search
topics is not finding the relevant pages—which are abundant—but
identifying the authoritative pages.

In very large collections with many relevant documents, the local
graph might become sparse if too small a number of pages is chosen
for the local set. With billions of Web pages, a larger local set might be
required to derive meaningful evidence for topical relevance.

7.3.2 The impact of link density

What is the impact of link density? One of the hypotheses at trec

was that link evidence was not effective for ad hoc search because the
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Figure 28: The impact of randomly filtering links on the effectiveness
of link evidence for mrr (left), P@10 (middle) and statmap

(right).

number of (inter-server) links was too low. If there are no links at all,
there is no impact of link evidence. With a complete graph (all pages
link to all other pages), all pages have the same amount of evidence
and link evidence has no impact. For link evidence to be effective, the
link density must be somewhere in between. But is the optimal density
closer to zero links or to the maximum number of links? As in the
previous chapter, we randomly filter out links, this time to study the
impact of link density.

Is the difference in effectiveness due to the density of the link graph?
In fact, the link density of the ClueWeb09 B collection is lower than that
of the wt10g collection. Link density is the fraction of all possible links
that is actually present in the graph (Wasserman and Faust, 1994). With
a collection of 1.7 million documents and 8 million links (see Table 1),
the link density of the wt10g graph (treating all links as undirected)
is 5.6 · 10−6. The link density of the ClueWeb09 B collection with 50

million pages and 1.16 billion links, is 9.2 · 10−7. However, the number
of links per page, or average link degree, of the ClueWeb09 B collection
is higher than that of the wt10g collection. Pages in the ClueWeb09

B collection have an average in-degree of 23.12, whereas pages in the
wt10g collection have an average in-degree of 4.77.

The impact of filtering links on the effectiveness of link evidence
is shown in Figure 28. Note that below 21% of the links, the average
degree of the ClueWeb09 B collection is lower than that of the wt10g
collection (The average degree in the wt10g collection, 4.77, is 21% of
the average degree of the ClueWeb09 collection, 23.12). So, if we remove
80% of the links in the ClueWeb09 B collection, the average degree is
roughly the same as that of the wt10g. Does link evidence become
ineffective in ClueWeb09 if we randomly remove 80% of the links?
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We show the impact of random filtering on the most effective global
and local degrees, namely the log global out-degrees and the local
undirected degrees. The impact on the other degrees is similar. The
impact of global link evidence on mrr remains stable as we randomly
remove links, up to the last 5% of the links. Link density has almost no
impact on the effectiveness of global link evidence for mrr. The impact
on the local degree is bigger, as the mrr slowly drops as we remove
links and has the same impact as the global out-degrees after 95% of
the links are removed. Link evidence is effective for mrr even at the
lowest density.

For P@10, we see that the log global out-degrees remain effective
when filtering links, and the impact is stable with up to 60% of the links
removed. Beyond 60%, the improvement slowly drops but performance
remains well above that of the baseline. The local union of in- and
out-degrees is clearly affected by filtering. The improvement over the
baseline steadily drops to zero as we filter out more links. The local
graph is sparse to start with, so at 5% there are very few links left,
changing very little in the ranking.

For statmap we see a similar pattern as for P@10, although the local
union of in- and out-degrees is more effective than the log global out-
degrees without filtering. However, filtering has a bigger impact on
local link evidence than on global link evidence, and as a consequence,
local link evidence becomes less effective than global link evidence
when more than 30% of the links are removed. The global link graph
is very rich and many links can be removed before the structure falls
apart and becomes meaningless. The local link graph is sparse and, with
most links removed, carries almost no information to aid the ranking
of retrieval results. However, even a very sparse local link graph can be
enough to improve overall precision.

In sum, link density plays almost no part in the impact of global link
evidence on the entire collection. Even a small set of links is enough to
distinguish the important pages from the rest. In contrast, link density
plays an important part in the impact of local link evidence.

Local link evidence becomes less effective on all three measures as
we randomly remove links. The impact is bigger for measures that take
into account a larger part of the ranking, like statmap. If the global link
graph is sparse, there is not enough local link information to have any
impact beyond the first ranked documents. However, even the smallest
samples contain enough links to improve retrieval performance with
local link evidence.
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Can link density explain why link information was not useful for
Web ad hoc search in the wt10g collection? With 5% of the links the
average degree is just above one, whereas in the wt10g collection where
links were not effective, the average degree is almost 5. Link density
alone cannot fully explain why links are effective in the ClueWeb09 B
collection, but might be part of the explanation.

7.3.3 The impact of inter-server links

Another hypothesis brought forward at trec 8 for the disappointing
results of using hyperlinks for retrieval is that the wt2g collection
has very few inter-server or site-external links. Links across sites are
considered to be more meaningful than links between pages on the
same site. The reasoning behind this is twofold. First, similar to the
distinction between incoming and outgoing links, it is harder for a Web
author to increase the number of links to her own page(s) from other
sites than from pages under her control. Second, links within a site often
serve a purely navigational purpose, such as links to the entry page and
links in a navigation bar that allow users to quickly jump to the part of
the site they are interested in. Perhaps the inter-server link density is
high enough in the ClueWeb09 collection and is the determining factor
in the effectiveness of link evidence. On the other hand, the internal
links in Wikipedia are also intra-server or site-internal links, and have
been proven meaningful in the previous chapters. Assuming that a
single Web site is created and modified by a single author or group
of cooperating authors, these authors have full control over the link
structure on a global level, just as in Wikipedia. In this section, we want
to find out:

• What is the relative impact of inter-server and intra-server links on
the effectiveness of link evidence?

There are many more intra-server or site-internal links than inter-
server or site-external links in ClueWeb09 B. There are 952 million
intra-server links (88% of the total) and 132 million inter-server links
(12%). If intra-server (site-internal) links are indeed less meaningful,
the findings of the previous chapter suggest that the positive impact of
link evidence mainly comes from inter-server (site-external) links. We
test this by comparing in Table 35 the impact of using link evidence
from only inter-server links versus using only intra-server links. We
show only the log global degrees as they give the best improvements.
The impact of inter-server versus intra-server links is largely the same
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Links ID statmap mpc(30) map mrr P@10

Baseline 0.1442 0.3079 0.1516 0.3061 0.2780

Intra Log Global Out 0.1566 0.4818 0.1659 0.5114 0.3680

Log Global Union 0.1556 0.4701 0.1631 0.5129 0.3580

Inter Log Global Out 0.1488 0.3336 0.1573 0.4333 0.3460

Log Global Union 0.1469 0.3201 0.1547 0.3942 0.3280

Table 35: The impact of inter- and intra-server link evidence on retrieval
effectiveness in ClueWeb09.

on global and local degrees. Although the inter-server links improve
performance, the intra-server links lead to larger improvements. Of
course, the intra-server links are larger in number, but these results
show that the inter-server links are not the main contributors to the
effectiveness of link evidence. In fact, the impact of the intra-server
links is very similar to the impact of using both inter- and intra-server
links.

The inter-server link structure is much more sparse and has less
information to distinguish between pages. Site-entry pages are typically
the pages with the most incoming inter-server links (Hawking et al.,
2004), while most other pages within the same site have no incoming
links from other sites. The inter-server links cover only a small part of
the collection and mainly the entry pages. When searching information
within a single (enterprise) Web site, Hawking et al. (2004) found that
site-internal link evidence is effective for improving retrieval perform-
ance while site-external link evidence has almost no impact. Ad hoc
search is closer to the enterprise search task of searching for information
within a corporate Web site than to Web-centric tasks such as home
page finding. In home page finding tasks, only the entry pages, which
tend to have more incoming (inter-server) links than other pages, can
be relevant. In ad hoc and enterprise search, any type of page can be
relevant as long as it contains relevant information.

The bias towards intra-server links introduced by the fact that Web
site authors can control both the incoming and outgoing links of a
page has no negative impact on the value of intra-server links for ad
hoc search. This bias is more troublesome for measuring authority and
popularity.
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7.3.4 The impact of Wikipedia

The English Wikipedia forms a substantial part of the ClueWeb09 B
collection. With over 5.7 million pages, it takes up 11% of the collection,
and could be the main reason for the effectiveness of link evidence.

To test this hypothesis, we indexed the ClueWeb09 B collection
without Wikipedia, removed all links from and to Wikipedia from
the link graph and re-ran our experiments. This version of Wikipedia
is more recent than the version on which the inex 2006 collection is
based, and contains many more pages—although the crawl contains
some duplicate pages and redirects. The average degree has also in-
creased. The 5.7 million pages have 446 million links (ignoring repeated
links and self-referencing links). All Wikipedia pages have the same
navigational bar with links to the main page and a number of other
pages, which are not present in the inex 2006 Wikipedia collection. But
even without those links, Wikipedia forms a very densely interlinked
part of the Web. There are a further 21 million links from Wikipedia to
other pages in Clueweb09 B and 1.5 million links to Wikipedia from
the rest of ClueWeb09 B, which we also exclude. The non-Wikipedia
part of the Web has 615 million links between 45 million pages. What is
the impact of link evidence on ad hoc search in the non-Wikipedia part
of the Web?

The results are shown in Table 36. Link degree priors are applied to
the top 100 results of the β = 1 baseline. Performance drops when we
remove Wikipedia from the collection. Wikipedia is a high-quality Web
site with good informational pages that are often ranked high and con-
tain little to no spam. If we remove them, statmap drops considerably,
from 0.1442 to 0.1044.

However, link evidence still improves the non-Wikipedia baseline.
Without Wikipedia, the global degrees (rows 3–5) are effective for early
precision—mrr goes up from 0.2814 to 0.3566, 0.3596 and 0.3537 for,
respectively, the global in-degrees, out-degrees and their union—but
not for statmap and map. Although mpc(30) is improved, the traditional
P@10 drops. The log global degrees (rows 6–8) are more effective than
the normal global degrees. The local degrees (rows 9–11) improve on all
reported measures. The log local degrees (rows 12–14) further improve
normal map and P@10, but lead to a lower mrr than the normal local
degrees. The presence of Wikipedia cannot explain the positive impact
of link evidence on Web ad hoc search.

But these results reveal another interesting factor contributing to the
impact of Wikipedia. With Wikipedia removed, local link evidence is
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ID statmap mpc(30) map mrr P@10

Non–wiki baseline β = 0 0.0880 0.2181 0.0802 0.2784 0.2160

Non–wiki baseline β = 1 0.1044 0.2528 0.1015 0.2814 0.2260

Non–Wiki Global In 0.1008 0.3692 0.0883 0.3566 0.1720

Non–Wiki Global Out 0.1030 0.3552 0.0877 0.3596 0.1680

Non–Wiki Global Union 0.1012 0.3594 0.0882 0.3537 0.1760

Non–Wiki Log Global In 0.1043 0.2699 0.0951 0.4207 0.1880

Non–Wiki Log Global Out 0.1080 0.3812 0.1019 0.3961 0.2540

Non–Wiki Log Global Union 0.1072 0.2980 0.1014 0.4174 0.2260

Non–Wiki Local In 0.1114 0.3131 0.1035 0.4705 0.2440

Non–Wiki Local Out 0.1115 0.3121 0.1053 0.4667 0.2700

Non–Wiki Local Union 0.1132 0.3312 0.1070 0.4827 0.2700

Non–Wiki Log Local In 0.1102 0.3185 0.1059 0.4291 0.2580

Non–Wiki Log Local Out 0.1101 0.3250 0.1073 0.3961 0.2760

Non–Wiki Log Local Union 0.1108 0.3270 0.1080 0.4253 0.2720

Table 36: Impact of link evidence on the non-Wikipedia part of
ClueWeb09 B.

more effective than global link evidence, and the difference between
incoming and outgoing link evidence has almost disappeared. In-degree
is better for very early precision while out-degree is better for later
and overall precision, just as in the inex 2006 Wikipedia collection. The
union of the two degrees is even more effective. We compare this again
with our findings in previous chapters.

Global link evidence needs toning down, local does not: The normal, non-log
global degrees hurt map when used over the top 100 results, just as in
Wikipedia, and using the log of the degrees improves the effectiveness
of the global degrees. The local degrees become slightly more effective
for map but not for statmap. The log helps improve precision at a fixed
rank cut-off but not mrr. In Wikipedia, the normal local degrees were
clearly better than the log local degrees. In the Web, curbing the degrees
is beneficial for performance.

Local link evidence is more effective than global link evidence: Without Wiki-
pedia, local link evidence is more effective for Web ad hoc search than
global link evidence, but global link evidence is still effective when ap-
plied with care. Document importance is useful for Web ad hoc search,
but query-dependent evidence is more useful. Is local link evidence
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more effective because it is a toned down version of the global degrees
or because it is more related to topical relevance?

Local link evidence works in both directions, global link evidence does not:
Local in-degrees are better for mrr while local out-degrees are better
for P@10 and mpc(30). For map the differences are small. The union of
the in- and out-degrees further improves performance. This is almost
exactly the same as for the inex Wikipedia collection. For overall pre-
cision, the impact of link evidence is symmetric, suggesting that local
links signal topical relevance.

Without Wikipedia, link evidence in the Web behaves similar to link
evidence in Wikipedia. Only when we combine Wikipedia with the rest
of the Web do the global degrees become effective and the out-degrees
more so than the in-degrees. What is the impact of Wikipedia on the
global in- and out-degrees?

In the β = 1 baseline, there are 15 Wikipedia pages in the top 100 on
average. The baseline run has 1.2 Wikipedia pages in the top 10. The
local degrees and the global in-degrees push up Wikipedia pages, all
with roughly 2.2 Wikipedia results in the top 10. The global out-degrees
and union degrees have 4.2 Wikipedia pages in the top 10. The global
out-degrees favour Wikipedia pages more than other degrees do. For
the non-Wikipedia results in the top 100, the median global in-degree is
3 and the median global out-degree is 9. Among the Wikipedia results
in the top 100, the median global in-degree is 0 and the median global
out-degree is 147. The global out-degree works as a Wikipedia filter
much more than the other degrees.

This can explain why the global out-degrees are effective. Wikipedia
is densely linked and most pages have a large amount of outgoing links.
The global out-degree seems to push up Wikipedia pages in the ranking.
Wikipedia pages are often considered high-quality pages with informa-
tional text (a pre-requisite for relevance in the ad hoc methodology) and
are on average longer than the non-Wikipedia pages—Wikipedia pages
are on average 7944 characters long while non-Wikipedia pages are 4635

characters long. The impact of the length prior shows that document
length is related to relevance. This would mean that Wikipedia pages
have a higher probability of being relevant than non-Wikipedia pages,
and performance is improved by favouring Wikipedia pages high in
the ranking. The same observation was made by He et al. (2010), who
reranked the search results by pushing all Wikipedia results to the top
of the ranking.

We ran the same queries on a Wikipedia-only index of the ClueWeb09

B collection (see Table 37) and found that on the Wikipedia-only index,
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ID statmap mpc(30) map mrr P@10

Wiki baseline β = 0 0.0483 0.1946 0.0584 0.2869 0.1920

Wiki baseline β = 1 0.0748 0.2433 0.0832 0.4295 0.3340

Wiki Global In 0.0608 0.2021 0.0485 0.3189 0.1520

Wiki Global Out 0.0627 0.2274 0.0590 0.2704 0.1860

Wiki Global Union 0.0623 0.2329 0.0571 0.3175 0.1900

Wiki Log Global In 0.0676 0.2382 0.0619 0.4454 0.2160

Wiki Log Global Out 0.0742 0.2610 0.0800 0.4111 0.3040

Wiki Log Global Union 0.0751 0.2496 0.0809 0.4400 0.3100

Wiki Local In 0.0694 0.2228 0.0645 0.4923 0.1860

Wiki Local Out 0.0765 0.2683 0.0847 0.4061 0.3420

Wiki Local Union 0.0769 0.2704 0.0787 0.4874 0.2520

Wiki Log Local In 0.0724 0.2520 0.0719 0.5091 0.2380

Wiki Log Local Out 0.0775 0.2905 0.0862 0.4512 0.3360

Wiki Log Local Union 0.0784 0.2674 0.0873 0.5015 0.3340

Table 37: Impact of link evidence on the Wikipedia part of ClueWeb09.

early precision is higher than on the whole ClueWeb09 B index, even
though Wikipedia is a 10% subset. This is in direct contrast with the
observation by Hawking and Robertson (2003) that precision at a fixed
rank cut-off tends to increase with collection size. It is easier to find
relevant pages in Wikipedia than in the rest of the ClueWeb09 B col-
lection, suggesting that Wikipedia pages are are of higher quality than
non-Wikipedia pages.

The Wikipedia pages form 11% of the ClueWeb09 B collection. The
judged Wikipedia pages form 18% of the judged pages. This means
Wikipedia pages have a higher probability of being retrieved in the top
results. The relevant Wikipedia pages form 21% of the relevant pages,
meaning Wikipedia pages have a higher probability of being relevant.

That the log global degrees still lead to improvements indicates that in
the Web, part of the role of link evidence is to identify important, high-
quality documents. The global out-degrees lead to a larger improvement
than the global in-degrees, which might be a document length effect.

It seems that the special nature of Wikipedia creates a bias in the
ClueWeb09 B collection which muddles the analysis of the impact
of link evidence. Below, we look at the impact of link density and
inter-server links in ClueWeb09 B with and without Wikipedia.
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Links ID statmap mpc(30) map mrr P@10

Non–Wiki baseline 0.1022 0.2570 0.1011 0.2816 0.2260

Intra Non–Wiki Local union 0.1119 0.3305 0.1058 0.4705 0.2033

Non–Wiki Log Local union 0.1087 0.3201 0.1068 0.4163 0.2247

Inter Non–Wiki Local union 0.1007 0.2593 0.0994 0.3361 0.2267

Non–Wiki Log Local union 0.1017 0.2603 0.1005 0.3098 0.2287

Table 38: The impact of inter- and intra-server link evidence on retrieval
effectiveness in the non-Wikipedia part of ClueWeb09 B.

7.3.4.1 Inter-server and intra-server links

We have seen that the Wikipedia part of ClueWeb09 B accounts for 446

million of the intra-server links and 22 million of the inter-server links
(20.5 million links from Wikipedia to external pages and 1.5 million
links from external pages to Wikipedia). With 5.7 million pages, it is by
far the largest Web site in the collection. The next biggest Web site (in
number of pages) has only 34,684 pages. The number of pages on the
same site determines the maximum intra-server link degree. In a site
with n pages, the maximum intra-server in- and out-degree is n− 1.
Wikipedia pages can have much larger degrees than non-Wikipedia
pages. Note that in ClueWeb09, Wikipedia has been crawled separately,
which has an important impact on the composition of the collection.
The crawling policy for the rest of the collection was to crawl new
domains first and limit the number of pages per domain and the depth
at which pages were crawled within each domain. Wikipedia is the only
exception. In a normal crawl using the same policy, Wikipedia would
form a much smaller part of the crawl and have a much sparser link
graph. The change in the impact of link evidence on the ClueWeb09 B
collection when we include Wikipedia might thus be an artefact of the
way the collection is constructed. Because Wikipedia accounts for such
a large part of the intra-server links and is a single giant Web site that
accounts for 24% of the relevant documents, we look at the impact of
inter- and intra-server links without Wikipedia in Table 38.

We show only the impact on the local and log local union degrees,
which give the best performance. The impact is similar on all other
degrees. Apart from the P@10 measure, intra-server link evidence
outperforms inter-server link evidence on all measures. The presence
of Wikipedia does not tip the balance in favour of the intra-server links.
Even without Wikipedia, intra-server links are more effective than inter-
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Figure 29: The impact of randomly filtering links on the effectiveness of
link evidence in the non-Wikipedia part of ClueWeb09 B.

server links. The explanation given earlier is still valid: inter-server links
cover a smaller number of pages than intra-server links and mainly
point to site-entry pages. The bias of control over incoming links has
no impact on the value of link evidence for topical relevance.

7.3.4.2 Link density

We repeat the link filtering method on the non-Wikipedia part of the
collection and see the impact of filtering on effectiveness in Figure 29.
The most striking difference from the impact on the whole collection
is that, on the non-Wikipedia part, filtering has a larger impact on the
effectiveness of the global degrees. Whereas on the whole collection the
global degrees were barely affected by filtering, in the non-Wikipedia
part the global degrees gradually lose their impact as we filter more
links.

The small impact of filtering on the full collection can be explained
by the fact that we used a random filter to reduce link density. With
random filtering, all pages are affected in the same way. If page A has
a higher link degree than page B in the full link graph, then A will also
have a higher link degree on average in a randomly sampled link graph.
In other words, the Wikipedia pages are promoted in the full collection
regardless of the amount of links filtered. Highly connected pages are
more robust against filtering links than other pages. The local graph is
more fragile, so filtering has a larger impact on the local degrees.

7.4 conclusions

In this chapter we looked at the impact of link evidence on ad hoc
retrieval in the new ClueWeb09 B collection.
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• What is the impact of link evidence on the ranking of Web ad hoc
retrieval results?

Link evidence can significantly improve ad hoc retrieval effectiveness
in the Web, when restricted to the top 100 results. This is in direct
contrast to the findings of the trec Web Tracks of 1999–2001. The main
differences between the 1999–2001 evaluation on the wt10g collection
and the evaluation in this chapter on the ClueWeb09 B collection is that
trec 2009 topics are more general, the collection is much larger and
more densely linked and contains the full English Wikipedia.

• How is the effectiveness of link evidence affected by the density of
the link graph?

We randomly filtered links from the graph to study the impact of
link density. The effectiveness of the global degrees is hardly affected
by randomly filtering links while the effectiveness of local link evidence
gradually decreases. The global graph is richer and therefore more
robust against filtering. The top of the degree-based ranking changes
little by random filtering. The local graph is much sparser and the
ranking is more sensitive to the presence of specific links. However,
even with a small amount of links, both local and global link evidence
can improve a standard full-text retrieval baseline.

• What is the relative impact of inter-server and intra-server links on
the effectiveness of link evidence?

Intra-server links make up a large part of the link graph. The inter-
server link graph is much more sparse and covers only a small number
of pages. If inter-server links in ClueWeb09 B mainly point to entry
pages, as they do in the dataset used by Hawking et al. (2004), it would
make them less suitable for ad hoc search, where any type of page can
be relevant. Intra-server links cover a much larger part of the collection,
including many pages deep within sites. The impact of link evidence
on ad hoc search mainly comes from intra-server links.

The main difference between inter-server and intra-server links is
that Web authors have more control over the intra-server links. That
is, assuming that a single Web site is authored by a single author or
a cooperating group of authors, authors control both the incoming
and outgoing links within their own Web site, just as in Wikipedia.
Intra-server links are more similar to Wikipedia links and show the
same impact on link evidence. There is little qualitative difference
between incoming and outgoing site-internal links, making in-degrees
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and out-degrees equally effective. The bias of control over the incoming
intra-server links does not affect the relation between link evidence and
topical relevance.

• What is the impact of Wikipedia on the effectiveness of link evidence
for Web ad hoc search?

In Wikipedia the link structure is much denser than in the rest of
the Web, and Wikipedia pages tend to have higher global out-degrees
than other Web pages. Although Wikipedia might be different in nature
from the rest of the Web, the higher density is also partly due to the
crawling policy restricting the number of pages to be crawled from a
single Web site—except for Wikipedia—and perhaps also to the fact
that only a limited part of the Web has been crawled. There might be
links to the pages in the collection from Web pages that have not been
crawled. As a consequence, the global out-degree pushes Wikipedia
up the ranking. Because Wikipedia pages have a higher probability of
relevance, the global out-degree is effective for improving Web ad hoc
search.

Without Wikipedia, link evidence in the Web behaves similar to link
evidence in Wikipedia, lending support to the findings of previous
chapters. Local links are more effective than global links, and incoming
and outgoing link evidence have a similar impact on overall perform-
ance. This suggests that in the Web, local link degrees provide evidence
for the topical relevance of search results. The fact that global degrees
are still effective when toned down by taking the log of the degrees
shows that, with the presence of many low-quality pages, document
importance is useful for Web ad hoc search.

With Wikipedia, the impact of link evidence changes radically. Global
out-degrees are very effective because they favour longer articles and
especially Wikipedia articles, which have a higher prior probability of
relevance. The Wikipedia link graph is very different from most other
site-internal link graphs. Wikipedia is a large domain with millions of
relatively long articles that are densely interlinked, whereas the next
biggest Web site in ClueWeb09 B has only 25 thousand pages. The
impact of Wikipedia might be smaller in a larger crawl of the Web,
where there is no restriction on the number of pages per Web site.

• To what extent does the value of link evidence in Wikipedia hold for
link evidence in general?

The presence of Wikipedia affects the value of link evidence. Without
it, our hypotheses mostly hold. The fact that local link evidence is more
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effective than global link evidence supports our hypothesis that local
link evidence signals topical relevance and that topical relevance is
useful for ad hoc search. That incoming and outgoing links have a
similar impact on overall performance supports our hypothesis that
the evidence for topical relevance is symmetric. The positive impact of
global link evidence shows that document importance is also useful for
ad hoc, at least on the Web.

However, Wikipedia is part of the World Wide Web, and general
aspects of hyperlinks should hold in both the entire Web and in Wikipe-
dia. Any aspect of hyperlinks where Wikipedia differs from the whole
Web cannot be a general aspect. How should we interpret the impact of
Wikipedia on the value of hyperlinks for retrieval? Perhaps the impact
of Wikipedia is not so much that it changes the nature of links, but the
nature of informational search on the Web. Wikipedia forms a special
part of the Web that is important for informational search.
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8C O N C L U S I O N S

From a practical perspective, the value of link evidence has been es-
tablished through the success of using PageRank, in-degree or anchor
text and the findings in the Web-centric tasks of the trec Web Tracks.
The main goal of this thesis is clarifying and thereby providing a more
thorough understanding of the relation between link evidence and the
notion of relevance in information retrieval.

The history of scientific benchmarking for Web IR is plagued with
the apparent contradiction between the experiences of Internet search
engines, and the results of experiments at the TREC Web Tracks of
1999–2001 (Hawking and Craswell, 2005). This led to Google’s Larry
Page calling the entire formal evaluation process “irrelevant” during
a heated panel debate at the 2000 Infonortics Search Engine Meeting
(Sherman, 2000). After several years of disappointing results at TREC
Web Tracks, it was surmised that Web structure is simply not effective
for ad hoc search tasks. TREC moved on to Web-centric tasks, where
link topology, anchor text, and URL structure were proven very effective
for navigational search, such as site finding and home page finding.

For a very detailed analysis of the value of link evidence, we focused
on the inex Wikipedia Ad hoc test collection, which has a dense link
structure that is not truncated by crawling limitations, a complex cat-
egory structure and specific information on the location of relevant text
in documents. The ClueWeb09 collection, which approximates the Web
as indexed by Internet Search Engines closer than earlier collections,
allowed us validate our findings in Wikipedia on a large Web collection.
This prompted us to revisit the standing question of the value of link
evidence for information retrieval.

In the first chapter we introduced a number of research questions and
in the other chapters we stated a number of hypotheses. We will first
address the research questions based on the findings of the previous
chapters, then discuss the hypotheses and finally discuss avenues for
future work.

189
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8.1 research questions

In Chapter 1 we listed four sets of research questions that guided the
work of this thesis. We will discuss each of them in turn.

1. Links for Wikipedia and Web retrieval: We decided to look at value
of link evidence in the inex 2006 Wikipedia collection, becomes it comes
with a high-quality test collection with very detailed relevance judge-
ments, a non-truncated link graph and a complex category structure,
which together allow us a very detailed analysis of the impact of link
evidence on retrieval performance. Because links in Wikipedia might
differ from general Web hyperlinks in certain characteristics, their im-
pact on retrieval might be different. Our first set of research questions
prompted us establish the importance of link evidence in Wikipedia ad
hoc retrieval and whether it differs from its role in Web search.

• Can link information in Wikipedia be used as evidence to improve
the ranking of ad hoc retrieval results?

Finding: Link evidence can be used to improve ad hoc retrieval effect-
iveness if we derive it from the feedback of a text-based retrieval system.
This finding is in direct contrast with the disappointing results of using
link evidence for the Ad Hoc search task of the trec Web Tracks of
1999–2001. This suggests that the value of link evidence Wikipedia is
different than its value in the Web.

Evidence: In Chapter 3 we saw that incoming link degrees in Wikipe-
dia are related to the relevance of retrieval results. Experiments on the
inex 2006 Wikipedia collection showed that global, query-independent
link degrees can improve ad hoc retrieval performance if used carefully,
although the improvements are small. Local, query-dependent link
degrees are made sensitive to the search topic and are more effective
for ad hoc search. The local graph is sparser and leads to a less extreme
degree distribution which needs no toning down.

• Is the value of links in Wikipedia different from their value in the
Web?

Finding: The value of links for retrieval in Wikipedia and the Web
depends to a large extent on the nature of the search task. For naviga-
tional search, link evidence is best derived from the global incoming
link structure while for informational search, link evidence is best de-
rived from the local graph of incoming and outgoing links based on the
feedback of a text retrieval system. However, the heterogeneity of the
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Web puts more emphasis on the role of link evidence as an indicator
of the authority or quality of documents, while the homogeneity of
Wikipedia puts more emphasis on the relation between link evidence
and topical relevance.

Wikipedia is a single homogeneous Web site containing articles writ-
ten in a similar style and for a similar purpose, that is, to be informative.
The Web is a vast collection of Web sites which are highly heterogen-
eous.

In the Web it is important to distinguish between Web-centric search
tasks, such as home page finding, that are navigational in nature, and
the informational search tasks as modelled by the ad hoc task. Locating
home pages is a typical task in the Web, but makes no sense in the
single domain of Wikipedia. Finding the best encyclopedic entry for a
given search topic in Wikipedia resembles navigational search in the
Web. Arguably, the difference between navigational and informational
search is less relevant in Wikipedia.

Wikipedia content is edited by millions of contributors. Arguably,
all Wikipedia pages have similar authority, such that the challenge for
retrieval is to locate topically relevant information. Within the Web,
pages and sites vary considerably in quality, reliability and popularity.
For Web-centric search tasks, these aspects pose an additional challenge
for retrieval.

Popularity and authority are derived mainly from site-external links,
because Web page authors typically have no control over incoming
links from other Web sites. The number of site-external incoming links
is a measure of popularity and authority, which is derived from the
global link graph.

Within a Web site, authors often have control over the site-internal
links and thus over both the incoming and outgoing site-internal links
of a page. In terms of conferring authority, site-internal links are less
meaningful than site-external links. Wikipedia being a single domain
within the larger Web, the links between the encyclopedic articles are
also site-internal links.

Evidence: We saw in Chapter 4 that in Wikipedia, outgoing link de-
grees are structurally similar to incoming link degrees.

In Chapter 4 we looked at the impact of link evidence for Web-centric
search tasks and observed a big difference in the value of link evidence
for ad hoc search in Wikipedia and navigational search in the Web. For
Web-centric search tasks, link evidence is effective when derived from
the global link structure, which reflects the importance of individual
pages, and identifies the right “type” of pages.
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For ad hoc search in Wikipedia (Chapter 3) and the Web (Chapter 7),
link evidence is effective when it is made sensitive to the topical context.
Within the local set, incoming and outgoing links are equally effective.
In the Web, global link evidence is more useful than in Wikipedia. This
is probably related to the fact that Wikipedia is single homogeneous
domain with high-quality pages, while the quality of pages in the Web
varies strongly, which makes evidence of page importance more useful.

We should also make a distinction between the Web as represented
by the collections used for the trec Web Tracks of 1999–2001 and
the Web represented by the collection used for the 2009 Web Track.
Whether the more recent collection is a better representation of the
Web, or whether it reflects a Web structure that has changed with
respect to that of the earlier collections, the impact of link evidence is
different. In the more recent collection, link evidence helps improve ad
hoc retrieval performance, whereas in the 1999-2001 experiments on
the older collections it did not. In Section 7.3.1 we discussed a number
of differences such as the more general topics used in 2009, the higher
density of the link graph and structural changes due to insights in
search engine optimisation.

2. Global and local link evidence: Link information can be derived
from the entire link graph of the collection, or from a subset of query-
dependent retrieval results.

• How is global, query-independent link evidence related to relevance?

Finding: Global link degrees are related to query-independent aspects
of documents. Insofar as global link evidence signals document import-
ance, the direction of the link evidence determines what the evidence
is an indicator of. The in-degree is an indicator of how well-known
or popular a Web page is and how general or common the topic of a
Wikipedia article is. The out-degree is an indicator of document length
in Wikipedia. These aspects are related to query-independent aspects
of relevance. By definition, global link evidence is not related to topical
relevance. It cannot be used to determine whether a document is on
the requested search topic. Within a set of relevant pages, it can pro-
mote pages with more relevant information, but it has no way to keep
focus. Promoted pages often have more relevant information because
they have more information in total, including more irrelevant informa-
tion. Therefore, we conjectured that global link evidence is related to
document importance but not to topical relevance.

For search tasks that demand high-quality, popular Web pages, global
link evidence is best used unrestricted to clearly distinguish the import-
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ant pages from the rest. For search tasks focussing on topical relevance,
global link evidence needs to be curbed so as not to disrupt the content-
based relevance ranking too much.

Evidence: In Chapter 3 we saw that global link evidence, if used
in a logarithmic scale, can improve ad hoc retrieval performance in
Wikipedia, although the improvement is very small. In Chapter 4 we
saw that global incoming link evidence is more effective than global
outgoing link evidence.

For Web-centric search tasks on the .gov collection, it is best to use
global link evidence on a non-logarithmic scale. Both incoming and
outgoing link evidence are effective, but incoming link evidence is more
effective than outgoing link evidence. In the Web, global incoming link
evidence identifies home pages and other important Web pages. Global
outgoing link evidence identifies long pages in Wikipedia but is also
useful for identifying entry pages in the Web, as shown in Chapter 4.

In Chapter 5 we saw that global link evidence provides a better-than-
random ordering if we use incoming link evidence.

In Chapter 7 we saw that for Web ad hoc search, global link evidence
is effective, especially when used on a logarithmic scale.

• How is local, query-dependent link evidence related to relevance?

Finding: Local, query-dependent link evidence is made sensitive to
the search topic and is more subtle in changing the ranking of search
results. Local link degrees are necessarily related to the global link
structure and therefore reflect the importance of documents to a certain
extent. The local degree distribution also has a similar shape as the
global degree distribution. However, local link evidence is related to
topical specificity as well and keeps reasonable focus on the search topic.
Insofar as local link degrees are related to document importance, the
direction of the links determines the value of the evidence. Incoming
links signal authority or popularity, which is one of the key motivations
behind the HITS and SALSA algorithms. Outgoing links weakly signal
document length as well as perhaps accessibility; a page with many
links to other, relevant search results is a good entry point for accessing
information on the search topic. Insofar as local link degrees are related
to topical relevance, the direction of the links is irrelevant. The link
provides the same semantic relatedness information about both the page
from which it originates and the page it points to. Semantic relatedness
is a symmetric relation. Link evidence for topical relevance—which is
by necessity query-dependent—works in both directions. In Wikipedia,
the amount and fraction of local link evidence are related to the notions
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of exhaustivity (the extent to which the search topic is discussed) and
specificity (the extent to which the document is focused on the topic)
of relevance.

Local link evidence can improve the relevance ranking in two ways.
First, it can be used to distinguish relevant from non-relevant docu-
ments. Second, within the set of retrieved relevant documents, it can be
used to rank documents more favourably with respect to the amount
of relevant text they contain, while retaining topical focus.

Evidence: In Chapter 5, we found that, in Wikipedia, local link degrees
are moderately correlated with global degrees, showing that local link
evidence can still reflect query-independent aspects of relevance. We
can make local link evidence less dependent on the global degrees by
looking at the fraction of global links present in the local graph (the
local fraction) or down-weighting the local degree by the log of the
global degree (the weighted degree).

In Section 5.3 we saw that local link evidence in Wikipedia is symmet-
ric in the sense that incoming and outgoing link evidence have the same
impact on average precision and in Section 5.4 that they have a similar
relation with the amount and fraction of relevant text in documents.
In the same section, we saw that the amount of local link evidence is
related to the amount of relevant text and the fraction of local link evid-
ence is related to the fraction of relevant text, reflecting the notions of
exhaustivity and specificity. As we increasingly focus the link evidence
on the local context, pages with less irrelevant text are promoted.

Restricting the link graph to links between the top retrieved docu-
ments for a given query acts as a filter in two ways. First, the local links
connect documents that are more semantically related to each other
than documents in the local set that are not linked (Chapter 6). Second,
the documents are filtered on the search topic, making link evidence
more focused on the search topic.

In the Web, local link evidence is effective for both ad hoc search tasks
and Web-centric search tasks. For ad hoc search local link evidence is
more effective than global link evidence when we leave out Wikipe-
dia (Section 7.3.4), and local incoming and outgoing link evidence are
equally effective. With Wikipedia included, local link evidence is less ef-
fective than global outgoing link evidence because global outgoing link
evidence works as a Wikipedia prior. For Web-centric search, local link
evidence is less effective than global link evidence (Section 4.3.4) and
incoming link evidence is more effective than outgoing link evidence.
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3. Importance and topical relevance: Links can be used as indicators of
popularity or importance of documents, or as indicators of the topical
relevance of linked documents.

• Is link evidence of document importance useful as evidence for
ranking ad hoc retrieval results?

Finding: Document importance is a broad term covering different
aspects, which we here associate with query-independent aspects of
relevance. Importance can be related to the amount of information
in a document, or the popularity or authority of a document or its
author. All these aspects can be useful for relevance. Long documents
have a higher probability of being relevant for ad hoc search because
they have a lot of text, any part of which can be relevant to some
information need. Popular documents have been found worthwhile to
link to by many different people. This is a signal that this document
is a desirable document to return as search result when it matches the
query. Authoritative documents receive many votes of confidence from
different sources, indicating that is has reliable and useful content.

Evidence: Document length priors are very effective for ad hoc search,
as we have seen for Wikipedia in Chapter 4 and for the Web in Chapter 7.
In Wikipedia, pages vary little in quality and authority, making global
link evidence only marginally useful, and only when used with care.
In the Web, where quality and authority of pages and sites varies much
more, indicators of popularity and authority are more effective.

• Is link evidence of topical relevance useful as evidence for ranking
ad hoc retrieval results?

Finding: Our conjecture is that links can provide evidence of topical
relevance when derived from the feedback of a text-based retrieval
model. Because it is based on the ranking of a text-based retrieval
model, it is not obvious that it is complementary to textual evidence.
Although we cannot measure the relation between link evidence and
topical relevance directly, there are certain factors of its impact that we
expect to observe.

If we have content-based evidence that a certain document is relevant
for a given search topic, than we would expect another document with
similar content to be relevant as well. Insofar as links are evidence
that linked documents are similar in content, they are a signal that
the content-based evidence of one document is also evidence for the
documents it is linked to. The content similarity relation is a symmetric
relation, which should mean that this signal is independent of the
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direction of the link. If we have content-based evidence for the relev-
ance of two linked documents, the link between them reinforces the
content-based evidence of both documents. Therefore, we would expect
link evidence for topical relevance to work in both the incoming and
outgoing direction.

This symmetry should have consequences for non-local links as well.
Links between a retrieved document and a non-retrieved document
provide evidence that the non-retrieved document is relevant, but also
that the retrieved document is not relevant.

Another factor which we would expect to observe is that the amount
of link evidence for topical relevance is related to the extent to which a
document is relevant. A small amount of link evidence provides little
support for the relevance of a document and suggests a document
is only marginally relevant. More link evidence for topical relevance
signals that a document is more topically relevant.

Evidence: To find evidence for these expected observations, we used
the detailed relevance assessments of the inex Wikipedia Ad Hoc test
collection, which allow a detailed analysis of the relation between
link evidence and relevance. We saw symmetry in the impact of link
evidence in Wikipedia in Chapter 5 where incoming and outgoing
local link evidence led to similar average precision (page 119) and
showed a similar relation with the amount and fraction of relevant text
in relevant pages (page 122). Although their impact on performance
is symmetric, local incoming and outgoing link evidence do promote
different documents. The shape of their distributions is somewhat
different, which is reflected in differences in their precision curve (see
Table 24 on page 119). Combining incoming and outgoing links leads
to more evidence and better performance. With more evidence, links
are better able to distinguish between documents. The local fractions
of incoming and outgoing links showed an even stronger symmetry.
The symmetry increases as we make link evidence more sensitive to
the topical context.

Links between local documents and non-local documents provide
contrasting evidence for topical relevance, which might explain why
expanding the set of retrieved documents with documents that are
linked to them is not effective for ad hoc search in Wikipedia (see
Section 4.3.7 on page 98). The lack of content-based evidence for the
non-retrieved document signals that the link lacks evidence for topical
relevance.

In Section 5.4 we observed that the local degrees are related to the
amount of relevant text in pages. If we look at the internal ranking
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of relevant documents according to the local degrees, the amount
of relevant text decreases with increasing rank, while the fraction of
relevant text remains stable. We also saw that the fraction of global
links present in the local set is related to the fraction of relevant text in
documents. Relevant documents with a large fraction of global links
in the local set have a large fraction of relevant text. This supports our
conjecture that link evidence based on feedback from a content-based
retrieval model is related to topical relevance.

4. Quantity and semantics: the information conveyed by links is af-
fected by the quantity of links and the semantic relatedness of linked
documents.

• What is the impact of link density or link quantity on the value of
link evidence?

Finding: Link density has little impact on global link evidence. Even
a small amount of links can make link evidence effective for ad hoc
search. In networks where preferential attachment is one of the guiding
principles, the most important (popular, authoritative) pages build up
connections quicker than less important pages. This pattern will quickly
distinguish the important pages even in sparse graphs. However, for
local link evidence, a denser global graph will lead to denser local
graphs. With very few links in the global graph, a small subset of nodes
will have an almost completely unconnected subgraph. Increasing link
density makes local link evidence more effective as long as the links
connect semantically related pages and the density is not so high that
all local pages have the same amount of link evidence.

Evidence: In Chapter 6 we saw that the impact of global link evidence
in Wikipedia remains stable as we randomly filter out links while the
impact of local link evidence gradually decreases as we remove more
links from the graphs. The global link structure is very rich and random
filtering does not affect the order of the high degree pages much. Pages
with many links are robust against random filtering. The local link
graph is much sparser, and removing links reduces the ability of local
link evidence to distinguish between relevant and non-relevant pages.
The impact of filtering is more visible for evaluation measures that use
a larger part of the ranking.

In Section 7.3.2 we saw a similar impact of filtering links in the Web.
With Wikipedia included, randomly filtering links affects the impact
of local link evidence more than the impact of global link evidence.
However, even when we remove 90% of the links in the ClueWeb09 B
collection, performance is improved by link evidence. When we leave
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Wikipedia out of the collection, in Section 7.3.4.2, we saw that the
impact of both global and local link evidence gradually drops to zero
as more links are removed. The impact of local link evidence is still
affected more than the impact of global link evidence.

• How does the semantic relatedness of linked documents affect the
value of link evidence?

Finding: The semantic relatedness of linked documents determines
the effectiveness of link evidence for topical relevance in Wikipedia.
The more semantically related the linked documents are, the more
effective the link. This supports ideas behind relevance propagation.
If a document matches a search query well, this is evidence that the
document is relevant for the information need of the user. In turn, this
is evidence that semantically similar documents are also relevant. Links
that connect semantically similar documents are useful links that are
supported by the content of connected pages.

Global incoming link evidence is unaffected by the semantic related-
ness of linked documents. The semantic nature of global outgoing link
evidence to some extent reflects the topical scope of a document. In
Wikipedia, documents with many outgoing links to topically unrelated
pages are long documents discussing many unrelated topics, while
documents with many outgoing links to topically related pages are
long documents focused on a particular topic, which have a higher
probability of being relevant.

Evidence: In Section 6.4 we saw that the positive impact of link evid-
ence in Wikipedia ad hoc retrieval drops quickly as we remove the links
with the shortest category distance first. When we remove the longest
category distance links first, performance remains stable.

In Section 6.4 on page 141, we saw that the performance of ranking
the top 100 documents by global in-degree remains stable whether we
filter links randomly or based on category distance. Global outgoing
link evidence becomes more effective when we remove links between
semantically unrelated documents.

8.1.1 Main research question

We have analysed how the direction and semantic nature of links and
the nature of the link graph from which link evidence is derived affect
the meaning signalled by links. Our aim was to get Our main research
question was:

• What is the value of link evidence for information retrieval?
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The value of link information for information retrieval depends on
a number of things: the nature of the search task, the semantic nature
and the direction of the links, and the nature of the document set from
which the link information is derived.

In a large collection of documents, the links between those documents
provide us with evidence about the popularity, authority or length
of documents, which are query-independent aspects related to the
relevance of documents. At the collection level, the direction of the
link determines for which aspect it provides evidence. Hyperlinks
are anchored in pieces of text in documents and thus take up space.
Outgoing links therefore provide evidence about document length. as
well as connectedness and “hubness”. Those hyperlinks are pointed
at other pages in the collection, but require the author of the source
document to know about the documents targeted by hyperlinks and
to put in effort to create those links, therefore the incoming links say
something about the popularity and/or authority of those targeted
pages. Because link evidence derived at this level is blind to the topic
of request, it provides no information about the topical relevance of
documents.

When we zoom in on a subset of documents retrieved in response
to a given query and retain only the links between these retrieved
documents, the nature of link evidence changes. The signals about
document length and popularity diminish, and are joined by a signal
that the linked documents are related to other documents retrieved
for the same query, providing evidence for the topical relevance of
the linked documents. This signal forms evidence for both linked
documents in equal measure, therefore is independent of the direction
of the link. The strength of this evidence is determined by the semantic
relation of the linked documents. The evidence is strong when the
linked documents have semantically similar content and weak when the
linked documents have semantically unrelated content. The evidence
for document length and popularity are not affected by the semantic
relatedness of the linked documents.

For ad hoc search, inter-server links are not more valuable than
intra-server links. The main distinction between inter-server and intra-
server links is the control over a page’s incoming links and affects
the flow of authority and popularity. It has no notable impact on
the relation between link evidence and topical relevance. Although
document importance indicators such as authority and popularity
are useful for ad hoc search, link evidence as an indicator of topical
relevance is more useful. The relation between link evidence and topical
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relevance is established by filtering links on the search topic, which
greatly reduces the number of links. The greater quantity of intra-server
links makes them more useful than inter-server links for ad hoc search.

Perhaps the main contribution of this thesis is that it solves the appar-
ent contradiction between the experiences of Internet search engines,
and the results of experiments at TREC. Negative results for ad hoc
informational search using Web structure have tainted the reputation
of reproducible IR evaluation. The positive results in this thesis may
help to set the record straight. This turns the earlier negative results
into something positive in a sense: they aid to our understanding of
when and why link evidence works, and when not.

8.2 hypotheses

Throughout this thesis, we introduced a number of hypotheses and
conjectures. We will discuss the status of each with respect to the
conclusions above.

• In Wikipedia, incoming and outgoing links are similar to each
other (Chapter 4). In Chapter 4 we argued that in contrast to the Web
in general, authors contributing to Wikipedia have control over both
the incoming and outgoing links of a page. The conferral of authority
from source to targets disappears, making incoming and outgoing
link evidence equally important. In Chapter 7 we saw that on the
Web, site-internal links behave very much like the links in Wikipedia.
This is not surprising, given Wikipedia is itself a single Web site
and that the links between its articles are site-internal links. The
control over incoming and outgoing site-internal links is more general
than Wikipedia alone. However, the encyclopedic organisation of
Wikipedia, where each topic has its dedicated article, makes it clear
which related articles to link to. On top of that, the content and links
of Wikipedia are edited by millions of contributors, resulting in a
high-quality link graph where relevant links are preserved, missing
links are added, and irrelevant and redundant links are removed. As
a consequence, the Wikipedia link graph might be more complete in
terms of connections between related pages.

• Links in Wikipedia are similar to links in the World Wide Web
(Chapter 4). Both in Wikipedia and the Web, the link structures show
power law distributions, indicating that both are scale-free networks
which grow according to the principle of preferential attachment—
possibly in combination with other principles such as (dis)assortative
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mixing. For both Wikipedia and the Web, we saw that the shape
of the degree distributions is the same on global and local levels.
That is, within a set of documents retrieved for a given query, the
degree distribution has the same shape as over the whole collection,
which was also observed by Chakrabarti et al. (2002). In Chapter 7

we discovered that the site-internal links in the non-Wikipedia part
of the Web have a similar impact on retrieval as the site-internal links
in Wikipedia.

• Global link evidence is query-independent and is related to docu-
ment importance, but not to topical relevance (Chapter 5). Global
evidence is by definition blind to the topic of the query, therefore
cannot be related to topical relevance. Because relevance is a broad
notion with many different aspects, global evidence can be related
to other aspect of relevance such as document length, authority or
popularity.

• Local link evidence is query-dependent and related to topical rel-
evance (Chapter 5). Local link evidence is a form of relevance feed-
back. The link graph is filtered on the search topic, and thereby made
more semantic. The amount of local link evidence is related to the
exhaustivity dimension of relevance while the fraction of global link
evidence that is present in the local set is related to the specificity
dimension of relevance. Links in the local set have an impact in both
the incoming and outgoing directions, supporting the notion that
local link evidence is related to topical relevance.

• Link evidence for topical relevance is more useful for ad hoc search
than link evidence for document importance (Chapter 5). We have
seen that in Wikipedia, global link evidence results in a ranking that
is only slightly better than random, although removing the global
component from local link evidence hurts performance. Document
importance plays a small role in Wikipedia ad hoc search, but a
role nonetheless. In the TREC 2009 Web Ad Hoc task, the role of
document importance is larger. Removing the global component in
local link evidence seriously hurts performance. The topics for this
task are more general and relevant documents are more abundant.
The challenge of identifying relevant documents is smaller, and as
a consequence, the challenge of identifying the best ones becomes
more important. The role of document importance for ad hoc search
seems related to the generality of the topic.
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• Link evidence for document importance is asymmetric. The direc-
tion of the link determines what the signal means (Chapter 5). In
the Web, where authors are typically not in control of incoming links
from other sites, a site-external link from page A to page B confers
authority from A to B, making B important but not A. In the Web,
a link from page A to page B is a signal that page B contains useful
information. If A and B are pages in different sites, the link confers
authority from A to B. In both cases, the link signals that page B is
important but not page A. At the same time, the link confers inform-
ation about the length of page A, but not of page B. The direction of
the link determines for what aspect of a document the link provides
evidence.

• Link evidence for topical relevance is symmetric. The meaning of
the signal is independent of the link direction (Chapter 5). In a
graph of links between semantically related pages, incoming and
outgoing links behave in a similar way and lead to similar degree
distributions. Insofar as link evidence is related to topical relevance,
it is independent of the link direction. Topical relevance is related to
semantic relatedness and therefore symmetric.

• Links between semantically related pages are more effective than
links between unrelated ones (Chapter 6). The effectiveness of link
evidence depends on the semantic nature of the links. Evidence from
links between semantically unrelated pages has almost no impact on
retrieval, whereas evidence from links between semantically related
pages can improve retrieval effectiveness.

• Global link evidence is more useful for ad hoc retrieval in the Web
than in Wikipedia (Chapter 7). The variation in document quality
and authority, and the amount of spam are much bigger in the Web
at large than in Wikipedia. This puts more emphasis on retrieving
high-quality results in Web ad hoc search, and makes global link
evidence more effective in the Web as a whole than in Wikipedia.

8.2.1 Future Research

Our findings that link evidence is effective for ad hoc retrieval in the
inex Wikipedia and ClueWeb09 B collections is in contrast with the
findings of the 1999–2001 trec Web Tracks, which used earlier crawls
of the Web. We have discussed several factors that might contribute
to this gap. Further analysis could provide a more complete answer
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and might lead to an even better understanding of the value of link
evidence for information retrieval.

First, in Chapters 4 and 7 we discussed the evolutionary phases of
link graphs and how they might affect the value of link evidence for
retrieval. Random filtering of links to control link density showed that,
even in sparsely linked collections, link evidence can improve ad hoc
retrieval. However, randomly removing links from a fully developed
link graph is different from a link graph that is in an earlier evolutionary
stage. Through preferential attachment (Barabási and Albert, 1999),
authority and popularity become visible at an early stage, making
global link evidence useful to find important pages. Only at a later
stage do other pages acquire enough connections to derive topical
relevance information from the graph. An interesting line of future
research would be to look at the impact of graph evolution on the
effectiveness of link evidence for retrieval.

Second, an aspect that is related to this is the nature of the growth
process of link graphs. We have seen that the Web and Wikipedia both
fit the model of scale-free networks, where the degree distribution
adheres to a power law. Other hyperlinked document collections might
grow in a different fashion, without preferential attachment and disas-
sortative mixing. What is the relation between global link evidence and
document importance in such networks? How does the growth process
of document networks affect the value of link structure for information
retrieval?

Third, we also briefly discussed the impact of the crawling policy
on the composition of the resulting crawl. Policies that favour highly
connected pages to be crawled first result ensure that the first part of
the crawl is densely linked and that it contains many important pages.
Other crawling policies result in a different composition of the crawl.
Of course, this depends on the length of the crawl. In theory, if the
crawl is exhaustive, making sure every reachable Web pages is crawled,
the crawling order does not affect the final crawl. When the crawl is
stopped at an earlier stage, the crawling order is important. Similar
to the work by Fetterly et al. (2009a,b), we could measure the impact
of link evidence on retrieval effectiveness using various stages of a
crawl based on different crawling strategies and different sets of seed
documents.

Fourth, the topic generality might play a role in the value of link
evidence. The hits algorithm was designed for broad topics, for which
the search engine retrieves very many relevant pages with high preci-
sion. For these topics, the challenge is to identify the most authoritative
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pages. For more specific (non-navigational) topics, the number of rel-
evant pages is smaller and therefore, possibly the number of useful
links as well. Here, it seems we need to make link evidence sensitive to
the topical context. This suggests that link evidence has to be tailored
to the specificity of the search topic and prompts us to look at how
the value of link evidence is affected by the generality of the search
topic. Another question is whether the link structure of the Web is rich
enough to be effective for very specific topics found in the long tail of
infrequent queries.

Another aspect for future research is the way link evidence is in-
corporated into the retrieval model. In Chapter 3 we have only used
degrees as link evidence priors in combination with a standard lan-
guage model retrieval system. But link evidence and text evidence
could be combined in different ways. The difficulty with obtaining
local, query-dependent link evidence is that it is dependent on the
specific ranking function used to obtain the top retrieved results. The
number of top retrieved results is also important and the optimal num-
ber is dependent on the query and the retrieval model. An alternative
would be to look for ways in which local link evidence could be used
directly in the ranking function, and where the retrieval model itself
determines the size of the local set.

Finally, the positive results in this thesis cast a more optimistic light
on the value of link information for information retrieval and might
bring renewed interest in finding new ways of using link information
for retrieval. In this thesis, we mainly looked at degrees, because we
wanted to understand the nature of links, and only briefly looked at the
impact of the more complex algorithms PageRank and HITS. However,
there are many other ways of deriving meaning from the link structure.
Outgoing links have proven to be a valuable source of link evidence,
but is often ignored. The results in this thesis merit further investigation
of when and how to use outgoing link evidence. Also, our findings
prompt the question whether anchor text is also effective for ad hoc
retrieval, and initial experiments have confirmed that in the ClueWeb09,
anchor text can improve ad hoc retrieval performance (Koolen and
Kamps, 2010), which might stimulate further research into the use of
anchor text.

This thesis sheds more light on the meaning of link information,
broadens the scope of its use for IR tasks and gives a more optimistic
outlook for future research.
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