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## Introduction

Cyclic and ill-founded proof theory allow infinity to enter the realm of proofs, the one corner of mathematics in which everyone seems to agree that it should not be welcome. Indeed: the number line may be infinite and infinitely dense; numbers may have infinite, aperiodic decimal expansions; even circles may have infinite radii; but, surely, proofs ought to be finite.

Infinitely long proofs, however, have been part of mathematics since antiquity, in the form of proofs by infinite descent. The term was coined by Fermat (see, e.g., [159, Ch. II, § X]), but the technique is already used in Euclid's proof that every composite number is divided by some prime number (Prop. 31 of Book 7 of the Elements). A proof by infinite descent, as the name implies, is infinite. Its 'form', however, allows us to grasp that it is not a vicious circle. For even though we restart the argument after finitely many steps, we do so from a place which occupies a strictly lower position than the previous one (e.g., a smaller natural number). There has been some 'progress', and thus the argument is not so much circular as it is spiral: we move in circles, but ascending (or, rather, descending) towards a sound proof. Moreover, once we 'see' that the limit of the argument is an infinite descending chain of, say, natural numbers, we confidently reject the starting hypothesis without having to continue reasoning ad infinitum.

Ill-founded proof theory, and its more presentable sibling cyclic proof theory, formalise this idea by admitting infinitely long proofs in sequent calculi whose infinite branches satisfy some 'progress condition' ensuring that they yield valid conclusions.

This thesis designs and manipulates cyclic and ill-founded calculi for several modal fixpoint logics. Let us then briefly introduce both concepts, cyclic proofs and modal fixpoint logics, as an appetizer for the chapters that follow.

Cyclic proofs. Proofs by induction are difficult to mechanise because of the need to guess the right inductive hypothesis. It is not uncommon, when proving a statement by induction, to need a strengthening of the 'natural' inductive hypothesis. A well known example is provided by the following statement

$$
1+\frac{1}{4}+\frac{1}{9}+\cdots+\frac{1}{n^{2}}<2
$$

which clearly does not admit a direct inductive proof. But we can easily prove by induction the stronger statement:

$$
1+\frac{1}{4}+\frac{1}{9}+\cdots+\frac{1}{n^{2}} \leq 2-\frac{1}{n}
$$

This is not an isolated case, but an instance of a general phenomenon. Inductive constructions and proofs are ultimately based on least fixpoints of (monotone) 'constructor' maps. Logic itself provides plenty of inductive definitions in which this is manifest. For example, each time that we define the set of (well-formed) formulas over an alphabet $\Sigma$, we characterise it as the least collection of strings over $\Sigma$ closed under certain properties (e.g., if $\alpha$ is a formula, then so is $\neg \alpha$ ).

Relying on informal notation, the least fixpoint operator of a monotone map $f$ on a complete lattice is characterised by the following axiom and rule, where LFP $f$ denotes the least fixpoint of $f:^{1}$

$$
\frac{}{f(\operatorname{LFP} f) \leq \operatorname{LFP} f} \quad \frac{f(x) \leq x}{\operatorname{LFP} f \leq x}
$$

The axiom on the left says that LFP $f$ is a pre-fixpoint of $f$. The rule on the right is the fixpoint induction principle of Park's [105]. Together, they characterise LFP $f$ as the least pre-fixpoint of $f$, hence also the least fixpoint by the Knaster-Tarski theorem [150].

Looking at Park's rule, we can see at once where the problem lies with induction: the rule is not invertible. Consider, for example, the set $E$ of all even numbers. It is the least fixpoint of the map $f: 2^{\omega} \rightarrow 2^{\omega}: X \mapsto X \cup\{0\} \cup\{n+2 \mid n \in X\}$, and $E \subseteq E \cup\{1\}$. However, $E \cup\{1\}$ is not closed under $f$.

From the point of view of proof-search, right inductive invariants can be as hard to guess as right cut formulas. While several automated theorem provers rely on induction in one form or another, they all encounter difficult challenges (see, e.g., [17, § 1.2]). Cyclic and ill-founded proof theory propose an alternative approach: instead of reasoning by induction, proceed by infinite descent in an analytic calculus, for example by means of fixpoint unfoldings.

[^0]It is usually accepted that infinite descent is as strong as induction. Making this claim precise, however, is far from straightforward. The reader may consult [139, $17,18,137,103]$ for recent approximations to the formalisation and clarification of this question. Abstract approaches to cyclic theory, aiming at a general, logicagnostic notion of 'cyclic proof', are pursued in [17, 2] (see also [84]).

Modal fixpoint logics. At the risk of stating the obvious, there can be no cyclic or ill-founded proofs in a calculus if it lacks the power to create infinitely long branches in a 'non-trivial' manner.

Temporal modalities, like 'eventually', 'until', 'henceforth', etc., are a natural source of fixpoint equivalences capable of producing infinite proofs. Consider, for example, the eventually modality $\mathrm{F} p$, with the meaning: 'either $p$ holds now, or it will hold at some point in the future'. This is equivalent to saying: 'either $p$ is the case now, or $\mathrm{F} p$ will be the case at the next instant of time'. In symbols, $\mathrm{F} p \equiv p \vee \mathbf{X F} p$, where $\mathbf{X}$ is the temporal operator 'next'. Therefore, in place of an induction rule we may work with the following fixpoint unfolding rule:

$$
\frac{\varphi \vee \mathrm{XF} \varphi}{\mathrm{~F} \varphi}
$$

By imposing a correctness condition on infinite branches, corresponding to the fact that $\mathrm{F} \varphi$ requires that $\varphi$ eventually be the case, we can ensure that our calculus does not yield invalid conclusions.

This is probably the oldest occurrence of fixpoints in modal logic, if we take this expression to include pre-modern times. Indeed, the ancient Greek logician Diodorus Cronus conceived possibility (and necessity) in temporal terms: he identified the possible with that which is the case or will eventually be the case (so the F operator above). His ideas had great influence in the work of Arthur N. Prior, the father of (modern) temporal logic [53, 110, 111, 104]. In more recent years, cyclic and ill-founded proof-theoretical approaches, based on rules like the one above for F, have met with success in dealing with temporal logics [19, 117, 47, 118].

Another source of fixpoints is provided by logics such as GL and S4Grz. This is less obvious, because neither logic includes operators of a distinct fixpoint nature (despite both of them enjoying well-known fixpoint theorems). Nevertheless, both involve infinitary frame conditions on infinite chains that make it possible to design natural cyclic or ill-founded calculi for them. ${ }^{2}$ For recent developments in the cyclic and ill-founded proof theory of propositional modal logics, the reader may consult [134, 128, 129, 130, 69, 120, 122, 136, 35].

There is yet another source of fixpoints in modal logic. Instead of operators which happen to satisfy fixpoint equivalences, one can introduce operators specifically designed to denote fixpoints. The paradigm of this approach is

[^1]Kozen's modal $\mu$-calculus [81], an extension of propositional (multi-)modal logic with explicit fixpoint quantifiers $\mu$ and $\nu$. Syntactically, they behave like quantifiers in predicate logic, in the sense that they bound occurrences of variables in formulas. Semantically, $\mu$ and $\nu$ denote, respectively, least and greatest fixed points of functions, and are thus a kind of monadic second-order quantifiers. The $\mu$-calculus, informally, has one foot on modal logic and the other on monadic second-order logic. Much success has been achieved in the cyclic and ill-founded proof theory of the $\mu$-calculus and related fixpoint logics (see, e..g., $[102,73,146,76,144,9,43,95,4,37,121,127])$.

## Main contributions

Adding cycles to ordinary sequent calculi for K 4 and S 4 yields cyclic proof systems for the Gödel-Löb provability logic (GL) and the Grzegorczyk logic (S4Grz), respectively [134, 130]. Rather than isolated contrivances, we argue in Chapter 2 that these systems arise from a natural correspondence between cycles in proofs and infinite chains in frames that enables the former to capture frame conditions involving the latter. We propose to understand cyclic companionship by a combination of proof-theoretic and semantical considerations. According to our explanation, one should be able to obtain a cyclic system for the weak Grzegorczyk logic K4Grz by adding cycles to a system for K4. We show that this is indeed the case.

In the first part of Chapter 3, we introduce a cut-free, cyclic hypersequent calculus for the full computation tree logic CTL*. Local soundness of inferences is immediate, and a global correctness condition ensures that cycles yield valid conclusions. Hypersequents offer a natural framework for accommodating the existential (E) and universal (A) path quantifiers of the logic, as well as their interplay with the next operator X. Each 'sequent' in a hypersequent is a labelled set of formulas, either $A \Phi$ or $E \Phi$, interpreted as 'along all paths, $\bigvee \Phi$ is the case' and 'along some path, $\Lambda \Phi$ is the case', respectively. Through this interpretation, a natural system of ill-founded proofs arises wherein every infinite path of a proof must contain either an infinite sequent trace of type A through which some infinite formula trace stabilises (on a release operator), or an infinite trace of type E in which all infinite formula traces stabilise.

A simple annotation mechanism on formulas allows us to isolate a finitary condition which suffices to guarantee that a derivation is a proof.

In the second half of Chapter 3, we isolate a class of 'inductible' cyclic proofs whose cycles can be transformed into inductive arguments based on the following Park-style characterisation of until:

$$
\overline{(\beta \vee(\alpha \wedge \mathbf{X}(\alpha \cup \beta))) \rightarrow \alpha \mathbf{U}} \quad \frac{(\beta \vee(\alpha \wedge \mathbf{X} \gamma)) \rightarrow \gamma}{\alpha \mathrm{U} \rightarrow \gamma}
$$

In the end, we arrive at a Hilbert-style system and compare it to a fragment of a known axiomatisation for the full logic. Our axiom system is complete for a well-known variant of CTL* obtained by allowing the evaluation of formulas in a bigger class than the standard one.

Chapter 4 introduces a cut-free cyclic proof system for the intuitionistic lineartime temporal logic iLTL, with a fully finitary correctness condition. The calculus uses labelled formulas in order to accommodate the interplay between the 'temporal dimension', represented by the modal rule for the next operator $X$, and the 'intuitionistic dimension', corresponding to the right-implication rule $R \rightarrow$. Simple annotations on release and until formulas suffice to provide a finitary characterisation of good infinite branches.

Lastly, in Chapter 5 we present a proof of the uniform interpolation theorem for the modal $\mu$-calculus which differs from the original, automata-based one [32]. We build uniform interpolants from cyclic derivations in the system for the $\mu$-calculus due to Jungteerapanich [76] and Stirling [144].

## Sources of the material

Most of the content below has been written specifically for this dissertation. The exceptions are:

- Sections 3.2 and 3.4 of Chapter 3, which are based on joint work with B. Afshari and G. E. Leigh [6]. The latter section incorporates substantial revisions, though.
- Chapter 5, which is based on joint work with B. Afshari and G. E. Leigh [3].


## Chapter 1

## Mathematical Preliminaries

This chapter introduces notation and terminology used in the rest of the dissertation. Of particular importance are Sections 1.1 to 1.3, for the concepts defined therein recur throughout the thesis. Sections 1.4 to 1.6 , on the other hand, are only needed in Chapter 3 and may be safely ignored until then.

We work in the standard framework of Zermelo-Fraenkel set theory with the axiom of choice (ZFC). The reader is assumed to be familiar with elementary notions from set theory and order theory, whose definitions will thus not be given here except when we deviate from conventional practice.

### 1.1 Sequences and trees

Ultimately, this thesis is about building and manipulating derivations in (possibly ill-founded or cyclic) sequent calculi. Unsurprisingly, then, sequences and trees appear in almost every proof. Here we provide formal definitions of these and related notions, and fix some notation.

Sequences. Let $X$ be a set and $\alpha$ an ordinal. An $\alpha$-sequence on $X$ is a map $s: \alpha \rightarrow X$, usually written $\left(s_{\beta}\right)_{\beta<\alpha}$, where $s_{\beta}:=s(\beta)$. A finite sequence on $X$ is an $n$-sequence on $X$ for some $n<\omega$. We shall only concern ourselves with finite and $\omega$-sequences. Hence, by infinite sequence on $X$ we mean an $\omega$-sequence on $X$. The collection of all finite sequences on $X$ is denoted by $X^{<\omega}$, and $X^{\omega}$ is the collection of all infinite sequences on $X$.

We identify finite tuples and finite sequences. In addition, we sometimes abuse notation and treat sequences as sets, for example writing $x \in\left(s_{n}\right)_{n<N \leq \omega}$ to mean that $s_{i}=x$ for some $i<N$.

Given a sequence $s$ on $X$, we denote by $\operatorname{lnf}(s)$ the (possibly empty) collection of elements of $X$ which occur infinitely often in $s$. If $s$ is infinite, for every $n<\omega$
we denote by $s_{\geq n}\left(s_{>n}\right)$ the sequence $\left(s_{i}\right)_{i \geq n}$ (respectively, $\left.\left(s_{i}\right)_{i>n}\right)$. And, if the length of $s$ is at least $N \leq \omega$, for every $n<N$ we denote by $s_{\leq n}\left(s_{<n}\right)$ the finite sequence $\left(s_{0}, \ldots, s_{n}\right)$ (respectively, $\left(s_{0}, \ldots, s_{n-1}\right)$ ).

If $s$ is a finite sequence on $X$ and $t$ is a finite or infinite sequence on $X$, we denote by $s \frown t$ the concatenation of $s$ and $t$, defined in the usual manner. We may abuse notation and write $s \frown x$ in place of $s\urcorner(x)$, for $x \in X$. Additionally, when working with strings of symbols we might denote concatenation simply by juxtaposition, if doing so carries no ambiguity.

Let $s$ and $t$ be sequences. We write $s \sqsubseteq t$, and say that $s$ is a prefix of $t$, if $t=s \checkmark t^{\prime}$ for some (possibly empty) sequence $t^{\prime}$. As expected, by $s \sqsubset t$ we mean $s \sqsubseteq t$ and $s \neq t$. Analogously, we say that $s$ is a suffix, or a tail, of $t$ if $t=t^{\prime \sim} s$ for some finite (possibly empty) sequence $t^{\prime}$.

Every map $f: X \rightarrow Y$ induces a map $f^{*}: X^{<\omega} \cup X^{\omega} \rightarrow Y^{<\omega} \cup Y^{\omega}$ given by $f^{*}\left(\left(s_{n}\right)_{n<N \leq \omega}\right):=\left(f\left(s_{n}\right)\right)_{n<N}$ for every finite or infinite sequence $\left(s_{n}\right)_{n<N \leq \omega}$ on $X$. We abuse notation and denote $f^{*}$ by $f$.

Let $\left(X_{0}, \leq_{0}\right)$ and $\left(X_{1}, \leq_{1}\right)$ be well-ordered sets. We denote by $\left(\leq_{1}, \leq_{2}\right)$ the lexicographic well-order on $X_{0} \times X_{1}$ induced by $\leq_{1}$ and $\leq_{2}$, that is to say:

$$
(x, y)\left(\leq_{1}, \leq_{2}\right)\left(x^{\prime}, y^{\prime}\right)
$$

if, and only if, either $x<_{1} x^{\prime}$, or $x=x^{\prime}$ and $y \leq_{2} y^{\prime}$. We extend this notation to arbitrary finite products of well-ordered sets, writing $\left(\leq_{1}, \ldots, \leq_{n}\right)$.

Trees. There are a few, slightly different notions of tree commonly used in mathematics. For example, in graph theory trees are acyclic connected graphs, while in descriptive set theory a tree is usually a prefix-closed collection of finite sequences (for the latter notion see, e.g., [80]). We follow a third approach, standard in set theory, and define trees as partially ordered sets in which every element has a well-ordered set of predecessors (see [83, 75]).
1.1.1. Definition (Tree). A tree is a pair $\mathcal{T}=\left(T,<_{T}\right)$, where $T$ is a set of vertices and $<_{T}$ is a strict partial order on $T$ such that $\left\{v \in T \mid v<_{T} u\right\}$ is well-ordered by $<_{T}$ for every $u \in T$.

Fix a tree $\mathcal{T}=\left(T,<_{T}\right)$. A subtree of $\mathcal{T}$ is a tree $\mathcal{T}^{\prime}=\left(T^{\prime},<_{T^{\prime}}\right)$ such that the following hold:
(i) $T^{\prime} \subseteq T$;
(ii) if $v \in T^{\prime}$ and $u<_{T} v$, then $u \in T^{\prime}$;
(iii) $<_{T^{\prime}}=<_{T} \upharpoonright\left(T^{\prime} \times T^{\prime}\right)$.

In other words: a subtree of $\mathcal{T}$ is a downwards-closed subset of $T$ with the induced order. Note that, in general, $[u, \rightarrow)_{\mathcal{T}}:=\left\{v \in T \mid u \leq_{T} v\right\}$ is not considered to be a subtree of $\mathcal{T}$. Instead, we call (the tree induced by) $[u, \rightarrow)_{\mathcal{T}}$ a cone of $\mathcal{T}$.

If $u<_{T} v$, we say that $u$ is a predecessor of $v$, and that $v$ is a successor of $u$. We write $u<_{T}^{0} v$ if $v$ is an immediate successor of $u$ or, equivalently, if $u$ is an immediate predecessor of $v$, i.e.: $u<_{T} v$ and there is no $u^{\prime} \in T$ such that $u<_{T} u^{\prime}<_{T} v^{\prime}$. We write $u \leq_{T}^{0} v$ if either $u<_{T}^{0} v$ or $u=v$.

A path through $\mathcal{T}$ is a finite or infinite sequence of vertices $\left(u_{n}\right)_{n<N \leq \omega}$ such that $u_{n-1}<_{T}^{0} u_{n}$ for every $0<n<N$. If $u \leq_{T} v$, we let $[u, v]_{\mathcal{T}}$ be the unique finite path $\left(u_{0}, \ldots, u_{n}\right)$ on $\mathcal{T}, n<\omega$, with $u_{0}=u$ and $u_{n}=v$. Similarly, $[u, v)_{\mathcal{T}}$ is the unique (possibly empty) finite path on $\mathcal{T}$ such that $[u, v]_{\mathcal{T}}=[u, v)_{\mathcal{T}}{ }^{\complement}(v)$. If $u \not \leq_{T} v$, we let both $[u, v]_{\mathcal{T}}$ and $[u, v)_{\mathcal{T}}$ be the empty sequence. The intervals $(u, v]_{\mathcal{T}}$ and $(u, v)_{\mathcal{T}}$ are defined analogously.

A branch of $\mathcal{T}$ is a maximal subset of $T$ linearly ordered by $<_{T}$.
We say that $\mathcal{T}$ is rooted if there is a (necessarily unique) vertex $r \in T$ such that $r \leq_{T} u$ for every $u \in T$. We call $r$ the root of $\mathcal{T}$. If $\mathcal{T}$ is rooted, a path $\pi$ on $\mathcal{T}$ is said to be rooted if $\pi$ is non-empty and $\pi(0)$ is the root of $\mathcal{T}$.

The height of a vertex $u \in T$ is the order type of $\left\{v \in T \mid v<_{T} u\right\}$ with respect to $<_{T}$. For every ordinal $\alpha$, the $\alpha$-level of $\mathcal{T}$, $\operatorname{denoted}^{\operatorname{Lb}} \operatorname{Lev}_{\alpha}(\mathcal{T})$, is the collection of all vertices of $\mathcal{T}$ with height $\alpha$. The height of $\mathcal{T}$ is the least ordinal $\alpha$ such that $\operatorname{Lev}_{\alpha}(T)=\varnothing$.

The width of a vertex $u \in T$ is the cardinality of the set $\left\{v \in T \mid u<_{T}^{0} v\right\}$. A vertex is branching if it has width greater than 1 , and final if it has width 0 . A final vertex is also called a leaf, and we let $\operatorname{Leaf}(\mathcal{T})$ denote the collection of all leaves of $\mathcal{T}$. We say that $\mathcal{T}$ is finitely branching if every vertex of $\mathcal{T}$ has finite width. The width of $\mathcal{T}$ is the supremum of the widths of the vertices of $\mathcal{T}$.

The following is a well-known, fundamental result about infinite trees:
1.1.2. Lemma (Kőnig's lemma). If $\mathcal{T}$ is a tree of height $\omega$ and $\left|\operatorname{Lev}_{n}(\mathcal{T})\right|<\aleph_{0}$ for every $n<\omega$, then $\mathcal{T}$ has an infinite branch.

The following convention is in line with our use of trees to represent (possibly ill-founded) proofs in sequent calculi:
1.1.3. Convention. Unless stated otherwise, all trees are assumed to be rooted, finitely branching, and containing only vertices of finite height. In particular, every infinite branch has order type $\omega$.

Labelled trees. We shall use trees mostly to represent proofs, hence they will be labelled. All notions defined below are standard except for those of low and thin tree, which will become important in Chapter 4.

Let $\Lambda$ be a set. A $\Lambda$-labelled tree is a triple $\mathcal{T}=\left(T,<_{T}, \lambda_{T}\right)$, where $\left(T,<_{T}\right)$ is a tree and $\lambda_{T}: T \rightarrow 2^{\Lambda}$ is a labelling map. The set $\Lambda$ is said to be the labelling set of $\mathcal{T}$. A labelled tree is a $\Lambda$-labelled tree for some unspecified set $\Lambda$. A finitely-labelled tree is a labelled tree with finite labelling set.

A $\Lambda$-labelled tree $\mathcal{T}=\left(T,<_{T}, \lambda_{T}\right)$ is low if there are no vertices $u, v \in T$ such that $u<_{T}^{0} v$ and $\lambda_{T}(u)=\lambda_{T}(v)$.

Let $\mathcal{T}=\left(T,<_{T}\right)$ be an unlabelled tree, and let $\Lambda$ be a set. A $\Lambda$-labelling of $\mathcal{T}$ is a $\Lambda$-labelled tree of the form $\left(T,<_{T}, \lambda_{T}\right)$ for some labelling map $\lambda_{T}: T \rightarrow 2^{\Lambda}$.

Let $\Lambda$ be a non-empty set, and let $\mathcal{T}_{1}=\left(T_{1},<_{1}, \lambda_{1}\right)$ and $\mathcal{T}_{2}=\left(T_{2},<_{2}, \lambda_{2}\right)$ be $\Lambda$-labelled trees. A $\Lambda$-isomorphism between $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ is a map $f: T_{1} \rightarrow T_{2}$ such that:
(i) $f:\left(T_{1},<_{1}\right) \rightarrow\left(T_{2},<_{2}\right)$ is an order isomorphism;
(ii) $\lambda_{1}=\lambda_{2} \circ f$.

We write $f: \mathcal{T}_{1}, u \sim_{\Lambda} \mathcal{T}_{2}, v$ if there is a $\Lambda$-isomorphism $f$ between $[u, \rightarrow)_{\mathcal{T}_{1}}$ and $[v, \rightarrow)_{\mathcal{T}_{2}}$. We may omit $f$ if clear from context.

A $\Lambda$-labelled rooted tree $\mathcal{T}$ is thin if there are no vertices $u, v_{1}, v_{2} \in T$, with $v_{1} \neq v_{2}$, such that $u<_{T}^{0} v_{1}, v_{2}$ and $\mathcal{T}, v_{1} \sim_{\Lambda} \mathcal{T}, v_{2}$.
1.1.4. Lemma. Let $\Lambda$ be a finite set and $0<h<\omega$. There are only finitely many thin $\Lambda$-labelled rooted trees of height $h$ up to $\Lambda$-isomorphism.

Proof. We proceed by (strong) induction on $h$. Clearly, there are at most $2^{|\Lambda|}$-many $\Lambda$-labelled rooted trees of height 1, as each consists of exactly one vertex. Assume that the claim holds for $1, \ldots, h$, and let $b_{1}, \ldots, b_{h}<\omega$ be corresponding upper bounds given by the inductive hypothesis.

Let $\mathcal{T}_{h+1}$ be the unlabelled rooted tree of height $h+1$ built as follows. The only vertex of height 0 is the root. For any vertex of height $h^{\prime}<h$, let it have exactly $b_{1}+\cdots+b_{h-h^{\prime}}$ many immediate successors. Vertices of height $h$ have no immediate successors.
1.1.4.1. Claim. For every thin $\Lambda$-labelled rooted tree $\mathcal{T}$ of height $h+1$, there exists a $\Lambda$-labelling $\mathcal{T}^{*}$ of $\mathcal{T}_{h+1}$ such that $\mathcal{T}$ embeds into $\mathcal{T}^{*}$.

Proof of claim. It suffices to embed $\mathcal{T}$ into $\mathcal{T}_{h+1}$, say via a map $f$ built inductively as follows. Send the root of $\mathcal{T}$ to the root of $\mathcal{T}_{h+1}$. Suppose that $f(u)$ has been defined, say for $u \in T$ of height $h^{\prime}<h$. Every immediate successor of $u$ determines a thin $\Lambda$-labelled rooted cone of height at most $h-h^{\prime}$. Note that $0<h-h^{\prime} \leq h$. By thinness and the inductive hypothesis, it follows that $u$ has at most $b_{1}+\cdots+b_{h-h^{\prime}}$ many immediate successors, whence we can map them injectively to the immediate successors of $f(u)$.

Since $\mathcal{T}_{h+1}$ and $\Lambda$ are both finite, by the claim there can only be finitely many thin $\Lambda$-labelled rooted trees of height $h+1$ up to $\Lambda$-isomorphism.

Note that we have in addition established the following:
1.1.5. Corollary. Let $\Lambda$ be a finite set and $h<\omega$. Every thin $\Lambda$-labelled rooted tree of height $h$ is finite.

When working with infinite trees we shall be interested in those which, despite being infinite, admit a finitary presentation. These are usually called 'regular' in the literature, although some authors prefer the term 'rational'.
1.1.6. Definition (Regular tree). A labelled tree is regular if it contains only finitely many labelled cones up to isomorphism.

So a $\Lambda$-labelled tree $\mathcal{T}$ is regular if there are $v_{1}, \ldots, v_{n} \in T$ such that for every $u \in T$ there is an $1 \leq i \leq n$ such that $[u, \rightarrow)_{\mathcal{T}}$ and $\left[v_{i}, \rightarrow\right)_{\mathcal{T}}$ are $\Lambda$-isomorphic.

Regular trees are well known to admit representations as finite graphs [29, 27, $28,97,153,17]$. We shall make this assertion more precise in Section 3.3.

### 1.2 Trees with back-edges

Whereas an ordinary sequent-style proof is represented as a finite (labelled) tree, a cyclic proof is a finite tree with back-edges.
1.2.1. Definition (Tree with back-edges). A (labelled) tree with back-edges is a tuple $\mathcal{T}=\left(T, \leq_{T}, \lambda_{T}, l \mapsto c_{l}\right)$, where $\left(T, \leq_{T}, \lambda_{T}\right)$ is a finite labelled tree and $l \mapsto c_{l}$ is a function from a subset $\operatorname{Rep}_{\mathcal{T}} \subseteq \operatorname{Leaf}(\mathcal{T})$ of the leaves of $\mathcal{T}$ to $T$ such that the following hold for every $l \in \operatorname{Rep}_{\mathcal{T}}$ :
(i) $c_{l}<_{T} l$;
(ii) $\lambda_{T}(l)=\lambda_{T}\left(c_{l}\right)$.

Elements of $\operatorname{Rep}_{\mathcal{T}}$ are called repeats, and $c_{l}$ is said to be the companion of $l$. The function $l \mapsto c_{l}$ is the back-edge map of $\mathcal{T}$.
1.2.2. Remark. Note that trees with back-edges are by definition finite.

Given a tree with back-edges $\mathcal{T}$, we denote by $\mathcal{T}^{\circ}$ the graph which results from $\mathcal{T}$ by taking $<_{T}^{0}$ as the edge relation and adding an edge from each repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ to its companion $c_{l}$. Infinite paths on $\mathcal{T}^{\circ}$ are thus always of the form

$$
\left[u, l_{0}\right]_{\mathcal{T}} \frown\left[c_{0}, l_{1}\right]_{\mathcal{T}} \subsetneq \ldots \frown\left[c_{n}, l_{n+1}\right]_{T}{ }^{\curvearrowright} \cdots,
$$

where $u$ is the first vertex on the path and each $l_{i}$ is a repeat with companion $c_{i}$.
Similarly, if $\mathcal{T}$ is a tree with back-edges, $\mathcal{T}^{\omega}$ denotes the (possibly infinite) tree of paths on $\mathcal{T}^{\circ}$ ordered by the prefix ordering $\sqsubset$. Clearly, $\mathcal{T}^{\omega}$ is infinite if, and only if, $\operatorname{Rep}_{\mathcal{T}} \neq \varnothing$. We call $\mathcal{T}^{\omega}$ the $\omega$-unravelling of $\mathcal{T}$.

The following is a fundamental result about paths on trees with back-edges. It ensures that a path through $\mathcal{T}^{\circ}$ which visits a repeat $l$ more than once also passes through every vertex in $\left[c_{l}, l\right]_{\mathcal{T}}$.
1.2.3. Proposition. Let $\mathcal{T}$ be a tree with back-edges, and $\pi$ a path through $\mathcal{T}^{\circ}$. If there are $0 \leq m<n<|\pi|$ such that $\pi(m)=l$ and $\pi(n)=l^{\prime}$ for repeats $l, l^{\prime} \in \operatorname{Rep}_{\mathcal{T}}$ such that $l \triangleleft l^{\prime}$, then $\left[c_{l}, l^{\prime}\right]_{\mathcal{T}} \subseteq\{\pi(k) \mid m \leq k \leq n\}$.

Proof. Let $\pi^{\prime}:=(\pi(m), \ldots, \pi(n))$, and let $l=l_{0}, \ldots, l_{k}=l^{\prime}$ be repeats such that

$$
\pi^{\prime}=l_{0} \frown\left[c_{0}, l_{1}\right]_{\mathcal{T}} \frown\left[c_{1}, l_{2}\right]_{\mathcal{T}} \frown \cdots \frown\left[c_{k-2}, l_{k-1}\right] \frown\left[c_{k-1}, l_{k}\right],
$$

where $c_{i}$ abbreviates $c_{l_{i}}$. We proceed by induction on $k \geq 1$. The base case is clear because then $\pi^{\prime}=l^{-}\left[c_{l}, l^{\prime}\right]$. For the inductive case, let $u$ be $\leq_{T}$-least in $\left[c_{l}, l^{\prime}\right]_{\mathcal{T}}$ such that $\left[u, l^{\prime}\right]_{\mathcal{T}} \subseteq \pi^{\prime}$. Such a vertex exists because $\left[c_{l}, l^{\prime}\right]_{\mathcal{T}}$ is well-ordered by $\leq_{T}$ and $l^{\prime} \in \pi^{\prime}$. Moreover, $u<_{T} l^{\prime}$ because, since $l \triangleleft l^{\prime}$ and $\left|\pi^{\prime}\right|>1$, the immediate predecessor of $l^{\prime}$ belongs to $\left[c_{l}, l^{\prime}\right]_{\mathcal{T}} \cap \pi^{\prime}$.

Towards a contradiction, assume that $u \neq c_{l}$. Then, $u$ has an immediate predecessor $u^{-} \in\left[c_{l}, l^{\prime}\right]_{\mathcal{T}} \backslash \pi^{\prime}$. We claim that $u \neq l$ : otherwise $l \in\left[c_{l}, l^{\prime}\right]_{\mathcal{T}}$ and thus $u=l=l^{\prime}$, contradiction. Hence, $\pi^{\prime}$ does not start from $u$, so $u$ must be the companion of some repeat $l^{\prime \prime} \in \pi^{\prime}$ because $u^{-} \notin \pi^{\prime}$. Note that $l^{\prime \prime} \neq l$, for otherwise $\left[c_{l}, l^{\prime}\right]_{\mathcal{T}}=\left[u, l^{\prime}\right]_{\mathcal{T}} \subseteq \pi^{\prime}$. So $l^{\prime \prime} \in\left\{l_{1}, \ldots, l_{k}, l_{k+1}\right\}$. Also, $l^{\prime \prime} \in[u, \rightarrow)_{\mathcal{T}} \subseteq\left[c_{l}, \rightarrow\right)$, whence $l \triangleleft l^{\prime \prime}$. We distinguish two cases.

Case 1: $l^{\prime \prime} \neq l^{\prime}$. Let $1 \leq i \leq k$ be such that $l^{\prime \prime}=l_{i}$, and let

$$
\pi^{\prime \prime}:=l_{0} \frown\left[c_{0}, l_{1}\right]_{\mathcal{T}} \frown\left[c_{1}, l_{2}\right]_{\mathcal{T}} \frown \cdots \frown\left[c_{i-1}, l_{i}\right]_{\mathcal{T}} .
$$

By the inductive hypothesis, $\left[c_{l}, l^{\prime \prime}\right]_{\mathcal{T}}=\left[c_{l_{0}}, l_{i}\right]_{\mathcal{T}} \subseteq \pi^{\prime \prime} \subseteq \pi^{\prime}$. Since $l \triangleleft l^{\prime \prime}$ and $c_{l}<_{T} u=c_{l^{\prime \prime}}$, we have $u^{-} \in\left[c_{l}, l^{\prime \prime}\right]_{\mathcal{T}}$ and thus $u^{-} \in \pi^{\prime}$, contradiction.

Case 2: $l^{\prime \prime}=l^{\prime}$. Note that $l^{\prime} \neq l$ because $u \neq c_{l}$. Let $m<j \leq n$ be least such that $v:=\pi(j) \in\left[u, l^{\prime}\right]_{\mathcal{T}}$. Since $c_{l}<u$, we have $j-1>m$. Also, $v \neq u$ because otherwise, since $u^{-} \notin \pi^{\prime}$, we would have $\pi(j-1)=l^{\prime \prime}=l^{\prime} \in\left[u, l^{\prime}\right]_{\mathcal{T}}$, contradicting the minimality of $j$. Thus, $v$ has an immediate predecessor $v^{-} \in\left[u, l^{\prime}\right]_{\mathcal{T}}$. And, since $\pi(j-1) \neq v^{-}, \pi(j-1)$ is a repeat $l^{\prime \prime \prime}$ such that $l \triangleleft l^{\prime \prime \prime}$ and with companion $v$. Also, $l^{\prime \prime \prime} \neq l, l^{\prime}$ because $v \neq u, c_{l}$. We now argue as in the previous case with $l^{\prime \prime \prime}$ in place of $l^{\prime \prime}$.

Fix a tree with back-edges $\mathcal{T}$. For repeats $l, l^{\prime} \in \operatorname{Rep}_{\mathcal{T}}$, we say that $l^{\prime}$ is reachable from $l$, in symbols $l \triangleleft l^{\prime}$, if $c_{l}<_{T} l^{\prime}$. A reachability path (on $\mathcal{T}$ ) is a finite or infinite
sequence $\left(l_{n}\right)_{n<N \leq \omega}$ of repeats of $\mathcal{T}$ such that $l_{n-1} \triangleleft l_{n}$ for every $0<n<N$. A finite reachability path $l_{0} \triangleleft \cdots \triangleleft l_{n}$ is circular if $l_{n}=l_{0}$.

The following are two results about reachability paths invoked below.
1.2.4. Lemma. Let $l_{0} \triangleleft \cdots \triangleleft l_{m}$ be a reachability path on $\mathcal{T}$. If $l_{0} \nrightarrow l_{m}$, then there is a $0<k<m$ such that $c_{l_{k}}<_{T} c_{l_{0}}<_{T} l_{k}$.

Proof. By induction on $m<\omega$. The claim holds vacuously if $m \leq 1$. For the inductive case, let $m>1$ and assume that the claim holds for $m-1$ and that we have $l_{0} \triangleleft \cdots \triangleleft l_{m}$ and $l_{0} \nrightarrow l_{m}$. If $c_{l_{1}}<_{T} c_{l_{0}}$ we are done because $l_{0} \triangleleft l_{1}$. Otherwise, since $l_{0} \triangleleft l_{1} \triangleleft l_{2}$ we have $l_{0} \triangleleft l_{2} \triangleleft \cdots \triangleleft l_{m}$ and the inductive hypothesis yields a $2 \leq k \leq m-1$ such that $c_{l_{k}}<_{T} c_{l_{0}}<_{T} l_{k}$.
1.2.5. Lemma. Let $l_{0} \triangleleft \cdots \triangleleft l_{m} \triangleleft l_{0}$ be a circular reachability path on $\mathcal{T}$, and for every $i \leq m$ let $c_{i}:=c_{l_{i}}$. There are $n \leq m$ and $0=i_{0}<i_{1}<\cdots<i_{n}=m$ such that:
(i) $l_{i_{0}} \triangleleft l_{i_{1}} \triangleleft \cdots \triangleleft l_{i_{n}}$;
(ii) $c_{i_{j+1}}<_{T} c_{i_{j}}<_{T} l_{i_{j+1}}$ for all $j<n-1$;
(iii) $l_{i_{j}} \ngtr l_{m}$ for any $j<n-1$;
(iv) $l_{i_{j}} \triangleleft l_{0}$ for all $j \leq n$.

Proof. By induction on $j<\omega$, we build an infinite sequence $\left(i_{j}\right)_{j<\omega}$ of natural numbers not greater than $m$ as follows. Let $i_{0}:=0$. For the inductive case, assume that $i_{j}$ has been defined. If $l_{i_{j}} \triangleleft l_{m}$, we let $i_{j+1}:=m$. Otherwise, since $l_{i_{j}} \triangleleft l_{i_{j+1}} \triangleleft \cdots \triangleleft l_{m}$, Lemma 1.2.4 yields a $i_{j}<k<m$ such that $c_{k}<_{T} c_{i_{j}}<_{T} l_{k}$. We let $i_{j+1}:=k$. Note that in either case we have $l_{i_{j}} \triangleleft l_{i_{j+1}}$.

Since $i_{j} \leq m$ for every $j<\omega$, by construction there is an $n<\omega$ such that $i_{n}=m$ and $i_{j}<i_{j+1}$ for all $j<n$. It remains to see that $i_{0}, \ldots, i_{n}$ satisfy conditions (ii)-(iv) above. Let $j<n-1$. Then, $i_{j+1} \neq m$ and thus by construction we have $c_{i_{j+1}}<_{T} c_{i_{j}}<_{T} l_{i_{j+1}}$ and $l_{i_{j}} \notin l_{m}$. This establishes (ii) and (iii). To see that (iv) holds, we argue by induction on $j=0, \ldots, n-1$. The base case $j=0$ is clear because $l_{i_{0}}=l_{0} \triangleleft l_{0}$. For the inductive case, suppose that $l_{i_{j}} \triangleleft l_{0}$ for some $j<n-1$. Then, we have $c_{i_{j+1}}<_{T} c_{i_{j}}<_{T} l_{0}$, so $l_{i_{j+1}} \triangleleft l_{0}$. Finally, note that we have $l_{m} \triangleleft l_{0}$ by assumption.

For the remaining of this section, fix a finite set $\Sigma$, a tree with back-edges $\mathcal{T}=\left(T,<_{T}, \lambda_{T}, l \mapsto c_{l}\right)$, and maps $\Theta: T \rightarrow \Sigma^{<\omega}$ and inv: $\operatorname{Rep}_{\mathcal{T}} \rightarrow \Sigma^{<\omega}$ such that for every $l \in \operatorname{Rep}_{\mathcal{T}}$ we have: $\operatorname{inv}(l) \sqsubseteq \Theta(u)$ for every $u \in\left[c_{l}, l\right]_{\mathcal{T}}$. We call $\Theta$ a control
map, and inv an invariant map. We prove some general results that will be later used in Chapters 3 to 5.

The invariant map inv induces the following (reflexive) quasi-order $\preccurlyeq$ on the repeats of $\mathcal{T}: l \preccurlyeq l^{\prime}$ if, and only if, $\operatorname{inv}(l) \sqsubseteq \operatorname{inv}\left(l^{\prime}\right)$. The orders $\triangleleft$ and $\preccurlyeq$ are related in the sense of the following results.
1.2.6. Lemma. For every $l \in \operatorname{Rep}_{\mathcal{T}}$, the set $\left\{l^{\prime} \in \operatorname{Rep}_{\mathcal{T}} \mid l^{\prime} \preccurlyeq l\right\}$ is linearly ordered by $\preccurlyeq$.

Proof. If $l_{1}, l_{2} \preccurlyeq l$, then $\operatorname{inv}\left(l_{1}\right)$ and $\operatorname{inv}\left(l_{2}\right)$ are both prefixes of $\operatorname{inv}(l)$.
1.2.7. Lemma. For all $l, l^{\prime} \in \operatorname{Rep}_{\mathcal{T}}$, if $c_{l^{\prime}} \leq_{T} c_{l}<_{T} l^{\prime}$, then $l$ and $l^{\prime}$ are $\preccurlyeq-$ comparable.

Proof. Since $c_{l} \in\left[c_{l^{\prime}}, l^{\prime}\right]_{\mathcal{T}}$, both $\operatorname{inv}(l)$ and $\operatorname{inv}\left(l^{\prime}\right)$ are prefixes of $\Theta\left(c_{l}\right)$.
1.2.8. Lemma. For all $l, l^{\prime} \in \operatorname{Rep}_{\mathcal{T}}$, if $l \triangleleft l^{\prime} \triangleleft l$, then $l$ and $l^{\prime}$ are $\preccurlyeq$-comparable.

Proof. From $c_{l}<_{T} l^{\prime}$ and $c_{l^{\prime}}<_{T} l$ it follows that either $c_{l^{\prime}} \leq_{T} c_{l}<_{T} l^{\prime}$ or $c_{l} \leq_{T}$ $c_{l^{\prime}}<_{T} l$, whence the claim follows from Lemma 1.2.7.
1.2.9. Lemma. Let $\left(l_{i}\right)_{i<N \leq \omega}$ be a finite or infinite reachability path on $\mathcal{T}$ such that $l_{i-1}$ and $l_{i}$ are $\preccurlyeq$-comparable for every $0<i<N$. Then, there is a $j<N$ such that $l_{j} \preccurlyeq l_{i}$ for all $i<N$.

Proof. By induction on $i<N$ we find a $j_{i}<N$ such that $l_{j_{i}} \preccurlyeq l_{0}, \ldots, l_{i}$. This establishes the claim because the set $\operatorname{Rep}_{\mathcal{T}}$ is finite. Let $l_{j_{0}}:=l_{0}$, and for the inductive case let $l_{j_{i+1}}$ be any $\preccurlyeq$-minimum of $\left\{l_{i+1}, l_{j_{i}}\right\}$, which exists by the comparability assumption and Lemma 1.2.6.
1.2.10. LEmMA. For every circular reachability path $l_{0} \triangleleft \cdots \triangleleft l_{m} \triangleleft l_{0}$ on $\mathcal{T}$, there are $n \leq m$ and $0=i_{0}<\cdots<i_{n}=m$ such that $l_{i_{j}}$ and $l_{i_{j+1}}$ are $\preccurlyeq$-comparable for every $j<n$.

Proof. The claim clearly holds if $m=0$, so assume that $m>0$. We abbreviate $c_{l_{i}}$ to $c_{i}$ for all $i \leq m$.

By Lemma 1.2.5, there are $n \leq m$ and $0=i_{0}<i_{1}<\cdots<i_{n}=m$ such that:
(i) $l_{i_{0}} \triangleleft l_{i_{1}} \triangleleft \cdots \triangleleft l_{i_{n}}$;
(ii) $c_{i_{j+1}}<_{T} c_{i_{j}}<_{T} l_{i_{j+1}}$ for all $j<n-1$;
(iii) $l_{i_{j}} \nless l_{m}$ for any $j<n-1$;
(iv) $l_{i_{j}} \triangleleft l_{0}$ for all $j \leq n$.

Note that $n>0$.
Lemma 1.2.7 implies that $l_{i_{j}}$ and $l_{i_{j+1}}$ are $\preccurlyeq$-comparable for all $j<n-1$. It remains to see that $l_{i_{n-1}}$ and $l_{i_{n}}=l_{m}$ are also $\preccurlyeq$-comparable. This is an immediate consequence of Lemma 1.2 .8 if $n=1$, so assume that $n>1$.

By (ii) and (iii), we have $c_{i_{n-1}}<_{T} c_{i_{n-2}}<_{T} l_{i_{n-1}}$ and $c_{i_{n-2}} \nless T l_{i_{n}}$. And, by (i), $c_{i_{n-1}}<_{T} l_{i_{n}}$, whence either $c_{i_{n}}<_{T} c_{i_{n-1}}<_{T} l_{i_{n}}$, or $c_{i_{n-1}} \leq_{T} c_{i_{n}}<_{T} c_{i_{n-2}}<_{T} l_{i_{n-1}}$, where in the latter case $c_{i_{n}}<_{T} c_{i_{n-2}}$ is given by (iii). In either case, Lemma 1.2.7 implies that $l_{i_{n}}$ and $l_{i_{n-1}}$ are $\preccurlyeq$-comparable.

We arrive finally at the two fundamental results about invariants.
1.2.11. Proposition. For every infinite reachability path $\left(l_{i}\right)_{i<\omega}$ on $\mathcal{T}$, there exists a $k<\omega$ such that $l_{k} \preccurlyeq l_{j}$ for all $j \geq k$.

Proof. Let $i<\omega$ be such that all the repeats among $l_{i}, l_{i+1}, \ldots$ occur infinitely often on the path. Since the set $\operatorname{Rep}_{\mathcal{T}}$ is finite, it suffices to find, for every $j<\omega$, a $k_{j} \geq i$ such that $l_{k_{j}} \preccurlyeq l_{i}, l_{i+1}, \ldots, l_{i+j}$.

Let $k_{0}:=i$. For the inductive case, assume that $l_{k_{j}}$ has been defined. We know that $l_{i+j} \triangleleft l_{i+j+1}$ and that there is a reachability path from $l_{i+j+1}$ to $l_{i+j}$ because $l_{i+j}$ occurs infinitely often on $l_{i}, l_{i+1}, \ldots$ Let $n>j+1$ be such that $l_{i+n}=l_{i+j}$. We then have $l_{i+j+1} \triangleleft \cdots \triangleleft l_{i+n} \triangleleft l_{i+j+1}$, so by Lemmas 1.2.9 and 1.2.10 there is some $j+1 \leq m \leq n$ such that $l_{i+m} \preccurlyeq l_{i+j+1}, l_{i+j}$. Let $l_{k_{j+1}}$ be any $\preccurlyeq$-minimum of $\left\{l_{i+m}, l_{k_{j}}\right\}$, which exists by Lemma 1.2.6.
1.2.12. Proposition. Let $l_{0} \triangleleft \cdots \triangleleft l_{m} \triangleleft l_{0}$ be a circular reachability path on $\mathcal{T}$, and let $w \in \Sigma^{<\omega}$. If $w \sqsubseteq \operatorname{inv}\left(l_{i}\right)$ for each $i \leq m$, then $w \sqsubseteq \Theta(u)$ for every $u \in\left[c_{l_{m}}, l_{0}\right]_{\mathcal{T}}$.

Proof. The claim clearly holds if $m=0$, so assume that $m>0$. We abbreviate $c_{l_{i}}$ to $c_{i}$ for all $i \leq m$.

By Lemma 1.2.5, there are $n \leq m$ and $0=i_{0}<i_{1}<\cdots<i_{n}=m$ such that:
(i) $l_{i_{0}} \triangleleft l_{i_{1}} \triangleleft \cdots \triangleleft l_{i_{n}}$;
(ii) $c_{i_{j+1}}<_{T} c_{i_{j}}<_{T} l_{i_{j+1}}$ for all $j<n-1$;
(iii) $l_{i_{j}} \ngtr l_{m}$ for any $j<n-1$;
(iv) $l_{i_{j}} \triangleleft l_{0}$ for all $j \leq n$.

Note that $n>0$.
The claim follows easily if $l_{0} \triangleleft l_{m}$, so assume $l_{0} \nrightarrow l_{m}$ (so $m>1$ ).
By (i), $l_{i_{n-1}} \triangleleft l_{m}$, so we have either $c_{i_{n-1}} \in\left[c_{m}, l_{m}\right)_{\mathcal{T}}$, or $c_{i_{n-1}}<_{T} c_{m}$. Assume the former. Then, (ii) and (iv) yield:

$$
\left[c_{m}, l_{0}\right]_{\mathcal{T}}=\left[c_{i_{n}}, l_{i_{0}}\right]_{\mathcal{T}}=\left[c_{i_{n}}, c_{i_{n-1}}\right]_{\mathcal{T}} \frown \multimap\left[c_{i_{1}}, c_{i_{0}}\right]_{\mathcal{T}} \frown\left[c_{i_{0}}, l_{i_{0}}\right]_{\mathcal{T}} .
$$

By (ii) and the assumption, we have $\left[c_{i_{j+1}}, c_{i_{j}}\right]_{\mathcal{T}} \subseteq\left[c_{i_{j+1}}, l_{i_{j+1}}\right]_{\mathcal{T}}$ for every $j<n$, and thus $w \sqsubseteq \Theta(u)$ for every $u \in\left[c_{m}, l_{0}\right]_{\mathcal{T}}$.

Now assume that $c_{i_{n-1}}<_{T} c_{m}$. If $n=1$, we have $c_{i_{0}}<_{T} c_{i_{1}}<_{T} l_{i_{0}}$ and thus

$$
\left[c_{m}, l_{0}\right]_{\mathcal{T}}=\left[c_{i_{1}}, l_{i_{0}}\right]_{\mathcal{T}} \subseteq\left[c_{i_{0}}, l_{i_{0}}\right]_{\mathcal{T}}
$$

whence $w \sqsubseteq \Theta(u)$ for every $u \in\left[c_{m}, l_{0}\right]_{\mathcal{T}}$. Finally, suppose that $n>1$. We then have $c_{i_{n-1}}<_{T} c_{i_{n-2}} \nless T_{T} l_{m}$ by (ii) and (iii), so $c_{m}<_{T} c_{i_{n-2}}$. In this case, (ii) and (iv) yield:

$$
\left[c_{m}, l_{0}\right]_{\mathcal{T}}=\left[c_{i_{n}}, l_{i_{0}}\right]_{\mathcal{T}}=\left[c_{i_{n}}, c_{i_{n-2}}\right]_{\mathcal{T}}{ }^{\complement}\left[c_{i_{n-2}}, c_{i_{n-3}}\right]_{\mathcal{T}}{ }^{\frown} \frown\left[c_{i_{1}}, c_{i_{0}}\right]_{\mathcal{T}} \frown\left[c_{i_{0}}, l_{i_{0}}\right]_{\mathcal{T}} .
$$

By (ii) and the assumption, we have $\left[c_{i_{j+1}}, c_{i_{j}}\right]_{\mathcal{T}} \subseteq\left[c_{i_{j+1}}, l_{i_{j+1}}\right]_{\mathcal{T}}$ for every $j<n-2$ and, moreover, $\left[c_{i_{n}}, c_{i_{n-2}}\right]_{\mathcal{T}} \subseteq\left[c_{i_{n-1}}, l_{i_{n-1}}\right]_{\mathcal{T}}$. Hence, again we conclude that $w \sqsubseteq$ $\Theta(u)$ for each $u \in\left[c_{m}, l_{0}\right]_{\mathcal{T}}$.

### 1.3 Sequent calculi

Most of the proof systems that we consider in this dissertation are sequent calculi. ${ }^{1}$ However, we use several different formalisms throughout the thesis, such as hypersequents and labelled sequents, with and without 'annotations'. Moreover, some of the systems will be finitary, others ill-founded, and still others cyclic. A definition general enough to encompass all these calculi would probably be too abstract to be useful for our purposes. Therefore, here we only define a few general concepts and fix some notation. For each of the systems used in the thesis, the reader will find specific definitions (and refinements of some notions) in due time. We assume that the reader is acquainted with (structural) proof theory, in particular Gentzen systems and variations thereof. Introductions to the subject may be found in $[152,101]$.

Fix a set $\mathcal{S}$ of (abstract) sequents. A (sequent) rule is an expression of the form


[^2]where each $S_{i}$ is a sequent and R is the name of the rule. We call $S_{0}$ the conclusion of the rule, and $S_{1}, \ldots, S_{n}$ the premises thereof. Rule R is axiomatic if $n=0$.

A (sequent) calculus, or (proof) system, is a collection of sequent rules. Given a calculus $G$ and rules $\mathrm{R}_{1}, \ldots, \mathrm{R}_{n}$, we denote $\mathrm{G} \cup\left\{\mathrm{R}_{1}, \ldots, \mathrm{R}_{n}\right\}$ by $\mathrm{G}+\mathrm{R}_{1}+\cdots+\mathrm{R}_{n}$. The rules of a calculus will usually be specified by rule schemata. ${ }^{2}$ We shall often abuse notation and say instance of a rule in place of the more rigorous instance of a rule schema.

Let G be a sequent calculus. A G derivation of a sequent $S$ is a finite or infinite tree $\mathcal{T}$ built according to the rules of G and whose root is labelled by $S$. We shall not make this definition more precise here for the aforementioned reasons. Note, however, that it would not suffice to simply label the vertices of $\mathcal{T}$ with rule names and sequents, for traces should also be taken into account. Consider, for example, the following (branch of a) conjunction rule, where sequents are disjunctive sets of classical propositional formulas:

$$
\frac{\alpha, \alpha \wedge \beta, \alpha \wedge \gamma}{\alpha \wedge \beta, \alpha \wedge \gamma}
$$

The implicit use of contraction makes it impossible to know, just by looking at the rule, which of the formulas $\alpha \wedge \beta$ and $\alpha \wedge \gamma$ in the conclusion 'produced' the formula $\alpha$ in the premise. This is often irrelevant in ordinary sequent calculi. When working with ill-founded or cyclic calculi, however, it will be necessary to have clear notions of traces. Since the definition of trace depends heavily on the specifics of the calculus, we do not provide a definition here and instead give one in due time for every system that needs it.

Let $\mathcal{T}$ be a G derivation. A vertex $u \in T$ is axiomatic if the sequent in its label is the conclusion of an axiomatic rule of G. A vertex $u \in T$ is a cul-de-sac if the sequent in its label is not the conclusion of any rule of G .
1.3.1. Remark. For every calculus, we distinguish between derivations and proofs. Derivations, informally, are simply proof-trees, sometimes satisfying some nondegeneracy condition. Proofs, in contrast, are a specific kind of derivation, whose definition varies from system to system. In ordinary sequent calculi, for example, proofs are finite derivations whose leaves are all axiomatic. In ill-founded systems, the notion of proof typically includes a correctness condition on infinite branches of derivations.

Let G be a calculus for which a notion of proof has been defined, and let $S$ be a sequent. We write $G \vdash S$, and say that $S$ is provable in $G$, if there exists a G proof with conclusion $S$.

[^3]A cyclic (sequent) calculus, or cyclic (sequent) system, is a pair $\mathrm{G}^{\circ}=(\mathrm{G}, \Pi)$, where $G$ is a sequent calculus and $\Pi$ is a collection of $G$ derivations, representing the proofs of the system. ${ }^{3}$ Typically, $\Pi$ is specified by means of correctness conditions imposed on infinite paths through derivations. If $\Pi$ is characterised finitarily, we say that $\mathrm{G}^{\circ}$ is finitary. Not all cyclic systems that we shall consider will be finitary. The base of $\mathrm{G}^{\circ}$, denoted by $\mathscr{B}\left(\mathrm{G}^{\circ}\right)$, is the underlying, 'acyclic' calculus G .

As is customary, when working with sequents we abbreviate $\Gamma \cup \Delta$ to $\Gamma, \Delta$ and $\Gamma \cup\{\varphi\}$ to $\Gamma, \varphi$. And when describing derivations, the use of a dashed line

$$
\mathrm{R} \begin{aligned}
& S_{1} \ldots \ldots \\
& S_{1} \\
& \bar{S}_{0}
\end{aligned}
$$

indicates the omission of some vertices. Similarly, a double line

indicates the application of multiple rules in succession.

### 1.4 The Borel hierarchy

We recall the notion of the Borel hierarchy of a metrizable space, which will be used in conjunction with automata- and game-theoretic techniques to establish the completeness of an ill-founded calculus for the logic CTL* in Chapter 3. Familiarity with basic topological notions is assumed, in particular: topological spaces and subspaces, bases, continuous maps, homeomorphisms, metrizability. The reader may consult [98] for an introduction to topology. Our main reference for this section is [80, § 11].

Let $(X, T)$ be a topological space. The class of Borel sets of $(X, T)$, denoted by $B(X, T)$, is the smallest family of subsets of $X$ containing all the open sets in $T$ and closed under complements and countable unions (hence also under countable intersections). In other words, $B(X, T)$ is the $\sigma$-algebra on $X$ generated by $T$. It is easy to see that $B(X, T)$ always exists.

When $(X, T)$ is metrizable, its Borel sets form a natural hierarchy as follows. For every $1 \leq \alpha<\omega_{1}$, we define the subsets $\Sigma_{\alpha}^{0}(X), \Pi_{\alpha}^{0}(X)$ and $\Delta_{\alpha}^{0}(X)$ of $X$ by setting:

- $\Sigma_{1}^{0}(X):=T ;$
- $\Pi_{\alpha}^{0}(X):=\left\{X \backslash A \mid A \in \Sigma_{\alpha}^{0}(X)\right\} ;$

[^4]

Figure 1.1: The Borel hierarchy of a metrizable space $(X, T)$, where arrows indicate inclusion and explicit mentions of $X$ have been omitted.

- $\Sigma_{\alpha}^{0}(X):=\left\{\bigcup_{n<\omega} A_{n} \mid A_{n} \in \Pi_{\beta_{n}}^{0}(X), \beta_{n}<\alpha\right\}$, if $\alpha>1$;
- $\Delta_{\alpha}^{0}(X):=\Sigma_{\alpha}^{0}(X) \cap \Pi_{\alpha}^{0}(X)$.

A straightforward transfinite induction up to $\omega_{1}$ shows that

$$
\Sigma_{\alpha}^{0}(X) \cup \Pi_{\alpha}^{0}(X) \subseteq \Delta_{\alpha+1}^{0}(X)
$$

for every $1 \leq \alpha<\omega_{1}$. Moreover, we have:

$$
B(X, T)=\bigcup_{1 \leq \alpha<\omega_{1}} \Sigma_{\alpha}^{0}(X)=\bigcup_{1 \leq \alpha<\omega_{1}} \Pi_{\alpha}^{0}(X)=\bigcup_{1 \leq \alpha<\omega_{1}} \Delta_{\alpha}^{0}(X)
$$

whence there emerges the Borel hierarchy of $(X, T)$, depicted in Figure 1.1.
A set $A \subseteq X$ is said to be $\Sigma_{\alpha}^{0}$ in $(X, T)$ if $A \in \Sigma_{\alpha}^{0}(X)$. And analogously for $\Pi_{\alpha}^{0}$ and $\Delta_{\alpha}^{0}$.

Continuous maps are easily shown to respect the levels of the Borel hierarchy, in the sense that we have:
1.4.1. Proposition. Let $(X, T)$ and $\left(X^{\prime}, T^{\prime}\right)$ be metrizable topological spaces, and $f: X \rightarrow X^{\prime}$ a continuous map. For every $A \subseteq X^{\prime}$ and $1 \leq \alpha<\omega_{1}$, the following hold:
(i) if $A \in \Sigma_{\alpha}^{0}\left(X^{\prime}\right)$, then $f^{-1}(A) \in \Sigma_{\alpha}^{0}(X)$;
(ii) if $A \in \Pi_{\alpha}^{0}\left(X^{\prime}\right)$, then $f^{-1}(A) \in \Pi_{\alpha}^{0}(X)$;
(iii) if $A \in \Delta_{\alpha}^{0}\left(X^{\prime}\right)$, then $f^{-1}(A) \in \Delta_{\alpha}^{0}(X)$.

We shall be interested in Borel sets of spaces endowed with a 'prefix' topology. Let $X$ be any finite or infinite set. The prefix topology on $X^{\omega}$ is the topology $T_{\sqsubseteq}$ on $X^{\omega}$ generated by the base $\left\{B_{p} \mid p \in X^{<\omega}\right\}$, where $B_{p}:=\left\{x \in X^{\omega} \mid p \sqsubseteq x\right\}$ for every $p \in X^{<\omega}$. It is well known that ( $X^{\omega}, T_{\sqsubseteq}$ ) is metrizable [106, Prop. 3.2].

When the starting set $X$ is finite, the prefix topology on $X^{\omega}$ is often called the Cantor topology on $X^{\omega}$ (see, e.g., [151, 102, 140]). This is justified because, if $X$ is finite, then $\left(X^{\omega}, T_{\sqsubseteq}\right)$ is homeomorphic to the Cantor space [106, Prop. 3.14].

### 1.5 Gale-Stewart games

Two-player infinite games with perfect information, or Gale-Stewart games, were introduced in [52]. Following a now standard approach that goes back at least to [102], in Chapter 3 we shall derive completeness for an ill-founded calculus by playing an infinite game on a proof-search tree. Here we provide all necessary definitions.

Our main reference for this section is Gale and Stewart's original article [52]. In particular, we do not require players to take turns alternately.
1.5.1. Definition (Gale-Stewart game). A (Gale-Stewart) game is an octuple $\mathcal{G}=\left(x^{*}, X_{\mathrm{I}}, X_{\mathrm{II}}, X, f, \Pi, W_{\mathrm{I}}, W_{\text {II }}\right)$ such that:
(i) $X$ is a non-empty set of positions;
(ii) $x^{*} \in X$ is the initial position of $\mathcal{G}$;
(iii) $X=X_{\text {I }} \uplus X_{\text {II }}$;
(iv) $f: X \backslash\left\{x^{*}\right\} \rightarrow X$ is the (immediate) predecessor function of $\mathcal{G}$;
(v) $f$ is surjective;
(vi) for every $x \in X$ there is an $n<\omega$ such that $f^{n}(x)=x^{*}$;
(vii) $\Pi:=\left\{\left(x_{n}\right)_{n<\omega} \in X^{\omega} \mid x_{0}=x^{*}\right.$ and $x_{i}=f\left(x_{i+1}\right)$ for all $\left.i<\omega\right\}$ is the space of $\mathcal{G}$;
(viii) $\Pi=W_{\text {I }} \uplus W_{\text {II }}$.

In their original article [52], Gale and Stewart refer to what we (following standard practice) call Gale-Stewart games as win-lose games, which are a particular instance of their more general definition of game. Most of their attention, nevertheless, is devoted to win-lose games.

Fix a game $\mathcal{G}=\left(x^{*}, X_{\mathrm{I}}, X_{\mathrm{II}}, X, f, \Pi, W_{\mathrm{I}}, W_{\text {II }}\right)$. A (total) play of $\mathcal{G}$ is an element of $\Pi$. A partial play of $\mathcal{G}$ is a finite prefix of a total play of $\mathcal{G} .{ }^{4}$ The set $W_{\text {I }}\left(W_{\text {II }}\right)$ is the winning set for player I (respectively, II). A play $p$ of $\mathcal{G}$ is a win for player I (player II) if $p \in W_{\text {I }}$ (respectively, $p \in W_{\text {II }}$ ).

The fact that the predecessor map of a game is a function (and only defined for non-initial positions) implies that, for every position $x \in X$, if $x_{0}, \ldots, x_{n}$ and $y_{0}, \ldots, y_{m}$ are partial plays such that $x_{n}=y_{m}=x$, then $n=m$ and $x_{i}=y_{i}$ for every $i \leq n$. So, informally, the positions of the game are 'history-aware'. In particular, no position may appear twice in a play:

[^5]1.5.2. Lemma. Let $\mathcal{G}$ be a game, and $p$ a play of $\mathcal{G}$. Every position $x$ of $\mathcal{G}$ occurs at most once in $p$.

Proof. Let $p=\left(x_{n}\right)_{n<\omega}$, and let $i \leq j<\omega$ be such that $x_{i}=x_{j}$. By Definition 1.5.1(vii) we have $x_{i-k}=x_{j-k}$ for all $k=0, \ldots, i$, so $x_{j-i}=x_{0}=x^{*}$ and thus $j-i=0$ because $x^{*}$ is not in the domain of $f$.

A $\mathcal{G}$-strategy for player I (plater II) is a function $\sigma: X_{\mathrm{I}} \rightarrow X$ (respectively, $\sigma: X_{\text {II }} \rightarrow X$ ) such that $\sigma(x) \in f^{-1}(x)$ for every $x \in X_{\text {I }}$ (respectively, $x \in$ $\left.X_{\text {II }}\right)$. We denote by $\Sigma_{\text {I }}(\mathcal{G})\left(\Sigma_{\text {II }}(\mathcal{G})\right)$ the collection of all $\mathcal{G}$-strategies for player I (respectively, player II).

Let $\sigma$ be a $\mathcal{G}$-strategy for player I (player II). A play $p \in \Pi$ is $\sigma$-consistent if for every $n<\omega$, if $p(n) \in X_{\text {I }}$ (respectively, $p(n) \in X_{\text {II }}$ ), then $p(n+1)=$ $\sigma(p(n))$. Given $\mathcal{G}$-strategies $\sigma$ and $\tau$ for players I and II, respectively, we denote by $\langle\sigma, \tau\rangle$ the unique game which is both $\sigma$ - and $\tau$-consistent. As a consequence of Lemma 1.5.2, every game is of that form.
1.5.3. Proposition. Let $\mathcal{G}$ be a game. Every play of $\mathcal{G}$ is of the form $\langle\sigma, \tau\rangle$ for some $\mathcal{G}$-strategies $\sigma$ and $\tau$ for players I and II, respectively.

Proof. Let $\mathcal{G}=\left(x^{*}, X_{\mathrm{I}}, X_{\mathrm{II}}, X, f, \Pi, W_{\mathrm{I}}, W_{\mathrm{II}}\right)$, and let $p=\left(x_{n}\right)_{n<\omega}$ be a play of $\mathcal{G}$. We define the $\mathcal{G}$-strategies $\sigma: X_{\mathrm{I}} \rightarrow X$ and $\tau: X_{\mathrm{II}} \rightarrow X$ as follows. Let $x \in X_{\mathrm{I}}$. If $x$ does not occur in $p$, we let $\sigma(x):=x^{\prime}$ for any $x^{\prime} \in X$ such that $f\left(x^{\prime}\right)=x$ (at least one such $x^{\prime}$ exists by the surjectivity of $f$ ). Suppose now that $x$ occurs in $p$. By Lemma 1.5.2, there is a unique $n<\omega$ such that $p(n)=x$. We then let $\sigma(x):=p(n+1)$. The strategy $\tau$ is defined analogously.

A $\mathcal{G}$-strategy $\sigma$ for player I (player II) is winning if for every $\sigma$-consistent play $p \in \Pi$ we have $p \in W_{\mathrm{I}}$ (respectively, $p \in W_{\mathrm{II}}$ ). That this definition is equivalent to the one in [52] is given by the following proposition:
1.5.4. Proposition. Let $\mathcal{G}$ be a game. $A \mathcal{G}$-strategy $\sigma$ for player I (player II) is winning if, and only if, for every $\mathcal{G}$-strategy $\tau$ for player II (respectively, player I) we have $\langle\sigma, \tau\rangle \in W_{\text {I }}$ (respectively, $\langle\tau, \sigma\rangle \in W_{\text {II }}$ ).

Proof. We prove only the claim for player I. The left-to-right direction is clear. For the converse, let $p$ be a $\sigma$-consistent play of $\mathcal{G}$. By the proof of Proposition 1.5.3, $p$ is of the form $p=\langle\sigma, \tau\rangle$ for some $\mathcal{G}$-strategy $\tau$ for player II, whence $p \in W_{\mathrm{I}}$ by assumption.

A game $\mathcal{G}$ is determined if there exists a winning $\mathcal{G}$-strategy for one of the players. Clearly, if $\mathcal{G}$ is determined then there is one and only one player for which
a winning $\mathcal{G}$-strategy exists. Gale and Stewart showed in [52] that not every game is determined, but they managed to prove determinacy under simple topological requirements.

Following [96], we endow $\Pi$ with the topology $T_{\mathcal{G}}$ generated by taking as a base the collection $\left\{B_{s} \mid s \in X^{<\omega}\right\}$, where for every $s \in X^{<\omega}$ we let

$$
B_{s}:=\{p \in \Pi \mid s \sqsubseteq p\} .
$$

It is straightforward to see that this base is the same as the one used originally in [52], and that the topology it generates is exactly the subspace topology that $\Pi \subseteq X^{\omega}$ inherits from ( $X^{\omega}, T_{\sqsubseteq}$ ), where $T_{\sqsubseteq}$ is the prefix topology on $X^{\omega}$ defined at the end of Section 1.4.

The game $\mathcal{G}=\left(x^{*}, X_{\mathrm{I}}, X_{\mathrm{II}}, X, f, \Pi, W_{\mathrm{I}}, W_{\text {II }}\right)$ is Borel if $W_{\mathrm{I}}$ is a Borel set in $\left(\Pi, T_{\mathcal{G}}\right)$. Open and closed games are defined analogously, as well as $\Sigma_{\alpha}^{0}, \Pi_{\alpha}^{0}$ and $\Delta_{\alpha}^{0}$ games, for every $1 \leq \alpha<\omega_{1}$.

Gale and Stewart [52] proved determinacy of games which are open or closed. This result was gradually improved upon by several authors, culminating in Martin's celebrated proof that all Borel games are determined [96]. For our purposes in Chapter 3, determinacy of $\Delta_{3}^{0}$ games, established earlier in [36], will suffice.
1.5.5. Theorem ([36]). If a game $\mathcal{G}$ is $\Sigma_{3}^{0}$ or $\Pi_{3}^{0}$, then $\mathcal{G}$ is determined.

### 1.6 Büchi automata

Büchi automata were introduced by Büchi [20,21] to establish the decidability of the monadic second-order theory of one successor (S1S). They are a natural generalisation of finite-state automata to infinite words. Here we provide only the definitions and results needed in Chapter 3. The reader may consult [151] for an overview of Büchi automata.

An alphabet is a finite set, whose elements are called symbols or letters. An $\omega$-word over an alphabet $\Sigma$ is an element of $\Sigma^{\omega}$. An $\omega$-language over $\Sigma$ is a subset of $\Sigma^{\omega}$. Since we restrict ourselves to $\omega$-words, unless stated otherwise by word and language we mean $\omega$-word and $\omega$-language, respectively.

It will be convenient to work with several automata sharing the same underlying transition graph. With this in mind, we first introduce the following notion:
1.6.1. Definition (Automaton skeleton). An automaton skeleton is a triple $S=$ $(Q, \Sigma, \Delta)$, where $Q$ is a non-empty finite set of states, $\Sigma$ is an alphabet, and $\Delta \subseteq Q \times \Sigma \times Q$ is the transition relation of $S$.

A run of $S$ from a state $q \in Q$ on an $\omega$-word $\left(\sigma_{n}\right)_{n<\omega} \in \Sigma^{\omega}$ is an infinite sequence of states $\left(q_{n}\right)_{n<\omega} \in Q^{\omega}$ such that $q_{0}=q$ and $\left(q_{n}, \sigma_{n}, q_{n+1}\right) \in \Delta$ for every $n<\omega$.
1.6.2. Definition (Büchi automaton). A (non-deterministic) Büchi automaton $(N B A)$ over an alphabet $\Sigma$ is a tuple $\mathcal{A}=\left(Q, \Sigma, \Delta, q^{*}, F\right)$, where $(Q, \Sigma, \Delta)$ is an automaton skeleton, $q^{*} \in Q$ is the initial state of $\mathcal{A}$, and $F \subseteq Q$ is the set of final states of $\mathcal{A}$.

A run of $\mathcal{A}$ on an $\omega$-word $w \in \Sigma^{\omega}$ is a run of $(Q, \Sigma, \Delta)$ from $q^{*}$ on $w$. A run $\rho$ is accepting if $\operatorname{lnf}(\rho) \cap F \neq \varnothing$. The automaton $\mathcal{A}$ accepts a word $w \in \Sigma^{\omega}$ if there is an accepting run of $\mathcal{A}$ on $w$. We let $\mathscr{L}(\mathcal{A}):=\left\{w \in \Sigma^{\omega} \mid \mathcal{A}\right.$ accepts $\left.w\right\}$.

A language $L \subseteq \Sigma^{\omega}$ is said to be $\omega$-regular, or Büchi-recognisable, if there is an NBA $\mathcal{A}$ such that $\mathscr{L}(\mathcal{A})=L$. It is well known that the collection of $\omega$-regular languages over an alphabet $\Sigma$ is closed under union, intersection and complementation:
1.6.3. Theorem ([20, 151]). Let $\Sigma$ be an alphabet. If $L_{1}, L_{2} \subseteq \Sigma^{\omega}$ are $\omega$-regular, then so are $L_{1} \cup L_{2}, L_{1} \cap L_{2}$, and $\Sigma^{\omega} \backslash L_{1}$.

Whereas closure under union and intersection is not difficult to see, closure of $\omega$ regular languages under complementation is far from trivial. In contrast to the case of finite-state automata, a reduction of NBA's to deterministic Büchi automata (DBA, defined by requiring the transition relation to be functional) is not possible because the latter are strictly less expressive than the former (see, e.g., [151, § 4]). Büchi's original proof in [20] relied on Ramsey's theorem. Another well-known proof, based on transforming NBA's into deterministic Rabin automata, was later obtained by Safra [123].

Topology turns out to shed light on the study of $\omega$-languages (see, e.g., [67, $151,140,106]$ ). In particular, every $\omega$-regular language over an alphabet $\Sigma$ is $\Delta_{3}^{0}$ in $\Sigma^{\omega}$ with the prefix topology (recall the definitions given in Section 1.4 above).
1.6.4. Theorem ([67, 151]). Let $\Sigma$ be an alphabet, and $\mathcal{A}$ an NBA over $\Sigma$. Then, $\mathscr{L}(\mathcal{A}) \in \Delta_{3}^{0}\left(\Sigma^{\omega}, T_{\sqsubseteq}\right)$, where $T_{\sqsubseteq}$ is the prefix topology on $\Sigma^{\omega}$.

Propositional Modal Logics

## Chapter 2

## Cyclic Companions of Modal Logics

Modal logic traces back at least to Aristotle's modal syllogistic (see, e.g., [31, 119]) As a modern, mathematical discipline, however, its origins are much more recent: it is usually dated back to C. I. Lewis's work, in the early years of the 20th century, on the paradoxes of material implication and his proposal of a system of strict implication to capture the usual, intensional meaning of the word 'implies'. This work culminated in the 1932 book Symbolic Logic [87], cowritten by C. I. Lewis and C. H. Langford, in which the five axiomatic systems of modal logic S1-S5 are introduced. For a historical overview of modern modal logic, we refer the reader to $[13, \S 1.7]$ and $[60]$.

The language of propositional modal logic extends that of propositional logic by adding two unary operators, typically denoted $\square$ ('box') and $\diamond$ ('diamond'), which express modalities of truth such as being necessary, possible, known, believed, provable... Modal logics are then obtained as extensions of classical or intuitionistic propositional logic by means of axioms and rules of inference involving the operators $\square$ and $\diamond$. We restrict our attention to modal logics extending classical propositional logic (CPC). In this setting, the operators $\square$ and $\diamond$ are dual to one another and thus interdefinable via the equivalence $\Delta p \equiv \neg \square \neg p$. For example, if $\square p$ is read as 'it is necessarily the case that $p$ ', then both $\diamond p$ and $\neg \square \neg p$ express that 'it is possibly the case that $p$ '. This duality is analogous to the one between the universal $(\forall)$ and existential $(\exists)$ quantifiers in predicate logic, with corresponding to $\forall$ and $\diamond$ to $\exists$.

We assume that the reader is familiar with both classical logic and modal logic, and in particular the systems K, K4, S4, GL (Gödel-Löb provability logic), and S4Grz (Grzegorczyk logic), though we formally define all of them below. An introduction to CPC may be found in [24, Ch. 1], and for mathematically-oriented introductions to modal logic the reader may consult $[24,13]$.

Ordinary sequent calculi have proved to be insufficient for modal logic, partly due to the difficulties involved in obtaining 'good' rules for the introduction of the modal operators, that is, rules yielding calculi with nice structural properties, such as the admissibility of cut-elimination (see [126, 158, 99, 100]). In his survey on the technical and philosophical limitations of ordinary sequent calculi for modal logic, Wansing writes:
[M]any normal modal and temporal logics are presentable as ordinary Gentzen calculi [...]. However, no uniform way of presenting only the most important normal modal and temporal propositional logics as ordinary Gentzen calculi is known. Further, the standard approach fails to be modular: in general it is not the case that a single axiom schema is captured by a single sequent rule (or a finite set of such rules). [158, p. 68]

Consider, for example, the logic K4, which results by adding the transitivity axiom $\square p \rightarrow \square \square p$ to the basic modal logic K. The most natural attempt at obtaining a sequent calculus for K 4 is adding the rule

$$
\square_{\mathrm{k} 4}^{\times} \frac{\Gamma \Rightarrow \square \varphi, \Delta}{\Gamma \Rightarrow \square \square \varphi, \Delta}
$$

to a system for CPC. The resulting system is indeed sound and complete with respect to K4, but unfortunately it does not enjoy cut-elimination [85, 126]. Similar difficulties arise when considering other logics. In the words of Sambin and Valentini:

It is usually not difficult to choose suitable rules for each modal logic if one is content with completeness of rules. The real problem however is to find a set of rules also satisfying the subformula property. [126, p. 316]

Several generalisations of ordinary sequent calculi have therefore been proposed to better deal with modal logic (and non-classical logics), such as display calculi, hypersequents, and labelled calculi. We refer the reader to $[158,100]$ for surveys of such methods. ${ }^{1}$

Of particular interest to us is the case of GL. A sequent system for the logic enjoying cut-elimination was first obtained in $[125,85]$ by the addition of the rule

$$
\square_{\mathrm{GL}} \frac{\Gamma, \square \Gamma, \square \varphi \Rightarrow \varphi}{\square \Gamma \Rightarrow \square \varphi}
$$

[^6]to a system for CPC. ${ }^{2}$ It is of course not obvious why this is the 'right' rule; the reader may consult $[85,126]$ for an analysis of various natural but unsuccessful attempts at obtaining a sequent calculus for GL admitting cut-elimination.

Proof systems for GL with better structural properties have since been proposed, for example the labelled calculus of [99] and the tree-hypersequent calculus of [109].

More recently, Shamkanov [134] introduced a sequent calculus for GL obtained, not by enriching the syntax or finding another suitable modal rule, but by admitting cyclic proofs in a standard system for K4. These are finite derivations in which a leaf may be non-axiomatic provided that it be labelled by a sequent appearing earlier on the path from the root to the leaf. This work is generalised in [69] to sequent calculi extending standard systems for classical or intuitionistic logic with modal rules satisfying certain constraints.

Following a similar line of research, a labelled calculus for GL is obtained in [35] by allowing ill-founded proofs in a labelled system for K4. Moreover, restricting the system for GL to sequents having at most one formula in the consequent yields a system for intuitionistic GL.

From his cyclic system, Shamkanov was able to prove the Lyndon interpolation property for GL syntactically, a result that he had first shown in [133] by semantic means. The other finitary proof systems that we have mentioned do not seem to be suitable for this purpose because all of them contain modal inference rules in which, as in $\square_{\mathrm{GL}}$, the principal formula undergoes a polarity change. Shamkanov's system can also be used to build uniform Craig interpolants for GL, as explained in the conclusion of Chapter 5 below.

We are also interested in the (cyclic) proof theory of S4Grz. The first ordinary sequent calculus for the logic, with a semantical proof of cut-elimination, was given in [8], and a cut-free, labelled one can be found in [40].

Similarly to the work done in [133] for GL, Savateev and Shamkanov [130] proposed a cyclic system for S4Grz whose underlying, acyclic system is easily seen to be sound and complete with respect to $\mathbf{S 4}$. Whereas any cycle is acceptable in the cyclic system for GL, this is not the case for S4Grz. Instead, a (finitary) correctness condition is imposed on the cycles in proofs. ${ }^{3}$

We summarise the finding of these two cyclic systems by saying that GL and S4Grz are cyclic companions of K4 and S4, respectively (see Definition 2.2.2 below).

[^7]This terminology is inspired by the one used in [69], where the notion of a circular companion of a calculus is defined.

Despite the simplicity of the cyclic systems in [134, 130], it is not a priori clear why adding cycles to a calculus for K4 or S4 should yield one for GL or S4Grz. Soundness and completeness are established in $[134,130]$ by means of translations between ordinary sequent calculi for the logics and the cyclic systems or their ill-founded variants, thus not shedding much light on the question.

This chapter aims to elucidate the relation between a modal logic and its cyclic companion(s). In contrast to the proof-theoretic analysis of [69], we propose to understand cyclic companions by a combination of proof-theoretic and semantical considerations. We argue that cyclic systems like the ones in $[134,130]$ arise from natural correspondences between cycles in derivations and infinite chains in frames.

Consider GL, for instance, which is characterised by the class of transitive and conversely well-founded frames $[14,132]$. The former condition is first-order definable and only involves three states of the frame at a time, whereas the latter concerns infinite chains and is known not to be expressible as a first-order property ([14, Ch. 4], [13, § 3.2]). We shall see that cycles capture in a natural way frame conditions involving infinite ascending chains, such as converse well-foundedness and its weak version. This explains why a calculus for K4, when coupled with a suitable notion of cycle, captures exactly the theorems of GL. An analogous explanation may be given for S4Grz and S4. In other words: the 'finitary', firstorder frame conditions are captured by the underlying, acyclic system, while the cycles take care of the 'infinitary', second-order ones.

The logic GL, however, is not the only one characterised by a class of transitive frames satisfying some second-order condition on infinite chains. Indeed, the logic K4Grz, which may be informally described as S4Grz minus reflexivity, is characterised by transitive and weakly conversely well-founded frames [7, 94]. So K4Grz shares its first-order frame condition with GL and its second-order one with S4Grz (see Table 2.2 below). According to the view of cyclic companionship that we have just outlined, then, it should be possible to obtain a cyclic system for K4Grz by adding cycles to an ordinary sequent calculus for K4, not in the way followed in [134] for GL, but rather with cycles analogous to the ones in [130] for S4Grz. We show in Section 2.3 that this is the case, thus establishing that K4Grz is another cyclic companion of K4.

Due to the close correspondence between cycles and infinite chains, the frame conditions that one can capture by adding cycles to acyclic systems are probably limited to variations of converse well-foundedness. Therefore, we do not consider the cyclic approach to the proof theory of modal logic to be as fruitful as other methods, such as hypersequent or labelled calculi. Nevertheless, we believe that the cyclic systems studied in this chapter serve as a good introduction to cyclic
proof theory in general and to the more complicated cyclic systems of the next chapters in particular.

Outline of the chapter. Section 2.1 introduces the modal logics that we are interested in, namely: K4, S4, GL, S4Grz, and K4Grz. Section 2.2 analyses the cyclic systems from $[133,130]$ and shows the close correspondence between cycles in proofs and infinite chains in frames that enables the construction of such systems. Section 2.3 tests the ideas presented in Section 2.2 by adding cycles to a system for K4 in order to obtain one for K4Grz, thus showing that K4Grz, like GL, is a cyclic companion of K4. Section 2.4 concludes the chapter and discusses some further lines of research based on the material therein.

### 2.1 Propositional normal modal logics

As mentioned in the introduction, we restrict our attention to modal logics extending classical propositional logic (CPC). Familiarity with both classical logic and modal logic is assumed. The reader is referred to [24, Ch. 1] for an introduction to classical logic, and to $[24,13]$ for mathematically-oriented introductions to modal logic.

The language of (propositional) modal logic, denoted by $\mathscr{L}_{\square}$, consists of the following: countably many propositional letters drawn from a set Prop; the constants $\perp$ (falsum) and $\top$ (verum); the Boolean connectives $\wedge$ (conjunction), $\vee$ (disjunction), $\because$ (negation) and $\rightarrow$ (implication); and the modal operators $\square$ (box) and $\diamond$ (diamond). The formulas of modal logic are given by the following grammar:

$$
\varphi::=\perp|\top| p|\bar{p}|(\varphi \wedge \varphi)|(\varphi \vee \varphi)|(\varphi \rightarrow \varphi)|(\square \varphi)|(\Delta \varphi),
$$

where $p$ ranges over Prop. Formulas are denoted by small Greek letters $\alpha, \beta, \varphi, \ldots$, and sets or multisets of formulas by capital Greek letters $\Gamma, \Delta, \Sigma, \ldots$ The collection of all modal logic formulas is denoted by Form ${ }_{\square}$, and the set of all subformulas of a formula $\varphi$, defined as usual, is denoted by $\operatorname{Sub}(\varphi)$. A literal is a formula of the form $\top, \perp, p$ or $\bar{p}$. Given a set or multiset of formulas $\Gamma$, we let $\circ \Gamma:=\{\circ \gamma \mid \gamma \in \Gamma\}$, for $\circ \in\{\square, \diamond\}$.

If no ambiguity arises, we drop the outer parenthesis and stipulate that $\square$ and $\diamond$ bind more strongly than $\wedge$ and $\vee$, and that these, in turn, bind more strongly than $\rightarrow$.

It is well known that some of the constants, connectives and operators that we have chosen as primitive are definable in terms of others. For example, $\perp, \rightarrow$ and $\square$ suffice to define $\top,{ }^{-}, \wedge, \vee$ and $\diamond$ by the equivalences $T \equiv \neg \perp, \bar{p} \equiv \neg p$, $\varphi \wedge \psi \equiv \neg(\varphi \rightarrow \neg \psi), \varphi \vee \psi \equiv \neg \varphi \rightarrow \psi$ and $\diamond \varphi \equiv \neg \square \neg \varphi$, where $\neg \varphi:=\varphi \rightarrow \perp$ is
the negation of $\varphi$. Depending on the context, we shall restrict our language to a subset of $\mathscr{L}_{\square}$ and rely on these equivalences.

The dual of a formula $\varphi$, in symbols $\varphi^{\partial}$, is inductively defined as follows:

$$
\begin{array}{rlrl}
\perp^{\partial} & :=\top & \top^{\partial} & :=\perp \\
p^{\partial} & :=\bar{p} & \bar{p}^{\partial} & :=p \\
(\varphi \wedge \psi)^{\partial} & :=\varphi^{\partial} \vee \psi^{\partial} & (\varphi \vee \psi)^{\partial} & :=\varphi^{\partial} \wedge \psi^{\partial} \\
(\square \varphi)^{\partial} & :=\diamond \varphi^{\partial} & (\diamond \varphi)^{\partial} & :=\square \varphi^{\partial} \\
(\varphi \rightarrow \psi)^{\partial} & :=\varphi \wedge \psi^{\partial} &
\end{array}
$$

A substitution is a map $\sigma: \operatorname{Prop} \rightarrow$ Form $_{\square}$. Every substitution $\sigma$ induces a map $\sigma^{*}:$ Form $_{\square} \rightarrow$ Form $_{\square}$ given by:
(i) $\sigma^{*}(\perp):=\perp$ and $\sigma^{*}(\mathrm{~T}):=\mathrm{T}$;
(ii) $\sigma^{*}(p):=\sigma(p)$ and $\sigma^{*}(\bar{p}):=\sigma(p)^{\partial}$, for every $p \in$ Prop;
(iii) $\sigma^{*}(\varphi \star \psi):=\sigma^{*}(\varphi) \star \sigma^{*}(\psi)$, for $\star \in\{\wedge, \vee, \rightarrow\}$;
(iv) $\sigma^{*}(\circ \varphi):=\circ \sigma^{*}(\varphi)$, for $\circ \in\{\square, \diamond\}$.

We abuse notation and denote $\sigma^{*}$ by $\sigma$.
As is often the case when studying modal logics, we define them as sets of formulas containing certain axioms and closed under the inference rules of modus ponens, substitution, and necessitation.
2.1.1. Definition (Modal logic). A (propositional normal) modal logic L is a collection of modal logic formulas containing:

- $(p \rightarrow q) \rightarrow((q \rightarrow r) \rightarrow(p \rightarrow r))$;
- $(\neg p \rightarrow p) \rightarrow p$;
- $p \rightarrow(\neg p \rightarrow q)$;
- the normality axiom $\mathrm{k}: \square(p \rightarrow q) \rightarrow(\square p \rightarrow \square q)$,
and which is closed under the following rules:
- modus ponens: if $\alpha, \alpha \rightarrow \beta \in \mathbf{L}$, then $\beta \in \mathbf{L}$;
- substitution: if $\alpha \in \mathrm{L}$, then $\sigma(\alpha) \in \mathrm{L}$ for every substitution $\sigma$;
- necessitation: if $\alpha \in \mathbf{L}$, then $\square \alpha \in \mathbf{L}$.

The first three of the formulas listed in Definition 2.1.1 are well-known axioms for CPC, originally due to Łukasiewicz [90, 72].

Given a modal logic L and a formula $\varphi$, we write $\mathrm{L} \vdash \varphi$ if $\varphi \in \mathrm{L}$, and we denote by $\mathrm{L} \oplus \varphi$ the smallest modal logic containing $\mathrm{L} \cup\{\varphi\}$. Following standard notation (see, e.g., [24]), we denote the smallest modal logic by K.

Let L be a modal logic and G a sequent calculus. We say that G is sound for L if $\mathrm{G} \vdash \varphi$ implies $\mathrm{L} \vdash \varphi$ for every formula $\varphi$. And G is complete for L if $\mathrm{L} \vdash \varphi$ implies $G \vdash \varphi$ for every formula $\varphi$.

Modal logics admit different semantics: relational (or Kripke), algebraic, topological (see [13]). We restrict our attention to relational semantics, for we are interested in relating cycles in proofs to infinite chains on Kripke frames.

A (Kripke) frame is a pair $\mathcal{F}=(W, R)$, where $W$ is a non-empty set of worlds or states and $R \subseteq W \times W$ is a binary relation on $W$, called the accessibility relation of $\mathcal{F}$. For every $s \in W$, we define $R[s]:=\{t \in S \mid s R t\}$. An infinite (ascending) $R$-chain in $\mathcal{F}$ is an infinite sequence of states $\left(s_{n}\right)_{n<\omega}$ such that $s_{n} R s_{n+1}$ for every $n<\omega$.

A valuation on a frame $\mathcal{F}=(W, R)$ is a map $V$ : Prop $\rightarrow 2^{W}$. A (Kripke) model is a triple $\mathcal{M}=(W, R, V)$, where $\mathcal{F}:=(W, R)$ is a frame and $V$ a valuation on $\mathcal{F}$. We say that the model $\mathcal{M}$ is based on the frame $\mathcal{F}$. Given a model $\mathcal{M}=(W, R, V)$, we inductively define a satisfaction or forcing relation $\Vdash$ between states of $\mathcal{M}$ and formulas in the usual manner:

- $\mathcal{M}, s \Vdash \perp$ and $\mathcal{M}, s \Vdash \top$;
- $\mathcal{M}, s \Vdash p$ if, and only if, $s \in V(p)$, for every $p \in$ Prop;
- $\mathcal{M}, s \Vdash \bar{p}$ if, and only if, $\mathcal{M}, s \Vdash p$, for every $p \in$ Prop;
- $\mathcal{M}, s \Vdash \varphi \wedge \psi$ if, and only if, $\mathcal{M}, s \Vdash \varphi$ and $\mathcal{M}, s \Vdash \psi$;
- $\mathcal{M}, s \Vdash \varphi \vee \psi$ if, and only if, $\mathcal{M}, s \Vdash \varphi$ or $\mathcal{M}, s \Vdash \psi$;
- $\mathcal{M}, s \Vdash \varphi \rightarrow \psi$ if, and only if, $\mathcal{M}, s \Vdash \varphi$ implies $\mathcal{M}, s \Vdash \psi$;
- $\mathcal{M}, s \Vdash \square \varphi$ if, and only if, $\mathcal{M}, t \Vdash \varphi$ for every $t \in R[s]$;
- $\mathcal{M}, s \Vdash \Delta \varphi$ if, and only if, $\mathcal{M}, t \Vdash \varphi$ for some $t \in R[s]$.

If $\mathcal{M}, s \Vdash \varphi$, we say that $\varphi$ is true in $s$, or that $s$ satisfies $\varphi$. We write $\mathcal{M} \models \varphi$ if $\mathcal{M}, s \Vdash \varphi$ for every $s \in W$. Given a frame $\mathcal{F}=(W, R)$, we write $\mathcal{F} \models \varphi$, and say that $\varphi$ is valid in $\mathcal{F}$, if $(W, R, V) \models \varphi$ for every valuation $V$ on $\mathcal{F}$. Given a class of frames $\mathcal{K}$, we write $\mathcal{K} \models \varphi$, and say that $\varphi$ is $\mathcal{K}$-valid, if $\mathcal{F} \models \varphi$ for every $\mathcal{F} \in \mathcal{K}$. Finally, given any formulas $\varphi$ and $\psi$, we write $\varphi \equiv \psi$, and say that $\varphi$ and $\psi$ are equivalent, if for every model $\mathcal{M}=(W, R, V)$ and every $s \in W$, we have $\mathcal{M}, s \Vdash \varphi$ if, and only if, $\mathcal{M}, s \Vdash \psi$.

Let $\mathcal{K}$ be a class of frames and L a modal logic. We say that L is sound with respect to $\mathcal{K}$ if $\mathrm{L} \vdash \varphi$ implies $\mathcal{K} \models \varphi$; that L is complete with respect to $\mathcal{K}$ if $\mathcal{K} \models \varphi$ implies $L \vdash \varphi$; and that $L$ is characterised by $\mathcal{K}$ if $L$ is both sound and complete with respect to $\mathcal{K}$.

Let $\mathcal{F}=(W, R)$ be a Kripke frame. We say that $\mathcal{F}$ is reflexive (irreflexive, transitive, antisymmetric, partially ordered) if $R$ is reflexive (respectively, irreflexive, transitive, antisymmetric, a partial order on $W$ ). We say that $\mathcal{F}$ is conversely well-founded, or Noetherian, if there are no infinite $R$-chains in $\mathcal{F}$. Finally, we say that $\mathcal{F}$ is weakly conversely well-founded, or weakly Noetherian, if every infinite $R$-chain in $\mathcal{F}$ is eventually constant, i.e., for every infinite $R$-chain $\left(s_{n}\right)_{n<\omega}$ in $\mathcal{F}$ there is an $i<\omega$ such that $s_{i}=s_{j}$ for all $j \geq i$. Clearly, being Noetherian is equivalent to being weakly Noetherian and irreflexive.

Weak converse well-foundedness is the natural formulation of converse wellfoundedness in the absence of irreflexivity. It is easy to see that a frame $\mathcal{F}$ is weakly conversely well-founded if, and only if, $\mathcal{F}$ satisfies the following strong chain condition (SCC): for every infinite $R$-chain $\left(s_{n}\right)_{n<\omega}$ in $\mathcal{F}$ there is an $i<\omega$ such that $s_{i}=s_{i+1}$.

Table 2.2 lists several well-known modal logics defined in terms of the axioms in Table 2.1, together with characteristic classes of frames for them. We assume that the reader is familiar with the axioms $k, 4$ and $t$, as well as with the corresponding logics K, K4 and S4 characterised, respectively, by all frames, by all transitive frames, and by all reflexive and transitive frames [24].

The logic GL is the well-known Gödel-Löb provability logic, in which the operator $\square$ denotes provability in some arithmetical theory, typically Peano arithmetic. We shall not concern ourselves with GL besides the analysis of the cyclic system for the logic given in [134]. The interested reader may consult [15] for a historical account of the emergence of provability logic, as well as Boolos's classic book [14].

The origins of the Grzegorczyk logic S4Grz can be traced back to Grzegorczyk's investigation of the connections between intuitionistic and modal logic [65, 14, 92]. The logic was first axiomatised by adding to S 4 the axiom

$$
\square[(\square(q \rightarrow \square p) \rightarrow \square p) \wedge(\square(\neg q \rightarrow \square p) \rightarrow \square p)] \rightarrow \square p,
$$

due to Grzegorczyk [65]. Subsequently, Segerberg [132] found the simpler, current axiomatisation of S4Grz in terms of the axiom grz, first studied by Sobociński [138].

A common, alternative name for S4Grz is Grz (see, e.g., [8, 24, 92, 94, 130]). This is justified by the fact that $\mathrm{S} 4 \mathrm{Grz}=\mathrm{K} \oplus \mathrm{grz}[63,14,24]$. Moreover, all of the following hold: ${ }^{4}$

$$
\begin{equation*}
\mathrm{K} \oplus \mathrm{grz}=\mathrm{K} 4 \oplus \mathrm{grz}=\mathrm{S} 4 \oplus \mathrm{grz}=\mathrm{S} 4 \oplus \mathrm{grz}_{1} \tag{2.1}
\end{equation*}
$$

[^8]| Axiom | Definition |
| :--- | :--- |
| k (normality axiom $)$ | $\square(p \rightarrow q) \rightarrow(\square p \rightarrow \square q)$ |
| 4 (transitivity axiom) | $\square p \rightarrow \square \square p$ |
| t (reflexivity axiom) | $\square p \rightarrow p$ |
| gl (Löb axiom) | $\square(\square p \rightarrow p) \rightarrow \square p$ |
| grz ( Grzegorczyk axiom $)$ | $\square(\square(p \rightarrow \square p) \rightarrow p) \rightarrow p$ |
| $\mathrm{grz}_{1}$ | $\square(\square(p \rightarrow \square p) \rightarrow p) \rightarrow \square p$ |

Table 2.1: Some modal logic axioms.
but note that

$$
\mathrm{K} 4 \oplus \mathrm{grz} \neq \mathrm{K} 4 \oplus \mathrm{grz}_{1}
$$

because S4Grz $\neq$ K4Grz (see below). We follow [132, 14] and denote $\mathrm{S} 4 \oplus \mathrm{grz}$ by S4Grz, in order to highlight the similarities and differences between S4Grz and K4Grz.

As with GL, our interest in S4Grz is restricted to the cyclic system for the logic introduced in [130]. For an overview of S4Grz, its history, and its close connection to GL, we refer the reader to [92].

The logic K4Grz has been called the weak Grzegorczyk logic [88]. According to [61], the name K4Grz originates in [51] and [44], but the logic had been studied earlier under different names (e.g., in $[113,63]$ it is referred to as Go, and in [7] it is called $\mathrm{G}_{0}$ ). This logic is also known as Grz. 1 [94]. We avoid this notation because it misleadingly suggests that K4Grz is an extension of Grz, when in fact this is not the case: the reflexivity axiom $\square p \rightarrow p$ belongs by definition to S4Grz, but it cannot belong to K4Grz because there are frames which are transitive and weakly conversely well-founded but not reflexive (e.g., the frame consisting of a single irreflexive state). For an overview of results about K4Grz, the reader may consult [88].

Just as the names S4Grz and K4Grz suggest, from the point of view of Kripke semantics K4Grz is the non-reflexive version of S4Grz, in the sense that we have:

$$
\mathrm{K} 4 \mathrm{Grz} \subsetneq \mathrm{~K} 4 \mathrm{Grz} \oplus \mathrm{t}=\mathrm{S} 4 \mathrm{Grz}
$$

where the equality follows from (2.1) and the proper inclusion from the fact that, as we have observed, $\mathrm{K} 4 \mathrm{Grz} \nvdash \mathrm{t}$.

Converse well-foundedness is well known not to be first-order definable (see, e.g., $[14$, Ch. 4$]$ or $[13, \S 3.2]$ ). Since irreflexivity is a first-order property, it follows that weak converse well-foundedness is not first-order definable either. Thus, the frame conditions given in Table 2.2 for GL, S4Grz and K4Grz can be split up into two groups: 'finitary', first-order definable conditions (reflexivity and transitivity); and 'infinitary' conditions which are not expressible as first-order properties (converse

| Logic | Definition | Characteristic frames |
| :--- | :--- | :--- |
| K4 | $\mathrm{K} \oplus 4$ | transitive $[24]$ |
| S 4 | $\mathrm{~K} 4 \oplus \mathrm{t}$ | reflexive and transitive [24] |
| GL | $\mathrm{K} 4 \oplus \mathrm{gl}$ | transitive and Noetherian [14, 132] |
| S 4 Grz | $\mathrm{S} 4 \oplus \mathrm{grz}$ | reflexive, transitive and weakly Noetherian $[14,132]$ |
| K 4 Grz | $\mathrm{K} 4 \oplus \mathrm{grz}_{1}$ | transitive and weakly Noetherian $[7,94]$ |

Table 2.2: Some modal logics and characteristic frames thereof.
well-foundedness and its weak version). As we shall see in the next section, it is natural to try to find proof systems for these logics by adding cyclicity to acyclic sequent calculi for logics characterised by frame conditions of the first kind only, such as K4 and S4.

### 2.2 Cycles and infinite chains

Our study of cyclic companions begins with an analysis of the cyclic systems given in $[133,130]$ for GL and S4Grz. Both systems work with multiset-based sequents, so we adopt the following:
2.2.1. Definition (Modal sequent). A (modal) one-sided sequent is a finite multiset of formulas. And a (modal) two-sided sequent is a pair ( $\Gamma, \Delta$ ), henceforth written $\Gamma \Rightarrow \Delta$, where $\Gamma$ and $\Delta$ are finite multisets of formulas.

The antecedent of the two-sided sequent $\Gamma \Rightarrow \Delta$ is the multiset $\Gamma$, and $\Delta$ is the consequent or succedent of the sequent. As usual, the interpretation of a one-sided sequent $\Gamma$ is the formula $\Gamma^{\sharp}:=\bigvee \Gamma$, and the interpretation of a two-sided sequent $\Gamma \Rightarrow \Delta$ is $(\Gamma \Rightarrow \Delta)^{\sharp}:=\wedge \Gamma \rightarrow \vee \Delta$. A sequent $S$ is valid if $S^{\sharp}$ is valid. And we write $\mathcal{M}, s \Vdash S$ if $\mathcal{M}, s \Vdash S^{\sharp}$.

The difference between working with set-based sequents or multiset-based ones might seem insignificant. However, the availability of some form of contraction is known to be essential to obtaining complete calculi for modal logics characterised by classes of reflexive frames. Therefore, in a multiset setting without an explicit contraction rule it might be necessary to build contraction into some of the rules. This is the case, for example, of the rule refl of the system G3S4 for S4, depicted in Figure 2.3. If the formula $\square \varphi$ were not preserved in the premise, then the formula $\diamond \square(\diamond p \rightarrow \square \diamond p)$, valid on all reflexive and transitive frames, would no longer be provable (see [63, § 3.6] and [112, § 3.5]).

From the beginning of this chapter we have been using the expression 'cyclic companion' without properly defining it. Recalling the definitions about cyclic derivations given in Section 1.3, we may define it thus:

$$
\begin{array}{cc}
\mathrm{ax} \frac{\mathrm{ax}}{\Gamma, p \Rightarrow p, \Delta} \overline{\Gamma, \perp \Rightarrow \Delta} \\
\mathrm{~L} \rightarrow \frac{\Gamma \Rightarrow \varphi, \Delta \quad \Gamma, \psi \Rightarrow \Delta}{\Gamma, \varphi \rightarrow \psi \Rightarrow \Delta} & \mathrm{R} \rightarrow \frac{\Gamma, \varphi \Rightarrow \psi, \Delta}{\Gamma \Rightarrow \varphi \rightarrow \psi, \Delta}
\end{array}
$$

Figure 2.1: Rules of the system G3.
2.2.2. Definition (Cyclic companion). Let $L_{1}$ and $L_{2}$ be modal logics. We say that $L_{2}$ is a cyclic companion of $L_{1}$ if there exists a cyclic proof system $G$ such that the following hold for every formula $\varphi$ :
(i) $\mathrm{G} \vdash \varphi$ if, and only if, $\mathrm{L}_{2} \vdash \varphi$;
(ii) $\mathscr{B}(\mathrm{G}) \vdash \varphi$ if, and only if, $\mathrm{L}_{1} \vdash \varphi$.

In other words: $L_{2}$ is a cyclic companion of $L_{1}$ if there is a sound and complete cyclic system $G$ for $L_{2}$ such that the underlying, acyclic system $\mathscr{B}(G)$ is sound and complete for $L_{1}$.
2.2.3. Remark. The reader might have expected the definition of cyclic companionship to be based on adding cycles to an acyclic system rather than removing them from a cyclic one. Whilst the latter operation has a straightforward definition, it is not clear how to adequately define the former to accommodate all the cases that we are interested in: as explained in Section 2.2.2 below, in general the addition of cycles to a calculus amounts to more than simply admitting cyclic derivations, for one has to make sure to exclude viciously circular reasoning.
2.2.4. Remark. In contrast to the proof-theoretic approach followed in [69], where the notion of circular companion is defined for proof systems, our notion of cyclic companionship applies to logics. This is line with our plan to investigate the rôle that cycles play in $[134,130]$ from a point of view which combines proof-theoretic and semantical considerations.

As we shall see, cyclic companions need not be unique. This is because, informally, there are different ways of adding cycles to a system (more precisely: different cyclic systems might be based on calculi which are sound and complete for the same logic).

It is convenient to fix a sequent calculus for CPC to which we can add modal rules to characterise different modal logics. To this end, let G3 be the two-sided sequent calculus with rules given in Figure 2.1. The system G3 is the $\{\perp, \rightarrow\}$-fragment of the well-known calculus G3cp for CPC from [152].

$$
\begin{aligned}
& \operatorname{ax} \overline{\Gamma, \varphi, \varphi^{\partial}} \quad \quad \mathrm{ax} \bar{T} \overline{\Gamma, \top} \\
& \wedge \frac{\Gamma, \varphi \quad \Gamma, \psi}{\Gamma, \varphi \wedge \psi} \quad \vee \frac{\Gamma, \varphi, \psi}{\Gamma, \varphi \vee \psi} \quad \square_{\mathrm{K} 4} \frac{\Gamma, \Delta \Gamma, \varphi}{\diamond \Gamma, \square \varphi, \Delta}
\end{aligned}
$$

Figure 2.2: Rules of the system $\mathrm{GL}_{\text {circ }}$ from [134].

### 2.2.1 GL as a cyclic companion of K 4

Shamkanov [134] obtained a sound and complete cyclic proof system $\mathrm{GL}_{\text {circ }}$ for GL by admitting cyclic proofs in a standard calculus for K 4 . The system $\mathrm{GL}_{\text {circ }}$ works on one-sided sequents and the sublanguage of $\mathscr{L}_{\square}$ lacking implication. The rules are given in Figure 2.2.

The creation of cycles in $\mathrm{GL}_{\text {circ }}$ derivations ${ }^{5}$ is possible due to the preservation of $\diamond \Gamma$ in the premise of rule $\square_{K 4}$. For example:

$$
\frac{\square_{\mathrm{K} 4} \frac{\perp, \Delta \square \perp, \square \perp}{\perp, \Delta \square \perp, \square \perp}}{\square_{\mathrm{K} 4} \frac{\square \perp, \diamond \square \perp}{\vee}}
$$

2.2.5. Definition ( $\mathrm{GL}_{\text {circ }}$ proof). A $G L_{\text {circ }}$ proof of a formula $\varphi$ is a $\mathrm{GL}_{\text {circ }}$ derivation $\mathcal{T}$ of $\varphi$ such that every leaf of $\mathcal{T}$ is either axiomatic or a repeat.

Observe that any cycle in a $\mathrm{GL}_{\text {circ }}$ derivation is acceptable, which might give the impression that $\mathrm{GL}_{\text {circ }}$ proofs allow viciously circular, unsound reasoning. This is not the case because in fact $\mathrm{GL}_{\text {circ }}$ comes with an implicit correctness condition that any cycle satisfies, namely: for every repeat $l$ in a proof $\mathcal{T}$, say with companion $c$, there must be an instance of rule $\square_{\mathrm{K} 4}$ in $[c, l]_{\mathcal{T}}$, i.e., there must be a vertex in $[c, l)_{\mathcal{T}}$ at which rule $\square_{\mathrm{K} 4}$ is applied (we call such vertices modal). This condition is always satisfied because rule $\square_{\mathrm{K} 4}$ is the only one that need not decrease the complexity of the sequent to which it is applied. However, if one wishes to add weakening (wk) and contraction (contr) to the system, either explicitly or by using set-based instead of multiset-based sequents, then the correctness condition must be made explicit to preclude unsound reasoning, such as

$$
\begin{gathered}
\mathrm{wk} \frac{\perp}{\perp, \perp} \\
\operatorname{contr} \\
\frac{\perp}{\perp}
\end{gathered}
$$

[^9]from being considered valid. The same applies to the intuitionistic version of $\mathrm{GL}_{\text {circ }}[69,136]$, as well as to a variant of $\mathrm{GL}_{\text {circ }}$ considered in the conclusion of Chapter 5 below.

The system $\mathrm{GL}_{\text {circ }}$ is indeed sound and complete:
2.2.6. Proposition ([134]). For every formula $\varphi$, the following hold:
(i) $\mathrm{GL}_{\text {circ }} \vdash \varphi$ if, and only if, $\mathrm{GL} \vdash \varphi$;
(ii) $\mathscr{B}\left(\mathrm{GL}_{\text {circ }}\right) \vdash \varphi$ if, and only if, $\mathrm{K} 4 \vdash \varphi$.

### 2.2.7. Corollary. The logic GL is a cyclic companion of K 4 .

Recall that GL is characterised by the class of all transitive, Noetherian frames. By Proposition 2.2.6(ii), the underlying, acyclic system $\mathscr{B}\left(\mathrm{GL}_{\text {circ }}\right)$ characterises exactly the class of transitive frames, whence it follows that it is the cycles of $\mathrm{GL}_{\text {circ }}$ that capture converse well-foundedness. To explain how this is so, we now provide a proof of the soundness of $\mathrm{GL}_{\text {circ }}$ that highlights the correspondence between cycles in $\mathrm{GL}_{\text {circ }}$ proofs and infinite ascending chains on Kripke frames. This is not the proof given in [134], for there soundness and completeness of $\mathrm{GL}_{\text {circ }}$ are established via translations among $\mathrm{GL}_{\text {circ }}$, the corresponding ill-founded system, and a standard, acyclic sequent calculus for GL.
2.2.8. Proposition (cf. [134, Lem. 3.7]). For every formula $\varphi$, if $\mathrm{GL}_{\text {circ }} \vdash \varphi$, then GL $\vdash \varphi$.

Proof. Let $\mathcal{T}$ be a $\mathrm{GL}_{\text {circ }}$ proof of $\varphi$, and suppose towards a contradiction that $\mathrm{GL} \vdash \varphi$. Then, there is a model $\mathcal{M}=(W, R, V)$ based on a transitive Noetherian frame and a state $s \in W$ such that $\mathcal{M}, s \Downarrow \varphi$. We inductively build an infinite path $\left(u_{n}\right)_{n<\omega}$ through $\mathcal{T}^{\circ}$ and an infinite sequence $\left(s_{n}\right)_{n<\omega}$ of states in $W$ such that, for every $i<\omega$ :
(i) $\mathcal{M}, s_{i} \nVdash \Gamma_{i}$, where $\Gamma_{i}$ is the label of $u_{i}$;
(ii) either $u_{i}$ is not modal and $s_{i}=s_{i+1}$, or $s_{i} R s_{i+1}$.

For the base case, let $u_{0}$ be the root of $\mathcal{T}$ and $s_{0}:=s$. For the inductive case, assume that $u_{n}$ and $s_{n}$ have been defined. Note that $u_{n}$ cannot be axiomatic because $\mathcal{M}, s_{n} \nVdash \Gamma_{n}$. If $u_{n}$ is a repeat, we let $u_{n+1}:=c_{u_{n}}$ and $s_{n+1}:=s_{n}$. Otherwise, we distinguish cases according to the rule R applied at $u_{n}$.

Suppose first that $R \in\{\wedge, \vee\}$. Clearly, then, there is an immediate successor $v$ of $u_{n}$ such that $\mathcal{M}, s_{n} \Vdash \Gamma$, where $\Gamma$ is the label of $v$. We let $u_{n+1}:=v$ and $s_{n+1}:=s_{i}$.

$$
\text { refl } \frac{\Gamma, \varphi, \square \varphi \Rightarrow \Delta}{\Gamma, \square \varphi \Rightarrow \Delta} \quad \square_{\mathrm{s} 4} \frac{\square \Pi \Rightarrow \varphi}{\Gamma, \square \Pi \Rightarrow \square \varphi, \Delta}
$$

Figure 2.3: Additional rules for the system G3S4.

Suppose now that $u_{n}$ is modal, and let

$$
\square_{\mathrm{K} 4} \frac{\Gamma, \diamond \Gamma, \psi}{\diamond \Gamma, \square \psi, \Delta}
$$

be the instance of $\square_{K 4}$ at $u_{n}$. By the inductive hypothesis, $\mathcal{M}, s_{n} \Vdash \forall \Gamma, \square \psi, \Delta$, whence there is a state $t \in W$ such that $s_{n} R t$ and $\mathcal{M}, t \nvdash \psi, \Gamma$. Additionally, $\mathcal{M}, t \Vdash \diamond \Gamma$ because otherwise transitivity would yield $\mathcal{M}, s_{n} \Vdash \diamond \Gamma$. We thus let $u_{n+1}$ be the unique immediate successor of $u_{n}$ and $s_{n+1}:=t$.

Note that the path $\pi:=\left(u_{n}\right)_{n<\omega}$ must be infinite because axioms are labelled by valid sequents. By Proposition 1.2.3, $\pi$ passes through infinitely many instances of rule $\square_{\mathrm{K} 4 \mathrm{Grz}}$, so by construction there are infinitely many $i<\omega$ such that $s_{i} R s_{i+1}$ and thus the sequence $\left(s_{n}\right)_{n<\omega}$ contains a subsequence which is an infinite ascending $R$-chain, contradicting the converse well-foundedness of ( $W, R$ ).

Looking at the proof of Proposition 2.2.8, we see that instances of rule $\square_{\mathrm{K} 4}$ correspond semantically to transitions through the accessibility relation of a model. So, since every cycle in a $\mathrm{GL}_{\text {circ }}$ proof contains at least one modal vertex, infinite paths through (the cycles of) a $\mathrm{GL}_{\text {circ }}$ proof correspond to infinite ascending chains. The assumption that the formula at the root of a proof is not satisfied in a state of a transitive Noetherian model yields one such infinite path, whence soundness of $\mathrm{GL}_{\text {circ }}$ immediately follows. Informally: something happens on every cycle (a transition) that cannot happen infinitely often. This explains why any cycle should be considered sound.

### 2.2.2 S4Grz as a cyclic companion of S4

We now turn to S4Grz. Recall (see Table 2.2 above) that S4Grz is characterised by the class of all reflexive, transitive and weakly Noetherian frames. Since S4 is the logic of reflexive and transitive frames, we might be tempted to admit cyclic proofs in a system for S 4 to obtain one for S4Grz. This is not the right approach, as we now show.

Let G3S4 be the system obtained by adding the rules in Figure 2.3 to G3. It is well known that G3S4 is sound and complete for S4 [79, 152]. Informally, rule refl corresponds to reflexivity, and $\square_{S 4}$ to transitivity. Let us see that admitting cyclic proofs in G3S4 does not yield a system for S4Grz.

$$
\begin{gathered}
\square_{\mathrm{S} 4} \frac{(\dagger) \quad \square(\square p \rightarrow p) \Rightarrow p}{\square(\square p \rightarrow p) \Rightarrow p, \square p} \quad \text { ax } \frac{\square(\square p \rightarrow p), p \Rightarrow p}{\square} \\
\mathrm{Lefl} \frac{\square(\square p \rightarrow p), \square p \rightarrow p \Rightarrow p}{(\dagger) \quad \square(\square p \rightarrow p) \Rightarrow p} \\
\square_{\mathrm{S} 4} \frac{\square(\square p \rightarrow p) \Rightarrow \square p}{\square(\square p} \\
\mathrm{R} \rightarrow \frac{\square(\square p \rightarrow p) \rightarrow \square p}{\Rightarrow \square(\square p}
\end{gathered}
$$

Figure 2.4: A proof of the axiom gl in $\mathrm{G} 3 \mathrm{~S}^{\circ}$. The unique repeat and its companion are marked by the symbol ' $\dagger$ '.

Suppose that, as Shamkanov did for GL, we accept cyclic proofs in G3S4. More precisely, let G3S4 ${ }^{\circ}$ be the cyclic system with base G3S4 given as follows:
2.2.9. Definition (G3S4 ${ }^{\circ}$ proof). A G3S4 ${ }^{\circ}$ proof of a formula $\varphi$ is a $G 3 S 4^{\circ}$ derivation $\mathcal{T}$ of $\varphi$ such that every non-axiomatic leaf of $\mathcal{T}$ is a repeat.
As we are about to see, requiring that there be an instance of rule $\square_{S 4}$ or refl on every cycle in a G3S4 ${ }^{\circ}$ proof makes no difference.

That G3S4 ${ }^{\circ}$ is not sound for S 4 Grz is easy to see. Indeed, as shown in Figure 2.4, we can prove the axiom gl in $\mathrm{G} 3 \mathrm{~S} 4^{\circ}$ (cf. [69]). Therefore, the least modal logic containing the theorems of $\mathrm{G} 3 \mathrm{~S} 4^{\circ}$ contains

$$
\mathrm{S} 4 \oplus \mathrm{gl}=\mathrm{GL} \oplus \mathrm{t}=\text { Form }_{\square}
$$

and is therefore the inconsistent logic. Semantically, the equality $\mathrm{GL} \oplus \mathrm{t}=$ Form $_{\square}$ stems from the fact that axiom gl demands that there be no infinite ascending chains, whereas validating axiom t implies the existence of at least one such chain in any non-empty frame. Syntactically, $\mathrm{GL} \oplus \mathrm{t}$ contains both $\square(\square p \rightarrow p) \rightarrow \square p$ and $\square p \rightarrow p$, so by closure under modus ponens and necessitation we get $p \in \mathrm{GL} \oplus \mathrm{t}$ and thus $\mathrm{GL} \oplus \mathrm{t}=$ Form ${ }_{\square}$ by closure under substitution.

As our analysis of the system $G L_{\text {circ }}$ suggested, admitting any kind of cycle in G3S4 semantically corresponds to imposing that there be no infinite ascending chains. So, since S4Grz does not impose such restriction, not every cycle should be accepted. Let us then see how to distinguish the 'good' cycles from the 'bad' ones.

In any weakly Noetherian frame $(W, R)$, every infinite $R$-chain is eventually constant. Therefore, the 'good' cycles are the ones that, when traversed as in the proof of Proposition 2.2.8, cause transitions of the form $s R t \neq s$, for then we are able to obtain a contradiction as we did in said proof. Analogously, cycles that only cause transitions of the form $s R s$ are to be considered 'bad'. We may capture this distinction proof-theoretically by adding a seemingly superfluous premise to the rule $\square_{\mathrm{S} 4}$ so that it becomes:

$$
\begin{array}{cc}
\mathrm{ax} \frac{\mathrm{C}, p \Rightarrow p, \Delta}{\Gamma, p} & \mathrm{ax}_{\perp} \frac{\Gamma, \perp \Rightarrow \Delta}{\Gamma, \perp} \\
\mathrm{L} \rightarrow \frac{\Gamma \Rightarrow \varphi, \Delta \quad \Gamma, \psi \Rightarrow \Delta}{\Gamma, \varphi \rightarrow \psi \Rightarrow \Delta} & \mathrm{R} \rightarrow \frac{\Gamma, \varphi \Rightarrow \psi, \Delta}{\Gamma \Rightarrow \varphi \rightarrow \psi, \Delta} \\
\text { refl } \frac{\Gamma, \varphi, \square \varphi \Rightarrow \Delta}{\Gamma, \square \varphi \Rightarrow \Delta} & \square_{\text {S4 }}^{\circ} \frac{\Gamma, \square \Pi \Rightarrow \varphi, \Delta}{\Gamma, \square \Pi \Rightarrow \square \varphi, \Delta}
\end{array}
$$

Figure 2.5: Rules of the system Grz $_{\text {circ }}$ from [130].

$$
\square_{\varsigma 4}^{\circ} \frac{\Gamma, \square \Pi \Rightarrow \varphi, \Delta \quad \square \Pi \Rightarrow \varphi}{\Gamma, \square \Pi \Rightarrow \square \varphi, \Delta}
$$

The new premise on the left is clearly superfluous in G3S4 because it is a weakening of the right premise. From the point of view of cyclic proof-theory, however, having both premises allows us to tell 'good' and 'bad' cycles apart: a cycle is to be considered 'good' if, and only if, it contains a vertex labelled by the conclusion of an instance of $\square_{\mathrm{S} 4}^{\circ}$ and a right premise thereof. Indeed, arguing as in the proof of Proposition 2.2.8, in the case of $\square_{54}^{\circ}$ we can now distinguish cases according to whether we transition to a new state or not. In the first case we pick the right premise, and in the latter the left one (see the proof of Proposition 2.2.14 below).

In this way we obtain the cyclic calculus Grz $_{\text {circ }}$ for S4Grz due to Savateev and Shamkanov [128, 130]. It should be noted, however, that they do not present their system as arising from an acyclic one for S 4 in the manner that we have just described. ${ }^{6}$ In particular, their proof of soundness is based on translations from the ill-founded version of $\mathrm{Grz}_{\text {circ }}$ to a standard sequent calculus for S4Grz.

We therefore prove that $\mathscr{B}\left(\mathrm{Grz}_{\text {circ }}\right)$ is indeed sound and complete for S 4 , and afterwards, as we did for GL, we provide an alternative proof of the soundness of $\mathrm{Grz}_{\text {circ }}$ analogous to the proof of Proposition 2.2.8, to better show how rule $\square_{\text {S } 4}^{\circ}$ distinguishes between 'good' and 'bad' cycles.

The rules of $\mathrm{Grz}_{\text {circ }}$ are given in Figure 2.5. The system works on two-sided sequents and the $\{\perp, \rightarrow, \square\}$-fragment of $\mathscr{L}_{\square}$. We call the left premise of rule $\square_{\text {S } 4}^{\circ}$ stationary, and the right premise transitional.
2.2.10. Definition ( $_{\text {Grz }}^{\text {circ }}$ proof $)$. A $\mathrm{Grz}_{\text {circ }}$ proof of a formula $\varphi$ is a $\mathrm{Grz}_{\text {circ }}$ derivation $\mathcal{T}$ with conclusion $\varnothing \Rightarrow \varphi$ and such that, if $l$ is a non-axiomatic leaf of $\mathcal{T}$, then $l$ is a repeat and there is a vertex in $\left(c_{l}, l\right]_{\mathcal{T}}$ labelled by a transitional premise of an instance of rule $\square_{\text {S }}^{\circ}$.

[^10]Let us see that, as we claimed, $\mathrm{Grz}_{\text {circ }}$ witnesses that S 4 Grz is a cyclic companion of S4. This does not follow from the work in [69] because, due to the stationary premise, rule $\square_{\text {S }}^{\circ}$ does not meet the requirements imposed in [69] on modal rules.
2.2.11. Lemma. The weakening rule

$$
\text { wk } \frac{\Gamma \Rightarrow \Delta}{\Gamma, \Pi \Rightarrow \Sigma, \Delta}
$$

is admissible in $\mathscr{B}\left(\mathrm{Grz}_{\text {circ }}\right)$.
Proof. It follows by a straightforward induction on the height of $\mathscr{B}\left(\mathrm{Grz}_{\text {circ }}\right)+w k$ proofs, relying on the implicit weakening in rules $a x$ and $\mathrm{ax}_{\perp}$.
2.2.12. Proposition. For every formula $\varphi$, the following hold:
(i) $\mathrm{Grz}_{\text {circ }} \vdash \varphi$ if, and only if, S4Grz $\vdash \varphi$;
(ii) $\mathscr{B}\left(\mathrm{Grz}_{\text {circ }}\right) \vdash \varphi$ if, and only if, S4 $\vdash \varphi$.

Proof. Item (i) is proved in [130], so we focus on (ii). The left-to-right direction is straightforward: axiomatic leaves of $\mathscr{B}\left(\mathrm{Grz}_{\text {circ }}\right)$ proofs are labelled by valid sequents, and all the rules of $\mathscr{B}\left(\mathrm{Grz}_{\text {circ }}\right)$ preserve validity with respect to reflexive and transitive frames.

For the right-to-left direction, assume that $\mathrm{S} 4 \vdash \varphi$. Then, there is a G3S4 proof of $\varphi$. Every rule of G3S4 is a rule of $\mathscr{B}\left(\mathrm{Grz}_{\text {circ }}\right)$ except for $\square_{\mathrm{s} 4}$, so by Lemma 2.2.11 it suffices to see that every instance of $\square_{\mathrm{S} 4}$ can be simulated in $\mathscr{B}\left(\mathrm{Grz}_{\mathrm{circ}}\right)+\mathrm{wk}$ :

$$
\square_{\mathrm{s} 4} \frac{\square \Pi \Rightarrow \psi}{\Gamma, \square \Pi \Rightarrow \square \psi, \Delta} \quad \rightsquigarrow \quad \quad \text { wk } \frac{\square \Pi \Rightarrow \psi}{\Gamma, \square \Pi \Rightarrow \psi, \Delta} \quad \square \Pi \Rightarrow \psi
$$

Therefore, every G3S4 proof can be transformed into a $\mathscr{B}\left(\mathrm{Grz}_{\text {circ }}\right)+$ wk proof and we are done.
2.2.13. Corollary. The logic S 4 Grz is a cyclic companion of S 4 .

We now prove the soundness of $\mathrm{Grz}_{\text {circ }}$ as we did for $\mathrm{GL}_{\text {circ }}$, highlighting the correspondence between the cycles in $\mathrm{Grz}_{\text {circ }}$ proofs and weak converse well-foundedness.
2.2.14. Proposition (cf. [130, Thm. 3.7]). For every formula $\varphi$, if $\mathrm{Grz}_{\text {circ }} \vdash \varphi$, then S4Grz $\vdash \varphi$.

Proof. Let $\mathcal{T}$ be a $\mathrm{Grz}_{\text {circ }}$ proof of $\varphi$, and suppose towards a contradiction that S4Grz $\vdash \varphi$. Then, there is a model $\mathcal{M}=(W, R, V)$ based on a reflexive, transitive and weakly Noetherian frame and a state $s \in W$ such that $\mathcal{M}, s \Downarrow \varphi$. We inductively build an infinite path $\left(u_{n}\right)_{n<\omega}$ through $\mathcal{T}^{\circ}$ and an infinite sequence $\left(s_{n}\right)_{n<\omega}$ of states in $W$ such that, for every $i<\omega$ :
(i) $\mathcal{M}, s_{i} \nVdash \Gamma_{i} \Rightarrow \Delta_{i}$, where $\Gamma_{i} \Rightarrow \Delta_{i}$ is the label of $u_{i}$;
(ii) either rule $\square_{S_{4}}^{\circ}$ is not applied at $u_{i}$ and $s_{i}=s_{i+1}$, or $s_{i} R s_{i+1}$.

The base case, as well as the inductive case where neither refl nor $\square_{S 4}^{\circ}$ is applied at $u_{n}$, are as in the proof of Proposition 2.2.8. Assume, then, that a rule $\mathrm{R} \in$ $\left\{\right.$ refl, $\left.\square_{\mathrm{S} 4}^{\circ}\right\}$ is applied at $u_{n}$.

Suppose first that $\mathrm{R}=$ refl, and let

$$
\operatorname{refl} \frac{\Gamma, \psi, \square \psi \Rightarrow \Delta}{\Gamma, \square \psi \Rightarrow \Delta}
$$

be the instance of refl at $u_{n}$. By the inductive hypothesis, $\mathcal{M}, s_{n} \Vdash \Gamma, \square \psi \Rightarrow \Delta$, so by reflexivity we have $\mathcal{M}, s_{n} \Vdash \Gamma, \psi, \square \psi \Rightarrow \Delta$. We thus let $u_{n+1}$ be the unique immediate successor of $u_{n}$ and $s_{n+1}:=s_{n}$.

Suppose now that $\mathrm{R}=\square_{\mathrm{S} 4}^{\circ}$, and let

$$
\square_{\mathrm{S} 4}^{\circ} \frac{\Gamma, \square \Pi \Rightarrow \psi, \Delta \quad \square \Pi \Rightarrow \psi}{\Gamma, \square \Pi \Rightarrow \square \psi, \Delta}
$$

be the instance of $\square_{\mathrm{S} 4}^{\circ}$ at $u_{n}$. By the inductive hypothesis, $\mathcal{M}, s_{n} \Vdash \Gamma, \square \Pi \Rightarrow \square \psi, \Delta$, whence there is a state $t \in W$ such that $s_{n} R t$ and $\mathcal{M}, t \Vdash \psi$. If $t=s_{n}$, we let $u_{n+1}$ be the immediate successor of $u_{n}$ for the stationary premise. Otherwise, transitivity yields $\mathcal{M}, t \nvdash \square \Pi \Rightarrow \psi$ and we let $u_{n+1}$ be the immediate successor of $u_{n}$ for the transitional premise. In either case we let $s_{n+1}:=t$.

The path $\pi:=\left(u_{n}\right)_{n<\omega}$ must be infinite because axioms are labelled by valid sequents. By Proposition 1.2.3, there are infinitely many $i<\omega$ such that $u_{i}$ is labelled by the conclusion of an instance of $\square_{S 4}^{\circ}$ and $u_{i+1}$ is the immediate successor of $u_{i}$ for the transitional premise. Hence, by construction there are infinitely many $i<\omega$ such that $s_{i} R s_{i+1} \neq s_{i}$ and thus the sequence $\left(s_{n}\right)_{n<\omega}$ contains a subsequence which is an infinite ascending $R$-chain and not eventually constant, contradicting the weak converse well-foundedness of $(W, R)$.

### 2.3 K4Grz as a cyclic companion of K4

Looking at the frame conditions in Table 2.2, we can see that K4Grz shares its first-order condition (transitivity) with GL and its second-order one (weak converse

$$
\square_{\mathrm{K} 4} \frac{\Pi, \square \Pi \Rightarrow \varphi}{\Gamma, \square \Pi \Rightarrow \square \varphi, \Delta}
$$

Figure 2.6: The modal rule of the system G3K4.
well-foundedness) with S4Grz. According to the view of cyclic companionship presented in Section 2.2, then, we should expect to be able to obtain a cyclic system for K4Grz by adding cycles to an ordinary sequent calculus for K 4 , not as done for GL in [134], but rather with cycles analogous to the ones in [130] for S4Grz. In this section we show that this is indeed the case. ${ }^{7}$

Let G3K4 be the system obtained by adding the rule in Figure 2.6 to G3. The calculus G3K4 is well known to be sound and complete for K4 [126]. The only difference between $\square_{K 4}$ and $\square_{S 4}$ is that the latter does not include $\Pi$ in its premise, as it can be obtained by applying rule refl. The logic K4, however, does not impose reflexivity, and thus $\Pi$ must be present in the premise of $\square_{K 4}$ in order for G3K4 to be complete. For example, it is necessary to prove the transitivity axiom $\square p \rightarrow \square \square p:$

Naturally, allowing any kind of cycle in G3K4 proofs yields (a two-sided version of) Shamkanov's cyclic system for GL. We follow the explanation given in Section 2.2.2 to turn G3K4 into a cyclic calculus for K4Grz. ${ }^{8}$ That is, we add a new, seemingly superfluous premise to the rule $\square_{K 4}$ to distinguish between 'good' and 'bad' cycles. The new rule is:

$$
\square_{\mathrm{K} 4}^{\circ} \frac{\Gamma, \Pi, \square \Pi \Rightarrow \varphi, \Delta \quad \Pi, \square \Pi \Rightarrow \varphi}{\Gamma, \square \Pi \Rightarrow \square \varphi, \Delta}
$$

The left premise of $\square_{K 4}^{\circ}$ is called stationary, and the right one transitional. As in the case of S4Grz, the new premise on the left is superfluous in G3K4 because it follows from the right one by an application of wk.

We let K4 ${ }^{\circ}$ be the cyclic system with base $\mathrm{G} 3+\square_{\mathrm{K} 4}^{\circ}+$ wk specified as follows. ${ }^{9}$

[^11]\[

$$
\begin{aligned}
& \underset{\mathrm{R} \rightarrow \frac{\vdots}{\square_{\mathrm{K} 4}^{\circ}} \frac{B, \square B \Rightarrow p \quad B, \square B \Rightarrow p}{(\dagger) \quad \square B \Rightarrow \square p}}{\Rightarrow \square(\square(p \rightarrow \square p) \rightarrow p) \rightarrow \square p}
\end{aligned}
$$
\]

Figure 2.7: A K4 ${ }^{\circ}$ proof of the K 4 Grz axiom $\mathrm{grz}_{1}=\square(\square(p \rightarrow \square p) \rightarrow p) \rightarrow \square p$, where $C:=p \rightarrow \square p$ and $B:=\square C \rightarrow p$. Repeats and their associated companions are marked by the symbol ' $\dagger$ '.
2.3.1. Definition ( $K 4^{\circ}$ derivation). A $K 4^{\circ}$ derivation of a formula $\varphi$ is a finite tree with back-edges built according to the rules in Figure 2.1 plus $\square_{K 4}^{\circ}$ and wk, and whose root is labelled by $\varnothing \Rightarrow \varphi$.

A repeat $l$ in a $\mathrm{K} 4^{\circ}$ derivation $\mathcal{T}$, say with companion $c$, is successful if $(c, l]_{\mathcal{T}}$ contains a vertex labelled by a transitional premise of an instance of $\square_{K 4}^{\circ}$. A vertex $u \in T$ is modal if rule $\square_{\mathrm{K} 4}^{\circ}$ is applied at $u$.
2.3.2. Definition ( $\mathrm{K} 4^{\circ}$ proof). A $K 4^{\circ}$ proof of a formula $\varphi$ is a $K 4^{\circ}$ derivation $\mathcal{T}$ of $\varphi$ such that every non-axiomatic leaf of $\mathcal{T}$ is a successful repeat.

For the importance (or, rather, lack thereof) of including the explicit weakening rule wk in $\mathrm{K} 4^{\circ}$, see Remark 2.3.20 below.

The distinguished formulas in the conclusions (premises) of $\mathrm{K} 4^{\circ}$ rules are said to be principal (respectively, active). All formulas in $\Gamma \cup \Delta$ are side formulas.
2.3.3. Example. Figure 2.7 depicts a $\mathrm{K} 4^{\circ}$ proof of the axiom K 4 Grz . From the two premises of the lower instance of $\square_{\mathrm{K} 4}^{\circ}$ we proceed as indicated in the upper derivation. All the leaves are either axiomatic or successful repeats, the latter marked by the symbol ' $\dagger$ '.

Let us first see that $\mathscr{B}\left(\mathrm{K} 4^{\circ}\right)$ is sound and complete for K 4 :
completeness by means of proof transformations and a cut-elimination procedure that constitutes the focus of their article.
2.3.4. Proposition. For every formula $\varphi$, we have $\mathscr{B}\left(\mathrm{K} 4^{\circ}\right) \vdash \varphi$ if, and only if, $\mathrm{K} 4 \vdash \varphi$.

Proof. The left-to-right direction (soundness) is straightforward: axiomatic leaves of $\mathscr{B}\left(\mathrm{K}^{\circ}\right)$ proofs are labelled by valid sequents, and all the rules of $\mathrm{K} 4^{\circ}$ preserve validity with respect to transitive frames.

For completeness, assume that K4 $\vdash \varphi$. Then, there is a G3K4 proof of $\varphi$. Every rule of G3K4 is a rule of $\mathscr{B}\left(\mathrm{K}^{\circ}\right)$ except for $\square_{\mathrm{K} 4}$, so it suffices to see that every instance of $\square_{\mathrm{K} 4}$ can be simulated in $\mathscr{B}\left(\mathrm{K} 4^{\circ}\right)$ :

$$
\square_{\mathrm{K} 4} \frac{\Pi, \square \Pi \Rightarrow \psi}{\Gamma, \square \Pi \Rightarrow \square \psi, \Delta} \quad \rightsquigarrow \quad \mathrm{wk}^{\mathrm{K}} \frac{\frac{\Pi, \square \Pi \Rightarrow \psi}{\Gamma, \Pi, \square \Pi \Rightarrow \psi, \Delta}}{\Gamma, \square, \square \Pi \Rightarrow \psi}
$$

Therefore, every G3K4 proof can be translated into a $\mathscr{B}\left(\mathrm{K} 4^{\circ}\right)$ proof.
Now we prove soundness and completeness of $\mathrm{K} 4^{\circ}$ for K 4 Grz .
The soundness proof for $\mathrm{K} 4^{\circ}$ is analogous to the proofs of Propositions 2.2.8 and 2.2.14 above.
2.3.5. Proposition. For every formula $\varphi$, if $\mathrm{K} 4^{\circ} \vdash \varphi$, then $\mathrm{K} 4 \mathrm{Grz} \vdash \varphi$.

Proof. Let $\mathcal{T}$ be a $\mathrm{K}^{\circ}$ proof of $\varphi$, and suppose towards a contradiction that K4Grz $\vdash \varphi$. Then, there is a model $\mathcal{M}=(W, R, V)$ based on a transitive weakly Noetherian frame and a state $s \in W$ such that $\mathcal{M}, s \Downarrow \varphi$. We inductively build an infinite path $\left(u_{n}\right)_{n<\omega}$ through $\mathcal{T}^{\circ}$ and an infinite sequence $\left(s_{n}\right)_{n<\omega}$ of states in $W$ such that the following hold for every $i<\omega$ :
(i) $\mathcal{M}, s_{i} \Vdash \Gamma_{i} \Rightarrow \Delta_{i}$, where $\Gamma_{i} \Rightarrow \Delta_{i}$ is the label of $u_{i}$;
(ii) either $u_{i}$ is not modal and $s_{i}=s_{i+1}$, or $s_{i} R s_{i+1}$.

The base case, as well as the inductive case where $\square_{K_{4}}^{\circ}$ is not applied at $u_{n}$, are as in the proof of Proposition 2.2.8. Assume, then, that $u_{n}$ is modal, and let

$$
\square_{\mathrm{K} 4}^{\circ} \frac{\Gamma, \Pi, \square \Pi \Rightarrow \psi, \Delta \quad \Pi, \square \Pi \Rightarrow \psi}{\Gamma, \square \Pi \Rightarrow \square \psi, \Delta}
$$

be the instance of $\square_{K 4}^{\circ}$ at $u_{n}$. By the inductive hypothesis, $\mathcal{M}, s_{n} \Vdash \Gamma, \square \Pi \Rightarrow \square \psi, \Delta$, whence there is a state $t \in R[s]$ such that $\mathcal{M}, t \Vdash \Pi$ and $\mathcal{M}, t \Vdash \psi$. If $t=s_{n}$, we let $u_{n+1}$ be the immediate successor of $u_{n}$ for the premise $\Gamma, \Pi, \square \Pi \Rightarrow \psi, \Delta$. Otherwise, transitivity yields $\mathcal{M}, t \Vdash \Pi, \square \Pi \Rightarrow \psi$ and we let $u_{n+1}$ be the immediate successor of $u_{n}$ for premise $\Pi, \square \Pi \Rightarrow \psi$. In either case we let $s_{n+1}:=t$.

The path $\pi:=\left(u_{n}\right)_{n<\omega}$ must be infinite because axioms are labelled by valid sequents. By Proposition 1.2.3, there are infinitely many $i<\omega$ such that $u_{i}$
is labelled by the conclusion of an instance of $\square_{\mathrm{K} 4}^{\circ}$ and $u_{i+1}$ is the immediate successor of $u_{i}$ for the transitional premise. Hence, by construction there are infinitely many $i<\omega$ such that $s_{i} R s_{i+1} \neq s_{i}$ and thus the sequence $\left(s_{n}\right)_{n<\omega}$ contains a subsequence which is an infinite ascending $R$-chain and not eventually constant, contradicting the weak converse well-foundedness of $(W, R)$.

Completeness of $\mathrm{K} 4^{\circ}$ is established by contraposition: assuming that $\varphi$ is not provable, we build a countermodel for $\varphi$ from a failed proof-search for $\varphi$.

To simplify some parts of the completeness proof, as well as shed light on the frame conditions that cycles can capture (see Remark 2.3.8 below), it is convenient to give a characterisation of the logic K4Grz which is slightly different than, but equivalent to, the one in Table 2.2. By Table 2.2 , K 4 Grz is characterised by transitive, weakly Noetherian frames. Recall (see p. 34) that these are exactly the transitive frames which satisfy the SCC (call such frames SCC). Clearly, every SCC frame $\mathcal{F}=(W, R)$ satisfies the following weak chain condition (WCC): for every infinite $R$-chain $\left(s_{n}\right)_{n<\omega}$ in $\mathcal{F}$ there are $i<j<\omega$ such that $s_{i}=s_{j}$. Frames satisfying the WCC are said to be WCC. In general, the WCC does not imply the SCC, but in the presence of transitivity we have:
2.3.6. Proposition (cf. [94]). Let $\mathcal{F}=(W, R)$ be a transitive frame. Then, $\mathcal{F}$ is SCC if, and only if, $\mathcal{F}$ is antisymmetric and WCC.

Proof. Assume that $\mathcal{F}$ is SCC. Clearly, then, $\mathcal{F}$ is WCC. And if $s, t \in W$ are such that $s R t$ and $t R s$, then $(s, t, s, t, \ldots)$ is an infinite $R$-chain and thus by the SCC we have $s=t$, so $\mathcal{F}$ is antisymmetric.

Conversely, assume that $\mathcal{F}$ is antisymmetric and WCC, and let $\left(s_{n}\right)_{n<\omega}$ be an infinite $R$-chain. By the WCC, there are $i<j$ such that $s_{i}=s_{j}$ and $s_{i} \neq s_{k}$ for every $i<k<j$. Towards a contradiction, suppose that $j>i+1$. Then, by transitivity we have $s_{i} R s_{j-1} R s_{j}=s_{i}$ and thus $s_{i}=s_{j-1}$ by antisymmetry, contradicting the choice of $i$ and $j$. Hence, $j=i+1$ and $\mathcal{F}$ is SCC.
2.3.7. Corollary. The logic K4Grz is characterised by the class of all transitive, antisymmetric and WCC frames.
2.3.8. Remark. The characterisation of K4Grz given in Corollary 2.3.7 is not suitable for finding (cyclic or acyclic) proof systems for the logic. Informally, this is due to the fact that both antisymmetry and the WCC require keeping track of previously visited states (the last visited state for antisymmetry; any prior state for the WCC). More formally, it is well known that antisymmetry is not modally definable (see, e.g., [13, § 4.5]), and a standard argument based on bisimulations and tree-unravellings of frames shows that being WCC is not modally definable
either. One should not expect, therefore, to find proof rules capturing these two properties.

Moreover, since the distinction between 'good' and 'bad' cycles in a cyclic calculus is ultimately made at the level of the rules of the system (in $\mathrm{K} 4^{\circ}$, for example, at the modal rule $\square_{\mathrm{K} 4}^{\circ}$ ), we should not expect to be able to capture those conditions by means of cycles either, or at least not by following the approach presented in this chapter. We return to this question in Section 2.4 below.

A formula $\psi$ is left-duplicated (right-duplicated) in a sequent $\Gamma \Rightarrow \Delta$ if $\psi$ occurs at least twice in the multiset $\Gamma$ (respectively, $\Delta$ ). A formula $\psi$ is duplicated in a sequent $S$ if $\psi$ is left- or right-duplicated in $S$. For a multiset $\Gamma$, we let $[\Gamma]$ denote the set $[\Gamma]:=\{\gamma \mid \gamma \in \Gamma\}$.
2.3.9. Definition ( $K 4^{\circ}$ proof-search tree). A $K 4^{\circ}$ proof-search tree for a formula $\varphi$ is a finite tree with back-edges $\mathcal{T}$ built according to the rules of $\mathrm{K} 4^{\circ}$ and such that:
(i) The root of $\mathcal{T}$ has label $\varnothing \Rightarrow \varphi$.
(ii) For every vertex $u \in T$, if there is a duplicated formula in the label of $u$, then rule wk is applied at $u$ with conclusion $\Gamma \Rightarrow \Delta$ and premise $[\Gamma] \Rightarrow[\Delta]$, where $\Gamma \Rightarrow \Delta$ is the label of $u$.
(iii) There are no other instances of wk in $\mathcal{T}$.
(iv) A vertex $u \in T$ is a leaf if, and only if, there are no duplicated formulas in the label of $u$ and $u$ is either axiomatic, or a repeat, or a cul-de-sac.
(v) The following branching version of rule $\square_{\mathrm{K} 4}^{\circ}$ is used in $\mathcal{T}$ in place of $\square_{\mathrm{K} 4}^{\circ}$ :

$$
\square_{К 4}^{*} \frac{\left\{\Gamma, \Pi, \square \Pi \Rightarrow \varphi_{i}, \square \Phi_{i}, \Delta \mid i \leq n\right\} \quad\left\{\Pi, \square \Pi \Rightarrow \varphi_{i} \mid i \leq n\right\}}{\Gamma, \square \Pi \Rightarrow \square \varphi_{0}, \ldots, \square \varphi_{n}, \Delta},
$$

where $\Phi_{i}:=\left\{\varphi_{0}, \ldots, \varphi_{i-1}, \varphi_{i+1}, \ldots, \varphi_{n}\right\},{ }^{10} \Gamma \cup \Delta$ contains only literals, $\perp \notin$ $\Gamma$, and the conclusion contains no duplicated formula.

Let $\mathcal{T}$ be a proof-search tree for a formula $\varphi$, and $u \in T$ a vertex such that rule $\square_{\mathrm{K} 4}^{*}$ is applied at $u$ (call such vertices modal). Let

$$
\square_{\text {K4 }}^{*} \frac{\left\{\Gamma, \Pi, \square \Pi \Rightarrow \varphi_{i}, \square \Phi_{i}, \Delta \mid i \leq n\right\} \quad\left\{\Pi, \square \Pi \Rightarrow \varphi_{i} \mid i \leq n\right\}}{\Gamma, \square \Pi \Rightarrow \square \varphi_{0}, \ldots, \square \varphi_{n}, \Delta}
$$

[^12]be the instance of $\square_{K 4}^{*}$ at $u$. For every $i \leq n$, let $v_{i}^{s}$ be the immediate successor of $u$ for the stationary premise $\Gamma, \Pi, \square \Pi \Rightarrow \varphi_{i}, \square \Phi_{i}, \Delta$, and let $v_{i}^{t}$ be the immediate successor of $u$ for the transitional premise $\Pi, \square \Pi \Rightarrow \varphi_{i}$. We call each $\left(v_{i}^{s}, v_{i}^{t}\right)$ a modal pair of $u$.

The notion of successful repeat is defined for $\mathrm{K} 4^{\circ}$ proof-search trees as expected: a repeat $l$ of a $\mathrm{K} 4^{\circ}$ proof-search tree $\mathcal{T}$, say with companion $c$, is successful if there is a vertex in $(c, l]_{\mathcal{T}}$ labelled by a transitional premise of an instance of $\square_{\mathbb{K} 4}^{*}$.

Let $\mathcal{T}$ be a $\mathrm{K} 4^{\circ}$ proof-search tree. A leaf $l$ of $\mathcal{T}$ is good if $l$ is either axiomatic or a successful repeat of $\mathcal{T}$. Otherwise, $l$ is said to be bad. So $l$ is bad if $l$ is a cul-de-sac or an unsuccessful repeat.

Every formula occurring in a K4 ${ }^{\circ}$ proof-search tree for a formula $\varphi$ is contained in $\operatorname{Sub}(\varphi)$. Hence, conditions (ii) and (iv) in Definition 2.3.9 immediately yield:
2.3.10. Proposition. For every formula $\varphi$, there exists a $\mathrm{K} 4^{\circ}$ proof-search tree for $\varphi$.

Additionally, since rule $\square_{K 4}^{*}$ is the only one which need not decrease the complexity of the sequent to which it is applied, we clearly have:
2.3.11. Proposition. Let $\mathcal{T}$ be a $\mathrm{K}^{\circ}$ proof-search tree. For any repeat $l \in \operatorname{Rep}_{\mathcal{T}}$, say with companion $c$, there is a premise of rule $\square_{\mathrm{K} 4}^{*}$ in $(c, l]_{\mathcal{T}}$.

Our goal is to show that every $\mathrm{K}^{\circ}$ proof-search tree for $\varphi$ contains either a K4 ${ }^{\circ}$ proof of $\varphi$, or else a refutation of $\varphi$, a subtree from which a countermodel for $\varphi$ can be built.
2.3.12. Definition (K4 ${ }^{\circ}$ refutation). A $K 4^{\circ}$ refutation of a formula $\varphi$ is a subtree $\mathcal{T}^{\prime}$ of a $\mathrm{K} 4^{\circ}$ proof-search tree $\mathcal{T}$ for $\varphi$ satisfying:
(i) The root of $\mathcal{T}^{\prime}$ is the root of $\mathcal{T}$.
(ii) Every leaf of $\mathcal{T}^{\prime}$ is a bad leaf of $\mathcal{T}$.
(iii) If a vertex $u \in T^{\prime}$ is labelled in $\mathcal{T}$ by the conclusion of an instance of a nonaxiomatic rule other than $\square_{\mathbb{K} 4}^{*}$, then $u$ has exactly one immediate successor in $\mathcal{T}^{\prime}$.
(iv) If a vertex $u \in T^{\prime}$ is modal in $\mathcal{T}$, say with modal pairs $\left(v_{0}^{s}, v_{0}^{t}\right), \ldots,\left(v_{n}^{s}, v_{n}^{t}\right)$, then for every $i \leq n$ there is a $v_{i} \in\left\{v_{i}^{s}, v_{i}^{t}\right\}$ such that the immediate successors of $u$ in $\mathcal{T}^{\prime}$ are exactly $v_{0}, \ldots, v_{n}$.

Towards establishing the completeness of $\mathrm{K} 4^{\circ}$, let us first see that every $\mathrm{K} 4^{\circ}$ proof-search tree $\mathcal{T}$ which does not contain a proof can be pruned down to a refutation. Informally, we do this by pruning $\mathcal{T}$ bottom-up as follows: at each
non-modal branching vertex, we keep a premise that fails to produce a proof and discard the other one; similarly, at each modal vertex, for each modal pair we keep a premise that fails to produce a proof and discard the other one. The resulting subtree is then easily shown to be a refutation.

Let $\mathcal{T}$ be a $\mathrm{K} 4^{\circ}$ proof-search tree, and $\mathcal{T}^{\prime}=[u, \rightarrow)_{\mathcal{T}}$ a cone of $\mathcal{T}$. We denote by $M\left(\mathcal{T}^{\prime}\right)$ the collection of all modal vertices of $\mathcal{T}$ contained in $\mathcal{T}^{\prime}$. A modal pruning map on $\mathcal{T}^{\prime}$ is a function $f: M\left(\mathcal{T}^{\prime}\right) \rightarrow T^{\prime} \times T^{\prime}$ such that $f(u)$ is a modal pair of $u$ for each vertex $u \in M\left(\mathcal{T}^{\prime}\right)$. The modal pruning of $\mathcal{T}^{\prime}$ with respect to $f$ is the subtree $\mathcal{T}^{\prime \prime}$ of $\mathcal{T}^{\prime}$ given by letting $v \in T^{\prime \prime}$ if, and only if, the following holds: for every $w \in M\left(\mathcal{T}^{\prime}\right) \cap[u, v)_{\mathcal{T}^{\prime}}$, the unique immediate successor of $w$ in $[u, v]_{\mathcal{T}^{\prime}}$ belongs to the modal pair $f(w)$. A modal pruning of $\mathcal{T}^{\prime}$ is the modal pruning of $\mathcal{T}^{\prime}$ with respect to some unspecified modal pruning map on $\mathcal{T}^{\prime}$.
2.3.13. Proposition. Let $\mathcal{T}$ be a $\mathrm{K}^{\circ}$ proof-search tree for a formula $\varphi$. If no subtree of $\mathcal{T}$ is a $\mathrm{K} 4^{\circ}$ proof of $\varphi$, then there is a subtree of $\mathcal{T}$ which is a $\mathrm{K} 4^{\circ}$ refutation of $\varphi$.

Proof. We inductively build an infinite sequence $\left(\left(\mathcal{T}_{n}, P_{n}\right)\right)_{n<\omega}$ such that the following hold for every $n<\omega$ :
(i) $\mathcal{T}_{0}=\mathcal{T}$;
(ii) $\mathcal{T}_{n}$ is a subtree of $\mathcal{T}_{n+1}$;
(iii) $P_{n} \subseteq T_{n}$;
(iv) if $T_{n} \backslash P_{n} \neq \varnothing$, then $\left|P_{n+1}\right|=\left|P_{n}\right|+1$;
(v) if $T_{n} \backslash P_{n}=\varnothing$, then $\mathcal{T}_{n+1}=\mathcal{T}_{n}$ and $P_{n+1}=P_{n}$;
(vi) for every $u \in T_{n} \backslash P_{n}$, we have $[u, \rightarrow)_{\mathcal{T}} \subseteq T_{n} \backslash P_{n}$;
(vii) for every $u \in T_{n} \backslash P_{n}$ of minimal height in $T_{n} \backslash P_{n}$, every modal pruning of $[u, \rightarrow)_{\mathcal{T}_{n}}$ contains a bad leaf of $\mathcal{T}$;
(viii) for every leaf $l$ of $\mathcal{T}$, if $l \in P_{n}$, then $l$ is a bad leaf of $\mathcal{T}$.

For the base case, let $\mathcal{T}_{0}:=\mathcal{T}$ and $P_{0}:=\varnothing$. Note that (vii) holds because $\mathcal{T}$ contains no subtree which is a $\mathrm{K} 4^{\circ}$ proof of $\varphi$.

For the inductive case, assume that $\mathcal{T}_{n}$ and $P_{n}$ have been defined. If $T_{n} \backslash P_{n}=\varnothing$, we let $\mathcal{T}_{n+1}:=\mathcal{T}_{n}$ and $P_{n+1}:=P_{n}$. Suppose now that $T_{n} \backslash P_{n} \neq \varnothing$, and let $u \in T_{n} \backslash P_{n}$ be of minimal height in $T_{n} \backslash P_{n}$. We first let $P_{n+1}:=P_{n} \cup\{u\}$. Note that (viii) follows from (vii) and (viii) of the inductive hypothesis. Let us now build $\mathcal{T}_{n+1}$.

If $u$ is a non-branching vertex of $\mathcal{T}_{n}$, we let $\mathcal{T}_{n+1}:=\mathcal{T}_{n}$. If $u$ is branching, we distinguish cases according to the rule $\mathrm{R} \in\left\{\mathrm{L} \rightarrow, \square_{\mathrm{K} 4}^{*}\right\}$ applied at $u$.

Suppose first that $\mathrm{R}=\mathrm{L} \rightarrow$. Let $v_{0}, v_{1}$ be the two immediate successors of $u$ in $\mathcal{T}_{n}$. By (vii) of the inductive hypothesis, there is an $i \leq 1$ such that every modal pruning of $\left[v_{i}, \rightarrow\right)_{\mathcal{T}_{n}}$ contains a bad leaf of $\mathcal{T}$. We then let $\mathcal{T}_{n+1}$ be the subtree of $\mathcal{T}_{n}$ given by setting $T_{n+1}:=T_{n} \backslash\left[v_{1-i}, \rightarrow\right)_{\mathcal{T}_{n}}$. Note that $P_{n+1} \subseteq T_{n+1}$ by (iii) and (vi) of the inductive hypothesis.

Suppose now that $\mathrm{R}=\square_{\text {K4 }}^{*}$. Let $\left(v_{0}^{s}, v_{0}^{t}\right), \ldots,\left(v_{n}^{s}, v_{n}^{t}\right)$ be the modal pairs of $u$. By (vii) of the inductive hypothesis, for every $i \leq n$ there is a $v_{i} \in\left\{v_{i}^{s}, v_{i}^{t}\right\}$ such that every modal pruning of $\left[v_{i}, \rightarrow\right)_{\mathcal{T}_{n}}$ contains a bad leaf of $\mathcal{T}$. We then let $\mathcal{T}_{n+1}$ be the subtree of $\mathcal{T}_{n}$ given by setting

$$
T_{n+1}:=T_{n} \backslash \bigcup\left\{[v, \rightarrow)_{\mathcal{T}_{n}} \mid u<_{T}^{0} v \text { and } v \notin\left\{v_{0}, \ldots, v_{n}\right\}\right\} .
$$

As before, $P_{n+1} \subseteq T_{n+1}$ by (iii) and (vi) of the inductive hypothesis.
Since $\mathcal{T}$ contains only finitely many vertices, by (iv) and (v) there is an $n<\omega$ such that $\left(\mathcal{T}_{n+k}, P_{n+k}\right)=\left(\mathcal{T}_{n}, P_{n}\right)$ for every $k<\omega$. We claim that $\mathcal{T}_{n}$ is a $\mathrm{K} 4^{\circ}$ refutation of $\varphi$. Conditions (i), (iii) and (iv) of Definition 2.3.12 are clear by the construction of $\mathcal{T}_{n}$. And that every leaf of $\mathcal{T}_{n}$ is a bad leaf of $\mathcal{T}$ is an immediate consequence of (viii).
2.3.14. Corollary. Let $\mathcal{T}$ be a $\mathrm{K} 4^{\circ}$ proof-search tree for a formula $\varphi$. If $\mathrm{K} 4^{\circ} \nvdash \varphi$, then there is a subtree of $\mathcal{T}$ which is a $\mathrm{K} 4^{\circ}$ refutation of $\varphi$.

As an immediate consequence of Propositions 2.3.5 and 2.3.10 and Corollary 2.3.14, we have:
2.3.15. Corollary. For every formula $\varphi$, if $\mathrm{K} 4 \mathrm{Grz} \nvdash \varphi$, then there is a $\mathrm{K} 4^{\circ}$ refutation of $\varphi$.

We now establish the converse of Corollary 2.3.15: the existence of a $\mathrm{K}^{\circ}$ refutation of $\varphi$ implies that K4Grz $\vdash \varphi$. We do so by building a countermodel of $\varphi$ from the refutation.

Let $\mathcal{T}$ be a $\mathrm{K} 4^{\circ}$ refutation. A path $\pi=\left(u_{n}\right)_{n<N}$ through $\mathcal{T}^{\circ}$, with $N \leq \omega$, is non-modal if the following holds for every $n<N$ : if $\pi(n)$ is a modal vertex, then $N=n+1$. By Propositions 1.2.3 and 2.3.11, every non-modal path through $\mathcal{T}^{\circ}$ is finite.
2.3.16. Proposition. For every formula $\varphi$, if there is a $\mathrm{K} 4^{\circ}$ refutation of $\varphi$, then K4Grz $\vdash \varphi$.

Proof. Let $\mathcal{T}$ be a $\mathrm{K} 4^{\circ}$ refutation of $\varphi$. We construct a model $\mathcal{M}_{\mathcal{T}}=\left(W_{\mathcal{T}}, R_{\mathcal{T}}, V_{\mathcal{T}}\right)$ from $\mathcal{T}$ as follows, and then show it to be a countermodel of $\varphi$.

First, let $W$ be the collection of all (finite) non-modal paths $\pi$ through $\mathcal{T}^{\circ}$ such that there is no non-modal path $\pi^{\prime} \neq \pi$ satisfying $\pi^{\prime}=\pi_{0}{ }^{\circ} \pi^{\frown} \pi_{1}$ for some paths $\pi_{0}, \pi_{1}$ on $\mathcal{T}^{\circ}$. That is to say: $W$ contains all non-modal, $\sqsubset$-maximal paths through $\mathcal{T}^{\circ}$ starting from the root of $\mathcal{T}$ or from an immediate successor of a modal vertex. By Propositions 1.2.3 and 2.3.11, every path in $W$ is finite.

Then, let $R^{*}$ be the transitive closure of the binary relation $R$ on $W$ defined by setting $s R t$ if, and only if, the last vertex $u$ of $s$ is modal and the first vertex of $t$ is an immediate successor of $u$ in $\mathcal{T}^{\circ}$.

Finally, let $\sim$ be the binary relation on $W$ given by setting $s \sim t$ if, and only if, either $s=t$ or both $s R^{*} t$ and $t R^{*} s$. It is straightforward to check that $\sim$ is an equivalence relation. For every $s \in W$, let $[s]$ be the $\sim$-equivalence class of $s$.

We let $W_{\mathcal{T}}:=W / \sim$ and $[s] R_{\mathcal{T}}[t]$ if, and only if, $s R^{*} t$. It is easy to see that $R_{\mathcal{T}}$ is well-defined. And, clearly, $R_{\mathcal{T}}$ is transitive and antisymmetric. Moreover, $\left(W_{\mathcal{T}}, R_{\mathcal{T}}\right)$ satisfies the WCC because $W$ is finite. It remains to define the valuation $V_{\mathcal{T}}$. For every $s \in W$ and $p \in \operatorname{Prop}$, we let $[s] \in V_{\mathcal{T}}(p)$ if, and only if, $p$ occurs in the antecedent of the sequent labelling the last vertex of $s$.

### 2.3.16.1. Claim. The valuation $V_{\mathcal{T}}$ is well-defined.

Proof of claim. It suffices to see that, if $[s] \in V_{\mathcal{T}}(p)$ and $[s]=[t]$, then $[t] \in$ $V_{\mathcal{T}}(p)$. Assume, then, that $s \sim t$. If $s=t$ there is nothing to prove, so suppose that $s \neq t$. Then, $s R^{*} t R^{*} s$ and thus there are $s_{0}, \ldots, s_{m}, t_{0}, \ldots, t_{m^{\prime}} \in W$, with $m, m^{\prime}>0$, such that

$$
\begin{equation*}
s=s_{0} R s_{1} R \cdots R s_{m}=t=t_{0} R t_{1} R \cdots R t_{m^{\prime}}=s \tag{2.2}
\end{equation*}
$$

Let $u^{s}$ and $u^{t}$ be the last vertices in $s$ and $t$, respectively. By (2.2), there is a finite path $\pi=\left(u_{0}, \ldots, u_{n}\right)$ through $\mathcal{T}^{\circ}$, with $n>0$, such that $u_{0}=u_{n}=u^{s}$ and $u_{j}=u^{t}$ for some $j \leq n$.

Since $[s] \in V_{\mathcal{T}}(p)$, the propositional letter $p$ occurs in the antecedent of the sequent labelling $u^{s}$. The only rule applicable in $\mathcal{T}$ which, when read bottomup, might completely remove a propositional letter from the antecedent is $\square_{\mathbb{K} 4}^{*}$, and only when going from the conclusion to a transitional premise. To establish that $[t] \in V_{\mathcal{T}}(p)$, then, it suffices to show that there is no $i<n-1$ such that $\pi(i)$ is modal and $\pi(i+1)$ a transitional premise of $\pi(i)$.

Towards a contradiction, suppose that there exists such an $i<n-1$. Let $v:=\pi(i)$ and $v^{+}:=\pi(i+1)$. Also, let $\pi_{\omega}:=\pi_{<n} \frown \pi_{<n} \frown \cdots$. Note that $\pi_{\omega}$ is an infinite path through $\mathcal{T}^{\circ}$ because $u_{n}=u_{0}$. Since $\pi_{\omega}(k)=v$ for infinitely many $k<\omega$, there is a repeat $l \in \operatorname{Rep}_{\mathcal{T}} \cap\left[v^{+}, \rightarrow\right)_{\mathcal{T}}$ such that $c_{l} \leq_{T} v$. Hence, $v^{+} \in\left(c_{l}, l\right]_{\mathcal{T}}$ and thus $l$ is a successful repeat, contradicting Definition 2.3.12(ii).

We now show the following:
for every $s \in W$ and every sequent $\Lambda \Rightarrow \Xi$ labelling a vertex in $s$, we have $\mathcal{M}_{\mathcal{T}},[s] \Vdash \Lambda \Rightarrow \Xi$.

We do this in two stages: first, for every $s \in W$ such that $[s]$ has no $R_{\mathcal{T}}$-successor (Claim 2.3.16.2); then, inductively, for every other $s \in W$.
2.3.16.2. Claim. If $s \in W$ is such that $([s],[t]) \notin R_{\mathcal{T}}$ for any $t \in W$, then $\mathcal{M}_{\mathcal{T}},[s] \Vdash \Lambda \Rightarrow \Xi$ for every sequent $\Lambda \Rightarrow \Xi$ labelling a vertex in $s$.

Proof of claim. Let $s=\left(u_{0}, \ldots, u_{n}\right)$. Since $[s]$ has no $R_{\mathcal{T}}$-successor, $u_{n}$ is a non-repeat leaf of $\mathcal{T}$. Fix any $i \leq n$, and let $\Lambda \Rightarrow \Xi$ be the sequent labelling $u_{i}$. Towards a contradiction, suppose that $\mathcal{M}_{\mathcal{T}},[s] \Vdash \Lambda \Rightarrow \Xi$. Since $\square_{\mathbb{K} 4}^{*}$ is not applied anywhere in $s$ and $u_{n}$ is a cul-de-sac, the only rules applied in $s$ are $L \rightarrow R \rightarrow$ and $w k$, and the last one only to remove duplicated formulas. It is immediate to see that, in any case, if a world of a model satisfies the conclusion of the rule then it also satisfies any of its premises. Therefore, we have $\mathcal{M}_{\mathcal{T}},[s] \Vdash \Pi \Rightarrow \Sigma$, where $\Pi \Rightarrow \Sigma$ is the label of $u_{n}$. Given that $u_{n}$ is a cul-de-sac, $\Pi \cup \Sigma$ contains only literals and we have $\perp \notin \Pi$ and $\Pi \cap \Sigma=\varnothing$. By the definition of $V_{\mathcal{T}}$, then, $\mathcal{M}_{\mathcal{T}},[s] \Vdash \Pi \Rightarrow \Sigma$, contradiction.

Finally, by structural induction on $\psi$ we show that for every formula $\psi$, every $s \in W$ and every sequent $\Lambda \Rightarrow \Xi$ labelling a vertex in $s$, the following hold:
(i) if $\psi \in \Lambda$, then $\mathcal{M}_{\mathcal{T}},[s] \Vdash \psi$;
(ii) if $\psi \in \Xi$, then $\mathcal{M}_{\mathcal{T}},[s] \Vdash \psi$.

By Claim 2.3.16.2, we may assume that $[s]$ has at least one $R_{\mathcal{T}}$-successor. Then, the last vertex $v$ of $s$ is modal.

Case $\psi=\perp$. Since no vertex in $\mathcal{T}$ is axiomatic, we can only have $\perp \in \Xi$ and are done.

Case $\psi=p$. Suppose first that $p \in \Lambda$. The only rule applicable in $\mathcal{T}$ which might completely remove a propositional letter when read bottom-up is $\square_{\mathrm{K} 4}^{*}$, and only when going from the conclusion to a transitional premise. Hence, $p$ occurs in the antecedent of the sequent labelling $v$ and we thus have $\mathcal{M}_{\mathcal{T}},[s] \Vdash p$ by the definition of $V_{\mathcal{T}}$.

Suppose now that $p \in \Xi$. Arguing as before, we get that $p$ occurs in the consequent of the sequent labelling $v$. Since no vertex in $\mathcal{T}$ is axiomatic, then, $p$ does not occur in the antecedent of the sequent labelling $v$, whence $\mathcal{M}_{\mathcal{T}},[s] \Vdash p$ by the definition of $V_{\mathcal{T}}$.

Case $\psi=\psi_{0} \rightarrow \psi_{1}$. Suppose first that $\psi \in \Lambda$. By construction, rule $\square_{\mathbb{K} 4}^{*}$ is only applied in $\mathcal{T}$ when no other rule may be applied, so there is an instance of $\mathrm{L} \rightarrow$ in $s$ with principal formula $\psi_{0} \rightarrow \psi_{1}$. Hence, there is a vertex $w \in s$, say with label $\Pi \Rightarrow \Sigma$, such that either $\psi_{0} \in \Sigma$ or $\psi_{1} \in \Pi$. In either case, by the inductive hypothesis and 2.3.16.2 we have $\mathcal{M}_{\mathcal{T}},[s] \Vdash \psi_{0} \rightarrow \psi_{1}$.

Suppose now that $\psi \in \Xi$. Reasoning as before, with $\mathrm{R} \rightarrow$ in place of $\mathrm{L} \rightarrow$, we conclude that there is a vertex $w \in s$, say with label $\Pi \Rightarrow \Sigma$, such that $\psi_{0} \in$ $\Pi$ and $\psi_{1} \in \Sigma$, whence $\mathcal{M}_{\mathcal{T}},[s] \Vdash \psi_{0} \rightarrow \psi_{1}$ by the inductive hypothesis and Claim 2.3.16.2.

Case $\psi=\square \psi^{\prime}$. By construction, $\psi$ remains non-principal until $v$. Suppose first that $\psi \in \Xi$. Then, there is an immediate successor $w$ of $v$ in $\mathcal{T}$ such that $\psi^{\prime}$ is active in the consequent of the label of $w$. Let $t$ be the (unique) path in $W$ starting from $w$. Then, $s R t$, so $[s] R_{\mathcal{T}}[t]$. And $\mathcal{M}_{\mathcal{T}},[t] \Vdash \psi^{\prime}$ by the inductive hypothesis and Claim 2.3.16.2, whence $\mathcal{M}_{\mathcal{T}},[s] \Vdash \square \psi^{\prime}$.

Finally, suppose that $\psi \in \Lambda$. Let $t \in W$ be such that $[s] R_{T}[t]$, i.e., $s R^{*} t$. So there are $s_{0}, \ldots, s_{n} \in W, n>0$, such that

$$
s=s_{0} R s_{1} R \cdots R s_{n}=t
$$

By a secondary induction on $1 \leq k \leq n$, we show that both $\psi^{\prime}$ and $\square \psi^{\prime}$ occur in the antecedent of the sequent labelling the first vertex of $s_{k}$. By the principal inductive hypothesis, Claim 2.3.16.2, and the arbitrariness of $t$, this suffices to establish that $\mathcal{M}_{\mathcal{T}},[s] \Vdash \square \psi^{\prime}$.

In the base case, $k=1$ and $s R s_{1}$. Since $\square \psi^{\prime}$ occurs in the antecedent of the sequent labelling $v$, both $\psi^{\prime}$ and $\square \psi^{\prime}$ occur in the antecedent of the first vertex of $s_{1}$. In the inductive case, by the secondary inductive hypothesis both $\psi^{\prime}$ and $\square \psi^{\prime}$ occur in the antecedent of the sequent labelling the first vertex of $s_{k}$, where $k$ is such that $k+1 \leq n$. No rule applied in $\mathcal{T}$ completely removes modal formulas from the antecedent when read bottom-up, so $\square \psi^{\prime}$ occurs in the antecedent of the sequent labelling the last vertex of $s_{k}$. Thus, both $\psi^{\prime}$ and $\square \psi^{\prime}$ occur in the antecedent of the sequent labelling the first vertex of $s_{k+1}$ and we are done.

This concludes the proof of $(*)$. In particular, $\mathcal{M}_{\mathcal{T}},[r] \Vdash \varphi$ for any $r \in W$ starting from the root of $\mathcal{T}$. By Corollary 2.3.7, then, K4Grz $\vdash \varphi$.

Completeness of $\mathrm{K} 4^{\circ}$ for K 4 Grz now follows immediately:
2.3.17. Corollary. For every formula $\varphi$, if $\mathrm{K} 4 \mathrm{Grz} \vdash \varphi$, then $\mathrm{K} 4^{\circ} \vdash \varphi$.

Proof. By contraposition. Suppose that $\mathrm{K} 4^{\circ} \nvdash \varphi$, and let $\mathcal{T}$ be a $\mathrm{K} 4^{\circ}$ proof-search tree for $\varphi$ (at least one exists by Proposition 2.3.10). By Proposition 2.3.13, there is a subtree of $\mathcal{T}$ which is a $\mathrm{K}^{\circ}$ refutation of $\varphi$, whence $\mathrm{K} 4 \mathrm{Grz} \nvdash \varphi$ by Proposition 2.3.16.

In addition, we can now fully justify the use of the term 'refutation':
2.3.18. Corollary. For every formula $\varphi$, there is a $\mathrm{K}^{\circ}$ refutation of $\varphi$ if, and only if, K4Grz $\vdash \varphi$.

Proof. The left-to-right implication is Proposition 2.3.16, and the converse follows immediately from Propositions 2.3.5, 2.3.10 and 2.3.13.

Bringing Proposition 2.3.5 and Corollary 2.3.17 together yields:
2.3.19. Corollary (Soundness and completeness of $\mathrm{K}^{\circ}$ ). For every formula $\varphi$, we have $\mathrm{K} 4^{\circ} \vdash \varphi$ if, and only if, K4Grz $\vdash \varphi$.
2.3.20. Remark. The completeness proofs for $\mathrm{K} 4^{\circ}$ and $\mathscr{B}\left(\mathrm{K} 4^{\circ}\right)$ rely on the explicit weakening rule wk. Clearly, wk can be removed from $\mathscr{B}\left(\mathrm{K} 4^{\circ}\right)$ and the system remains sound and complete for K4.

By considering the ill-founded version of $\mathrm{K} 4^{\circ}$, in which proofs are possibly infinite trees whose infinite branches encounter infinitely many transitional premises of rule $\square_{K 4}^{\circ}$, it is straightforward to see that wk is also superfluous in $K 4^{\circ}$ : every $\mathrm{K} 4^{\circ}$ proof may be unravelled into an ill-founded proof from which instances of wk are easily removable by relying on the weakening implicit in the axiomatic rules and the transitional premise of $\square_{\mathrm{K} 4}^{\circ}$; the resulting weakening-free ill-founded proof can readily be folded back down to a weakening-free $\mathrm{K} 4^{\circ}$ proof.

Alternatively, one may leave weakening out of $\mathrm{K} 4^{\circ}$ proof-search by ignoring duplicated formulas and only removing them when passing through a transitional premise of $\square_{\mathrm{K} 4}^{\circ}$.

### 2.3.1 The finite model property and decidability

Observe that from Corollary 2.3.15 and the proof of Proposition 2.3.16 we obtain the finite model property (FMP) for K4Grz: for every formula $\varphi$, if $\mathrm{K} 4 \mathrm{Grz} \vdash \varphi$, then there is a finite model $\mathcal{M}$ based on a transitive and weakly Noetherian frame such that $\mathcal{M} \not \vDash \varphi$.

Moreover, since the size of any K4 ${ }^{\circ}$ proof-search tree for $\varphi$ can clearly be bound by a computable function of $|\varphi|:=|\operatorname{Sub}(\varphi)|$, it follows that K 4 Grz has the effective $F M P$ (and is therefore decidable ${ }^{11}$ ): there exists a computable function $f: \omega \rightarrow \omega$ such that, for every formula $\varphi$, if $\mathrm{K} 4 \mathrm{Grz} \vdash \varphi$, then there is a model $\mathcal{M}=(W, R, V)$ based on a transitive and weakly Noetherian frame such that $|W| \leq f(|\varphi|)$ and $\mathcal{M} \not \vDash \varphi$. Decidability (by purely syntactical means) is also a direct consequence of Propositions 2.3.5, 2.3.10, 2.3.13 and 2.3.16.

[^13]These results were first obtained in [7] by a tableau-based argument. We do not elaborate on this topic because questions about computational complexity fall outside the scope of this dissertation and, besides, our approach does not yield better complexity bounds than the work in [7].

### 2.4 Conclusion

Adding cycles to ordinary sequent calculi for K 4 and S 4 yields cyclic proof systems for GL and S4Grz, respectively [134, 130]. Rather than isolated contrivances, we argued that these systems arise from a natural correspondence between cycles in proofs and infinite chains in frames that enables the former to capture frame conditions involving the latter.

Our explanation of cyclic companionship suggested that we should be able to obtain a cyclic system for K4Grz, which shares its first-order frame condition with GL and its second-order one with S4Grz, by adding cycles to a system for K4. We showed that this is indeed the case. There is nothing special about K4Grz, and our approach should also apply to other logics characterised in the style of GL, S4Grz and K 4 Grz . Natural candidates are S 4.2 Grz and S 4.3 Grz .

The logic S4.2 := S4 $\oplus \diamond \square p \rightarrow \square \Delta p$ was introduced in [39] as part of an investigation of modal logics between S 4 and S 5 . It has since found applications in epistemology, where it has been argued to be an adequate logic of knowledge [ $86,155,141]$; in temporal logic, where it has been shown to be the Diodorean ${ }^{12}$ logic of Minkowski spacetime [59]; and, more recently, in the study of forcing from the point of view of modal logic, where it has been shown to be the logic of forcing in ZFC [66]. We refer the reader to [25] for a survey of these and other results about S4.2.

It is well known that $S 4.2$ is characterised by the class of reflexive and transitive frames $(W, R)$ which are in addition convergent: if $s R s_{0}$ and $s R s_{1}$, then there is a $t \in W$ such that $s_{0} R t$ and $s_{1} R t$ (see, e.g., [68, Ch. 7]). Concordantly, the logic $\mathrm{S} 4.2 \mathrm{Grz}:=\mathrm{S} 4.2 \oplus \mathrm{grz}$ is characterised by reflexive, transitive, convergent and weakly Noetherian frames [48, § 2.2.1]. ${ }^{13}$

A sound and complete calculus for $S 4.2$ was first given in [62]. It extends a system for S 4 by adding an analytic cut rule and a modal rule for convergence. Reasoning as we did in Sections 2.2.2 and 2.3, we can add cycles to the system

[^14]from [62] and obtain as a result a cyclic proof system $\mathrm{S} 4.2^{\circ}$ for $\mathrm{S} 4.2 \mathrm{Grz}.{ }^{14}$ The cut rule and the additional modal rule make proof-search for $\mathrm{S} 4.2^{\circ}$ more involved than for $\mathrm{K} 4^{\circ}$, but the difficulties that arise are easy to overcome and, since they do not stem from the addition of cycles, for all intents and purposes they were already encountered and solved in [62]. To ensure convergence when building the countermodel corresponding to a given refutation we can argue as in the completeness proof in $[62, \S 4.3]$. We leave the details to the interested reader.

Another sound and complete sequent calculus for S 4.2 is given in [149]. Like the one in [62], the system extends a standard calculus for $S 4$ with a new modal rule and an analytic cut rule. We conjecture that it is also possible to add cycles to this system to obtain a cyclic calculus for S 4.2 Grz .

The logic S4.3:=S4 $\oplus \square(\square p \rightarrow q) \vee \square(\square q \rightarrow p)$ was, like S4.2, introduced in [39]. It turned out be the Diodorean logic of linear, continuous time [22, 131], and of course it features in Bull's celebrated result that all normal extensions of S4.3 have the FMP [23].

From the point of view of relational semantics, S4.3 is characterised by the class of reflexive and transitive frames ( $W, R$ ) which are moreover (strongly) connected: if $s R s^{\prime}$ and $s R s^{\prime \prime}$, then either $s^{\prime} R s^{\prime \prime}$ or $s^{\prime \prime} R s^{\prime}$ (see, e.g., [68, Ch. 7]). Several other characterisations were given in [131], for example: the class of linear orders; the single frame $(\mathbb{Q}, \leq)$; the single frame $(\mathbb{R}, \leq)$. The logic $\mathrm{S} 4.3 \mathrm{Grz}:=\mathrm{S} 4.3 \oplus \mathrm{grz}$ is characterised both by the class of finite linear orders and by the single frame $(\omega, \geq)[132] \cdot{ }^{15}$

A sound and complete cut-free calculus for S 4.3 was introduced in [63, § 6.1]. We conjecture that the addition of cycles to the system in [63] as done for S4Grz and K4Grz would yield a cyclic calculus for S4.3Grz. Indeed, working in the frame $(\omega, \geq)$ and arguing as in the proofs of Propositions 2.2.8, 2.2.14 and 2.3.5, we should be able to build an infinite descending chain of natural numbers and thus establish the soundness of the system. Proof-search in this setting should not be more difficult than for $\mathrm{K} 4^{\circ}$, whence completeness would follow.

The frame conditions that we can capture by adding cycles to acyclic systems seem to be limited to variations of converse well-foundedness. Given how close the correspondence between cycles and infinite chains is, this is not surprising. But, as explained in Remark 2.3.8 above, there are common, simple frame conditions about infinite chains, such as the WCC, which we expect to be out of reach of the cyclic approach.

It is well known that converse well-foundedness is not a modally definable property [11, p. 52]. And it is easy to see that the same is true of its weak

[^15]counterpart: the single, reflexive frame is weakly conversely well-founded, but its tree-unravelling is not. The same example shows the WCC not to be modally definable either. The first two properties, as we have seen, can be characterised by means of cycles. The latter, for the reasons given in Remark 2.3.8, probably cannot.

A natural continuation of our work in this chapter, then, would be to investigate the relation between modal definability of frame conditions about infinite chains and their characterisability by cyclic means.

## Temporal Logics

## Chapter 3

## A Cyclic Proof System for CTL*

We concluded the previous chapter with references to two propositional modal logics, S4.2 and S4.3, having interesting temporal interpretations. Logical considerations about the nature of time trace back at least to Aristotle's analysis of the problem of future contingents, and were common in the works of medieval logicians (see, e.g., [53, 104]). In the 1950s and 1960s, Prior's invention of Tense Logic [111] laid the foundation for modern temporal logic. He was mostly driven by philosophical and theological questions, to which he applied the tools of mathematical logic (especially modal logic). Computer scientists realised the relevance of temporal logic within their discipline in the 1970s. It has since become established as an important tool in the specification and verification of computer programs. The reader may consult [104] for a detailed history of temporal logic from antiquity to the late 20th century. A comprehensive treatment of temporal logics in computer science can be found in [38].

Our work on temporal logic belongs in the computational rather than the philosophical tradition. In this chapter, in particular, we focus on Emerson and Halpern's full computation tree logic CTL* [42]. It assumes a branching model of time and extends the well-known linear-time temporal logic LTL of Pnueli's [108] ${ }^{1}$ by means of the universal (A) and existential (E) temporal path quantifiers of Clarke and Emerson's computation tree logic CTL [26]. In contrast to the latter, it imposes no restriction on the placement of the quantifiers or the temporal operators next $(\mathrm{X})$, until $(\mathrm{U})$ and release $(\mathrm{R})$ of LTL , resulting in a strictly more expressive logic than both LTL and CTL.

Much has already been achieved for the proof theory of CTL* in terms of finitary, infinitary, and cyclic tableau systems (see, e.g., [115, 117, 118, 47, 49]).

[^16]Most noteworthy is the complete Hilbert-style axiomatisation of Reynolds's [115], which was later extended to include past modalities [116].

In the first part of this chapter, we introduce a cyclic hypersequent calculus for the logic, based on an intuitive set of inference rules. Local soundness of inferences is thus immediate, and a global correctness condition ensures that cycles yield valid conclusions. Our system is cut-free, a property which does not come naturally for temporal logics. ${ }^{2}$

Hypersequents offer a natural framework for accommodating the existential and universal path quantifiers, as well as their interplay with the next operator X . Each 'sequent' in a hypersequent is a labelled set of formulas, either $A \Phi$ or $E \Phi$, interpreted as 'along all paths, $\bigvee \Phi$ is the case' and 'along some path, $\Lambda \Phi$ is the case', respectively. Through this interpretation, a natural system of ill-founded proofs arises wherein every infinite path of a proof must contain either an infinite sequent trace of type A through which some infinite formula trace stabilises (on a release operator), or an infinite trace of type $E$ in which all infinite formula traces stabilise. Correctness conditions of the latter kind are typical of ill-founded or cyclic tableaux (see, e.g., [102, 47] and [77, pp. 67-8]), but are rare in ill-founded or cyclic proof calculi. Indeed, other than our system and the one in [34], which employs a similar trace condition, there appear to be no other examples of illfounded or cyclic systems that fall outside the scope of the category-theoretic notion of cyclic proof introduced in [2].

Developing cyclic and ill-founded proof systems beyond the traditional realm of Gentzen-style sequent calculi seems inevitable as more structured fixpoint logics are analysed. Recent examples include Rooduijn's cyclic hypersequent calculi for modal logics with the master modality [120], and Das and Girlando's cyclic hypersequent calculus for transitive closure logic [34].

To keep track of fixpoint unfoldings and detect 'good' traces, formulas are enriched with annotations similar to - but considerably simpler than - the ones introduced by Jungteerapanich [76] and Stirling [144] for the modal $\mu$-calculus. Specifically, our annotations are strings of symbols of length $\leq 1$. Annotations allow us to isolate a finitary condition that suffices to guarantee that a cyclic derivation is a proof. This is, at the moment, only possible if correctness of every infinite path is witnessed by at least one sequent trace of type A. Further work is required to see whether existential traces admit a finitary characterisation. Indeed, whereas infinite formula traces are easy to detect by finitary means, good E-traces require the absence of infinite U-traces. This seems to be beyond the capabilities of our annotations, contrary to the claim made in [6]. We thus decide not to annotate any formula under the existential quantifier and rely on an infinitary correctness condition in the absence of good A-traces.

[^17]In the second half of the chapter, we isolate a class of 'inductible' cyclic proofs whose cycles can be transformed into inductive arguments based on the following characterisation of until:

$$
\overline{(\beta \vee(\alpha \wedge \mathbf{X}(\alpha \mathrm{U}))) \rightarrow \alpha \mathrm{U}} \quad \frac{(\beta \vee(\alpha \wedge \mathbf{X} \gamma)) \rightarrow \gamma}{\alpha \mathrm{U} \rightarrow \gamma}
$$

The axiom expresses that $\alpha \mathbf{U} \beta$ is a pre-fixpoint of the 'function' $\beta \vee(\alpha \wedge X \cdot)$. The rule is the well-known fixpoint induction principle of Park's [105] for the until operator. Together, the axiom and the rule say that $\alpha \mathbf{U} \beta$ is the least pre-fixpoint of said function, hence the least fixpoint by the Knaster-Tarski theorem [150].

One potential application of cycle elimination, and the one driving our work, is assisting with proving completeness of Hilbert-style calculi. The problem of axiomatising CTL* remained open for several years until Reynolds presented a sound and complete axiom system for it in [115]. Our cyclic system is not fully finitary and it could not therefore yield an axiomatisation of CTL* by removal of cycles. In the end, we arrive at a Hilbert-style system and compare it to a fragment of Reynolds's axiomatisation. Our system is complete for a well-known variant of CTL* obtained by allowing the evaluation of formulas in a bigger class than the standard one.

Outline of the chapter. Section 3.1 introduces the syntax and semantics of (the standard version of) the logic CTL*. Section 3.2 presents an ill-founded hypersequent calculus for the logic. Soundness and completeness are established, the former by a signature-based argument, the latter by means of a deterministic proof-search procedure and game- and automata-theoretic tools. It is shown that proof-search yields regular proofs, hence admitting a partially finitary presentation. Section 3.3 makes this idea precise by introducing a cyclic version of the ill-founded system, keeping the infinitary correctness condition intact. Section 3.4 introduces an 'annotated' cyclic version of the ill-founded system. A simple annotating mechanism keeps track of unfoldings of release formulas under universal quantifiers. A finitary condition is isolated which suffices to guarantee that a derivation is a proof. Section 3.5 isolates a class of cyclic proofs which can be transformed into acyclic, inductive ones. A corresponding, ordinary sequent calculus is presented, together with its Hilbert-style version. The latter is compared with a fragment of a known axiomatisation of full CTL*. Section 3.6 concludes the chapter and discusses some further lines of research based on the material therein.

### 3.1 Full computation tree logic CTL*

The language of CTL*, denoted by $\mathscr{L}_{\text {CTL* }}$, consists of the following: countably many propositional letters drawn from a set Prop; the Boolean connectives $\wedge$ (con-
junction), $\vee$ (disjunction) and $\cdot$ (negation); the temporal operators X (next), U (until) and R (release); and the (path) quantifiers A (universal quantifier) and E (existential quantifier). The formulas of CTL* are given by the following grammar:

$$
\varphi::=p|\bar{p}|(\varphi \wedge \varphi)|(\varphi \vee \varphi)|(\mathrm{X} \varphi)|(\varphi \mathrm{U} \varphi)|(\varphi \mathrm{R} \varphi)|(\mathrm{A} \varphi)|(\mathrm{E} \varphi),
$$

where $p$ ranges over Prop. Formulas are denoted by small Greek letters $\alpha, \beta, \varphi, \ldots$, and sets of formulas by capital Greek letters $\Phi, \Psi, \Xi, \ldots$ We use O to denote either $U$ or $R$, and $Q$ to denote either $A$ or $E$. The collection of all CTL* formulas is denoted by Form CtL* $^{*}$, and the set of all subformulas of a formula $\varphi$, defined as expected, is denoted by $\operatorname{Sub}(\varphi)$.

If no ambiguity arises, we drop the outer parenthesis and stipulate that $\mathrm{X}, \mathrm{A}$ and E bind more strongly than $\wedge, \vee, \mathrm{U}$ and R .

A literal is a formula of the form $p$ or $\bar{p}$. An X-formula, or modal formula, is a formula of the form $\mathrm{X} \varphi$. Similarly, an O -formula, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$, is a formula of the form $\varphi \mathrm{O} \psi$. An XO-formula is a formula of the form $\mathrm{X}(\varphi \mathrm{O} \psi)$. Given a set of formulas $\Phi$, we define $\mathrm{X} \Phi:=\{\mathrm{X} \varphi \mid \varphi \in \Phi\}$.

Observe that we allow negation to be applied to propositional letters solely. This is not necessary and one could instead work with unrestricted negation and a smaller language, but we are of the opinion that restricting negation to propositional letters makes for more readable proof rules and trace conditions.
3.1.1. Remark. Some authors draw a grammatical distinction between path and state formulas (see, e.g., [38, § 7.1.4]). Informally, satisfiability of the former depends on the entire 'computational' or 'temporal' path that one is considering, whilst satisfiability of the latter depends only on the current state on said path. We follow $[33,115]$ and decide not to make this distinction grammatically. The result is a more succinct presentation of CTL* formulas and, besides, the distinction is not necessary for our purposes.

The size, or complexity, of a formula $\varphi$, denoted by $\langle\varphi\rangle$, is given by:

- $\langle p\rangle:=1$ and $\langle\bar{p}\rangle:=1$, for every $p \in$ Prop;
- $\langle\varphi \star \psi\rangle:=\langle\varphi\rangle+\langle\psi\rangle+1$, for $\star \in\{\wedge, \vee, \mathrm{U}, \mathrm{R}\}$;
- $\langle\circ \varphi\rangle:=\langle\varphi\rangle+1$, for $\circ \in\{X, A, Q\}$.

We extend $\langle\cdot\rangle$ to finite sets of formulas by setting $\langle\Phi\rangle:=\sum\{\langle\varphi\rangle \mid \varphi \in \Phi\}$.
The dual of a formula $\varphi$, in symbols $\varphi^{\partial}$, is inductively defined as follows:

$$
\begin{aligned}
p^{\partial} & :=\bar{p} & \bar{p}^{\partial} & :=p \\
(\varphi \wedge \psi)^{\partial} & :=\varphi^{\partial} \vee \psi^{\partial} & (\varphi \vee \psi)^{\partial} & :=\varphi^{\partial} \wedge \psi^{\partial}
\end{aligned}
$$

$$
\begin{aligned}
(\varphi \mathrm{U} \psi)^{\partial} & :=\varphi^{\partial} \mathrm{R} \psi^{\partial} & (\varphi \mathrm{R} \psi)^{\partial}:=\varphi^{\partial} \mathrm{U} \psi^{\partial} \\
(\mathrm{A} \varphi)^{\partial} & :=\mathrm{E} \varphi^{\partial} & (\mathrm{E} \varphi)^{\partial}:=\mathrm{A} \varphi^{\partial} \\
(\mathrm{X} \varphi)^{\partial} & :=\mathrm{X} \varphi^{\partial} &
\end{aligned}
$$

Note that $(\cdot)^{\partial}$ is an involution: $\left(\varphi^{\partial}\right)^{\partial}=\varphi$. We let $\Phi^{\partial}:=\left\{\varphi^{\partial} \mid \varphi \in \Phi\right\}$ for any set of formulas $\Phi$.

We define implication as $\varphi \rightarrow \psi:=\varphi^{\partial} \vee \psi$. Additionally, we define the constants $\perp:=p \wedge \bar{p}$ (falsum) and $\top:=\perp^{\partial}$ (verum), where $p$ is an arbitrary propositional letter; and the temporal operators $F$ (eventually) and $G$ (henceforth), by setting $\mathrm{F} \varphi:=\mathrm{TU} \varphi$ and $\mathrm{G} \varphi:=\perp \mathrm{R} \varphi$. Note that $(\mathrm{F} \varphi)^{\partial}=\mathrm{G} \varphi^{\partial}$ and $(\mathrm{G} \varphi)^{\partial}=\mathrm{F} \varphi^{\partial}$. Both F and $G$ bind as strongly as $X$, and $\rightarrow$ binds less strongly than the other connectives and operators.

Formulas of CTL* have been interpreted on different classes of structures, giving rise to different logics (see, e.g., [115, §§ 3-4]). The standard semantics for CTL* formulas, and thus also the standard CTL* logic, is obtained by evaluating formulas on maximal paths through serial Kripke models [38, 33, 115], ${ }^{3}$ i.e., Kripke models ( $W, R, V$ ) such that $R[s] \neq \varnothing$ for every $s \in W$. A (maximal) path through a serial Kripke model $(W, R, V)$ is an infinite sequence of states $\sigma=\left(s_{n}\right)_{n<\omega}$ such that $s_{n} R s_{n+1}$ for every $n<\omega$. We denote by $(\sigma, i)$ the path $\left(s_{k}\right)_{k \geq i}$, for every $i<\omega$. For paths $\sigma$ and $\sigma^{\prime}$, we write $\sigma \sim \sigma^{\prime}$ if $\sigma(0)=\sigma^{\prime}(0)$.

Given a serial model $\mathcal{M}=(W, R, V)$, we inductively define a satisfaction relation $\models$ between paths on $\mathcal{M}$ and formulas in the expected manner:

- $\mathcal{M}, \sigma \models p$ if, and only if, $p \in V(\sigma(0))$;
- $\mathcal{M}, \sigma \models \bar{p}$ if, and only if, $\mathcal{M}, \sigma \not \vDash p$;
- $\mathcal{M}, \sigma \models \varphi \wedge \psi$ if, and only if, $\mathcal{M}, \sigma \models \varphi$ and $\mathcal{M}, \sigma \models \psi$;
- $\mathcal{M}, \sigma \models \varphi \vee \psi$ if, and only if, $\mathcal{M}, \sigma \models \varphi$ or $\mathcal{M}, \sigma \models \psi$;
- $\mathcal{M}, \sigma \models \mathrm{X} \varphi$ if, and only if, $\mathcal{M},(\sigma, 1) \models \varphi$;
- $\mathcal{M}, \sigma \models \varphi \cup \psi$ if, and only if, there is a $j<\omega$ such that $\mathcal{M},(\sigma, j) \models \psi$ and $\mathcal{M},(\sigma, i) \models \varphi$ for every $i<j$;
- $\mathcal{M}, \sigma \models \varphi \mathrm{R} \psi$ if, and only if, for every $j<\omega$, either $\mathcal{M},(\sigma, j) \models \psi$, or there is an $i<j$ such that $\mathcal{M},(\sigma, i) \models \varphi$;
- $\mathcal{M}, \sigma \models \mathrm{A} \varphi$ if, and only if, $\mathcal{M}, \sigma^{\prime} \models \varphi$ for every $\sigma^{\prime} \sim \sigma$;
- $\mathcal{M}, \sigma \models \mathrm{E} \varphi$ if, and only if, $\mathcal{M}, \sigma^{\prime} \models \varphi$ for some $\sigma^{\prime} \sim \sigma$.

As an immediate consequence, we get:

[^18]- $\mathcal{M}, \sigma \models \varphi^{\partial}$ if, and only if, $\mathcal{M}, \sigma \not \models \varphi$;
- $\mathcal{M}, \sigma \models \mathrm{F} \varphi$ if, and only if, $\mathcal{M},(\sigma, n) \models \varphi$ for some $n<\omega$;
- $\mathcal{M}, \sigma \models \mathrm{G} \varphi$ if, and only if, $\mathcal{M},(\sigma, n) \models \varphi$ for every $n<\omega$.

If $\mathcal{M}, \sigma \models \varphi$, we say that $\sigma$ satisfies $\varphi$. A formula $\varphi$ is satisfiable if there is a serial model $\mathcal{M}$ and a path $\sigma$ through $\mathcal{M}$ such that $\mathcal{M}, \sigma \models \varphi$, and unsatisfiable otherwise. We write $\mathrm{CTL}^{*} \models \varphi$, and say that $\varphi$ is valid, if $\varphi^{\partial}$ is unsatisfiable. We write $\varphi \equiv \psi$, and say that $\varphi$ and $\psi$ are equivalent, if for every serial model $\mathcal{M}$ and every path $\sigma$ on $\mathcal{M}$, we have $\mathcal{M}, \sigma \models \varphi$ if, and only if, $\mathcal{M}, \sigma \models \psi$. Explicit mention of $\mathcal{M}$ may be omitted when no ambiguity arises.
3.1.2. ObSERVATION. It is easy to see that $\varphi \cup \psi \equiv \psi \vee[\varphi \wedge \mathrm{X}(\varphi \cup \psi)]$ and that, dually, $\varphi \mathrm{R} \psi \equiv \psi \wedge[\varphi \vee \mathrm{X}(\varphi \mathrm{R} \psi)]$. These equivalences exhibit the fixpoint nature of the until and release operators and lie at the core of our ill-founded and cyclic calculi.

At the end of Section 3.5.3 we shall examine another, more generous notion of validity for CTL* formulas.

### 3.2 The ill-founded system $\mathrm{CTL}_{\infty}^{*}$

In this section we present a cut-free, ill-founded hypersequent calculus for CTL* and show it to be sound and complete. The system is inspired by Dam's syntax trees for an embedding of $\mathrm{CTL}^{*}$ into the modal $\mu$-calculus [33].

Hypersequents - sets of sets of formulas - offer a natural framework for accommodating the existential and universal path quantifiers of the logic, as well as their interplay with the next operator X . The hypersequents that we shall use also feature in the tableau for satisfiability of CTL* formulas given in [47], where they are called 'quantifier-bound formula blocks'.

A (one-sided $C T L^{*}$ ) sequent is a pair $(Q, \Phi)$, henceforth written $Q \Phi$, where $Q \in\{A, E\}$ and $\Phi$ is a finite set of formulas. We identify the sequent $Q\{\varphi\}$ with the formula $Q \varphi$, and write $Q\{\Phi, \varphi\}$ as shorthand for $Q(\Phi \cup\{\varphi\})$. A sequent $\mathrm{Q} \Phi$ is literal if $\Phi$ is either empty or a singleton containing a single literal. A sequent $Q \Phi$ is universal, or an $A$-sequent, if $Q=A$; otherwise $Q \Phi$ is said to be existential, or an E -sequent. The interpretation of a universal sequent $\mathrm{A} \Phi$ is the formula $(A \Phi)^{\sharp}:=A \bigvee \Phi$, and the interpretation of an existential sequent $E \Phi$ is $(\mathrm{E} \Phi)^{\sharp}:=\mathrm{E} \wedge \Phi$. A sequent $\mathrm{Q} \Phi$ is valid if $(\mathrm{Q} \Phi)^{\mathbb{Z}}$ is valid. We abuse notation and write $\mathcal{M}, \sigma \models \mathrm{Q} \Phi$ in place of $\mathcal{M}, \sigma \models(\mathrm{Q} \Phi)^{\sharp}$. The dual of a sequent $\mathrm{Q} \Phi$ is the sequent $(Q \Phi)^{\partial}:=Q^{\partial} \Phi^{\partial}$, where $\mathrm{A}^{\partial}:=\mathrm{E}$ and $\mathrm{E}^{\partial}:=\mathrm{A}$. The size, or complexity, of a sequent $\mathrm{Q} \Phi$ is $\langle\mathrm{Q} \Phi\rangle:=1+\langle\Phi\rangle$.

A $\left(C T L^{*}\right)$ hypersequent is a finite set of sequents. Hypersequents are denoted by capital Greek letters $\Gamma, \Delta, \Sigma, \ldots$ When working with hypersequents, we abbreviate $\left\{\mathrm{Q}_{1} \Phi_{1}, \ldots, \mathrm{Q}_{n} \Phi_{n}\right\}$ to $\mathrm{Q}_{1} \Phi_{1}, \ldots, \mathrm{Q}_{n} \Phi_{n}$. We extend the interpretation (.) $)^{\sharp}$ to hypersequents by setting $\Gamma^{\sharp}:=\bigvee\left\{(Q \Phi)^{\sharp} \mid Q \Phi \in \Gamma\right\}$. A hypersequent $\Gamma$ is valid if $\Gamma^{\sharp}$ is valid. We abuse notation and write $\mathcal{M}, \sigma \models \Gamma$ as shorthand for $\mathcal{M}, \sigma \models \Gamma^{\sharp}$. The size, or complexity, of a hypersequent $\Gamma$ is $\langle\Gamma\rangle:=\sum\{\langle\mathrm{Q} \Phi\rangle \mid \mathrm{Q} \Phi \in \Gamma\}$.

A formula $\alpha$ occurs in a sequent $\mathrm{Q} \Phi$ if $\alpha \in \Phi$. Analogously, a sequent $\mathrm{Q} \Phi$ occurs in a hypersequent $\Gamma$ if $Q \Phi \in \Gamma$. Finally, a formula $\alpha$ occurs in a hypersequent $\Gamma$ if $\alpha$ occurs in a sequent occurring in $\Gamma$.

The rules of the system $\mathrm{CTL}_{\infty}^{*}$ are given in Figures 3.1 to 3.3. In the rules ALit and ELit, $\ell$ ranges over literals. The fixpoint rules AU, AR, EU and ER are based on the equivalences in Observation 3.1.2. Contraction, both at the internal and the external level, is implicit in our choice of set-based rather than multiset-based sequents and hypersequents. Note that the internal weakening rule iW is only sound for A -sequents.
3.2.1. Definition (CTL ${ }_{\infty}^{*}$ derivation). A $C T L_{\infty}^{*}$ derivation of a formula $\varphi$ is a finite or infinite labelled tree $\mathcal{T}$ built according to the rules in Figures 3.1 to 3.3 and such that:
(i) The root of $\mathcal{T}$ has label $\mathrm{A} \varphi$.
(ii) Every infinite branch of $\mathcal{T}$ passes through infinitely many instances of the rule $A X$ or $E X$.
3.2.2. Observation. Condition (i) in Definition 3.2.1 carries no loss of generality, because, clearly, a formula $\varphi$ is valid if, and only if, $\mathrm{A} \varphi$ is valid.

A vertex of a derivation is modal if it is labelled by the conclusion of an instance of AX or EX. Condition (ii) in Definition 3.2.1 requires that every infinite branch of a derivation contain infinitely many modal vertices. This prevents the construction of infinite branches by 'degenerate' applications of the rules, for instance applying rule ALit repeatedly to sequent $\mathrm{A} p$ or invoking implicit contraction.
3.2.3. Remark. Hypersequents and universal sequents are interpreted disjunctively, while existential sequents are interpreted conjunctively. Concordantly, external commas and commas under A in $\mathrm{CTL}_{\infty}^{*}$ rules stand for disjunctions, and commas under E are treated conjunctively.

This seemingly inconsequential difference will turn out to be the source of endless complications. Informally, E-sequents in CTL* derivations behave like sequents in a tableau rather than a proof-tree, and thus resist many of the proof-theoretic manipulations that we are interested in. See Remark 3.2.15 below.

$$
\begin{aligned}
& \text { ax } \overline{\mathrm{Q} p, \mathrm{Q}^{\prime} \bar{p}, \Delta} \\
& \text { ALit } \frac{\mathrm{A} \Phi, \mathrm{~A} \ell, \Delta}{\mathrm{~A}\{\Phi, \ell\}, \Delta} \\
& \mathrm{A} \vee \frac{\mathrm{~A}\{\Phi, \varphi, \psi\}, \Delta}{\mathrm{A}\{\Phi, \varphi \vee \psi\}, \Delta} \\
& \mathrm{E} \vee \frac{\mathrm{E}\{\Phi, \varphi\}, \mathrm{E}\{\Phi, \psi\}, \Delta}{\mathrm{E}\{\Phi, \varphi \vee \psi\}, \Delta} \\
& \mathrm{A} \wedge \frac{\mathrm{~A}\{\Phi, \varphi\}, \Delta \quad \mathrm{A}\{\Phi, \psi\}, \Delta}{\mathrm{A}\{\Phi, \varphi \wedge \psi\}, \Delta} \\
& \mathrm{E} \wedge \frac{\mathrm{E}\{\Phi, \varphi, \psi\}, \Delta}{\mathrm{E}\{\Phi, \varphi \wedge \psi\}, \Delta} \\
& \mathrm{AA} \frac{\mathrm{~A} \Phi, \mathrm{~A}\{\psi\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{~A} \psi\}, \Delta} \\
& \mathrm{EA} \frac{\mathrm{E} \Phi, \Delta \quad \mathrm{~A}\{\psi\}, \Delta}{\mathrm{E}\{\Phi, \mathrm{~A} \psi\}, \Delta} \\
& \mathrm{AE} \frac{\mathrm{~A} \Phi, \mathrm{E}\{\psi\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{E} \psi\}, \Delta} \\
& \mathrm{EE} \frac{\mathrm{E} \Phi, \Delta \quad \mathrm{E}\{\psi\}, \Delta}{\mathrm{E}\{\Phi, \mathrm{E} \psi\}, \Delta} \\
& \mathrm{AX} \frac{\mathrm{~A} \Phi, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{~A}(\mathrm{X} \Phi \cup \Xi), \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma} \\
& \mathrm{EX} \frac{\mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma}
\end{aligned}
$$

Figure 3.1: Non-fixpoint, logical rules of the system $\mathrm{CTL}_{\infty}^{*}$.

The rules of $\mathrm{CTL}_{\infty}^{*}$ are correct in the following sense:
3.2.4. Proposition. If

$$
\mathrm{R} \begin{array}{ccc}
\Gamma_{1} & \ldots & \Gamma_{n} \\
\hline & \Delta &
\end{array}
$$

is an instance of $a \mathrm{CTL}_{\infty}^{*}$ rule and each of $\Gamma_{1}, \ldots, \Gamma_{n}$ is valid, then $\Delta$ is valid.
Proof. All cases are straightforward, so we only prove the case $\mathrm{R}=\mathrm{AX}$. Let then

$$
\mathrm{AX} \frac{\mathrm{~A} \Phi, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{~A}(\mathrm{X} \Phi \cup \Xi), \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma}
$$

be an instance of $A X$, and suppose that the conclusion is not valid. Let $\mathcal{M}$ be a serial model and $\sigma$ a path on $\mathcal{M}$ such that $\sigma \not \vDash \mathrm{A}(\mathrm{X} \Phi \cup \Xi), \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma$. Then, there is some $\sigma \sim \sigma^{\prime}$ such that $\sigma^{\prime} \not \vDash \mathrm{X} \bigvee \Phi$, whence $\left(\sigma^{\prime}, 1\right) \not \vDash \mathrm{A} \Phi$. It suffices to see that $\left(\sigma^{\prime}, 1\right) \not \vDash \mathrm{E} \Psi_{i}$ for any $1 \leq i \leq m$. Towards a contradiction, suppose that $\left(\sigma^{\prime}, 1\right) \models \mathrm{E} \Psi_{i}$. Then, there is some $\left(\sigma^{\prime}, 1\right) \sim \sigma^{\prime \prime}$ such that $\sigma^{\prime \prime} \models \wedge \Psi_{i}$. Let $\sigma^{*}:=(\sigma(0)) \sigma^{\prime \prime}$. Since $\left(\sigma^{*}, 1\right)=\sigma^{\prime \prime}$ and $\sigma \sim \sigma^{*}$, we get $\sigma \models \mathrm{EX} \wedge \Psi_{i}$, contradicting the starting assumption.

$$
\begin{aligned}
& \mathrm{AU} \frac{\mathrm{~A}\{\Phi, \varphi, \psi\}, \Delta \quad \mathrm{A}\{\Phi, \psi, \mathrm{X}(\varphi \mathrm{U} \psi)\}, \Delta}{\mathrm{A}\{\Phi, \varphi \mathrm{U} \psi\}, \Delta} \operatorname{EU} \frac{\mathrm{E}\{\Phi, \psi\}, \mathrm{E}\{\Phi, \varphi, \mathrm{X}(\varphi \mathrm{U} \psi)\}, \Delta}{\mathrm{E}\{\Phi, \varphi \mathrm{U} \psi\}, \Delta} \\
& \mathrm{AR} \frac{\mathrm{~A}\{\Phi, \psi\}, \Delta \quad \mathrm{A}\{\Phi, \varphi, \mathrm{X}(\varphi \mathrm{R} \psi)\}, \Delta}{\mathrm{A}\{\Phi, \varphi \mathrm{R} \psi\}, \Delta} \operatorname{ER} \frac{\mathrm{E}\{\Phi, \varphi, \psi\}, \mathrm{E}\{\Phi, \psi, \mathrm{X}(\varphi \mathrm{R} \psi)\}, \Delta}{\mathrm{E}\{\Phi, \varphi \mathrm{R} \psi\}, \Delta}
\end{aligned}
$$

Figure 3.2: Fixpoint rules of the system $\mathrm{CTL}_{\infty}^{*}$.

The distinguished sequents in the conclusions of the rules in Figures 3.1 to 3.3, such as $\mathrm{A}\{\Phi, \varphi \wedge \psi\}$ in $\mathrm{A} \wedge$, are said to be principal. In the special cases of the modal rules AX and EX , we consider all sequents in the conclusion to be principal. And in the case of eW, the principal sequents are the ones occurring in $\Gamma$. The distinguished sequents in the premises of the rules, for instance $A\{\Phi, \varphi\}$ and $\mathrm{A}\{\Phi, \psi\}$ in $\mathrm{A} \wedge$, are said to be active. In the case of the modal rules, all sequents in the premise are considered active. And in the case of eW, there are no active sequents. All sequents occurring in the hypersequents $\Delta$ are side sequents.

Analogously, the distinguished formulas in principal sequents, such as $\varphi \wedge \psi$ in rule $\mathrm{A} \wedge$, are said to be principal. In the case of the modal rules, we consider all formulas in the conclusion to be principal. And in the cases of iW and eW , the principal formulas are the ones occurring in $\Psi$ and $\Gamma$, respectively. The distinguished formulas in active sequents, for instance $\varphi$ and $\psi$ in $\mathrm{A} \wedge$, are said to be active. In the case of the modal rules, all formulas in the premise are considered active. And in the cases of iW and eW , no formula is active. All formulas occurring in the sets $\Phi$, excluding the case of AX , are side formulas.

Since we work with set-based sequents and hypersequents, a side formula or sequent might also be principal. For example, the following is an instance of $\mathrm{A} \vee$ in which the principal formula $\varphi \vee \psi$ is also a side formula:

$$
\mathrm{A} \vee \frac{\mathrm{~A}\{\Phi, \varphi \vee \psi, \varphi, \psi\}, \Delta}{\mathrm{A}\{\Phi, \varphi \vee \psi\}, \Delta}
$$

An instance of a non-modal CTL* rule is externally preserving if some principal sequent is also a side sequent, and it is externally discarding otherwise. Analogously, an instance of a non-modal rule is internally preserving if some principal formula is also a side formula, and it is internally discarding otherwise. Finally, an instance of a non-modal rule is discarding if it is both externally and internally discarding. Note that, by definition, instances of axiomatic or modal rules are neither preserving nor discarding.

A $\mathrm{CL}_{\infty}^{*}$ derivation $\mathcal{T}$ is discarding if no rule is applied preservingly (internally or externally) in $\mathcal{T}$.

$$
\mathrm{iW} \frac{\mathrm{~A} \Phi, \Delta}{\mathrm{~A}(\Phi \cup \Psi), \Delta} \quad \mathrm{eW} \frac{\Delta}{\Gamma, \Delta}
$$

Figure 3.3: Structural rules of the system $\mathrm{CTL}_{\infty}^{*}$.

Looking at Figure 3.1, we say that an instance of ALit or ELit is degenerate if $\Phi=\varnothing$.

Let $\mathcal{T}$ be a $\mathrm{CL}_{\infty}^{*}$ derivation, let $u, v \in T$ be such that $u<_{T}^{0} v$, and let $\Gamma$ and $\Gamma^{\prime}$ be the labels of $u$ and $v$, respectively. We define the sequent trace relation $\triangleright_{u}^{v}$ between $\Gamma$ and $\Gamma^{\prime}$ by setting $Q \Phi \triangleright_{u}^{v} Q^{\prime} \Psi^{\prime}$ if, and only if, one of the following holds:

- $u$ is non-modal, $Q \Phi$ and $Q^{\prime} \Psi$ are side sequents, and $Q \Phi=Q^{\prime} \Psi ;$
- $u$ is non-modal, $Q \Phi$ is principal, and $Q^{\prime} \Psi$ is active;
- $u$ is modal, $\mathrm{Q}=\mathrm{E}$, and $\mathrm{Q} \Phi=\mathrm{Q}^{\prime} \mathrm{X} \Psi$.
- $u$ is modal, $\mathrm{Q}=\mathrm{A}$, and $\mathrm{Q} \Phi=\mathrm{Q}^{\prime}(\mathrm{X} \Psi \cup \Xi)$ for some set of formulas $\Xi$.

So, informally, we have $Q \Phi \triangleright_{u}^{v} Q^{\prime} \Psi$ if $Q^{\prime} \Psi$ arises from $Q \Phi$ in the rule with conclusion $u$. We may drop one or both indices from $\triangleright_{u}^{v}$ if no ambiguity arises.

Let $\pi=\left(u_{n}\right)_{n<N \leq \omega}$ be a finite or infinite path through $\mathcal{T}$. A sequent trace on $\pi$ is a sequence of sequents $\left(\mathrm{Q}_{n} \Phi_{n}\right)_{n<N}$ such that each $\mathrm{Q}_{n} \Phi_{n}$ occurs in the label of $u_{n}$ and $\mathrm{Q}_{n} \Phi_{n} \triangleright_{u_{n}}^{u_{n+1}} \mathrm{Q}_{n+1} \Phi_{n+1}$ for every $n<n+1<N$. A context extraction is a sequent trace of the form $\mathrm{Q}\left\{\Phi, \mathrm{Q}^{\prime} \psi\right\} \triangleright \mathrm{Q}^{\prime}\{\psi\}$ or $\mathrm{Q}\{\Phi, \ell\} \triangleright \mathrm{Q}\{\ell\}$, where $\ell$ is a literal. Note that context extractions are only due to rules ALit, ELit, AA, EA, AE and EE. A finite sequent trace $\mathrm{Q}_{0} \Phi_{0} \triangleright \cdots \triangleright \mathrm{Q}_{n} \Phi_{n}$ is stable if $\mathrm{Q}_{0}=\cdots=\mathrm{Q}_{n}$, and circular if $n>0$ and $\mathrm{Q}_{n} \Phi_{n}=\mathrm{Q}_{0} \Phi_{0}$.

Let again $u, v \in T$ be such that $u<_{T}^{0} v$, and let $\Gamma$ and $\Gamma^{\prime}$ be the labels of $u$ and $v$, respectively. For all $\mathrm{Q} \Phi \in \Gamma$ and $\mathrm{Q}^{\prime} \Psi \in \Gamma^{\prime}$ such that $\mathrm{Q} \Phi \triangleright_{u}^{v} \mathrm{Q}^{\prime} \Psi^{\prime}$, and all formulas $\varphi \in \Phi$ and $\psi \in \Psi$, we write $\mathrm{Q} \Phi, \varphi \triangleright_{u}^{v} \mathrm{Q}^{\prime} \Psi, \psi$ if, and only if, one of the following holds:

- $u$ is non-modal, $\mathrm{Q} \Phi$ and $\mathrm{Q}^{\prime} \Psi$ are side sequents, and $\varphi=\psi$;
- $u$ is non-modal, $\mathrm{Q} \Phi$ is principal, both $\varphi$ and $\psi$ are side formulas, and $\varphi=\psi$;
- $u$ is non-modal, $\mathrm{Q} \Phi$ and $\varphi$ are principal, and $\psi$ is active;
- $u$ is modal, and $\varphi=\mathrm{X} \psi$.

As before, $\mathrm{Q} \Phi, \varphi \triangleright_{u}^{v} \mathrm{Q}^{\prime} \Psi, \psi$ holds, informally, if $\psi$ arises from $\varphi$ in the rule with conclusion $u$. We may drop one or both indices from $\triangleright_{u}^{v}$ if no ambiguity arises, as well as write $\varphi \triangleright_{u}^{v} \psi$ in place of $\mathrm{Q} \Phi, \varphi \triangleright_{u}^{v} \mathrm{Q}^{\prime} \Psi, \psi$ when $\mathrm{Q} \Phi$ and $\mathrm{Q}^{\prime} \Psi$ are clear from context.

Let $\tau=\left(Q_{n} \Phi_{n}\right)_{n<N}$ be a sequent trace on a finite or infinite path $\pi=$ $\left(u_{n}\right)_{n<N \leq \omega}$. A formula trace on $\tau$ is a sequence of formulas $\left(\varphi_{n}\right)_{n<N}$ such that each $\varphi_{n} \in \Phi_{n}$ and $\mathrm{Q}_{n} \Phi_{n}, \varphi_{n} \triangleright_{u_{n}}^{u_{n+1}} \mathrm{Q}_{n+1} \Phi_{n+1}, \varphi_{n+1}$. An infinite formula trace on an infinite path $\pi$ of a $\mathrm{CLL}_{\infty}^{*}$ derivation is a formula trace on some (infinite) sequent trace on $\pi$.

A (fixpoint) unfolding is a formula trace of the form $\psi \triangleright \mathbf{X} \psi$. We say that $\psi$ is unfolded (to $\mathrm{X} \psi$ ). Note that unfoldings can only be produced by rules AU, AR, $\mathrm{EU}, \mathrm{ER}$, and thus $\psi$ is an O-formula. Due to the presence of fixpoint unfoldings, the system $\mathrm{CTL}_{\infty}^{*}$ does not satisfy the subformula property: $\varphi \bowtie \psi$ does not imply $\psi \in \operatorname{Sub}(\varphi)$. However, $\psi$ does belong to the closure of $\varphi$, which is the natural replacement of the notion of subformula in this context:
3.2.5. Definition (CTL* closure). The (CTL*) closure of a formula $\varphi$ is the smallest set of formulas $\operatorname{Clos}(\varphi)$ satisfying:
(i) $\varphi \in \operatorname{Clos}(\varphi)$;
(ii) if $\bar{p} \in \operatorname{Clos}(\varphi)$, for $p \in \operatorname{Prop}$, then $p \in \operatorname{Clos}(\varphi)$;
(iii) if $\psi_{1} \star \psi_{2} \in \operatorname{Clos}(\varphi)$, for $\star \in\{\wedge, \vee\}$, then $\psi_{1}, \psi_{2} \in \operatorname{Clos}(\varphi)$;
(iv) if $\psi_{1} \mathrm{O} \psi_{2} \in \operatorname{Clos}(\varphi)$, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$, then $\psi_{1}, \psi_{2}, \mathrm{X}\left(\psi_{1} \mathrm{O} \psi_{2}\right) \in \operatorname{Clos}(\varphi)$;
(v) if $\mathrm{X} \psi \in \operatorname{Clos}(\varphi)$, then $\psi \in \operatorname{Clos}(\varphi)$;
(vi) if $\mathbf{Q} \psi \in \operatorname{Clos}(\varphi)$, for $\mathbf{Q} \in\{\mathrm{A}, \mathrm{E}\}$, then $\psi \in \operatorname{Clos}(\varphi)$.

By a straightforward structural induction, the closure of a formula can be characterised as follows:
3.2.6. Lemma. The following hold:
(i) $\operatorname{Clos}(p)=\{p\}$ and $\operatorname{Clos}(\bar{p})=\{p, \bar{p}\}$, for every $p \in \operatorname{Prop}$;
(ii) $\operatorname{Clos}\left(\psi_{1} \star \psi_{2}\right)=\left\{\psi_{1} \star \psi_{2}\right\} \cup \operatorname{Clos}\left(\psi_{1}\right) \cup \operatorname{Clos}\left(\psi_{2}\right)$, for $\star \in\{\wedge, \vee\}$;
(iii) $\operatorname{Clos}(\circ \psi)=\{\circ \psi\} \cup \operatorname{Clos}(\psi)$, for $\circ \in\{\mathrm{X}, \mathrm{A}, \mathrm{E}\}$;
(iv) $\operatorname{Clos}\left(\psi_{1} \mathrm{O} \psi_{2}\right)=\left\{\psi_{1} \mathrm{O} \psi_{2}, \mathrm{X}\left(\psi_{1} \mathrm{O} \psi_{2}\right)\right\} \cup \operatorname{Clos}\left(\psi_{1}\right) \cup \operatorname{Clos}\left(\psi_{2}\right)$, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$.
3.2.7. Corollary. For any $\mathrm{CTL}^{*}$ formula $\varphi$, the set $\operatorname{Clos}(\varphi)$ is finite.

For every formula $\varphi$, we let $|\varphi|:=|\operatorname{Clos}(\varphi)|$. We also let $\mathrm{Seq}_{\varphi}$ be the collection of all sequents $\mathrm{Q} \Phi$ with $\Phi \subseteq \operatorname{Clos}(\varphi)$. Finally, we let $\mathrm{HSeq}_{\varphi}:=2^{\mathrm{Seq}_{\varphi}}$ be the collection of all hypersequents $\Gamma$ such that $\Gamma \subseteq \operatorname{Seq}_{\Phi}$. By Corollary 3.2.7, both $\mathrm{Seq}_{\varphi}$ and $\mathrm{HSeq}_{\varphi}$ are finite.

Clearly, $\varphi \triangleright \psi$ implies $\psi \in \operatorname{Clos}(\varphi)$, whence $\operatorname{Seq}_{\varphi}$ is closed under $\triangleright$ and every hypersequent labelling a vertex of a $\mathrm{CTL}_{\infty}^{*}$ derivation of $\varphi$ belongs to $\mathrm{HSeq}_{\varphi}$. Moreover, since $\mathrm{X} \varphi$ $\triangleright \psi$ implies $\psi \in\{\mathrm{X} \varphi, \varphi\}$, we have the following fundamental lemma about formula traces:
3.2.8. Lemma. Let $\rho=\left(\varphi_{n}\right)_{n<N \leq \omega}$ be a finite or infinite formula trace. For every $n<N$, either $\varphi_{n} \in \operatorname{Sub}\left(\varphi_{0}\right)$, or $\varphi_{n}=\mathrm{X} \psi$ for some $\psi \in \operatorname{Sub}\left(\varphi_{0}\right)$.
Proof. Let $\pi=\left(u_{n}\right)_{n<N}$ be a path through a CTL* derivation such that $\rho$ is a formula trace on some sequent trace on $\pi$. We proceed by induction on $n<N$. The base case $n=0$ is clear. Assume that the claim holds for an $n$ such that $n+1<N$. If $\varphi_{n+1}=\varphi_{n}$ we are done, so assume otherwise. Then, $\varphi_{n}$ must be principal at $u_{n}$.

Suppose first that $\varphi_{n}=\mathrm{X} \psi$ for some $\psi \in \operatorname{Sub}\left(\varphi_{0}\right)$. Then, rule $X$ must be applied at $u_{n}$ because $\varphi_{n+1} \neq \varphi_{n}$, so by the definition of $\triangleright$ we have $\varphi_{n}=\mathrm{X} \varphi_{n+1}$ and thus $\varphi_{n+1}=\psi \in \operatorname{Sub}\left(\varphi_{0}\right)$.

Suppose now that $\varphi_{n} \in \operatorname{Sub}\left(\varphi_{0}\right)$. If $\varphi_{n+1} \in \operatorname{Sub}\left(\varphi_{n}\right)$ we are done. Otherwise, $\varphi_{n}$ is an $O$-formula for some $O \in\{U, R\}$ and a rule among AO, EO is applied at $u_{n}$ with principal formula $\varphi_{n}$ and $\varphi_{n+1}$ an active formula. Since $\varphi_{n+1} \notin \operatorname{Sub}\left(\varphi_{n}\right)$, we have $\varphi_{n+1}=\mathrm{X} \varphi_{n}$ and we are done.

We shall mainly concern ourselves with infinite traces. All of them eventually stabilise on some O-formula that is unfolded infinitely often, as the next proposition shows.
3.2.9. Proposition. Let $\mathcal{T}$ be a $\mathrm{CLL}_{\infty}^{*}$ derivation of a formula $\varphi$, and $\rho=\left(\varphi_{i}\right)_{i<\omega}$ an infinite formula trace on an infinite path of $\mathcal{T}$. There is an O -formula $\psi \in$ $\operatorname{Clos}(\varphi)$, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$, and some $N<\omega$ such that for every $i \geq N$ we have $\varphi_{i} \in\{\psi, \mathbf{X} \psi\}$. Moreover, both $\psi$ and $\mathbf{X} \psi$ occur infinitely often in $\left(\varphi_{N+i}\right)_{i<\omega}$.

Proof. Towards a contradiction, suppose that $\rho$ encounters only finitely many fixpoint unfoldings. Let then $n<\omega$ be such that there are no unfoldings on $\rho_{\geq n}$. Thus, $\left\langle\varphi_{i+1}\right\rangle \leq\left\langle\varphi_{i}\right\rangle$ for all $i \geq n$. If $i<\omega$ is such that $\varphi_{i}=\mathrm{X} \varphi_{i+1}$, then $\left\langle\varphi_{i+1}\right\rangle<\langle\varphi\rangle$. So, since by definition every infinite branch of $\mathcal{T}$ contains infinitely modal vertices, we have $\left\langle\varphi_{i+1}\right\rangle<\left\langle\varphi_{i}\right\rangle$ for infinitely many $i \geq n$, which is impossible. We conclude that there are infinitely many unfoldings on $\rho$.

Since $\operatorname{Clos}(\varphi)$ is finite, there is some O -formula $\psi \in \operatorname{Clos}(\varphi)$, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{E}\}$, such that $\psi$ is unfolded infinitely often in $\rho$. It remains to see that $\rho$ has a tail which contains only $\psi$ and $\mathbf{X} \psi$. Suppose otherwise, and let $\alpha$ be a formula occurring infinitely often on $\rho$ and such that $\alpha \notin\{\psi, \mathbf{X} \psi\}$. By Lemma 3.2.8, then, $\psi \in \operatorname{Sub}(\alpha)$ and $\alpha=\mathrm{X} \beta$ for some $\beta \in \operatorname{Sub}(\psi)$. As $\psi \neq \alpha$, we have $\psi \in \operatorname{Sub}(\beta)$ and thus $\psi=\beta$, whence $\alpha=\mathbf{X} \psi$ and we have reached a contradiction.

The formula $\psi_{1} \mathrm{O} \psi_{2}$ given by Proposition 3.2.9 is said to be the dominating formula in $\rho$. An infinite formula trace is of type O , or an O -trace, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$, if its dominating formula is an O-formula. Proposition 3.2.9 then says that every infinite formula trace is of type $U$ or of type $E$.

Another consequence of Lemma 3.2.8 is that there cannot be a formula trace of the form $\varphi \bowtie \cdots \bowtie \mathrm{Q} \varphi$, whence it follows that infinite sequent traces must be stable.
3.2.10. Proposition. Let $\tau=\left(Q_{i} \Phi_{i}\right)_{i<\omega}$ be an infinite sequent trace. There is some $N<\omega$ such that $\mathrm{Q}_{N+k}=\mathrm{Q}_{N}$ for every $k<\omega$.

Proof. By Kőnig's lemma, there is at least one infinite formula trace $\rho=\left(\varphi_{i}\right)_{i<\omega}$ on $\tau$. Since $\varphi_{i} \in \operatorname{Clos}\left(\varphi_{0}\right)$ for every $i<\omega$, by Corollary 3.2.7 there is an $N<\omega$ such that $\varphi_{N+i}$ occurs infinitely often on $\rho$ for every $i<\omega$. Towards a contradiction, suppose that there is an $n \geq N$ such that $\mathrm{Q}_{n+1} \neq \mathrm{Q}_{n}$. By the definition of $\triangleright$, we then have $\mathrm{Q}_{n} \Phi_{n}=\mathrm{Q}\left\{\Phi, \mathrm{Q}^{\prime} \psi\right\}$ and $\mathrm{Q}_{n+1} \Phi_{n+1}=\mathrm{Q}^{\prime}\{\psi\}$, so $\varphi_{n}=\mathrm{Q}^{\prime} \psi$ and $\varphi_{n+1}=\psi$. Since $\varphi_{n}$ occurs infinitely often on $\rho$, by Lemma 3.2.8 we have $\mathrm{Q}^{\prime} \psi \in \operatorname{Sub}(\psi)$, which is impossible. Hence, $\mathrm{Q}_{N+k}=\mathrm{Q}_{N}$ for all $k<\omega$.

Given an infinite sequent trace $\tau=\left(\mathrm{Q}_{i} \Phi_{i}\right)_{i<\omega}$, we say that $\tau$ is of type Q , or that it is a Q -trace, for $\mathrm{Q} \in\{\mathrm{A}, \mathrm{E}\}$, if there is an $N<\omega$ such that $\mathrm{Q}_{n}=\mathrm{Q}$ for all $n \geq N$. Proposition 3.2.10 then says that every infinite sequent trace is either of type A or of type E.

We are now ready to identify the $\mathrm{CTL}_{\infty}^{*}$ derivations that constitute proofs. Informally, a derivation $\mathcal{T}$ is a proof if every leaf of $\mathcal{T}$ is axiomatic and every infinite branch of $\mathcal{T}$ contains a 'good' sequent trace.

We say that an infinite sequent trace $\tau$ contains an infinite formula trace $\rho$ if there is a tail $\tau^{\prime}$ of $\tau$ such that $\rho$ is a trace on $\tau^{\prime}$.
3.2.11. Definition (Good and bad sequent trace). An infinite sequent trace $\tau$ is good if one of the following hold:
(i) $\tau$ is of type A and contains an infinite R -trace;
(ii) $\tau$ is of type E and contains no infinite U -trace.

Otherwise, $\tau$ is said to be bad.
A branch $\pi$ of a $\mathrm{CTL}_{\infty}^{*}$ derivation is good if either $\pi$ is finite and ends at an axiomatic vertex, or $\pi$ is infinite and there is a good sequent trace on $\pi$. Otherwise $\pi$ is bad.
3.2.12. Definition (CTL ${ }_{\infty}^{*}$ proof). A $C T L_{\infty}^{*}$ proof of a formula $\varphi$ is a $C T L_{\infty}^{*}$ derivation $\mathcal{T}$ of $\varphi$ such that every branch of $\mathcal{T}$ is good.
3.2.13. Observation. Let $\mathcal{T}$ be a $\mathrm{CTL}_{\infty}^{*}$ derivation, and $\pi$ an infinite branch of $\mathcal{T}$. Then, for every tail $\pi^{\prime}$ of $\pi$ and every sequent trace $\tau^{\prime}$ on $\pi^{\prime}$, there is a sequent trace $\tau$ on $\pi$ such that $\tau^{\prime}$ is a tail of $\tau$. Therefore, requiring that $\pi$ be good is equivalent to requiring that some tail of $\pi$ be good.

Figure 3.4: An infinite branch of a $C T L_{\infty}^{*}$ proof of the formula $(T U p) \vee(\perp R \bar{p})$. The symbol ' $\dagger$ ' marks roots of identical subproofs. Dashed lines indicate the omission of some vertices.
3.2.14. Example. Figure 3.4 depicts (the unique infinite branch of) a $\mathrm{CTL}_{\infty}^{*}$ proof of the valid formula $(T \mathrm{U} p) \vee(\perp \mathrm{R} \bar{p})$. On the branch there is an A-trace containing an R -trace with dominating formula $\perp \mathrm{R} \bar{p}$.
3.2.15. Remark. The correctness condition for E-traces requires that they contain no infinite U-trace. This is line with the 'satisfiability flavour' of E-sequents pointed out in Remark 3.2.3 above. Correctness conditions of this kind are typical of ill-founded or cyclic tableaux (see, e.g., [102, 47] and [77, pp. 67-8]), but are rare in ill-founded or cyclic proof calculi. Indeed, other than our system and the one in [34], which employs a similar trace condition, there appear to be no other examples of ill-founded or cyclic systems that fall outside the scope of the category-theoretic notion of cyclic proof introduced in [2].

We shall spend the remaining of this section proving the soundness and completeness of $\mathrm{CTL}_{\infty}^{*}$.

### 3.2.1 Soundness of $C T L_{\infty}^{*}$

To prove that the system $C T L_{\infty}^{*}$ is sound we follow a standard argument based on signatures, maps that assign natural numbers to until and release formulas. This idea goes back at least to the signatures introduced in [145] for the modal $\mu$-calculus.

For every $n<\omega$ we define the $n$-th approximation $\varphi \mathbf{U}^{n} \psi$ of a formula $\varphi \mathbf{U} \psi$ by setting $\varphi \mathrm{U}^{0} \psi:=\psi$ and $\varphi \mathbf{U}^{n+1} \psi:=\psi \vee\left(\varphi \wedge \mathbf{X}\left(\varphi \mathbf{U}^{n} \psi\right)\right)$. Dually, we define the $n$-th approximation $\varphi \mathrm{R}^{n} \psi$ of $\varphi \mathrm{R} \psi$ as $\varphi \mathrm{R}^{n} \psi:=\left(\varphi^{\partial} \mathrm{U}^{n} \psi^{\partial}\right)^{\partial}$.
3.2.16. Lemma. For any serial model $\mathcal{M}$, any path $\sigma$ on $\mathcal{M}$, any formulas $\varphi, \psi$ and any $n<\omega$, the following hold:
(i) $\mathcal{M}, \sigma \models \varphi \mathbf{U}^{n} \psi$ if, and only if, there is a $j \leq n$ such that $\mathcal{M},(\sigma, j) \models \psi$ and, for every $i<j, \mathcal{M},(\sigma, i) \models \varphi$.
(ii) $\mathcal{M}, \sigma \models \varphi \mathrm{R}^{n} \psi$ if, and only if, for every $j \leq n$, either $\mathcal{M},(\sigma, j) \models \psi$, or there is an $i<j$ such that $\mathcal{M},(\sigma, i) \models \varphi$.

Proof. We only prove the first claim, for the second one can be proved analogously. We proceed by induction on $n<\omega$. The base case $n=0$ is clear. Assume that the claim holds for $n$.

Suppose that $\mathcal{M}, \sigma \models \varphi \mathrm{U}^{n+1} \psi$, i.e., $\mathcal{M}, \sigma \models \psi \vee\left(\varphi \wedge \mathbf{X}\left(\varphi \mathbf{U}^{n} \psi\right)\right)$. If $\mathcal{M}, \sigma \models \psi$ we pick $j:=0$ and are done. Otherwise, $\mathcal{M}, \sigma \models \varphi$ and $\mathcal{M},(\sigma, 1) \models \varphi \mathrm{U}^{n} \psi$, so by the inductive hypothesis there is a $j^{\prime} \leq n$ such that $\mathcal{M},\left(\sigma, 1+j^{\prime}\right) \models \psi$ and $\mathcal{M},(\sigma, 1+i) \models \varphi$ for every $i<j^{\prime}$. We may thus pick $j:=j^{\prime}+1$.

Conversely, suppose that there is a $j \leq n+1$ such that $\mathcal{M},(\sigma, j) \models \psi$ and $\mathcal{M},(\sigma, i) \models \varphi$ for every $i<j$. If $j=0$ we are done. Otherwise, the inductive hypothesis yields $\mathcal{M},(\sigma, 1) \models \varphi \mathbf{U}^{n} \psi$, whence $\mathcal{M}, \sigma \models \psi \vee\left(\varphi \wedge \mathrm{X}\left(\varphi \mathrm{U}^{n} \psi\right)\right)$.

### 3.2.17. Corollary. The following hold:

(i) $\mathcal{M}, \sigma \models \varphi \cup \psi$ if, and only if, $\mathcal{M}, \sigma \models \varphi \mathbf{U}^{n} \psi$ for some $n<\omega$.
(ii) $\mathcal{M}, \sigma \models \varphi \mathrm{R} \psi$ if, and only if, $\mathcal{M}, \sigma \models \varphi \mathrm{R}^{n} \psi$ for all $n<\omega$.

An occurrence in $\varphi$ of a subformula $\psi_{1} \mathrm{O} \psi_{2}$ is said to be an O -eventuality of $\varphi$. An O-eventuality of $\varphi$ is top-level if it is not under the scope of $\mathrm{U}, \mathrm{R}, \mathrm{A}$ or E in $\varphi$. An O-eventuality of a set of formulas $\Phi$ is an O-eventuality of $\Lambda \Phi$. We borrow this terminology from [33].
3.2.18. Remark. Note that eventualities are not just subformulas, but occurrences thereof.
3.2.19. Definition (Signature). An O-signature of a formula $\varphi$ is a map $\iota$ associating a natural number to each top-level O-eventuality of $\varphi$. An O-signature of a sequent $\mathrm{Q} \Phi$ is an O -signature of the formula $\Lambda \Phi .{ }^{4}$
3.2.20. Remark. Although we have defined signatures both for U - and R-eventualities, R-signatures suffice for our purposes.

Given an O-signature $\iota$ of $\varphi$, the $\mathbf{O}$-signature $\iota^{-}$of $\varphi$ is defined as $\iota^{-}\left(\psi_{1} \mathrm{O} \psi_{2}\right):=$ $\max \left\{\iota\left(\psi_{1} \mathrm{O} \psi_{2}\right)-1,0\right\}$ for each top-level O-eventuality $\psi_{1} \mathrm{O} \psi_{2}$ of $\varphi$. We inductively define signed formulas $\varphi[\iota]$, with $\iota$ an O -signature of $\varphi$ :

[^19]- $\ell[\iota]:=\ell$, for every literal $\ell$.
- $\left(\psi_{1} \star \psi_{2}\right)[\iota]:=\left(\psi_{1}[\iota]\right) \star\left(\psi_{2}[\iota]\right)$, for $\star \in\{\wedge, \vee\}$.
- $(\mathrm{Q} \psi)[\iota]:=\mathrm{Q} \psi$, for $\mathrm{Q} \in\{\mathrm{A}, \mathrm{E}\}$.
- $\left(\psi_{1} \mathrm{O} \psi_{2}\right)[\iota]:=\psi_{1} \mathrm{O}^{\iota\left(\psi_{1} \mathrm{O} \psi_{2}\right)} \psi_{2}$.
- $\left(\psi_{1} \mathrm{O}^{\prime} \psi_{2}\right)[\iota]:=\psi_{1} \mathrm{O}^{\prime} \psi_{2}$, for $\mathrm{O}^{\prime} \neq \mathrm{O}$.
- $(\mathrm{X} \psi)[\iota]:=\mathrm{X}\left(\psi\left[\iota^{-}\right]\right)$.

A signed sequent is one of the form $\mathrm{Q} \Phi[\iota]:=\mathrm{Q}\{\varphi[\iota] \mid \varphi \in \Phi\}$, where $\iota$ is a signature of $Q \Phi$.

The following are two fundamental results about the existence of signatures.
3.2.21. Proposition. Let $\mathcal{M}$ be a serial model and $\sigma$ a path on $\mathcal{M}$. For every formula $\varphi$, the following hold:
(i) if $\sigma \not \vDash \varphi$, then there is an R -signature $\iota$ of $\varphi$ such that $\sigma \not \vDash \varphi[\iota]$.
(ii) If $\sigma \nLeftarrow \mathrm{A} \Phi$, then there is an R -signature $\iota$ of $\mathrm{A} \Phi$ such that $\sigma \not \vDash \mathrm{A} \Phi[\iota]$.

Proof.
(i) By structural induction on $\varphi$. The literal and Boolean cases are clear. And so are the cases of $\mathrm{U}, \mathrm{A}$ and E because there are no top-level R-eventualities in a formula of the form $\psi_{1} \mathrm{U} \psi_{2}$ or $\mathbf{Q} \psi$.

Suppose that $\sigma \not \vDash \mathrm{X} \psi$. By the inductive hypothesis, there is an R -signature $\iota$ of $\psi$ such that $(\sigma, 1) \not \vDash \psi[\iota]$. Let $\iota_{+}$be the R -signature of $\psi$ given by $\iota_{+}:=$ $\iota+1$. Then, $\iota_{+}$is an R-signature of $\mathrm{X} \psi$ and $\left(\iota_{+}\right)^{-}=\iota$, so $(\sigma, 1) \not \vDash \psi\left[\left(\iota_{+}\right)^{-}\right]$ and thus $\sigma \not \vDash(\mathbf{X} \psi)\left[\iota_{+}\right]$.

Finally, suppose that $\sigma \not \vDash \psi_{1} \mathrm{R} \psi_{2}$. Let $n<\omega$ be given by Corollary 3.2.17 such that $\sigma \not \models \psi_{1} \mathrm{R}^{n} \psi_{2}$. Let then $\iota$ be the R -signature of $\psi_{1} \mathrm{R} \psi_{2}$ given by $\iota\left(\psi_{1} \mathrm{R} \psi_{2}\right):=n$.
(ii) Let $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$ and let $\sigma^{\prime} \sim \sigma$ be such that $\sigma^{\prime} \not \vDash \varphi_{1} \vee \cdots \vee \varphi_{n}$. By (i), there is a signature $\iota$ of $\bigvee_{1 \leq k \leq n} \varphi_{k}$ such that $\sigma^{\prime} \not \vDash\left(\varphi_{1} \vee \cdots \vee \varphi_{n}\right)[\iota]$. Then, $\iota$ is a signature of $\mathrm{A} \Phi$ and $(\mathrm{A} \Phi[\iota])^{\sharp}=\mathrm{A}\left(\varphi_{1}[\iota] \vee \cdots \vee \varphi_{n}[l]\right)=\mathrm{A}\left(\left(\varphi_{1} \vee \cdots \vee \varphi_{n}\right)[\iota]\right)$, so we are done.

The previous result related signatures to formulas and sequents. The next one extends this to hypersequents, and will be used in the soundness proof to guide us along an infinite branch.
3.2.22. Proposition. Let $\mathcal{M}$ be a serial model and $\sigma$ a path on $\mathcal{M}$. The following hold, where in each case ८ is an R-signature of the appropriate sequent:
(i) If $\sigma \not \vDash \mathrm{A}\{\Phi, \ell\}[\iota]$ and $\ell$ is a literal, then $\sigma \not \models \mathrm{A} \Phi[\iota]$ and $\sigma \not \vDash \ell[\iota]$.
(ii) If $\sigma \not \vDash \mathrm{A}\{\Phi, \varphi \vee \psi\}[\iota]$, then $\sigma \not \vDash \mathrm{A}\{\Phi, \varphi, \psi\}[\iota]$.
(iii) If $\sigma \not \vDash \mathrm{A}\{\Phi, \varphi \wedge \psi\}[\iota]$, then either $\sigma \not \vDash \mathrm{A}\{\Phi, \varphi\}[\iota]$ or $\sigma \not \vDash \mathrm{A}\{\Phi, \psi\}[\iota]$.
(iv) If $\sigma \not \vDash \mathrm{A}\{\Phi, \mathrm{Q} \psi\}[\iota]$, for $\mathrm{Q} \in\{\mathrm{A}, \mathrm{E}\}$, then $\sigma \not \models \mathrm{A} \Phi[\iota]$.
(v) If $\sigma \not \vDash \mathrm{A}\{\Phi, \varphi \mathrm{R} \psi\}[\iota]$, then one of the following hold:
a) there is an R -signature $\iota^{\prime}$ of $\mathrm{A}\{\Phi, \psi\}$ which agrees with $\iota$ on all top-level R -eventualities of $\wedge \Phi$, and such that $\sigma \not \vDash \mathrm{A}\{\Phi, \psi\}\left[\iota^{\prime}\right]$;
b) there is an R -signature $\iota^{\prime}$ of $\mathrm{A}\{\Phi, \varphi, \mathrm{X}(\varphi \mathrm{R} \psi)\}$ which agrees with $\iota$ on all top-level R-eventualities of $\wedge \Phi$ and $\mathrm{X}(\varphi \mathrm{R} \psi)$, and such that $\sigma \nLeftarrow$ $\mathrm{A}\{\Phi, \varphi, \mathrm{X}(\varphi \mathrm{R} \psi)\}\left[\iota^{\prime}\right]$.
(vi) If $\sigma \not \vDash \mathrm{A}\{\Phi, \varphi \cup \psi\}[\iota]$, then one of the following hold:
a) there is an R -signature $\iota^{\prime}$ of $\mathrm{A}\{\Phi, \varphi, \psi\}$ which agrees with $\iota$ on all toplevel R-eventualities of $\wedge \Phi$, and such that $\sigma \not \models \mathrm{A}\{\Phi, \varphi, \psi\}\left[\iota^{\prime}\right]$;
b) there is an R -signature $\iota^{\prime}$ of $\mathrm{A}\{\Phi, \psi, \mathrm{X}(\varphi \mathrm{U} \psi)\}$ which agrees with $\iota$ on all top-level R -eventualities of $\bigwedge \Phi$ and $\mathrm{X}(\varphi \mathrm{U} \psi)$, and such that $\sigma \not \vDash$ $\mathrm{A}\{\Phi, \psi, \mathrm{X}(\varphi \cup \psi)\}\left[\iota^{\prime}\right]$.
(vii) If $\sigma \not \vDash \mathrm{AX} \Phi[\iota]$, then there is a $\sigma^{\prime} \sim \sigma$ such that $\left(\sigma^{\prime}, 1\right) \not \vDash \mathrm{A} \Phi\left[\iota^{-}\right]$.

Proof. The proofs of (i)-(iv) are straightforward, and (v), (vi) follow easily from Proposition 3.2.21(i).

For (vii), assume that $\sigma \not \models \operatorname{AX} \Phi[\iota]$, say with $\Phi=\left\{\varphi_{1}, \ldots, \varphi_{n}\right\}$. Then, $\sigma \not \models$ $\mathrm{A}\left\{\left(\mathrm{X} \varphi_{1}\right)[\iota], \ldots,\left(\mathrm{X} \varphi_{n}\right)[\iota]\right\}$, i.e., $\sigma \not \equiv \mathrm{A}\left\{\mathrm{X}\left(\varphi_{1}\left[\iota^{-}\right]\right), \ldots, \mathrm{X}\left(\varphi_{n}\left[\iota^{-}\right]\right)\right\}$. Let $\sigma^{\prime} \sim \sigma$ be such that $\sigma^{\prime} \not \vDash \mathrm{V}_{1 \leq k \leq n} \mathrm{X}\left(\varphi_{k}\left[\iota^{-}\right]\right)$. We then have $\left(\sigma^{\prime}, 1\right) \not \vDash \mathrm{V}_{1 \leq k \leq n} \varphi_{k}\left[\iota^{-}\right]$, whence $\left(\sigma^{\prime}, 1\right) \not \vDash \mathrm{A} \Phi\left[\iota^{-}\right]$.

We are now ready to prove that the system $\mathrm{CTL}_{\infty}^{*}$ is sound.
3.2.23. Proposition (Soundness of $\mathrm{CTL}_{\infty}^{*}$ ). For every formula $\varphi$, if $\mathrm{CTL}_{\infty}^{*} \vdash \varphi$, then $\mathrm{CTL}^{*} \models \varphi$.

Proof. Let $\mathcal{T}$ be a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$. Towards a contradiction, suppose that $\varphi$ is not valid. Let $\mathcal{M}$ be a serial model and $\sigma$ a path on $\mathcal{M}$ such that $\sigma \not \vDash \mathrm{A} \varphi$. We inductively find an infinite branch $\pi=\left(u_{i}\right)_{i<\omega}$ of $\mathcal{T}$ and paths $\left(\sigma_{i}\right)_{i<\omega}$ on $\mathcal{M}$ such that we have $\sigma_{i} \notin \Gamma_{i}$ for every $i<\omega$, where $\Gamma_{i}$ is the label of $u_{i}$. Propositions 3.2.21 and 3.2.22 associate to each sequent $\mathrm{A} \Phi \in \Gamma_{i}$ an R -signature $\iota$ such that $\sigma_{i} \not \models \mathrm{~A} \Phi[\iota]$. Choices at $\{\mathrm{A} \wedge, \mathrm{AU}, \mathrm{AR}\}$-vertices are resolved by Proposition 3.2.22. Choices at $\{$ ELit, EA, EE $\}$-vertices are resolved by a priority mechanism. Moreover, either $\sigma_{i+1}=\sigma_{i}$, if $u_{i}$ is not modal, or else $\sigma_{i+1}=\left(\sigma^{\prime}, 1\right)$ for some $\sigma^{\prime} \sim \sigma_{i}$.

Let $u_{0}$ be the root of $\mathcal{T}$ and $\sigma_{0}:=\sigma$. We assign to $\mathrm{A} \varphi$ a signature $\iota$ such that $\sigma \not \vDash \mathrm{A} \varphi[\iota]$ given by Proposition 3.2.21. We now proceed inductively from $u_{i}$. If no rule is applied at $u_{i}$, then $u_{i}$ is an axiomatic leaf because $\mathcal{T}$ is a proof. But then $\sigma_{i} \models \Gamma_{i}$, contradicting the inductive hypothesis $\sigma_{i} \not \models \Gamma_{i}$. So this case is not possible and $\pi$ will be an infinite branch. Assume now that $u_{i}$ is not a leaf. We distinguish cases according to the rule R applied at $u_{i}$ :

- Suppose that $\mathrm{R} \in\{\mathrm{ALit}, \mathrm{A} \vee, \mathrm{AA}, \mathrm{AE}, \mathrm{E} \wedge, \mathrm{E} \vee, \mathrm{EU}, \mathrm{ER}\}$. Let $u_{i+1}$ be the unique immediate successor of $u_{i}$, and $\sigma_{i+1}:=\sigma_{i}$. Signatures are assigned to A sequents in $\Gamma_{i+1}$ according to Proposition 3.2.22, and also Proposition 3.2.21 in the case of AA.
- Suppose that $\mathrm{R} \in\{E L i t, E A, E E\}$. By Proposition 3.2.4, there is at least one immediate successor $v$ of $u_{i}$ such that $\sigma_{i} \not \models \Gamma$, where $\Gamma$ is the label of $v$. We pick as $u_{i+1}$ the immediate successor with simpler label whenever possible, i.e., containing the active literal sequent in the case of ELit, the active Asequent in the case of EA , and the active sequent $\mathrm{E}\{\psi\}$ in the case of $\mathrm{E} E$ with principal formula $\mathbf{E} \psi$. We let $\sigma_{i+1}:=\sigma_{i}$. In the case of EA we assign to the new A -sequent in the premise a signature given by Proposition 3.2.21.
- Suppose that $\mathrm{R} \in\{\mathrm{iW}, \mathrm{eW}\}$. We let $u_{i+1}$ be the unique immediate successor of $u_{i}$, and $\sigma_{i+1}:=\sigma_{i}$. We carry to $\Gamma_{i+1}$ the signatures given by the inductive hypothesis.
- Suppose that $R=A \wedge$, say:

$$
\mathrm{A} \wedge \frac{\mathrm{~A}\left\{\Phi, \varphi_{1}\right\}, \Delta \quad \mathrm{A}\left\{\Phi, \varphi_{2}\right\}, \Delta}{\mathrm{A}\left\{\Phi, \varphi_{1} \wedge \varphi_{2}\right\}, \Delta}
$$

By the inductive hypothesis, an R-signature $\iota$ is assigned to $\mathrm{A}\left\{\Phi, \varphi_{1} \wedge \varphi_{2}\right\}$ such that $\sigma_{i} \not \vDash \mathrm{~A}\left\{\Phi, \varphi_{1} \wedge \varphi_{2}\right\}[\iota]$. By Proposition 3.2.22, there is some $j \in\{1,2\}$ such that $\sigma_{i} \not \models \mathrm{~A}\left\{\Phi, \varphi_{j}\right\}[\iota]$. We let $\sigma_{i+1}:=\sigma_{i}$ and $u_{i+1}$ be the immediate successor of $u_{i}$ for premise $\mathrm{A}\left\{\Phi, \varphi_{j}\right\}, \Delta$. We assign signature $\iota$ to $\mathrm{A}\left\{\Phi, \varphi_{j}\right\}$.

- Suppose that $R=A U$, say:

$$
\mathrm{AU} \frac{\mathrm{~A}\{\Phi, \varphi, \psi\}, \Delta \quad \mathrm{A}\{\Phi, \psi, \mathrm{X}(\varphi \mathrm{U} \psi)\}, \Delta}{\mathrm{A}\{\Phi, \varphi \mathrm{U} \psi\}, \Delta}
$$

By the inductive hypothesis, an R-signature $\iota$ is assigned to $\mathrm{A}\left\{\Phi, \varphi_{1} \mathrm{U} \varphi_{2}\right\}$ such that $\sigma_{i} \not \vDash \mathrm{~A}\left\{\Phi, \varphi_{1} \mathrm{U} \varphi_{2}\right\}[l]$. By Proposition 3.2.22, one of the following is the case:
a) there is an R-signature $\iota^{\prime}$ of $\mathrm{A}\{\Phi, \varphi, \psi\}$ which agrees with $\iota$ on all toplevel R-eventualities of $\wedge \Phi$, and such that $\sigma \not \models \mathrm{A}\{\Phi, \varphi, \psi\}\left[\iota^{\prime}\right]$;
b) there is an R -signature $\iota^{\prime}$ of $\mathrm{A}\{\Phi, \psi, \mathrm{X}(\varphi \cup \psi)\}$ which agrees with $\iota$ on all top-level R-eventualities of $\Lambda \Phi$ and $\mathbf{X}(\varphi \cup \psi)$, and such that $\sigma \not \models$ $\mathrm{A}\{\Phi, \psi, \mathrm{X}(\varphi \mathrm{U} \psi)\}\left[\iota^{\prime}\right]$.

If ( $a$ ) is the case, we let $u_{i+1}$ be the immediate successor of $u_{i}$ for the premise $\mathrm{A}\{\Phi, \varphi, \psi\}, \Delta$; otherwise, the one for premise $\mathrm{A}\{\Phi, \psi, \mathrm{X}(\varphi \cup \psi)\}, \Delta$. In either case we let $\sigma_{i+1}:=\sigma_{i}$ and assign $\iota^{\prime}$ to the selected A -sequent.

- The case $\mathrm{R}=A R$ is analogous to the previous one.
- Suppose that $R=E X$, say:

$$
\mathrm{EX} \frac{\mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Delta}
$$

By the inductive hypothesis, $\sigma_{i} \not \models \Gamma_{i}$. It is then easy to see that $\left(\sigma_{i}, 1\right) \not \vDash \mathrm{E} \Psi_{j}$ for any $1 \leq j \leq m$, so we let $u_{i+1}$ be the unique immediate successor of $u_{i}$ and $\sigma_{i+1}:=\left(\sigma_{i}, 1\right)$.

- Finally, suppose that $R=A X$, say:

$$
\mathrm{AX} \frac{\mathrm{~A} \Phi, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{~A}(\mathrm{X} \Phi \cup \Xi), \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Delta}
$$

By the inductive hypothesis, $\sigma_{i} \not \models \Gamma_{i}$. In particular, $\sigma_{i} \not \vDash \mathrm{AX} \Phi[\iota]$, where $\iota$ is the signature assigned to $\mathrm{A}(\mathrm{X} \Phi \cup \Xi)$ by the inductive hypothesis. By Proposition 3.2.22, there is a $\sigma^{\prime} \sim \sigma_{i}$ such that $\left(\sigma^{\prime}, 1\right) \not \vDash \mathrm{A} \Phi\left[\iota^{-}\right]$. Arguing as in the proof of Proposition 3.2.4, it is easy to see that $\left(\sigma^{\prime}, 1\right) \not \vDash \mathrm{E} \Psi_{k}$ for any $1 \leq k \leq m$. We then let $u_{i+1}$ be the unique immediate successor of $u_{i}$, and $\sigma_{i+1}:=\left(\sigma^{\prime}, 1\right)$. To $\mathrm{A} \Phi$ we assign signature $\iota^{-}$.

We now derive a contradiction from the existence of $\pi$. Since $\mathcal{T}$ is a proof, $\pi$ contains a good infinite sequent trace.

Case 1: $\pi$ contains an infinite A-trace $\tau=\left(\mathrm{Q}_{i} \Phi_{i}\right)_{i<\omega}$ such that there is an infinite R-trace $\rho=\left(\varphi_{i}\right)_{i<\omega}$ on $\tau$. For every $j<\omega$ with $\mathrm{Q}_{j}=\mathrm{A}$, let $\iota_{j}$ be the Rsignature associated to $\boldsymbol{Q}_{j} \Phi_{j}$. Let $\psi=\psi_{1} \mathbb{R} \psi_{2}$ be the dominating formula in $\rho$, and let $N<\omega$ be such that $\varphi_{N}=\psi, \varphi_{N+1}=\mathrm{X} \psi$, and $\varphi_{i} \in\{\psi, \mathrm{X} \psi\}$ for all $i \geq N$. Note that rule EX is not applied anywhere on $\left(u_{i}\right)_{i \geq N}$ because $\mathrm{Q}_{i}=\mathrm{A}$ for every $i \geq N$. Let $i_{0} \geq N$ be least such that $u_{i_{0}}$ is modal. By construction, $\iota_{i_{0}}(\psi)=\iota_{N}(\psi)>0$ because at every encounter of rule AR in $\left(u_{i}\right)_{i \geq N}$ with $\psi$ principal we always take the right branch. Therefore, $\iota_{i_{0}+1}(\psi)=\iota_{i_{0}}^{-}(\psi)<\iota_{i_{0}}(\psi)$. Let now $i^{\prime}>i_{0}$ be least
such that rule AR is applied at $u_{i^{\prime}}$ with $\psi$ active, and $i_{1}>i^{\prime}$ least such that $u_{i_{1}}$ is modal. As before, $\iota_{i_{1}}(\psi)>0$ and we have:

$$
\iota_{i_{1}+1}(\psi)=\iota_{i_{1}}^{-}(\psi)=\iota_{i^{\prime}}^{-}(\psi)=\iota_{i_{0}+1}^{-}(\psi)=\iota_{i_{0}+1}(\psi)-1<\iota_{i_{0}+1}(\psi) .
$$

Repeating this argument yields an infinite descending chain of natural numbers.
Case 2: $\pi$ contains an infinite E-trace $\tau=\left(\mathrm{Q}_{i} \Phi_{i}\right)_{i<\omega}$ containing no infinite U trace. Let then $\rho=\left(\varphi_{i}\right)_{i<\omega}$ be an infinite R-trace on $\tau$ given by Kőnig's lemma. Let $\psi=\psi_{1} \mathrm{R} \psi_{2}$ be the dominating formula in $\rho$, and let $N<\omega$ be such that $\varphi_{N}=\psi, \varphi_{N+1}=\mathrm{X} \psi$, and $\varphi_{i} \in\{\psi, \mathrm{X} \psi\}$ for all $i \geq N$. Note that no context extraction is ever encountered in $\left(u_{i}\right)_{i \geq N}$ because $\left(\varphi_{i}\right)_{i \geq N}$ contains only $\psi$ and $\mathbf{X} \psi$.

For every $i \geq N$, let $h(i) \geq i$ be least such that $u_{h(i)}$ is modal. By construction, we have $\sigma_{h(i)+1}=\left(\sigma^{\prime}, 1\right)$ for some $\sigma^{\prime} \sim \sigma_{i}$, and thus $\sigma_{h(i)+1}(0)$ is an immediate successor of $\sigma_{i}(0)$. Let then $\sigma^{*}$ be the path $\sigma_{N}(0), \sigma_{h(N)+1}(0), \sigma_{h(h(N)+1)+1}(0), \ldots$

We inductively define a function $g:\{N, N+1, \ldots\} \rightarrow \omega$ such that $\sigma_{i} \sim$ $\left(\sigma^{*}, g(i)\right)$ for every $i \geq N$. To that end, let first $g(N):=g(N+1):=\cdots:=$ $g(h(N)):=0$. Assume now that $g$ is defined on $N, N+1, \ldots, h(i) ;$ let $g(h(i)+1):=$ $\cdots:=g(h(h(i)+1)):=g(h(i))+1$. The subtrace $\left(\varphi_{i}\right)_{i \geq N}$ has then the following form, where the numbers above the formulas are the indices and the ones below the braces are the $g$-images of the indices:


Since $\sigma_{N} \not \vDash \mathrm{E} \Phi_{N}$ and $\sigma^{*} \sim \sigma_{N}$, we have $\sigma^{*} \not \models \wedge \Phi_{N}$. To reach a contradiction we now prove, by induction on $\chi$, that if $\chi \in \Phi_{i}, i \geq N$, then $\left(\sigma^{*}, g(i)\right) \models \chi$. In particular, $\sigma^{*} \models \wedge \Phi_{N}$.

Suppose that $\chi=\ell$ for some literal $\ell$. Let $j \geq i$ be least such that $\ell$ is principal in $u_{j}$. Note that there must be such a $j$ because we never encounter a context extraction on $\left(\varphi_{k}\right)_{k \geq N}$ and every sequent in a modal vertex is active. As all principal sequents in a modal vertex which have a $\diamond$-successor are of the form $\mathrm{QX} \Psi$, we have $i \leq j \leq h(i)$ and thus $\sigma_{j}=\sigma_{i} .{ }^{5}$ Moreover, $j<h(i)$ because otherwise $\rho$ would die out at $h(i)$. Then, at $u_{j}$ we have:

$$
\mathrm{ELit} \frac{\mathrm{E} \Psi, \Delta \quad \mathrm{E} \ell, \Delta}{\mathrm{E}\{\Psi, \ell\}, \Delta}
$$

Since in the construction of $\pi$ we prioritised the right branch but did not take it, we have $\sigma_{j} \models \mathrm{E} \ell$, whence $\left(\sigma^{*}, g(i)\right) \models \mathrm{E} \ell$ because $\left(\sigma^{*}, g(i)\right)=\left(\sigma^{*}, g(j)\right) \sim \sigma_{j}$.

Suppose that $\chi=\chi_{1} \vee \chi_{2}$. Let $j \geq i$ be least such that $\chi$ is principal in $u_{j}$. As before, such a $j$ exists and $i \leq j<h(i)$, so $\sigma_{j}=\sigma_{i}$. Let $k$ be such

[^20]that $\chi \triangleright_{u_{j}} \chi_{k} \in \Phi_{j+1}$. By the inductive hypothesis, $\left(\sigma^{*}, g(j+1)\right) \models \chi_{k}$. And $g(j+1)=g(j)=g(i)$ because $u_{j}$ is not modal, so $\left(\sigma^{*}, g(i)\right) \models \chi$.

The case $\chi=\chi_{1} \wedge \chi_{2}$ is analogous to the previous one.
Suppose that $\chi=\mathrm{E} \chi^{\prime}$. Let $j \geq i$ be least such that $\chi$ is principal in $u_{j}$. As before, such a $j$ exists and $i \leq j<h(i)$, so $\sigma_{j}=\sigma_{i}$. Then, at $u_{j}$ we have:

$$
\mathrm{EE} \frac{\mathrm{E} \Psi, \Delta}{\mathrm{E}\left\{\Psi, \mathrm{E} \chi^{\prime}\right\}, \Delta}
$$

Since we prioritised the right branch but did not take it, we have $\sigma_{i} \models \mathrm{E} \chi^{\prime}$, so there is some $\sigma^{\prime} \sim \sigma_{i}$ such that $\sigma^{\prime} \models \chi^{\prime}$. Then, since $\sigma_{i} \sim\left(\sigma^{*}, g(i)\right)$, we have $\sigma^{\prime} \sim\left(\sigma^{*}, g(i)\right)$ and thus $\left(\sigma^{*}, g(i)\right) \models \mathrm{E} \chi^{\prime}$.

The case $\chi=\mathrm{A} \chi^{\prime}$ is analogous to the previous one.
Suppose that $\chi=\mathrm{X} \chi^{\prime}$. Let $j \geq i$ be least such that $\chi$ is principal in $u_{j}$. As before, such a $j$ exists but this time $j=h(i)$. We have $\Phi_{h(i)} \ni \chi \triangleright \chi^{\prime} \in \Phi_{h(i)+1}$, so by the inductive hypothesis $\left(\sigma^{*}, g(h(i)+1)\right)=\chi^{\prime}$. So, since $g(h(i)+1)=g(h(i))+1$, $\left(\sigma^{*}, g(h(i))\right) \models$ X $\chi^{\prime}$. And $g(h(i))=g(i)$, so $\left(\sigma^{*}, g(i)\right) \models \chi$.

Suppose that $\chi=\chi_{1} \cup \chi_{2}$. We find an $n<\omega$ such that $\left(\sigma^{*}, g(i)+n\right) \models \chi_{2}$ and $\left(\sigma^{*}, g(i)+m\right) \models \chi_{1}$ for all $m<n$. By assumption, $\tau$ contains no infinite U-trace. This, together with the facts that we never encounter a context extraction on $\left(\varphi_{k}\right)_{k \geq N}$, that every sequent in a modal vertex is principal, and that $\rho$ is infinite, implies that there is a least $j \geq i$ such that $\chi$ is principal in $u_{j}$ and $\chi \not \psi_{u_{j}} \mathrm{X} \chi$. So $\chi \triangleright_{u_{j}} \chi_{2} \in \Phi_{j+1}$. Let $n$ be such that $g(j+1)=g(i)+n$. By the inductive hypothesis, $\left(\sigma^{*}, g(i)+n\right) \models \chi_{2}$. Let $m<n$. Then, $g(i) \leq g(i)+m<g(j)$, so there is a least $i \leq k<j$ such that $g(k)=g(i)+m$. Since $g(k)<g(j)$, there is a modal vertex in $\left[u_{k}, u_{j}\right)_{\mathcal{T}}$. So, by the minimality of $j$, there is a $k \leq k^{\prime}<h(k)$ such that $\Phi_{k^{\prime}} \ni \chi \triangleright \chi_{1}, \mathrm{X} \chi \in \Phi_{k^{\prime}+1}$, whence $\left(\sigma^{*}, g\left(k^{\prime}+1\right)\right) \vDash \chi_{1}$ by the inductive hypothesis. And $g\left(k^{\prime}+1\right)=g\left(k^{\prime}\right)=g(k)=g(i)+m$, so $\left(\sigma^{*}, g(i)+m\right) \models \chi_{1}$.

Finally, suppose that $\chi=\chi_{1} \mathrm{R} \chi_{2}$. We show that either $\left(\sigma^{*}, g(i)+n\right) \models \chi_{2}$ for every $n<\omega$, or else there is some $n<\omega$ such that $\left(\sigma^{*}, g(i)+n\right) \models \chi_{1}$ and $\left(\sigma^{*}, g(i)+m\right) \models \chi_{2}$ for every $m \leq n$. Let $j \geq i$ be least such that $\chi$ is principal in $u_{j}$. As before, such a $j$ exists and $i \leq j<h(i)$. Since $\chi_{2} \in \Phi_{j+1}$, by the inductive hypothesis $\left(\sigma^{*}, g(j+1)\right) \models \chi_{2}$. And $g(j+1)=g(j)=g(i)$, so $\left(\sigma^{*}, g(i)\right) \models \chi_{2}$. If $\chi_{1} \in \Phi_{j+1}$, then by the inductive hypothesis $\left(\sigma^{*}, g(i)\right) \models \chi_{1}$, whence $\left(\sigma^{*}, g(i)\right) \models \chi$ and we are done. If $\chi_{1} \notin \Phi_{j+1}$, then $X \chi \in \Phi_{j+1}$. Since we never encounter a context extraction on $\left(\varphi_{k}\right)_{k \geq N}$, we know that $\mathrm{X} \chi \in \Phi_{h(j+1)}$, so $\chi \in \Phi_{h(j+1)+1}$. Let $k \geq h(j+1)+1$ be least such that $\chi$ is principal in $u_{k}$. As before, such a $k$ exists and $h(j+1)+1 \leq k<h(h(j+1)+1)$. By the inductive hypothesis, $\left(\sigma^{*}, g(k+1)\right) \models \chi_{2}$. And
$g(k+1)=g(k)=g(h(j+1)+1)=g(h(j+1))+1=g(h(j))+1=g(h(i))+1=g(i)+1$,
so $\left(\sigma^{*}, g(i)+1\right) \models \chi_{2}$. If $\chi_{1} \in \Phi_{k+1}$, then $\left(\sigma^{*}, g(k+1)\right) \models \chi_{1}$ by the inductive hypothesis and thus $\left(\sigma^{*}, g(i)+1\right) \models \chi_{1}$, whence $\left(\sigma^{*}, g(i)\right) \models \chi$ and we are done. Otherwise, $\mathrm{X} \chi \in \Phi_{k+1}$. Repeating this argument yields $\left(\sigma^{*}, g(i)\right) \models \chi$.

### 3.2.2 Completeness of $\mathrm{CTL}_{\infty}^{*}$

We now turn to the proof of the completeness of CTL $_{\infty}^{*}$. We use game- and automata-theoretic techniques and appeal to the soundness and completeness result for satisfiability of CTL* formulas in [47]. Although the approach that we follow is standard (see, e.g., [102]), the correctness condition for E-sequents creates some unusual complications, as in [47]. All topological, game-theoretic and automata-theoretic preliminaries needed for the completeness proof can be found in Sections 1.4 to 1.6 .

A proof-search guide for a formula $\varphi$ is a pair $\left(\leq_{S}, \leq_{F}\right)$, where $\leq_{S}$ is a wellordering of $\mathrm{Seq}_{\varphi}$ and $\leq_{F}$ a well-ordering of $\operatorname{Clos}(\varphi)$.
3.2.24. Definition (CTL ${ }_{\infty}^{*}$ proof-search tree). Let $\varphi$ be a CTL $^{*}$ formula, and $\mathscr{G}=\left(\leq_{S}, \leq_{F}\right)$ a proof-search guide for $\varphi$. A $C T L_{\infty}^{*}$ proof-search tree for $\varphi$ guided by $\mathscr{G}$ is a finite or infinite labelled tree $\mathcal{T}=\left(T,<_{T}, \lambda_{T}\right)$ built according to the rules of $\mathrm{CTL}_{\infty}^{*}$ in such a way that the following hold:
(i) The root of $\mathcal{T}$ has label $\mathrm{A} \varphi$.
(ii) A vertex of $\mathcal{T}$ is a leaf if, and only if, it is either axiomatic or a cul-de-sac.
(iii) The weakening rules iW and eW are not applied anywhere in $\mathcal{T}$.
(iv) All instances in $\mathcal{T}$ of the rules $\mathrm{ALit}, \mathrm{ELit}, \mathrm{A} \vee, \mathrm{E} \vee, \mathrm{A} \wedge, \mathrm{E} \wedge, \mathrm{AA}, \mathrm{EA}, \mathrm{AE}, \mathrm{EE}$, $A U, A R, E U$ and $E R$ are discarding.
(v) For every non-final vertex $u \in T$, say with label $\Gamma$, the following conditions hold:
a) If there is a sequent in $\Gamma$ containing a non-literal, non-modal formula, then a $\mathrm{CLL}_{\infty}^{*}$ rule R other than $\mathrm{AX}, \mathrm{EX}, \mathrm{iW}$ and eW is applied at $u$ with principal sequent $\mathrm{Q} \Psi$ and principal formula $\psi \in \Psi$, where $(\mathrm{Q} \Psi, \psi)$ is the $\mathscr{G}$-least pair such that $\psi$ is non-literal and non-modal, $\psi \in \Psi$, and $Q \Psi \in \Gamma$.
b) Else, if there is a sequent in $\Gamma$ containing a literal and some other formula, then a rule among ALit and ELit is applied at $u$ with principal sequent $\mathrm{Q} \Psi$ and principal literal $\ell$, where $(\mathrm{Q} \Psi, \ell)$ is the $\mathscr{G}$-least pair such that $Q \Psi \in \Gamma, \ell \in \Psi$, and $\Psi \backslash\{\ell\} \neq \varnothing$.
c) Else, if there is no A -sequent in $\Gamma$, then $\Gamma$ is of the form

$$
\mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Lambda
$$

where $\Lambda$ is a (non-axiomatic) set of literal sequents, and rule EX is applied at $u$ with premise $\mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}$.
d) In any other case $\Gamma$ has the form

$$
\mathrm{AX} \Phi_{1}, \ldots, \mathrm{AX} \Phi_{n}, \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Lambda
$$

where $n>0$ and $\Lambda$ is a (non-axiomatic) set of literal sequents, and the following branching version of rule AX is applied at $u$ :

$$
\mathrm{AX}_{b} \frac{\mathrm{~A} \Phi_{1}, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m} \quad \ldots \quad \mathrm{~A} \Phi_{n}, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{AX} \Phi_{1}, \ldots, \mathrm{AX} \Phi_{n}, \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Lambda}
$$

A vertex $u$ of a $\mathrm{CTL}_{\infty}^{*}$ proof-search tree is modal if rule $\mathrm{AX}_{b}$ or EX is applied at $u$.
3.2.25. Proposition. Every infinite branch of a $\mathrm{CTL}_{\infty}^{*}$ proof-search tree $\mathcal{T}$ contains infinitely many modal vertices.

Proof. Let $\pi=\left(u_{n}\right)_{n<\omega}$ be an infinite branch of $\mathcal{T}$. For every $n<\omega$, let $\Gamma_{n}$ be the hypersequent labelling $u_{n}$. For every sequent $\mathbb{Q} \Psi$, we define:

$$
\langle\mathrm{Q} \Psi\rangle^{-}:=\sum\{\langle\psi\rangle \mid \psi \in \Psi \text { and } \psi \text { is not an } \mathrm{X} \text {-formula }\} .
$$

Additionally, we let $\left\langle\Gamma_{n}\right\rangle^{-}:=\sum\left\{\langle\mathrm{Q} \Psi\rangle^{-} \mid \mathrm{Q} \Psi \in \Gamma\right\}$ for every $n<\omega$. By Definition 3.2.24(iv) and the fact that rules ALit and ELit are never applied degenerately on $\mathcal{T}$, it is straightforward to see that, if $u_{n}$ is not modal, then $\left\langle\Gamma_{n+1}\right\rangle^{-}<\left\langle\Gamma_{n}\right\rangle^{-}$. Therefore, $\pi$ must pass through infinitely many modal vertices.

Observe that Definition 3.2.24 describes a deterministic algorithm for building a proof-search tree for $\varphi$ guided by $\mathscr{G}$, in the sense that the rule applied at a vertex $u$ is uniquely determined by the label of $u$. Thus, we have:
3.2.26. Proposition. Let $\mathcal{T}$ and $\mathcal{T}^{\prime}$ be $\mathrm{CTL}_{\infty}^{*}$ proof-search trees for $\varphi$ guided by $\mathscr{G}$. For any vertices $u \in T$ and $v \in T^{\prime}$, if $u$ and $v$ have identical labels, then the labelled cones $[u, \rightarrow)_{\mathcal{T}}$ and $[v, \rightarrow)_{\mathcal{T}^{\prime}}$ are isomorphic.
3.2.27. Corollary. For every formula $\varphi$ and every proof-search guide $\mathscr{G}$ for $\varphi$, there is exactly one $\mathrm{CTL}_{\infty}^{*}$ proof-search tree for $\varphi$ guided by $\mathscr{G}$ up to isomorphism.

Proof. Uniqueness follows from Proposition 3.2.26, and existence from the fact that every $\Gamma \in \mathrm{HSeq}_{\varphi}$ falls under one (and only one) of the cases described in points (ii) and (v) of Definition 3.2.24.

Our aim is to show that any proof-search tree for $\varphi$ contains either a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$ or else a refutation of $\varphi$, a subtree from which the satisfiability of $\varphi^{\partial}$ follows.
3.2.28. Definition (CTL $L_{\infty}^{*}$ refutation). A $C T L_{\infty}^{*}$ refutation of a formula $\varphi$ is a subtree $\mathcal{T}^{\prime}$ of a $\mathrm{CTL}_{\infty}^{*}$ proof-search tree $\mathcal{T}$ for $\varphi$ satisfying:
(i) The root of $\mathcal{T}^{\prime}$ is the root of $\mathcal{T}$.
(ii) Every leaf of $\mathcal{T}^{\prime}$ is a cul-de-sac of $\mathcal{T}$.
(iii) If a vertex $u \in T^{\prime}$ is labelled in $\mathcal{T}$ by the conclusion of an instance of a nonaxiomatic rule other than $\mathrm{AX}_{b}$, then $u$ has exactly one immediate successor in $\mathcal{T}^{\prime}$.
(iv) If a vertex $u \in T^{\prime}$ is labelled in $\mathcal{T}$ by the conclusion of an instance of rule $\mathrm{AX}_{b}$, then $\mathcal{T}^{\prime}$ contains every immediate successor of $u$ in $\mathcal{T}$.
(v) On every infinite sequent trace $\tau$ on an infinite path through $\mathcal{T}^{\prime}$ :
a) if $\tau$ is of type A, then every infinite formula trace on $\tau$ is of type U ;
b) if $\tau$ is of type $\mathbf{E}$, then some infinite formula trace on $\tau$ is of type $\mathbf{U}$.

The term refutation, which we borrow from [102], is justified by the following proposition, dual to the soundness and completeness result in [47]:
3.2.29. Proposition ([47, Thm. 10]). A formula $\varphi$ is valid if, and only if, there is no $\mathrm{CTL}_{\infty}^{*}$ refutation of $\varphi$.

To finish the proof of completeness we set up a game for two players whose arena is a proof-search tree in which one of the players looks for a proof and the other one for a refutation. Determinacy of the game, established by automatatheoretic means, yields completeness of $\mathrm{CTL}_{\infty}^{*}$.

Fix a $\mathrm{CTL}_{\infty}^{*}$ proof-search tree $\mathcal{T}=\left(T,<_{T}, \lambda_{T}\right)$ for a formula $\varphi$ guided by $\mathscr{G}=\left(\leq_{S}, \leq_{F}\right)$. For every $l \in \operatorname{Leaf}(\mathcal{T})$ and $n<\omega$, we let $\odot_{l}^{n}:=(l, n)$. Since all plays of a Gale-Stewart game must be infinite, we extend $\mathcal{T}$ to a tree $\mathcal{T}_{\odot}:=\left(T_{\odot},<_{\odot}, \lambda_{\odot}\right)$ with no finite branches by setting:

- $T_{\odot}:=T \cup\left\{\odot_{l}^{n} \mid l \in \operatorname{Leaf}(\mathcal{T})\right.$ and $\left.n<\omega\right\} ;$
- $<_{\odot}:=<_{T} \cup\left\{\left(l, \odot_{l}^{0}\right) \mid l \in \operatorname{Leaf}(\mathcal{T})\right\} \cup\left\{\left(\odot_{l}^{n}, \odot_{l}^{n+1}\right) \mid l \in \operatorname{Leaf}(\mathcal{T})\right.$ and $\left.n<\omega\right\}$;
- $\lambda_{\odot}:=\lambda_{T} \cup\left\{\left(\odot_{l}^{n}, \varnothing\right) \mid l \in \operatorname{Leaf}(\mathcal{T})\right.$ and $\left.n<\omega\right\}$.

We let $h: T_{\odot} \rightarrow T$ be given by setting $h(u):=u$ for every $u \in T \subseteq T_{\odot}$ and $h\left(\odot_{l}^{n}\right):=l$ for every $l \in \operatorname{Leaf}(\mathcal{T})$ and $n<\omega$. Clearly, $h$ sends branches of $\mathcal{T}_{\odot}$ to branches of $\mathcal{T}$. A branch $\pi$ of $\mathcal{T}$. is good (bad) if $h(\pi)$ is good (respectively, bad). ${ }^{6}$

The proof-search game based on $\mathcal{T}$ is the Gale-Stewart game

$$
\mathcal{G}_{\mathcal{T}}:=\left(r, T_{\mathrm{I}}, T_{\mathrm{II}}, T_{\odot}, f, \Pi_{\omega}, W_{\mathrm{I}}, W_{\mathrm{II}}\right)
$$

where:
(i) $r$ is the root of $\mathcal{T}_{\odot}$;
(ii) $T_{\text {II }}$ is the collection of all vertices of $\mathcal{T}_{\odot}$ which are branching and non-modal;
(iii) $T_{\mathrm{I}}:=T_{\odot} \backslash T_{\text {II }}$;
(iv) $f: T_{\odot} \backslash\{r\} \rightarrow T_{\odot}$ is given by letting $f(u)$ be the unique immediate predecessor of $u$ in $\mathcal{T}_{\odot}$, for every $u \in T_{\odot} \backslash\{r\}$;
(v) $\Pi_{\omega}$ is the collection of all branches of $\mathcal{T}_{\odot}$;
(vi) $W_{\mathrm{I}}$ is the collection of all good branches of $\mathcal{T}_{\odot}$;
(vii) $W_{\text {II }}:=\Pi_{\omega} \backslash W_{\mathrm{I}}$.

We refer to player I (player II) as Prov (respectively, Ref), to emphasise the fact that player I (player II) is looking for a proof of $\varphi$ (respectively, a refutation thereof).

We define the ancestor function $a: T_{\odot} \rightarrow T_{\odot}^{<\omega}$ by letting $a(u)$ be the unique rooted path on $\mathcal{T}_{\odot}$ with last vertex $u$, for every $u \in T_{\odot}$. Note that every $a(u)$ is a partial play of $\mathcal{G}_{\mathcal{T}}$.

Let $\sigma$ be a $\mathcal{G}_{\mathcal{T}}$-strategy for any player. A vertex $u \in T_{\odot}$ is $\sigma$-visible if the partial play $a(u)$ is $\sigma$-consistent.

As expected, winning strategies for Prov correspond to proofs:
3.2.30. Proposition. There exists a winning $\mathcal{G}_{\mathcal{T}}$-strategy for Prov if, and only if, $\mathcal{T}$ contains a subtree which is a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$.

Proof. For the left-to-right direction, let $\sigma: T_{\mathrm{I}} \rightarrow T_{\odot}$ be a winning $\mathcal{G}_{\mathcal{T}}$-strategy for Prov. Let $\mathcal{T}^{\prime}$ be the result after removing from $\mathcal{T}_{\odot}$ all vertices which are either not $\sigma$-visible, or of the form $\odot_{l}^{n}$ for some $l \in \operatorname{Leaf}(\mathcal{T})$ and $n<\omega$. We claim that $\mathcal{T}^{\prime}$ is a $\mathrm{CLL}_{\infty}^{*}$ proof of $\varphi$.

Clearly, the root of $\mathcal{T}$, which is also that of $\mathcal{T}$, is $\sigma$-visible, so $\mathcal{T}$ and $\mathcal{T}^{\prime}$ have the same root. And if a vertex $u \in T_{\odot}$ is $\sigma$-visible, then so is any $v \in a(u)$. This shows that $\mathcal{T}^{\prime}$ is a subtree of $\mathcal{T}$.

[^21]Let $u \in T_{\odot}$ be a $\sigma$-visible vertex. If $u$ is not branching, then the unique immediate successor of $u$ is also $\sigma$-visible. If $u$ is branching and non-modal, then the two immediate successors of $u$ are both $\sigma$-visible because $u \in T_{\text {II }}$. Finally, if $u$ is branching and modal, then $u \in T_{\mathrm{I}}$ and there is exactly one immediate successor of $u$ which is $\sigma$-visible, namely, $\sigma(u)$. This establishes that $\mathcal{T}^{\prime}$ is a $\mathrm{CTL}_{\infty}^{*}$ derivation of $\varphi$.

Let $l \in \operatorname{Leaf}\left(\mathcal{T}^{\prime}\right)$, and let $\pi:=a(l)^{\complement}\left(\odot_{l}^{n}\right)_{n<\omega}$. As $l$ is $\sigma$-visible, $\pi \in \Pi_{\omega}$ is a $\sigma$-consistent play of $\mathcal{G}_{\mathcal{T}}$, so $\pi \in W_{\mathrm{I}}$ because $\sigma$ is winning. Hence, $h[\pi]$ is a good finite branch of $\mathcal{T}$ and thus $l$ is axiomatic.

Finally, let $\pi=\left(u_{n}\right)_{n<\omega}$ be an infinite branch of $\mathcal{T}^{\prime}$. Since every $u_{n}$ is $\sigma$-visible, $\pi$ is a $\sigma$-consistent play of $\mathcal{G}_{\mathcal{T}}$ and thus $\pi \in W_{\mathrm{I}}$. Hence, $h[\pi]$ is a good infinite branch of $\mathcal{T}$. And no vertex on $\pi$ is of the form $\odot_{l}^{k}$, whence $\pi=h[\pi]$ is a good branch of $\mathcal{T}^{\prime}$. We have thus shown that $\mathcal{T}^{\prime}$ is a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$.

For the converse direction, let $\mathcal{T}^{\prime}$ be a subtree of $\mathcal{T}$ such that $\mathcal{T}^{\prime}$ is a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$. Define $\sigma: T_{\mathrm{I}} \rightarrow T_{\odot}$ as follows, for every $u \in T_{\mathrm{I}}$. If $u$ is not branching, let $\sigma(u)$ be the unique immediate successor of $u$ in $\mathcal{T}$. Suppose that $u$ is branching. Then, $u$ is modal because $u \in T_{\mathrm{I}}$. If $u \in \mathcal{T}^{\prime}$, we let $\sigma(u)$ be the unique immediate successor of $u$ in $\mathcal{T}^{\prime}$, and otherwise we let $\sigma(u)$ be any immediate successor of $u$. Clearly, $\sigma$ is a $\mathcal{G}_{\mathcal{T}}$-strategy for Prov. We claim that $\sigma$ is winning.

Let $\pi=\left(u_{n}\right)_{n<\omega} \in \Pi_{\omega}$ be a $\sigma$-consistent play of $\mathcal{G}_{\mathcal{T}}$. By induction on $n<\omega$, we show that $h\left(u_{n}\right) \in \mathcal{T}^{\prime}$ for every $n<\omega$, whence it follows that $h[\pi]$ is a good branch of $\mathcal{T}$ and thus $\pi \in W_{\mathrm{I}}$. The base case $n=0$ is clear because $u_{0}$ is the root of $\mathcal{T}_{\odot}$ and $\mathcal{T}$, thus also the root of $\mathcal{T}^{\prime}$. For the inductive case, assume that $h\left(u_{n}\right) \in \mathcal{T}^{\prime}$. If $h\left(u_{n+1}\right)=h\left(u_{n}\right)$ we are done, so suppose otherwise. Then, $u_{n}$ is a non-final vertex of $\mathcal{T}$ and thus $h\left(u_{n}\right)=u_{n}$ and $h\left(u_{n+1}\right)=u_{n+1}$. In particular, $u_{n}$ is not axiomatic by Definition 3.2.24(ii), so $u_{n}$ is also non-final in $\mathcal{T}^{\prime}$. If $u_{n}$ is not branching in $\mathcal{T}$, then $u_{n+1}$ is the unique immediate successor of $u_{n}$ in $\mathcal{T}$ and thus $u_{n+1} \in \mathcal{T}^{\prime}$ because $u_{n}$ is non-final in $\mathcal{T}^{\prime}$. Suppose now that $u_{n}$ is branching in $\mathcal{T}$. If $u_{n}$ is non-modal, then $u_{n+1}$ is one of the two immediate successors of $u_{n}$ in $\mathcal{T}$ and we have $u_{n+1} \in \mathcal{T}^{\prime}$ because $\mathcal{T}^{\prime}$ is a $\mathrm{CL}_{\infty}^{*}$ derivation and $u_{n}$ is non-final in $\mathcal{T}^{\prime}$. Finally, if $u_{n}$ is modal the $\sigma$-consistency of $\pi$ yields $u_{n+1}=\sigma\left(u_{n}\right) \in \mathcal{T}^{\prime}$ and we are done.

A similar argument shows that that winning strategies for Ref correspond to refutations:
3.2.31. Proposition. There exists a winning $\mathcal{G}_{\mathcal{T}}$-strategy for Ref if, and only if, $\mathcal{T}$ contains a subtree which is a $\mathrm{CLL}_{\infty}^{*}$ refutation of $\varphi$.

By Proposition 3.2.26, if $u, v \in T$ are labelled by the same hypersequent, then for every immediate successor $u^{\prime}$ of $u$ there exists an immediate successor $v^{\prime}$ of $v$
such that $u^{\prime}$ and $v^{\prime}$ have identical labels and, moreover, $\triangleright_{u}^{u^{\prime}}=\triangleright_{v}^{v^{\prime}}$ and $\triangleright_{u}^{u^{\prime}}=\triangleright_{v}^{v^{\prime}}$. Hence, for hypersequents $\Gamma, \Gamma^{\prime} \in \mathrm{HSeq}_{\varphi}$ we write $\Gamma<_{\odot}^{0} \Gamma^{\prime}$ if there are $u, v \in T$ labelled by $\Gamma$ and $\Gamma^{\prime}$, respectively, and such that $u<_{\odot}^{0} v$. In this case, we let $\triangleright_{\Gamma}^{\Gamma^{\prime}}:=\triangleright_{u}^{v}$ and $\triangleright_{\Gamma}^{\Gamma^{\prime}}:=\triangleright_{u}^{v}$.

We endow $\Pi_{\omega}$ with the topology $\mathcal{O}$ generated by taking as a base the collection $\left\{B_{p} \mid p \in T_{\odot}^{<\omega}\right\}$, where $B_{p}:=\left\{\pi \in \Pi_{\omega} \mid p \sqsubseteq \pi\right\}$. It is easy to see that $\left(\Pi_{\omega}, \mathcal{O}\right)$ is a subspace of $\left(T_{\odot}^{\omega}, T_{\sqsubseteq}\right)$, where $T_{\sqsubseteq}$ is the prefix topology on $T_{\odot}^{\omega}$.

Our aim is to show that $W_{\mathrm{I}}$ is Borel in $\left(\Pi_{\omega}, \mathcal{O}\right)$, for then determinacy of $\mathcal{G}_{\mathcal{T}}$ follows. We do so by building a non-deterministic Büchi automaton (NBA) $\mathcal{A}$ which recognises the good branches of $\mathcal{T}_{\odot}$. Observe that $\mathcal{A}$ cannot take as inputs $\omega$-sequences of vertices of $\mathcal{T}_{\odot}$ because automata require a finite alphabet. ${ }^{7}$ We overcome this difficulty by building $\mathcal{A}$ over the alphabet of hypersequents occurring in $\mathcal{T}_{\odot}$. Informally, $\mathcal{G}_{\mathcal{T}}$ and $\mathcal{A}$ will not speak the same language: the game $\mathcal{G}_{\mathcal{T}}$ sees the vertices of $\mathcal{T}_{\odot}$, while the automaton $\mathcal{A}$ will only have access to their labels. Topology will bridge this gap by means of a continuous map induced by $\lambda_{\odot}$.

Let $\Lambda_{\odot} \subseteq \mathrm{HSeq}_{\varphi}$ be the collection of hypersequents labelling vertices of $\mathcal{T}_{\odot}$. We let $\mathcal{O}^{\prime}$ be the prefix topology on $\Lambda_{\odot}^{\omega}$. We shall later see that the labelling map $\lambda_{\odot}$ induces a continuous map from $\left(\Pi_{\omega}, \mathcal{O}\right)$ to $\left(\Lambda_{\odot}^{\omega}, \mathcal{O}^{\prime}\right)$, and that $W_{\mathrm{I}}$ is the preimage of a $\Delta_{3}^{0}$ set under said map.

Let $\Sigma:=\left\{(\Gamma, Q \Psi) \in \Lambda_{\odot} \times \operatorname{Seq}_{\varphi} \mid \mathrm{Q} \Psi \in \Gamma\right\}$. Note that $\Sigma$ is finite. Finally, let $Q_{0}:=\left\{(\Gamma, \mathrm{Q} \Psi, \psi) \in \Lambda_{\odot} \times \operatorname{Seq}_{\varphi} \times \operatorname{Clos}(\varphi) \mid(\Gamma, \mathrm{Q} \Psi) \in \Sigma\right.$ and $\left.\psi \in \Psi\right\}$.

For all $(\Gamma, Q \Psi, \psi),\left(\Gamma^{\prime}, Q^{\prime} \Psi^{\prime}, \psi^{\prime}\right) \in Q_{0}$, we write $(\Gamma, Q \Psi, \psi) \rightsquigarrow\left(\Gamma^{\prime}, Q^{\prime} \Psi^{\prime}, \psi^{\prime}\right)$ if the following hold:
(i) $\Gamma<{ }_{\odot}^{0} \Gamma^{\prime}$;
(ii) $\mathrm{Q} \Psi \triangleright_{\Gamma}^{\Gamma^{\prime}} \mathrm{Q}^{\prime} \Psi^{\prime}$;
(iii) $\mathrm{Q} \Psi, \psi \triangleright_{\Gamma}^{\Gamma^{\prime}} \mathrm{Q}^{\prime} \Psi^{\prime}, \psi^{\prime}$.

We define an automaton skeleton $S_{\mathcal{A}}=(Q, \Sigma, \Delta)$ as follows. We let $Q:=$ $Q_{0} \uplus\left\{q^{*}\right\}$, where $q^{*}$ is a fresh symbol. And, for all $q, q^{\prime} \in Q$ and $\sigma \in \Sigma$, we let $\left(q, \sigma, q^{\prime}\right) \in \Delta$ if, and only if, one of the following holds:
(i) $q=q^{*}, \sigma=(\{\mathrm{A}\{\varphi\}\}, \mathrm{A}\{\varphi\})$, and $q^{\prime}=(\{\mathrm{A}\{\varphi\}\}, \mathrm{A}\{\varphi\}, \varphi)$;
(ii) $q \neq q^{*} \neq q^{\prime}, \sigma=\left(q^{\prime}(0), q^{\prime}(1)\right)$, and $q \rightsquigarrow q^{\prime}$.

Note that no transition leads to $q^{*}$, and that $\left(q, \sigma, q^{\prime}\right) \in \Delta$ implies $\sigma=\left(q^{\prime}(0), q^{\prime}(1)\right)$.
We say that $\left(\Gamma_{n}\right)_{n<\omega} \in \Lambda_{\odot}^{\omega}$ is branch-like if there is an infinite branch $\pi=$ $\left(u_{n}\right)_{n<\omega}$ of $\mathcal{T}$ such that $\lambda_{T}\left(u_{n}\right)=\Gamma_{n}$ for every $n<\omega$. Similarly, given a word

[^22]$w=\left(\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)\right)_{n<\omega} \in \Sigma^{\omega}$, we say that $w$ is branch-like if $\left(\Gamma_{n}\right)_{n<\omega}$ is branch-like and $\left.\left(Q_{n} \Psi_{n}\right)\right)_{n<\omega}$ is an infinite sequent trace on $\pi$.

For every branch-like word $w=\left(\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)\right)_{n<\omega} \in \Sigma^{\omega}$, we fix an arbitrary infinite branch $\pi_{w}=\left(u_{n}\right)_{n<\omega}$ of $\mathcal{T}$ such that $\lambda_{T}\left(u_{n}\right)=$ Gamma $_{n}$ for every $n<\omega$, and let $\left.\tau_{w}:=\left(\mathrm{Q}_{n} \Psi_{n}\right)\right)_{n<\omega}$. Note that, by Proposition 3.2.26, in place of $\pi_{w}$ we could chose any other infinite branch of $\mathcal{T}$ labelled by the same hypersequents as $\pi_{w}$.

As expected, runs of $S_{\mathcal{A}}$ correspond to sequent and formula traces on infinite branches of $\mathcal{T}$ :
3.2.32. Proposition. For every $w \in \Sigma^{\omega}$, the following hold:
(i) if $w$ is branch-like, then $q^{* \subset ~}\left(\left(\lambda_{T}\left(\pi_{w}(n)\right), \tau_{w}(n), \rho(n)\right)\right)_{n<\omega}$ is a run of $S_{\mathcal{A}}$ from $q^{*}$ on $w$, for every infinite formula trace $\rho$ on $\tau_{w}$;
(ii) conversely, if there is a run $q^{*} \subset\left(q_{n}\right)_{n<\omega}$ of $S_{\mathcal{A}}$ from $q^{*}$ on $w$, then $w$ is branch-like and there exists an infinite formula trace $\rho$ on $\tau_{w}$ such that $q_{n}=\left(\lambda_{T}\left(\pi_{w}(n)\right), \tau_{w}(n), \rho(n)\right)$ for every $n<\omega$.

Proof. Fix a word $w=\left(\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)\right)_{n<\omega} \in \Sigma^{\omega}$. For (i), assume that $w$ is branchlike and let $\left(\psi_{n}\right)_{n<\omega}$ be an infinite formula trace on $\tau_{w}$. For every $n<\omega$, let $q_{n}:=\left(\lambda_{T}\left(\pi_{w}(n)\right), \tau_{w}(n), \psi_{n}\right)$. We are to show:
a) $\left(q^{*},\left(\Gamma_{0}, \mathrm{Q}_{0} \Psi_{0}\right), q_{0}\right) \in \Delta$;
b) $\left(q_{n},\left(\Gamma_{n+1}, \mathrm{Q}_{n+1} \Psi_{n+1}\right), q_{n+1}\right) \in \Delta$ for every $n<\omega$.

As $\pi_{w}(0)$ is the root of $\mathcal{T}$, we have $\Gamma_{0}=\lambda_{T}\left(\pi_{w}(0)\right)=\{\mathrm{A}\{\varphi\}\}, \mathrm{Q}_{0} \Psi_{0}=\tau_{w}(0)=$ $\mathrm{A}\{\varphi\}$, and $\psi_{0}=\varphi$, whence (a) holds. And for every $n<\omega$ we have $q_{n}=$ $\left(\lambda_{T}\left(\pi_{w}(n)\right), \tau_{w}(n), \psi_{n}\right)=\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}, \psi_{n}\right)$, so, since $\pi_{w}$ is a branch, $\tau_{w}$ a sequent trace on $\pi_{w}$, and $\left(\psi_{n}\right)_{n<\omega}$ a formula trace on $\tau_{w},(b)$ follows.

For (ii), let $q^{*}\left(q_{n}\right)_{n<\omega}$ be a run of $S_{\mathcal{A}}$ from $q^{*}$ on $w$. Thus, every $q_{n}$ is of the form $q_{n}=\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}, \psi_{n}\right)$ for some $\psi_{n} \in \Psi_{n}$. By induction on $n<\omega$, we build an infinite sequence $\left(u_{n}\right)_{n<\omega}$ of vertices of $\mathcal{T}$ such that the following hold for every $n<\omega$ :
a) $u_{n}<_{T}^{0} u_{n+1}$;
b) $\lambda_{T}\left(u_{n}\right)=\Gamma_{n}$;
c) $\mathrm{Q}_{n} \Psi_{n} \triangleright_{u_{n}}^{u_{n+1}} \mathrm{Q}_{n+1} \Psi_{n+1}$;
d) $\mathrm{Q}_{n} \Psi_{n}, \psi_{n} \triangleright_{u_{n}}^{u_{n+1}} \mathrm{Q}_{n+1} \Psi_{n+1}, \psi_{n+1}$.

Clearly, this suffices to establish (ii).
Let $u_{0}$ be the root of $\mathcal{T}$. Since the only transition leaving $q^{*}$ leads to $q_{0}=$ $(\{\mathrm{A}\{\varphi\}\}, \mathrm{A}\{\varphi\}, \varphi)$, we have $\Gamma_{0}=\{\mathrm{A}\{\varphi\}\}=\lambda_{T}\left(u_{0}\right)$. For the inductive case, assume that $u_{n}$ has been defined. By construction of $S_{\mathcal{A}}$ we have $\Gamma_{n}<_{\odot}^{0} \Gamma_{n+1}$, $\mathrm{Q}_{n} \Psi_{n} \triangleright_{\Gamma_{n}}^{\Gamma_{n+1}} \mathrm{Q}_{n+1} \Psi_{n+1}$, and $\mathrm{Q}_{n} \Psi_{n}, \psi_{n} \triangleright_{\Gamma_{n}}^{\Gamma_{n+1}} \mathrm{Q}_{n+1} \Psi_{n+1}, \psi_{n+1}$. Hence, by Proposition 3.2.26 there is an immediate successor $v \in T$ of $u_{n}$ labelled by $\Gamma_{n+1}$ and such that $\mathrm{Q}_{n} \Psi_{n} \triangleright_{u_{n}}^{v} \mathrm{Q}_{n+1} \Psi_{n+1}$ and $\mathrm{Q}_{n} \Psi_{n}, \psi_{n} \triangleright_{u_{n}}^{v} \mathrm{Q}_{n+1} \Psi_{n+1}, \psi_{n+1}$. We let $u_{n+1}:=v$ and are done.

We now define several NBA's with skeleton $S_{\mathcal{A}}$ :
(i) $\mathcal{A}_{b}:=\left(Q, \Sigma, \Delta, q^{*}, F^{b}\right)$, where $F^{b}:=Q$;
(ii) $\mathcal{A}_{\mathrm{AR}}:=\left(Q, \Sigma, \Delta, q^{*}, F^{\mathrm{AR}}\right)$, where

$$
F^{\mathrm{AR}}:=\left\{(\Gamma, \mathrm{Q} \Psi, \psi) \in Q_{0} \mid \mathrm{Q}=\mathrm{A} \text { and } \psi \text { is an } \mathrm{R} \text {-formula }\right\} ;
$$

(iii) $\mathcal{A}_{\mathrm{E}}:=\left(Q, \Sigma, \Delta, q^{*}, F^{\mathrm{E}}\right)$, where $F^{\mathrm{E}}:=\left\{(\Gamma, \mathrm{Q} \Psi, \psi) \in Q_{0} \mid \mathrm{Q}=\mathrm{E}\right\}$;
(iv) $\mathcal{A}_{\mathrm{U}}:=\left(Q, \Sigma, \Delta, q^{*}, F^{\mathrm{U}}\right)$, where $F^{\mathrm{U}}:=\left\{(\Gamma, \mathrm{Q} \Psi, \psi) \in Q_{0} \mid \psi\right.$ is a U-formula $\}$.

The following propositions ensure that these automata behave as expected.
3.2.33. Proposition. For every $w \in \Sigma^{\omega}$, we have $w \in \mathscr{L}\left(\mathcal{A}_{b}\right)$ if, and only if, $w$ is branch-like.

Proof. As no transition in $\Delta$ leads to $q^{*}$, we have $w \in \mathscr{L}\left(\mathcal{A}_{b}\right)$ if, and only if, there is a run of $\mathcal{A}_{b}$ on $w$. So, since the runs of $\mathcal{A}_{b}$ are exactly the runs of $S_{\mathcal{A}}$, the claim follows immediately from Proposition 3.2.32 and the fact that every infinite sequent trace contains at least one infinite formula trace, by Kőnig's lemma.
3.2.34. Proposition. For every $w \in \Sigma^{\omega}$, we have $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{AR}}\right)$ if, and only if, $w$ is branch-like, $\tau_{w}$ is of type A , and there is an infinite formula trace of type R on $\tau_{w}$.

Proof. Let $w=\left(\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)\right)_{n<\omega}$. For the left-to-right direction, assume that $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{AR}}\right)$ and let $q^{*} \subset\left(q_{n}\right)_{n<\omega}$ be an accepting run of $\mathcal{A}_{\mathrm{AR}}$ on $w$, say with $q_{n}=\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}, \psi_{n}\right)$ for every $n<\omega$. By construction, $q^{* \subsetneq ~}\left(q_{n}\right)_{n<\omega}$ is also an accepting run of $\mathcal{A}_{b}$ on $w$, so by Propositions 3.2.32 and 3.2.33 $w$ is branch-like and $\rho:=\left(\psi_{n}\right)_{n<\omega}$ is an infinite formula trace on $\tau_{w}$. By Propositions 3.2.9 and 3.2.10, there is an $N<\omega$ such that $\mathrm{Q}_{i+1}=\mathrm{Q}_{i}$ and $\psi_{i} \in\{\alpha, \mathrm{X} \alpha\}$ for every $i \geq N$, where $\alpha \in \operatorname{Clos}(\varphi)$ is an O -formula for some $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$. As there are infinitely many $i \geq N$ for which $q_{i} \in F^{\mathrm{AR}}$, the traces $\tau_{w}$ and $\rho$ are of type A and R , respectively.

Conversely, assume that $w$ is branch-like, that $\tau_{w}$ is of type $\mathbf{A}$, and that there is an infinite formula trace $\rho$ on $\tau_{w}$ of type R. By Proposition 3.2.32, $q^{*}\left(q_{n}\right)_{n<\omega}$, where $q_{n}:=\left(\lambda_{T}\left(\pi_{w}(n)\right), \tau_{w}(n), \rho(n)\right)$, is a run of $S_{\mathcal{A}}$ from $q^{*}$ on $w$. Since $\tau_{w}$ and $\rho$ are of type $\mathbf{A}$ and R , respectively, by Propositions 3.2.9 and 3.2.10 there is an $N<\omega$ such that for infinitely many $i \geq N$ we have that $\tau_{w}(n)$ is an A-sequent and $\rho(n)$ is an R-formula. Therefore, $q^{*} \subset\left(q_{n}\right)_{n<\omega}$ is an accepting run of $\mathcal{A}_{\text {AR }}$ on $w$.
3.2.35. Proposition. For every $w \in \Sigma^{\omega}$, we have $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{E}}\right)$ if, and only if, $w$ is branch-like and $\tau_{w}$ is of type E .

Proof. Let $w=\left(\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)\right)_{n<\omega}$. For the left-to-right direction, assume that $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{E}}\right)$ and let $q^{*}\left(q_{n}\right)_{n<\omega}$ be an accepting run of $\mathcal{A}_{\mathrm{E}}$ on $w$, say with $q_{n}=$ $\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}, \psi_{n}\right)$ for every $n<\omega$. By construction, $q^{*} \subset\left(q_{n}\right)_{n<\omega}$ is also an accepting run of $\mathcal{A}_{b}$ on $w$, so by Proposition 3.2.33 $w$ is branch-like. By Proposition 3.2.10, there is an $N<\omega$ such that $\mathrm{Q}_{i+1}=\mathrm{Q}_{i}$ for every $i \geq N$. As there are infinitely many $i \geq N$ for which $q_{i} \in F^{\mathrm{E}}$, the trace $\tau_{w}$ is of type E .

Conversely, assume that $w$ is branch-like and that $\tau_{w}$ is of type E . Let $\rho$ be an infinite formula trace on $\tau_{w}$ given by Kőnig's lemma. By Proposition 3.2.32, $q^{*} \subset\left(q_{n}\right)_{n<\omega}$, where $q_{n}:=\left(\lambda_{T}\left(\pi_{w}(n)\right), \tau_{w}(n), \rho(n)\right)$, is a run of $S_{\mathcal{A}}$ from $q^{*}$ on $w$. Since $\tau_{w}$ is of type E, by Proposition 3.2.10 there is an $N<\omega$ such that $\tau_{w}(n)$ is an E-sequent for infinitely many $i \geq N$. Therefore, $q^{*}\left(q_{n}\right)_{n<\omega}$ is an accepting run of $\mathcal{A}_{\mathrm{E}}$ on $w$.
3.2.36. Proposition. For every $w \in \Sigma^{\omega}$, we have $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{U}}\right)$ if, and only if, $w$ is branch-like and there is an infinite formula trace on $\tau_{w}$ of type U .

Proof. Let $w=\left(\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)\right)_{n<\omega}$. For the left-to-right direction, assume that $w \in \mathscr{L}\left(\mathcal{A}_{U}\right)$ and let $q^{*} \mathcal{}\left(q_{n}\right)_{n<\omega}$ be an accepting run of $\mathcal{A}_{\mathrm{U}}$ on $w$, say with $q_{n}=$ $\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}, \psi_{n}\right)$ for every $n<\omega$. By construction, $q^{*}\left(q_{n}\right)_{n<\omega}$ is also an accepting run of $\mathcal{A}_{b}$ on $w$, so by Propositions 3.2.32 and 3.2.33 $w$ is branch-like and $\rho:=$ $\left(\psi_{n}\right)_{n<\omega}$ is an infinite formula trace on $\tau_{w}$. By Proposition 3.2.9, there is an $N<\omega$ such that $\psi_{i} \in\{\alpha, \mathrm{X} \alpha\}$ for every $i \geq N$, where $\alpha \in \operatorname{Clos}(\varphi)$ is an O-formula for some $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$. As there are infinitely many $i \geq N$ for which $q_{i} \in F^{\mathrm{U}}$, the trace $\rho$ is of type $U$.

Conversely, assume that $w$ is branch-like and that there is an infinite formula trace $\rho$ on $\tau_{w}$ of type U. By Proposition 3.2.32, $q^{* ` ~}\left(q_{n}\right)_{n<\omega}$, where $q_{n}:=$ $\left(\lambda_{T}\left(\pi_{w}(n)\right), \tau_{w}(n), \rho(n)\right)$, is a run of $S_{\mathcal{A}}$ from $q^{*}$ on $w$. Since $\rho$ is of type $\mathbf{U}$, by Proposition 3.2.9 there is an $N<\omega$ such that $\rho(n)$ is a U-formula for infinitely many $i \geq N$. Therefore, $q^{*} \subset\left(q_{n}\right)_{n<\omega}$ is an accepting run of $\mathcal{A}_{\mathrm{U}}$ on $w$.

Let $\mathscr{L}:=\mathscr{L}\left(\mathcal{A}_{b}\right) \cap\left[\mathscr{L}\left(\mathcal{A}_{\mathrm{AR}}\right) \cup\left(\mathscr{L}\left(\mathcal{A}_{\mathrm{E}}\right) \cap \mathscr{L}\left(\mathcal{A}_{U}\right)^{c}\right)\right]$, where $\mathscr{L}\left(\mathcal{A}_{U}\right)^{c}:=\Sigma^{\omega} \backslash$ $\mathscr{L}\left(\mathcal{A}_{U}\right)$. By Theorem 1.6.3, there exists an NBA $\mathcal{A}_{g}=\left(Q_{g}, \Sigma, \Delta_{g}, q_{g}^{*}, F_{g}\right)$ such that $\mathscr{L}\left(\mathcal{A}_{g}\right)=\mathscr{L}$. The automaton $\mathcal{A}_{g}$ recognises the $\omega$-words over $\Sigma$ corresponding to infinite branches and good sequent traces:
3.2.37. Proposition. For every $w \in \Sigma^{\omega}$, we have $w \in \mathscr{L}\left(\mathcal{A}_{g}\right)$ if, and only if, $w$ is branch-like and $\tau_{w}$ is a good trace on $\pi_{w}$.

Proof. Assume that $w \in \mathscr{L}\left(\mathcal{A}_{g}\right)$. Then, $w$ is branch-like by Proposition 3.2.33. Suppose first that $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{AR}}\right)$. Then, $\tau_{w}$ is a good sequent trace of type A by Proposition 3.2.34. Suppose now that $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{E}}\right) \cap \mathscr{L}\left(\mathcal{A}_{\mathrm{U}}\right)^{c}$. By Proposition 3.2.35, $\tau_{w}$ is of type E . If $\tau_{w}$ were bad, then there would be an infinite formula trace of type U on $\tau_{w}$ and thus $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{U}}\right)$ by Proposition 3.2.36, contradiction.

Conversely assume that $w$ is branch-like and that $\tau_{w}$ is good. By Proposition 3.2.33, $w \in \mathscr{L}\left(\mathcal{A}_{b}\right)$. Suppose first that $\tau_{w}$ is of type A. Then, there is an infinite formula trace on $\tau_{w}$ of type R , so $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{AR}}\right)$ by Proposition 3.2.34 and thus $w \in \mathscr{L}\left(\mathcal{A}_{g}\right)$. Suppose now that $\tau_{w}$ is of type E . Then, $w \in \mathscr{L}\left(\mathcal{A}_{\mathrm{E}}\right)$ by Proposition 3.2.35. Towards a contradiction, suppose that $w \notin \mathscr{L}\left(\mathcal{A}_{u}\right)^{c}$, that is, $w \in \mathscr{L}\left(\mathcal{A}_{\cup}\right)$. Then, by Proposition 3.2.36 there is an infinite formula trace on $\tau_{w}$ of type U , contradicting the fact that $\tau_{w}$ is good. Hence, $w \in \mathscr{L}\left(\mathcal{A}_{U}\right)^{c}$ and thus $w \in \mathscr{L}\left(\mathcal{A}_{g}\right)$.

Observe that, while good A-traces are easy to recognise, those of type E require (or at least seem to) complementing a Büchi automaton.

To show that $W_{\mathrm{I}}$ is Borel in $\left(\Pi_{\omega}, \mathcal{O}\right)$ we build one last automaton, which can be informally described as the 'projection' of $\mathcal{A}_{g}$ onto $\Lambda_{\odot}$.

Let $\mathcal{A}:=\left(Q_{g}, \Lambda_{\odot}, \Delta^{\mathcal{A}}, q_{g}^{*}, F_{g}\right)$, where for all $q, q^{\prime} \in Q_{g}$ and $\Gamma \in \Lambda_{\odot}$ we let $\left(q, \Gamma, q^{\prime}\right) \in \Delta^{\mathcal{A}}$ if, and only if, there exists a $\mathrm{Q} \Psi \in \Gamma \operatorname{such}$ that $\left(q,(\Gamma, \mathrm{Q} \Psi), q^{\prime}\right) \in \Delta_{g}$.
3.2.38. Proposition. For every $w=\left(\Gamma_{n}\right)_{n<\omega} \in \Lambda_{\odot}^{\omega}$, we have $w \in \mathscr{L}(\mathcal{A})$ if, and only if, there exists a $\left(\mathrm{Q}_{n} \Psi_{n}\right)_{n<\omega} \in \operatorname{Seq}_{\varphi}^{\omega}$ such that $\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)_{n<\omega} \in \mathscr{L}\left(\mathcal{A}_{g}\right)$.

Proof. For the left-to-right direction, assume that $w \in \mathscr{L}(\mathcal{A})$ and let $\left(q_{n}\right)_{n<\omega}$ be an accepting run of $\mathcal{A}$ on $w$. By construction of $\mathcal{A}$, for every $n<\omega$ there is a $\mathrm{Q}_{n} \Psi_{n} \in \Gamma_{n}$ such that $\left(q_{n},\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right), q_{n+1}\right) \in \Delta_{g}$. Hence, $\left(q_{n}\right)_{n<\omega}$ is an accepting run of $\mathcal{A}_{g}$ on $\left(\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)\right)_{n<\omega}$.

Conversely, assume that there exists a $\left(\mathrm{Q}_{n} \Psi_{n}\right)_{n<\omega} \in \operatorname{Seq}_{\varphi}^{\omega}$ such that $w^{\prime}:=$ $\left(\Gamma_{n}, \mathrm{Q}_{n} \Psi_{n}\right)_{n<\omega} \in \mathscr{L}\left(\mathcal{A}_{g}\right)$. Let $\left(q_{n}\right)_{n<\omega}$ be an accepting run of $\mathcal{A}_{g}$ on $w^{\prime}$. Then, for every $n<\omega$ we have $\left(q_{n}, \Gamma_{n}, q_{n+1}\right) \in \Delta^{\mathcal{A}}$, whence $\left(q_{n}\right)_{n<\omega}$ is an accepting run of $\mathcal{A}$ on $w$.

As an immediate consequence of Propositions 3.2.37 and 3.2.38, we have:
3.2.39. Corollary. For every $w=\left(\Gamma_{n}\right)_{n<\omega} \in \Lambda_{\odot}^{\omega}$, we have $w \in \mathscr{L}(\mathcal{A})$ if, and only if, $w$ is branch-like and $\pi_{w}$ is a good branch of $\mathcal{T}$.

We abuse notation and extend the map $\lambda_{\odot}$ to $\lambda_{\odot}: \Pi_{\omega} \rightarrow \Lambda_{\odot}^{\omega}$ by setting $\lambda_{\odot}\left(\left(u_{n}\right)_{n<\omega}\right):=\left(\lambda_{\odot}\left(u_{n}\right)\right)_{n<\omega}$ for every $\left(u_{n}\right)_{n<\omega} \in \Pi_{\omega}$.
3.2.40. Proposition. The map $\lambda_{\odot}:\left(\Pi_{\omega}, \mathcal{O}\right) \rightarrow\left(\Lambda_{\odot}^{\omega}, \mathcal{O}^{\prime}\right)$ is continuous.

Proof. Recall that $\mathcal{O}$ is generated by the base $\left\{B_{p} \mid p \in T_{\odot}^{<\omega}\right\}$, where each $B_{p}:=\left\{\pi \in \Pi_{\omega} \mid p \sqsubseteq \pi\right\}$. Let $\left\{B_{q}^{\prime} \mid q \in \Lambda_{\odot}^{<\omega}\right\}$, with $B_{q}^{\prime}:=\left\{s \in \Lambda_{\odot}^{\omega} \mid q \sqsubseteq s\right\}$, be a base for $\mathcal{O}^{\prime}$.

Let $B_{p}^{\prime} \in \mathcal{O}^{\prime}$ be basic open, $p \in \Lambda_{\odot}^{<\omega}$. If $p$ is the empty sequence, then $\lambda_{\odot}^{-1}\left[B_{p}^{\prime}\right] \stackrel{p}{=} \Pi_{\omega} \in \mathcal{O}$. Assume then that $p$ is non-empty, say $p=\left(\Gamma_{0}, \ldots, \Gamma_{k}\right)$ for some $\Gamma_{0}, \ldots, \Gamma_{k} \in \Lambda_{\odot}$ and $k<\omega$. Let $P$ be the (finite, possibly empty) collection of all rooted paths $\left(u_{0}, \ldots, u_{k}\right)$ on $\mathcal{T}_{\odot}$ of length $k+1$ such that $\lambda_{\odot}\left(u_{i}\right)=\Gamma_{i}$ for all $i \leq k$. Note that $P \subseteq T_{\odot}^{<\omega}$. We claim that $\lambda_{\odot}^{-1}\left[B_{p}^{\prime}\right]=\bigcup\left\{B_{q} \mid q \in P\right\}$.

Let $\pi \in \lambda_{\odot}^{-1}\left[B_{p}^{\prime}\right]$, say $\pi=\left(v_{n}\right)_{n<\omega}$. Let $\Delta_{n}$ be the label of $v_{n}$ for each $n<\omega$. Then,

$$
\left(\Gamma_{0}, \ldots, \Gamma_{k}\right)=p \sqsubset \lambda_{\odot}(\pi)=\left(\Delta_{0}, \Delta_{1}, \ldots\right),
$$

whence $\Delta_{i}=\Gamma_{i}$ for every $i \leq k$ and thus $(\pi(0), \ldots, \pi(k)) \in P$, from which $\pi \in \bigcup\left\{B_{q} \mid q \in P\right\}$ follows.

Conversely, let $\pi \in \bigcup\left\{B_{q} \mid q \in P\right\}$, and let $q \in P$ be such that $q \sqsubset \pi$, say $q=\left(u_{0}, \ldots, u_{k}\right)$. We then have

$$
p=\left(\Gamma_{0}, \ldots, \Gamma_{k}\right)=\lambda_{\odot}(q) \sqsubset \lambda_{\odot}(\pi),
$$

so $\lambda_{\odot}(\pi) \in B_{p}^{\prime}$ and we are done.
Therefore, $\lambda_{\odot}^{-1}\left[B_{p}^{\prime}\right] \in \mathcal{O}$ for every basic open set $B_{p}^{\prime} \in \mathcal{O}^{\prime}$, which establishes the continuity of $\lambda_{\odot}$.

We are finally ready to show that $W_{\mathrm{I}}$ is Borel:
3.2.41. Proposition. The set $W_{\mathrm{I}}$ is $\Delta_{3}^{0}$ in $\left(\Pi_{\omega}, \mathcal{O}\right)$.

Proof. Let
$X:=\bigcup\left\{B_{p} \mid p \in T_{\odot}^{<\omega}\right.$ and $p(n)=l$ for some axiomatic $l \in \operatorname{Leaf}(\mathcal{T})$ and $\left.n<\omega\right\}$.
As a union of basic open sets, $X$ is open in $\left(\Pi_{\omega}, \mathcal{O}\right)$.
By Propositions 1.4.1 and 3.2.40 and Theorem 1.6.4, it suffices to show that $W_{\mathrm{I}}=\lambda_{\odot}^{-1}[\mathscr{L}(\mathcal{A})] \cup X$.

Let $\pi \in W_{\mathrm{I}}$. Suppose first that $h(\pi)$ is finite. Then, $h(\pi)$ is a finite branch of $\mathcal{T}$ ending at an axiomatic leaf $l$, whence $\pi$ also passes through $l$ and thus $\pi \in X$.

Suppose now that $h(\pi)$ is infinite. Then, $\pi=h(\pi)$ is an infinite good branch of $\mathcal{T}$. Let $\tau$ be an infinite good sequent trace on $\pi$, and let $w:=\left(\left(\lambda_{\odot}(\pi(n)), \tau(n)\right)\right)_{n<\omega} \in$ $\Sigma^{\omega}$. We thus have that $w$ is branch-like and $\tau_{w}=\tau$ is a good trace, so $w \in \mathscr{L}\left(\mathcal{A}_{g}\right)$ by Proposition 3.2.37. Hence, $\lambda_{\odot}(\pi) \in \mathscr{L}(\mathcal{A})$ by Proposition 3.2.38.

Conversely, let $\pi \in \Pi_{\omega}$ be such that $\pi \in \lambda_{\odot}^{-1}[\mathscr{L}(\mathcal{A})] \cup X$. If $\pi \in X$, then $h(\pi)$ is a good finite branch of $\mathcal{T}$ and thus $\pi \in W_{\mathrm{I}}$. Suppose now that $\pi \in \lambda_{\odot}^{-1}[\mathscr{L}(\mathcal{A})]$, i.e., $\lambda_{\odot}(\pi) \in \mathscr{L}(\mathcal{A})$. By Corollary 3.2.39, there exists a good infinite branch $\pi^{\prime}$ of $\mathcal{T}$ such that $\lambda_{T}\left(\pi^{\prime}(n)\right)=\lambda_{\odot}(\pi(n))=\lambda_{T}(\pi(n))$. Therefore, by Proposition 3.2.26 $h(\pi)=\pi$ is also a good infinite branch of $\mathcal{T}$ and thus $\pi \in W_{\mathrm{I}}$.

From Proposition 3.2.41 and Theorem 1.5.5, we get:

### 3.2.42. Corollary. The game $\mathcal{G}_{\mathcal{T}}$ is determined.

3.2.43. Corollary. Let $\mathcal{T}$ be any $\mathrm{CTL}_{\infty}^{*}$ proof-search tree for a formula $\varphi$. If $\varphi$ is valid, then $\mathcal{T}$ contains a subtree which is a $\mathrm{CL}_{\infty}^{*}$ proof of $\varphi$.

Proof. By Corollary 3.2.42, there exists a winning $\mathcal{G}_{\mathcal{T}}$-strategy for either Prov or Ref. The latter contradicts the validity of $\varphi$ by Propositions 3.2.29 and 3.2.31, so Prov has a winning strategy and thus the claim follows from Proposition 3.2.30.
3.2.44. Corollary (Completeness of $\mathrm{CTL}_{\infty}^{*}$ ). For any formula $\varphi$, if $\mathrm{CTL}^{*} \models \varphi$, then $\mathrm{CTL}_{\infty}^{*} \vdash \varphi$.

Proof. Assume that CTL* $\models \varphi$, and let $\mathcal{T}$ be a $\mathrm{CTL}_{\infty}^{*}$ proof-search tree for $\varphi$ (at least one exists by Corollary 3.2.27). By Corollary 3.2.43, $\mathrm{CTL}_{\infty}^{*} \vdash \varphi$.

Putting Proposition 3.2.23 and Corollary 3.2.44 together yields:
3.2.45. Theorem. A CTL* formula $\varphi$ is valid if, and only if, there is a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$.

### 3.3 Regular ill-founded proofs

Before introducing the cyclic version of $\mathrm{CTL}_{\infty}^{*}$ we consider regular ill-founded proofs, which will assist us in proving that the cyclic system is sound.

Although $\mathrm{CTL}_{\infty}^{*}$ proof-search trees are in general infinite, they only contain finitely many pairwise different hypersequents. Moreover, by construction they are deterministic, in the sense that the rule applied at a vertex is completely determined by the hypersequent labelling the vertex (recall Proposition 3.2.26). It stands to reason, then, that proofs obtained via $\mathrm{CTL}_{\infty}^{*}$ proof-search should admit
at least a partially finitary presentation. We now formalise this idea. The question of whether the correctness condition imposed on infinite branches of $\mathrm{CTL}_{\infty}^{*}$ proofs can also be finitised will be left open for reasons discussed in Section 3.4 below.

Recall (see Section 1.1) that a labelled tree is regular if it only contains finitely many (labelled) cones up to isomorphism.
3.3.1. Definition (Deterministic $\mathrm{CTL}_{\infty}^{*}$ derivation). $\mathrm{ACTL}_{\infty}^{*}$ derivation $\mathcal{T}$ is $d e-$ terministic if any vertices $u, v \in T$ labelled by the same hypersequent are also labelled by the same instance of the same $\mathrm{CTL}_{\infty}^{*}$ rule.

Our proof-search procedure yields proofs which are both deterministic and regular:
3.3.2. Proposition. For every valid formula $\varphi$, there exists a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$ which is regular and deterministic.

Proof. Let $<_{\varphi}$ be any proof-search guide for $\varphi$, and let $\mathcal{T}$ be a proof-search tree for $\varphi$ guided by $<_{\varphi}$ (at least one exists by Corollary 3.2.27). Since $\varphi$ is valid, by Corollary 3.2.43 there is a subtree $\mathcal{T}^{\prime}$ of $\mathcal{T}$ such that $\mathcal{T}^{\prime}$ is a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$. By Proposition 3.2.26, for any two vertices $u, v \in T^{\prime}$ labelled by the same hypersequent, the labelled cones $[u, \rightarrow)_{\mathcal{T}^{\prime}}$ and $[v, \rightarrow)_{\mathcal{T}^{\prime}}$ are isomorphic. In particular, $\mathcal{T}^{\prime}$ is deterministic. Only finitely many pairwise different hypersequents occur in $\mathcal{T}^{\prime}$, whence $\mathcal{T}^{\prime}$ contains only finitely many labelled cones up to isomorphism and is thus regular.

Infinite regular proofs may be folded down into (finite) trees with back-edges. To make this formal we introduce the system $C T L_{\text {reg }}^{*}$ as a partially finitary version of $\mathrm{CTL}_{\infty}^{*}$, in the sense that $\mathrm{CTL}_{\text {reg }}^{*}$ derivations are finite objects but the correctness condition imposed on proofs remains infinitary.
3.3.3. Definition (CTL $L_{\text {reg }}^{*}$ derivation). A $C T L_{\text {reg }}^{*}$ derivation of a formula $\varphi$ is a labelled tree with back-edges $\mathcal{T}$ built according to the rules in Figures 3.1 to 3.3 and such that:
(i) the root of $\mathcal{T}$ has label $\mathrm{A} \varphi$;
(ii) for every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ there exists a modal vertex in $\left[c_{l}, l\right)_{\mathcal{T}}$.
3.3.4. Observation. Trees with back-edges are by definition finite (recall Definition 1.2.1), so every $C T L_{\text {reg }}^{*}$ derivation is a finite object.
3.3.5. Definition (CTL $L_{\text {reg }}^{*}$ proof). A $C T L_{\text {reg }}^{*}$ proof of a formula $\varphi$ is a $C T L_{\text {reg }}^{*}$ derivation $\mathcal{T}$ of $\varphi$ such that every non-repeat leaf of $\mathcal{T}$ is axiomatic and on every infinite path through $\mathcal{T}^{\circ}$ there is a good sequent trace.
3.3.6. Remark. By Observation 3.2.13, the second condition in Definition 3.3.5 is equivalent to requiring that any infinite rooted path on $\mathcal{T}^{\circ}$ contain a good trace.

Soundness and completeness of $\mathrm{CTL}_{\text {reg }}^{*}$ are both immediate consequences of our work on $\mathrm{CTL}_{\infty}^{*}$ :
3.3.7. Proposition (Soundness of $\mathrm{CT}_{\text {reg }}^{*}$ ). For every formula $\varphi$, if $\mathrm{CTL}_{\text {reg }}^{*} \vdash \varphi$, then $\mathrm{CTL}^{*} \models \varphi$.

Proof. Let $\mathcal{T}$ be a $\mathrm{CTL}_{\text {reg }}^{*}$ proof of $\varphi$. We claim that $\mathcal{T}^{\omega}$ is a $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$. Note that $\mathcal{T}^{\omega}$ is labelled in accordance with the rules of $\mathrm{CTL}_{\infty}^{*}$ because, since every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ is labelled by a non-empty hypersequent $H_{l}$, we may apply eW externally preservingly to $H_{l}$ to obtain $H_{l}$ again, which also labels $c_{l}$.

For every leaf $l \in T^{\omega}$ there is a non-repeat leaf $l^{\prime} \in T$ such that $l$ and $l^{\prime}$ have identical labels, so $l$ is axiomatic.

Let $\pi=\left(u_{n}\right)_{n<\omega}$ be an infinite branch of $\mathcal{T}^{\omega}$. Then, there is an infinite path $\pi^{\prime}=\left(u_{n}^{\prime}\right)_{n<\omega}$ through $\mathcal{T}^{\circ}$ such that, for every $n<\omega, u_{n}$ and $u_{n}^{\prime}$ are labelled by the same instance of the same $\mathrm{CLL}_{\infty}^{*}$ rule. By Definition 3.3.3(ii) and Proposition 1.2.3, $\pi$ encounters infinitely many modal vertices. And, by Definition 3.3.5, there is a good sequent trace on $\pi$. Therefore, $\mathcal{T}^{\omega}$ is a $\mathrm{CLL}_{\infty}^{*}$ proof of $\varphi$ and thus $\mathrm{CTL}^{*} \models \varphi$ by Proposition 3.2.23.
3.3.8. Remark. In the proof of Proposition 3.3.7 we relied on the contraction implicitly built into the rules of $C T L_{\infty}^{*}$ in order to show that $\mathcal{T}^{\omega}$ itself is a $C T L_{\infty}^{*}$ derivation. This is clearly unnecessary because we could instead identify each repeat and its companion, but it simplifies the argument by allowing us to work directly with $\mathcal{T}^{\omega}$.
3.3.9. Lemma. Let $\mathcal{T}$ be a deterministic $\mathrm{CTL}_{\infty}^{*}$ derivation. For all vertices $u, v \in$ $T$ such that $u<_{T} v$, if $u$ and $v$ are labelled by the same hypersequent, then there is a modal vertex in $[u, v)_{\mathcal{T}}$.

Proof. Suppose otherwise. By determinism, the labelled cones $[u, \rightarrow)_{\mathcal{T}}$ and $[v, \rightarrow)_{\mathcal{T}}$ are isomorphic. Since $u<_{T} v$ and, by assumption, there is no modal vertex in $[u, v)_{\mathcal{T}}$, there exists an infinite branch in $\mathcal{T}$ which contains only finitely many modal vertices, contradicting the fact that $\mathcal{T}$ is a $\mathrm{CTL}_{\infty}^{*}$ derivation.
3.3.10. Proposition (Completeness of $\mathrm{CTL}_{\text {reg }}^{*}$ ). For any formula $\varphi$, if $\mathrm{CTL}^{*} \models$ $\varphi$, then $\mathrm{CTL}_{\text {reg }}^{*} \vdash \varphi$.

Proof. Let $\mathcal{T}$ be a regular deterministic $\mathrm{CTL}_{\infty}^{*}$ proof of $\varphi$ given by Proposition 3.3.2.
On any infinite branch of $\mathcal{T}$ there are infinitely many vertices $v$ such that there is a $u<_{T} v$ labelled by the same hypersequent (and thus, since $\mathcal{T}$ is deterministic, also by the same instance of the same $\mathrm{CTL}_{\infty}^{*}$ rule). Let then $\mathcal{T}_{r}$ be the result after pruning each infinite branch of $\mathcal{T}$ at the encounter of the first such vertex on the branch (and keeping said vertex as a repeat in $\mathcal{T}_{r}$ ). We claim that $\mathcal{T}_{r}$ is a $\mathrm{CTL}_{\text {reg }}^{*}$ proof of $\varphi$.

By Lemma 3.3.9, for every repeat $l \in \operatorname{Rep}_{\mathcal{T}_{r}}$ there exists a modal vertex in $\left[c_{l}, l\right)_{\mathcal{T}_{r}}$. This establishes that $\mathcal{T}_{r}$ is a $\mathrm{CTL}_{\text {reg }}^{*}$ derivation (of $\varphi$ ).

Clearly, every non-repeat leaf of $\mathcal{T}_{r}$ is axiomatic, for it is also a leaf of $\mathcal{T}$. Let $\pi=\left(u_{n}\right)_{n<\omega}$ be an infinite path through $\mathcal{T}_{r}^{\circ}$ such that $u_{0}$ is the root of $\mathcal{T}_{r}$. To see that $\pi$ contains a good trace it suffices to find an infinite branch $\pi^{\prime}=\left(u_{n}^{\prime}\right)_{n<\omega}$ of $\mathcal{T}$ such that $u_{n}$ and $u_{n}^{\prime}$ are labelled by the same instance of the same $\mathrm{CTL}_{\infty}^{*}$ rule, for every $n<\omega$. We do so by induction on $n<\omega$. Let $u_{0}^{\prime}$ be the root of $\mathcal{T}$, which has the same label as $u_{0}$. For the inductive case, suppose that $u_{n}^{\prime}$ has been defined. Since any two vertices in $\mathcal{T}$ labelled by the same hypersequent are labelled by the same instance of the same $\mathrm{CTL}_{\infty}^{*}$ rule, the inductive hypothesis yields an immediate successor $v$ of $u_{n}^{\prime}$ in $\mathcal{T}$ labelled by the same hypersequent as $u_{n+1}$ and such that $\triangleright_{u_{n}}^{u_{n+1}}=\triangleright_{u_{n}^{\prime}}^{v}$ and $\triangleright_{u_{n}}^{u_{n+1}}=\triangleright_{u_{n}^{\prime}}^{v}$. We then let $u_{n+1}^{\prime}:=v$ and are done. By Remark 3.3.6, $\mathcal{T}_{r}$ is a ${ }^{n} \mathrm{CTL}_{\text {reg }}^{*}$ proof of $\varphi$.

Putting Propositions 3.3.7 and 3.3.10 together, we get:
3.3.11. Theorem. For any formula $\varphi, \mathrm{CTL}_{\text {reg }}^{*} \vdash \varphi$ if, and only if, $\mathrm{CTL}^{*} \models \varphi$.

### 3.4 The cyclic system CTL*

We now introduce a cyclic version of the system $\mathrm{CTL}_{\infty}^{*}$ which is 'less infinitary' than $C T L_{\text {reg }}^{*}$ but still not finitary. Formulas are enriched with annotations similar to the ones introduced by Jungteerapanich [76] and Stirling [144] for the modal $\mu$-calculus. This allows us to keep track of fixpoint unfoldings and (under certain conditions) detect good cycles. The annotations we utilise, however, are considerably simpler: annotations of length $\leq 1$ suffice for our purposes, and only on Oand XO-formulas (so they never permeate down to other subformulas).

Our cyclic system differs from, and corrects, the one in [6]. It is there claimed that the aforementioned annotations yield a finitary calculus. But the completeness proof for the cyclic system in [6] misses a potentially intractable problem caused by purely existential infinite branches (i.e., those containing no good Atrace): after the annotating procedure performed in the completeness proof, purely existential branches may end up unannotated. Due to its universal form, the correctness condition on these branches does not seem to be finitisable by means of
the simple annotations used in [6] and below. Indeed, one needs to detect the absence of certain infinite traces rather than the presence thereof. This is one the 'complications' referred to in Remark 3.2.3 (recall also Remark 3.2.15). It may be possible to devise more complex annotations capable of detecting the absence of traces, for example by employing automata-theoretic tools (see Section 3.6). ${ }^{8}$ We do not explore this line of research here and instead decide not to annotate any formula under the existential quantifier and rely on an infinitary correctness condition in the absence of good A-traces. We then isolate a universality finitary condition that suffices to ensure that a cyclic derivation in our calculus is a proof.

Additionally, we use an 'external thinning' rule which differs from the one in [6] and merges formula traces more 'gently'. See Remarks 3.4.6 and 3.4.9 below.

We begin by fixing a countably infinite collection $\mathrm{N}=\{x, y, z, \ldots\}$ of names. An annotation is either the empty string $\varepsilon$ or a single name. Annotations are denoted by $a, b, \ldots$ We identify a non-empty annotation with the unique name it contains.

An annotated $\left(C T L^{*}\right)$ formula is a pair $(\varphi, a)$, henceforth written $\varphi^{a}$, where $\varphi$ is a CTL* formula and $a$ is an annotation. We identify each unannotated formula $\varphi$ with the formula $\varphi^{\varepsilon}$ annotated by the empty annotation. A name $x$ occurs in a set of annotated formulas $\Phi$ if there is a formula $\varphi$ such that $\varphi^{x} \in \Phi$.

An annotated (CTL*) sequent is a pair $(\mathrm{Q}, \Phi)$, henceforth written $\mathrm{Q} \Phi$, where $\mathrm{Q} \in\{\mathrm{A}, \mathrm{E}\}$ and $\Phi$ is a finite set of annotated formulas. A name $x$ occurs in an annotated sequent $Q \Phi$ if $x$ occurs in $\Phi$.

An annotated $\left(C T L^{*}\right)$ hypersequent is a pair $(\Theta, \Gamma)$, henceforth written $\Theta \dashv \Gamma$, where $\Gamma$ is a finite set of annotated sequents and $\Theta$ is a linear ordering of the names occurring in $\Gamma$. We call $\Theta$ the control of $\Theta \dashv \Gamma$. A name $x$ occurs in a hypersequent $\Gamma$ if there is a sequent $\mathrm{Q} \Phi \in \Gamma$ such that $x$ occurs in $\mathrm{Q} \Phi$.

The base of an annotated formula $\varphi^{a}$ is $\mathrm{b}\left(\varphi^{a}\right):=\varphi$. Analogously, the base of an annotated sequent $\mathrm{Q} \Phi$ is $\mathrm{b}(\mathrm{Q} \Phi):=\mathrm{Q}\{\mathrm{b}(\varphi) \mid \varphi \in \Phi\}$. We extend the base function $b$ to sets of sequents and hypersequents by setting $b(\Gamma):=\{b(Q \Phi) \mid Q \Phi \in \Gamma\}$ and $\mathrm{b}(\Theta \dashv \Gamma):=\mathrm{b}(\Gamma)$.

An annotated formula $\varphi^{a}$ is well-annotated if either $a=\varepsilon$, or else $a \in \mathrm{~N}$ and $\varphi$ is an R - or an XR -formula.

Given a finite sequence of names $\Theta$, we define the strict linear order $\prec_{\Theta}$ on $\{\varepsilon\} \cup\{x \in \mathbf{N} \mid x \in \Theta\}$ by letting $a \prec_{\Theta} b$ if, and only if, either $a \neq \varepsilon=b$, or both $a$ and $b$ are non-empty strings and the name in $a$ occurs in $\Theta$ strictly before the name in $b$.

The rules of the cyclic system CTL*, defined below, are given in Figures 3.5 to 3.7. In rules $\mathrm{AX}, \mathrm{EX}, \mathrm{iW}, \mathrm{eW}$, iThin, eThin and del, we denote by $\Theta^{\prime}$ the result
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$$
\begin{aligned}
& \mathrm{ax} \overline{\Theta \dashv \mathrm{Q} p, \mathrm{Q}^{\prime} \bar{p}, \Delta} \\
& \mathrm{ax}_{\top} \overline{\Theta \dashv \mathrm{E} \varnothing, \Delta} \\
& \text { ALit } \frac{\Theta \dashv \mathrm{A} \Phi, \mathrm{~A} \ell, \Delta}{\Theta \dashv \mathrm{~A}\{\Phi, \ell\}, \Delta} \\
& \text { ELit } \frac{\Theta \dashv \mathrm{E} \Phi, \Delta \quad \Theta \dashv \mathrm{E} \ell, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \ell\}, \Delta} \\
& \mathrm{A} \vee \frac{\Theta \dashv \mathrm{~A}\{\Phi, \varphi, \psi\}, \Delta}{\Theta \dashv \mathrm{A}\{\Phi, \varphi \vee \psi\}, \Delta} \\
& \mathrm{E} \vee \frac{\Theta \dashv \mathrm{E}\{\Phi, \varphi\}, \mathrm{E}\{\Phi, \psi\}, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \varphi \vee \psi\}, \Delta} \\
& \mathrm{A} \wedge \frac{\Theta \dashv \mathrm{~A}\{\Phi, \varphi\}, \Delta \quad \Theta \dashv \mathrm{A}\{\Phi, \psi\}, \Delta}{\Theta \dashv \mathrm{A}\{\Phi, \varphi \wedge \psi\}, \Delta} \\
& \mathrm{E} \wedge \frac{\Theta \dashv \mathrm{E}\{\Phi, \varphi, \psi\}, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \varphi \wedge \psi\}, \Delta} \\
& \mathrm{AA} \frac{\Theta \dashv \mathrm{~A} \Phi, \mathrm{~A}\{\psi\}, \Delta}{\Theta \dashv \mathrm{A}\{\Phi, \mathrm{~A} \psi\}, \Delta} \\
& \mathrm{EA} \frac{\Theta \dashv \mathrm{E} \Phi, \Delta \quad \Theta \dashv \mathrm{~A}\{\psi\}, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \mathrm{~A} \psi\}, \Delta} \\
& \mathrm{AE} \frac{\Theta \dashv \mathrm{~A} \Phi, \mathrm{E}\{\psi\}, \Delta}{\Theta \dashv \mathrm{A}\{\Phi, \mathrm{E} \psi\}, \Delta} \\
& \mathrm{EE} \frac{\Theta \dashv \mathrm{E} \Phi, \Delta \quad \Theta \dashv \mathrm{E}\{\psi\}, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \mathrm{E} \psi\}, \Delta} \\
& \mathrm{AX} \frac{\Theta^{\prime} \dashv \mathrm{A} \Phi, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\Theta \dashv \mathrm{~A}(\mathrm{X} \Phi \cup \Xi), \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma} \quad \mathrm{EX} \frac{\Theta^{\prime} \dashv \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\Theta \dashv \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma}
\end{aligned}
$$
\]

Figure 3.5: Non-fixpoint, logical rules of the system CTL**
after removing from $\Theta$ all names not occurring in the premise with control $\Theta^{\prime}$. In rule $\mathrm{AR}_{1}$, we define $\Theta x$ as the concatenation $\Theta^{`} x$, if $x \notin \Theta$, and otherwise $\Theta x:=\Theta$. In rule eThin, we define $c_{i}:=\min _{\preccurlyeq \Theta}\left\{a_{i}, b_{i}\right\}$ for every $i \leq n$.
3.4.1. Definition (CTL** derivation). A $C T L_{\circ}^{*}$ derivation of a formula $\varphi$ is a (finite) labelled tree with back-edges $\mathcal{T}$ built according to the rules in Figures 3.5 to 3.7 and such that:
(i) the root of $\mathcal{T}$ has label $\mathrm{A} \varphi$;
(ii) for every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ there exists a vertex $u \in\left[c_{l}, l\right)_{\mathcal{T}}$ such that rule AX or EX is applied at $u$.

Sequent and formula traces, as well as principal and active sequents and formulas, follow the definition from the system $C T L_{\infty}^{*}$ in the cases of the rules in Figures 3.5 and 3.6 and rules iW and eW.

$$
\begin{gathered}
\mathrm{AU} \frac{\Theta \dashv \mathrm{~A}\left\{\Phi, \varphi_{1}, \varphi_{2}\right\}, \Delta \quad \Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{2}, \mathrm{X}\left(\varphi_{1} \mathrm{U} \varphi_{2}\right)\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{1} \mathrm{U} \varphi_{2}\right\}, \Delta} \\
\mathrm{AR}_{0} \frac{\Theta \dashv \mathrm{~A}\left\{\Phi, \varphi_{2}\right\}, \Delta \quad \Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{1}, \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{a}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi,\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{a}\right\}, \Delta} \\
\mathrm{AR}_{1} \frac{\Theta \dashv \mathrm{~A}\left\{\Phi, \varphi_{2}\right\}, \Delta \quad \Theta x \dashv \mathrm{~A}\left\{\Phi, \varphi_{1}, \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{x}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{1} \mathrm{R} \varphi_{2}\right\}, \Delta} x \in \mathrm{~N} \backslash \Theta \\
\mathrm{EU} \frac{\Theta \dashv \mathrm{E}\left\{\Phi, \varphi_{2}\right\}, \mathrm{E}\left\{\Phi, \varphi_{1}, \mathrm{X}\left(\varphi_{1} \mathrm{U} \varphi_{2}\right)\right\}, \Delta}{\Theta \dashv \mathrm{E}\left\{\Phi, \varphi_{1} \mathrm{U} \varphi_{2}\right\}, \Delta} \\
\mathrm{ER} \frac{\Theta \dashv \mathrm{E}\left\{\Phi, \varphi_{1}, \varphi_{2}\right\}, \mathrm{E}\left\{\Phi, \varphi_{2}, \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)\right\}, \Delta}{\Theta \dashv \mathrm{E}\left\{\Phi, \varphi_{1} \mathrm{R} \varphi_{2}\right\}, \Delta}
\end{gathered}
$$

Figure 3.6: Fixpoint rules of the system $\mathrm{CTL}_{\circ}^{*}$.

In rule $\mathrm{AR}_{0}$ with $a \neq \varnothing$, the unique name in $a$ is principal in the conclusion and active in the premise corresponding to the unfolding. Analogously, in rule $\mathrm{AR}_{1}$ the name $x$ is principal in the conclusion and active in the premise corresponding to the unfolding.

In the internal thinning rule i Thin, the name $x$ is principal in the conclusion and active in the premise, and if $a \neq \varepsilon$ then the unique name in $a$ is principal in the conclusion. In the external thinning rule eThin, the names in $a_{0}, \ldots, a_{n}, b_{0}, \ldots, b_{n}$ are principal in the conclusion, and the ones in $c_{0}, \ldots, c_{n}$ are active in the premise.

In the deletion rule del, the name $x$ is principal in the conclusion.
In the cases of iThin, eThin and del, principal and active sequents and formulas are defined as expected: the distinguished sequents and formulas in the conclusion are principal, the distinguished sequents and formulas in the premise are active, every sequent in $\Delta$ is a side sequent, and every formula in $\Phi$ is a side formula. Sequent and formula traces are also defined as expected for iThin and del, with the (possible) exception that in iThin we let $\mathrm{Q}\left\{\Phi, \varphi^{x}, \varphi^{a}\right\}, \varphi^{a} \triangleright \mathrm{Q}\left\{\Phi, \varphi^{x}\right\}, \varphi^{x}$ and in eThin we let:

- $\mathrm{Q}\left\{\varphi_{0}^{a_{0}}, \ldots, \varphi_{n}^{a_{n}}\right\} \triangleright \mathrm{Q}\left\{\varphi_{0}^{c_{0}}, \ldots, \varphi_{n}^{c_{n}}\right\} ;$
- $\mathrm{Q}\left\{\varphi_{0}^{b_{0}}, \ldots, \varphi_{n}^{b_{n}}\right\} \triangleright \mathrm{Q}\left\{\varphi_{0}^{c_{0}}, \ldots, \varphi_{n}^{c_{n}}\right\} ;$
- $\mathrm{Q}\left\{\varphi_{0}^{a_{0}}, \ldots, \varphi_{n}^{a_{n}}\right\}, \varphi_{i}^{a_{i}} \triangleright \mathrm{Q}\left\{\varphi_{0}^{c_{0}}, \ldots, \varphi_{n}^{c_{n}}\right\}, \varphi_{i}^{c_{i}}$, for all $i \leq n$;

$$
\begin{gathered}
\mathrm{iW} \frac{\Theta^{\prime} \dashv \mathrm{A} \Phi, \Delta}{\Theta \dashv \mathrm{~A}(\Phi \cup \Psi), \Delta} \quad \text { eW } \frac{\Theta^{\prime} \dashv \Delta}{\Theta \dashv \Gamma, \Delta} \\
\text { iThin } \frac{\Theta^{\prime} \dashv \mathrm{A}\left\{\Phi, \varphi^{x}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi^{x}, \varphi^{a}\right\}, \Delta} x \prec_{\Theta} a \quad \text { del } \frac{\Theta^{\prime} \dashv \mathrm{A}\{\Phi, \varphi\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi^{x}\right\}, \Delta} \\
\text { eThin } \frac{\Theta^{\prime} \dashv \mathrm{A}\left\{\varphi_{0}^{c_{0}}, \ldots, \varphi_{n}^{c_{n}}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\varphi_{0}^{a_{0}}, \ldots, \varphi_{n}^{a_{n}}\right\}, \mathrm{A}\left\{\varphi_{0}^{b_{0}}, \ldots, \varphi_{n}^{b_{n}}\right\}, \Delta}
\end{gathered}
$$

Figure 3.7: Structural rules of the system CTL*

- $\mathrm{Q}\left\{\varphi_{0}^{b_{0}}, \ldots, \varphi_{n}^{b_{n}}\right\}, \varphi_{i}^{b_{i}} \triangleright \mathrm{Q}\left\{\varphi_{0}^{c_{0}}, \ldots, \varphi_{n}^{c_{n}}\right\}, \varphi_{i}^{c_{i}}$, for all $i \leq n$.

Observe, then, that even though the hypersequent $\Theta^{\prime} \dashv \mathrm{A}\left\{\Phi, \varphi^{x}\right\}, \Delta$ may be obtained from $\Theta \dashv \mathrm{A}\left\{\Phi, \varphi^{x}, \varphi^{a}\right\}, \Delta$ via an application of either iW or iThin, in the former case we have $\varphi^{a} ゆ \varphi^{x}$ but in the latter $\varphi^{a} \triangleright \varphi^{x}$.

The merging of sequent and formula traces in the thinning rules, on which our proofs of the soundness and completeness of $\mathrm{CTL}_{\circ}^{*}$ rely, corresponds to the fact that, if the annotations are dropped, then, for example, $\varphi^{x}$ and $\varphi^{a}$ in $\mathrm{A}\left\{\varphi^{x}, \varphi^{a}\right\}$ become the same formula and their traces merge. And analogously for eThin and sequent traces.

For a comparison of our eThin rule and the one in [6], see Remark 3.4.6 below.
Internally and externally discarding and preserving instances of non-modal rules of $\mathrm{CTL}^{*}$ are defined as expected from the definitions given for $\mathrm{CTL}_{\infty}^{*}$ rules. We say that a CTL. $_{\circ}^{*}$ derivation $\mathcal{T}$ is discarding if no rule is applied preservingly (internally or externally) in $\mathcal{T}$.

An inspection of the rules of CTL** immediately yields:
3.4.2. Lemma. Let $\mathcal{T}$ be a discarding $\mathrm{CTL}_{\circ}^{*}$ derivation. For every name $x$ and every vertex $u \in T$, say with label $\Theta \dashv \Gamma$, the following hold:
(i) $x$ occurs in at most one A -sequent in $\Gamma$;
(ii) for every A -sequent $\mathrm{A} \Phi \in \Gamma$ there is at most one formula $\varphi^{a} \in \Phi$ with $a=x$.
3.4.3. Remark. Our attention will mostly be restricted to discarding derivations. As shown in Lemma 3.4.2, the annotations occurring in them are very well-behaved. It is not clear whether our work admits a non-discarding setting (see Remark 3.4.9 below).

When unfolding an unannotated R -formula $\varphi$ under the universal quantifier, we may mark the unfolding by annotating the active formula $\mathrm{X} \varphi\left(\right.$ rule $\left.A R_{1}\right)$, or we may choose to leave $X \varphi$ unannotated $\left(A R_{0}\right)$. If annotated, subsequent unfoldings may only be performed by rule $A R_{0}$ and thus the annotation is preserved unless we remove it by applying thinning, weakening or deletion. This degree of freedom corresponds to the fact that, in order to identify the CTL* derivations that should count as proofs, we shall look for infinite R-traces, and thus it does not matter when we begin to annotate R-unfoldings on a sequent trace as long as we do so eventually.

A vertex $u$ of a $\mathrm{CTL}_{0}^{*}$ derivation is modal if rule AX or EX is applied at $u$. And $u$ is thinning if rule iThin or eThin is applied at $u$.

A name $x$ is fixed on a path $\pi$ through a CTL。 derivation if $x$ occurs in the control of every hypersequent labelling a vertex in $\pi$. Similarly, $x$ is fixed on a sequent (formula) trace if $x$ occurs in each sequent (respectively, formula) on the trace.

Let $\mathcal{T}$ be a CTL $_{\circ}^{*}$ derivation. A name $x$ is eventually fixed on an infinite path $\pi$ through $\mathcal{T}^{\circ}$ (infinite sequent trace $\tau$, infinite formula trace $\rho$ ) if there is a tail $\pi^{\prime}$ of $\pi$ (respectively, a tail $\tau^{\prime}$ of $\tau$, a tail $\rho^{\prime}$ of $\rho$ ) such that $x$ is fixed on $\pi^{\prime}$ (respectively, $\left.\tau^{\prime}, \rho^{\prime}\right)$.

We are ready to identify the $\mathrm{CTL}_{\circ}^{*}$ derivations that should count as proofs.
3.4.4. Definition (CTL* proof). A $C T L_{\circ}^{*}$ proof of a formula $\varphi$ is a $C T L_{\circ}^{*}$ derivation $\mathcal{T}$ of $\varphi$ satisfying the following:
(i) $\mathcal{T}$ is discarding;
(ii) every non-repeat leaf of $\mathcal{T}$ is axiomatic;
(iii) for every infinite path $\pi$ through $\mathcal{T}^{\circ}$ :
a) either there is a name eventually fixed on $\pi$;
b) or there is a good E-trace on $\pi$.

Observe that condition (iii) in Definition 3.4.4 is infinitary. The reader may thus wonder whether $C T L_{0}^{*}$ has any advantage over $\mathrm{CTL}_{\text {reg }}^{*}$. The answer is that annotations are a first step towards full finitarity. We shall later see (Proposition 3.4.14) that they allow us to isolate finitary conditions that suffice to guarantee that a derivation is a proof. Additionally, in Section 3.5 we shall use annotations to find inductive invariants, thereby allowing a translation of certain cyclic proofs into ordinary, acyclic ones.
3.4.5. Example. Figure 3.8 depicts (the unique cycle in) the $\mathrm{CTL}^{*}$ proof corresponding to the $\mathrm{CTL}_{\infty}^{*}$ proof in Figure 3.4 of the formula $(T \mathrm{U} p) \vee(\perp \mathrm{R} \bar{p})$. The

$$
\begin{aligned}
& \mathrm{AX} \frac{(\dagger) \quad x \dashv \mathrm{~A}\left\{\mathrm{TU} p,(\perp \mathrm{R} \bar{p})^{x}\right\}}{x \dashv \mathrm{~A}\left\{\mathrm{X}(\mathrm{~T} \mathbf{U} p), p, \mathrm{X}(\perp \mathrm{R} \bar{p})^{x}\right\}} \\
& \left.\mathrm{AU}-{ }_{x}-\overline{\mathrm{A}} \overline{\mathrm{~A}} \overline{\mathrm{~T}} \overline{\mathrm{U}} p, \bar{p}, \overline{\mathrm{X}}(\bar{\perp} \overline{\mathrm{R}} \overline{\bar{p}})^{\bar{x}}\right\} \\
& \mathrm{A} \wedge-\bar{x} \overline{\mathrm{~A}}\left\{\overline{\mathrm{~T}} \overline{\mathrm{U}}, \perp, \overline{\mathrm{X}} \overline{(\perp \bar{R} \bar{p})^{x}}\right\} \\
& \mathrm{AR}_{0}-\overline{(\bar{\dagger})} \bar{x}-\overline{\mathrm{A}} \overline{\bar{T}} \overline{\mathrm{~T}} \bar{p}, \overline{\left.(\perp \bar{R} \overline{\bar{p}})^{\bar{x}}\right\}} \\
& \mathrm{AU}-\bar{x}-\overline{\mathrm{A}}\left\{\overline{\mathrm{~T}} \overline{\mathrm{U}}, \bar{p}, \overline{\mathrm{X}}(\bar{\perp} \overline{\mathrm{R}} \overline{\bar{p}})^{\bar{x}}\right\} \\
& \mathrm{A} \wedge-\bar{x} \overline{\mathrm{~A}}\left\{\overline{\mathrm{~T}} \overline{\mathrm{U}}, \perp, \overline{\mathrm{X}}(\perp \overline{\mathrm{R}} \overline{\bar{p}})^{\bar{x}}\right\} \\
& \mathrm{A} \vee \frac{\mathrm{~A}\{\mathrm{~T} \cup \bar{U}, \perp \mathrm{R} \bar{p}\}}{\mathrm{A}\{\mathrm{~T} \cup p \vee \perp \mathrm{R} \bar{p}\}}
\end{aligned}
$$

Figure 3.8: A cycle in a CTL* proof of the valid formula ( $T \mathrm{U} p) \vee(\perp \mathrm{R} \bar{p})$, corresponding to the ill-founded proof in Figure 3.4. The unique repeat and its companion are marked with the symbol ' $\dagger$ '. Dashed lines indicate the omission of some vertices.
infinite branch in the ill-founded proof corresponds to the cycle in the cyclic one. It will become clear in Section 3.5 why we did not stop after applying $A R_{0}$, even though doing so would have resulted in a shorter proof.
3.4.6. Remark. Our eThin rule differs from the one in [6]. Whereas we keep the $\prec_{\Theta}$-least annotation for each principal formula, in [6] the active sequent in an instance of eThin is always one of the two principal sequents ${ }^{9}$ and the choice is made by considering a single name only, thus allowing formula traces of the form $\varphi^{x} \triangleright \varphi^{y}$ with $x \prec_{\Theta} y$. This is a potential source of problems when proving completeness of the cyclic system by annotating ill-founded proofs (in particular, in the proof of Lemma 3.4.21 below), for it might give rise to good A-traces on which no name is eventually fixed.

The merging of formula traces in our rule avoids this problem by ensuring that annotations never grow with respect to $\prec_{\Theta}$. It could not have been used in [6], however, because it would have invalidated the multi-name version of Lemma 3.4.7 below, needed in [6] to accommodate annotations under the existential quantifier of both R- and U-formulas.

We now turn to proving the soundness and completeness of $\mathrm{CTL}_{\circ}^{*}$. Essentially, we do so by showing that ill-founded proofs can be seen as unravellings of cyclic proofs.
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### 3.4.1 Soundness of CTL*

We prove soundness of $C T L_{0}^{*}$ by dropping the annotations from a given $C T L_{0}^{*}$ proof and showing that the resulting tree is a $C T L_{\text {reg }}^{*}$ proof. We first need some results relating traces and names in $\mathrm{CTL}_{\circ}^{*}$ derivations.
3.4.7. LEMMA. Let $\mathcal{T}$ be a $\mathrm{CTL}_{\circ}^{*}$ derivation, and $\pi=\left(u_{i}\right)_{i \leq n}$ a finite path through $\mathcal{T}^{\circ}$. If a name $x$ is fixed on $\pi$, then there is a sequent trace $\tau$ on $\pi$ such that $x$ is fixed on $\tau$.

Proof. If $n=0$ there is nothing to prove, so assume otherwise. Let $\Theta_{i} \dashv \Gamma_{i}$ be the label of $u_{i}$ for every $i \leq n$. Since $x$ is fixed on $\pi$, there is a sequent $\mathrm{Q} \Phi \in \Gamma_{n}$ such that $x$ occurs in $\mathrm{Q} \Phi$. It suffices to find a sequent $\mathrm{Q} \Phi^{\prime} \in \Gamma_{n-1}$ such that $x$ occurs in $Q \Phi^{\prime}$ and $Q \Phi^{\prime} \triangleright \mathrm{Q} \Phi$, for then repeating the same argument finitely many times yields the desired trace $\tau$.

Towards a contradiction, suppose that there is no such sequent $Q \Phi^{\prime} \in \Gamma_{n-1}$. In particular, then, rule eThin is not applied at $u_{n-1}$ with $\mathrm{Q} \Phi$ active.

Let $Q^{\prime} \Psi \in \Gamma_{n-1}$ be such that $Q^{\prime} \Psi \triangleright Q \Phi$. Note that such a sequent $Q^{\prime} \Psi$ exists by the definition of $\triangleright$. By assumption, $x$ does not occur in $Q^{\prime} \Psi$. Then, $x$ is introduced in $\mathrm{Q} \Phi$ from $\mathrm{Q}^{\prime} \Psi$ by an application of rule $\mathrm{AR}_{1}$ at $u_{n-1}$, contradicting the fact that $x \in \Theta_{n-1}$.
3.4.8. Lemma. Let $\mathcal{T}$ be a discarding $\mathrm{CTL}_{\circ}^{*}$ derivation, $\pi$ a finite path through $\mathcal{T}^{\circ}$, and $\tau$ a sequent trace on $\pi$. If a name $x$ is fixed on $\tau$, then there is a formula trace on $\tau$ on which $x$ is fixed.

Proof. Let $\pi=\left(u_{i}\right)_{i \leq n}$ and $\tau=\left(Q_{i} \Phi_{i}\right)_{i \leq n}$. If $n=0$ there is nothing to prove, so assume otherwise. Since $x$ occurs in $\Phi_{n}$, there is some $\varphi^{x} \in \Phi_{n}$. It suffices to find a formula $\psi^{x} \in \Phi_{n-1}$ such that $\psi^{x} \triangleright \varphi^{x}$, for then repeating the same argument finitely many times yields the desired trace $\rho$. Towards a contradiction, suppose that no such $\psi^{x}$ exists. Let $\psi^{a} \in \Phi_{n-1}$ be such that $\psi^{a} \triangleright \varphi^{x}$. Note that such a formula $\psi^{a}$ exists by the definition of $ゅ$. By assumption, $a \neq x$, so a rule R among $\mathrm{AR}_{1}$, i Thin and eThin is applied at $u_{n-1}$ with $\psi^{a}$ principal and $\varphi^{x}$ active.

The case $\mathrm{R}=\mathrm{AR}_{1}$ contradicts the fact that $x$ occurs in $\Phi_{n-1}$.
Suppose that $\mathrm{R}=\mathrm{i}$ Thin. Then, $\Phi_{n-1} \ni \varphi^{x} \triangleright \varphi^{x}$, contradicting our assumption.
Finally, suppose that $\mathrm{R}=\mathrm{e}$ Thin. Since $\mathcal{T}$ is discarding and $x$ occurs in $\Phi_{n-1}$, by Lemma 3.4.2 $\mathrm{Q}_{n-1} \Phi_{n-1}$ is the only sequent in the label of $u_{n-1}$ in which $x$ occurs, whence again $\Phi_{n-1} \ni \varphi^{x} \triangleright \varphi^{x}$, contradicting our assumption.

$$
\begin{aligned}
& \begin{array}{l}
\text { eThin } \frac{x y \dashv \mathrm{~A}\left\{(p \mathrm{R} q)^{x}, \mathrm{X}(p \mathrm{R} q)^{y}\right\}}{x y \dashv \mathrm{~A}\left\{\mathrm{X}(p \mathrm{R} q),(p \mathrm{R} q)^{y}\right\}, \mathrm{A}\left\{(p \mathrm{R} q)^{x}, \mathrm{X}(p \mathrm{R} q)^{y}\right\}} \\
\text { iW } \frac{\mathrm{AR}_{0}}{x y \dashv \mathrm{~A}\left\{p, \mathrm{X}(p \mathrm{R} q),(p \mathrm{R} q)^{y}\right\}, \mathrm{A}\left\{(p \mathrm{R} q)^{x}, \mathrm{X}(p \mathrm{R} q)^{y}\right\}}
\end{array} \\
& \mathrm{iW} \xlongequal{\mathrm{AR}_{0}-x y \dashv \mathrm{~A}\left\{p \mathrm{R} q,(p \mathrm{R} q)^{x},(p \mathrm{R} q)^{y}\right\}, \mathrm{A}\left\{p \mathrm{R} q,(p \mathrm{R} q)^{x}, p,(p \mathrm{R} q)^{y}, \mathrm{X}(p \mathrm{R} q)^{y}\right\}}
\end{aligned}
$$

Figure 3.9: A non-discarding CTL* derivation showing that discardingness is a necessary condition in Lemma 3.4.8. Dashed lines indicate the omission of some vertices. The name $y$ is fixed on the sequent trace $\mathrm{A}\left\{\mathrm{X}(p \mathrm{R} q),(p \mathrm{R} q)^{y}\right\} \triangleright \mathrm{A}\left\{(p \mathrm{R} q)^{x}, \mathrm{X}(p \mathrm{R} q)^{y}\right\}$ at the top, yet there is no formula trace on the sequent trace on which $y$ is fixed.
3.4.9. Remark. Figure 3.9 depicts a non-discarding CTL* derivation showing that the discardingness assumption in Lemma 3.4.8 cannot be dropped. Persistence of names on a path does not seem to permeate all the way down to the formula level in the presence of (explicit or implicit) contraction, regardless of the rule used to merge sequents (eThin, in our case). This is overlooked in [6] and may give rise to an intractable problem due to the use therein of names under existential quantifiers, for which there does not seem to be an analogue of Lemma 3.4.2.

We now obtain, from Kőnig's lemma, infinitary versions of the two preceding results.
3.4.10. Lemma. Let $\mathcal{T}$ be a $\mathrm{CTL}_{\circ}^{*}$ derivation, $\pi$ an infinite path through $\mathcal{T}^{\circ}$, and $x \in \mathrm{~N}$ any name. If there are infinitely many $n<\omega$ for which there exists a sequent trace on $\pi_{\leq n}$ on which $x$ is fixed, then there is an infinite sequent trace on $\pi$ on which $x$ is fixed.

Proof. For every sequent $\mathrm{Q} \Phi$ in the label of $\pi(0)$ and every $n<\omega$, let $S(\mathrm{Q} \Phi, n)$ be the collection of all sequent traces on $\pi_{\leq n}$ starting from $\mathrm{Q} \Phi$ and on which $x$ is
fixed. As the label of $\pi(0)$ is finite, by assumption there is a sequent $\mathrm{Q} \Phi$ in the label of $\pi(0)$ such that $S(Q \Phi, n) \neq \varnothing$ for every $n<\omega$ (note that every trace in $S(\mathrm{Q} \Phi, n+1)$ yields one in $S(\mathrm{Q} \Phi, n))$. Let $S:=\bigcup_{n<\omega} S(\mathrm{Q} \Phi, n)$. Then, $(S, \sqsubset)$ is a tree of height $\omega$ each of whose levels is finite, so by König's lemma ( $S, \sqsubset$ ) has an infinite branch, whence clearly there is an infinite sequent trace on $\pi$ starting from $Q \Phi$ and on which $x$ is fixed.
3.4.11. Lemma. Let $\mathcal{T}$ be a discarding CTL* $_{\circ}^{*}$ derivation, $\pi$ an infinite path through $\mathcal{T}^{\circ}, x \in \mathrm{~N}$ any name, and $\tau$ an infinite sequent trace on $\pi$ such that $x$ is fixed on $\tau$. Then, there is an infinite formula trace on $\tau$ on which $x$ is fixed.

Proof. Let $\tau=\left(\mathrm{Q}_{i} \Phi_{i}\right)_{i<\omega}$. By Lemma 3.4.2, there is a unique formula $\varphi$ such that $\varphi^{x} \in \Phi_{0}$. For every $n<\omega$, let $F(n)$ be the collection of all formula traces on $\tau_{\leq n}$ on which $x$ is fixed. By Lemma 3.4.8, $F(n) \neq \varnothing$ for every $n<\omega$. Let $F:=\bigcup_{n<\omega} F(n)$. Then, $(F, \sqsubset)$ is a tree of height $\omega$ each of whose levels is finite, so by Kőnig's lemma ( $F, \sqsubset$ ) has an infinite branch, whence clearly there is an infinite formula trace on $\tau$ starting from $\varphi^{x}$ and on which $x$ is fixed.

Soundness of CTL* now follows easily. Informally, given a CTL* proof $\mathcal{T}$ of a formula $\varphi$, we drop the annotations from $\mathcal{T}$ and show that the resulting tree with back-edges is a CTL ${ }_{\text {reg }}^{*}$ proof of $\varphi$. Applications of rules other than iThin, eThin and del are preserved when dropping the annotations due to the implicit admissibility of contraction. For example, an instance of rule $\mathrm{A} \vee$ from $C T L_{\circ}^{*}$ of the form

$$
\mathrm{A} \vee \frac{x \dashv \mathrm{~A}\left\{\varphi^{x}, \alpha, \beta\right\}, \mathrm{A}\{\varphi, \alpha \vee \beta\}}{x \dashv \mathrm{~A}\left\{\varphi^{x}, \alpha \vee \beta\right\}, \mathrm{A}\{\varphi, \alpha \vee \beta\}}
$$

becomes the following preserving instance of rule $A \vee$ from $C T L_{\text {reg }}^{*}$ :

$$
\mathrm{A} \vee \frac{\mathrm{~A}\{\varphi, \alpha, \beta\}, \mathrm{A}\{\varphi, \alpha \vee \beta\}}{\mathrm{A}\{\varphi, \alpha \vee \beta\}}
$$

3.4.12. Proposition (Soundness of CTL*). For every CTL* formula $\varphi$, if there is a $\mathrm{CTL}_{\circ}^{*}$ proof of $\varphi$, then $\varphi$ is valid.

Proof. Let $\mathcal{T}=\left(T,<_{T}, \lambda_{T}, l \mapsto c_{l}\right)$ be a CTL $_{\circ}^{*}$ proof of $\varphi$. Let $\mathcal{T}_{r}:=\left(T,<_{T}, \lambda_{r}, l \mapsto\right.$ $c_{l}$ ) be given by setting $\lambda_{r}(u):=\mathrm{b}\left(\lambda_{T}(u)\right)$ for every $u \in T$. That is to say, $\mathcal{T}_{r}$ results from replacing every hypersequent $H$ labelling a vertex of $\mathcal{T}$ by its base $\mathbf{b}(H)$. We claim that $\mathcal{T}_{r}$ is a CTL $_{\text {reg }}^{*}$ proof of $\varphi$.

Let us first show that $\mathcal{T}_{r}$ is a $\mathrm{CLL}_{\text {reg }}^{*}$ derivation of $\varphi$. It suffices to see that instances of $\mathrm{CTL}_{0}^{*}$ rules in $\mathcal{T}$ turn into instances of $\mathrm{CTL}_{\text {reg }}^{*}$ rules in $\mathcal{T}_{r}$. Let $u \in T_{r}$ be a non-final vertex of $\mathcal{T}_{r}$. Then, $u$ is non-final in $\mathcal{T}$ as well. Let R be the $\mathrm{CTL}_{\circ}^{*}$
rule applied at $u$ in $\mathcal{T}$. If R is among ELit, $\mathrm{E} \vee, \mathrm{E} \wedge, \mathrm{EA}, \mathrm{EE}, \mathrm{EU}, \mathrm{ER}, \mathrm{AX}, \mathrm{EX}$, iW , eW, then R is applied at $u$ in $\mathcal{T}_{r}$. Suppose now that R is among $\mathrm{ALit}, \mathrm{A} \vee$, $\mathrm{A} \wedge, \mathrm{AA}, \mathrm{AE}, \mathrm{AU}, \mathrm{AR}_{0}, \mathrm{AR}_{1}$. Let $\mathrm{Q} \Psi$ and $\psi^{a}$ be the unique principal sequent and formula, respectively, at $u$. If there is a side sequent $\mathrm{Q}^{\prime} \Psi^{\prime} \in \lambda_{T}(u)$ such that $\mathrm{b}\left(\mathrm{Q}^{\prime} \Psi^{\prime}\right)=\mathrm{b}(\mathrm{Q} \Psi)$ or a side formula $\chi^{b} \in \Psi$ such that $\mathrm{b}\left(\chi^{b}\right)=\mathrm{b}\left(\psi^{a}\right)$, then R is applied preservingly at $u$ in $\mathcal{T}_{r}$. Otherwise, R is applied discardingly at $u$ in $\mathcal{T}_{r}$. Finally, instances of iThin, eThin and del in $\mathcal{T}$ become preserving instances of weakening in $\mathcal{T}_{r}$. This establishes that $\mathcal{T}_{r}$ is a $\mathrm{CTL}_{\text {reg }}^{*}$ derivation. And, since the roots of $\mathcal{T}$ and $\mathcal{T}_{r}$ have identical labels, $\mathcal{T}_{r}$ is a $\mathrm{CTL}_{\text {reg }}^{*}$ derivation of $\varphi$.

Every leaf of $\mathcal{T}_{r}$ which is not a repeat is clearly axiomatic. And for every repeat $l \in \operatorname{Rep}_{\mathcal{T}_{r}}$ there is a modal vertex in $\left[c_{l}, l\right)_{\mathcal{T}_{r}}$. It only remains to see that on every infinite path through $\mathcal{T}_{r}^{\circ}$ there is a good sequent trace. Let $\pi_{r}=\left(u_{n}\right)_{n<\omega}$ be an infinite path on $\mathcal{T}_{r}^{\circ}$. Then, $\pi:=\left(u_{n}\right)_{n<\omega}=\pi$ is an infinite path on $\mathcal{T}^{\circ}$. By Definition 3.4.4(iii), one of the following holds:
(i) either there is a name $x$ eventually fixed on $\pi$;
(ii) or there is a good E-trace on $\pi$.

Formulas are never annotated in E-sequents, so if the latter is the case we are done. Assume, then, the former. Let $\pi^{\prime}$ be a tail of $\pi$ such that $x$ is fixed on $\pi^{\prime}$. By Lemma 3.4.10, there is a sequent trace $\tau^{\prime}$ on $\pi^{\prime}$ such that $x$ is fixed on $\tau^{\prime}$. In particular, $\tau^{\prime}$ is an A-trace. By Lemma 3.4.11, there is a formula trace $\rho^{\prime}$ on $\tau^{\prime}$ such that $x$ is fixed on $\rho^{\prime}$ (note that $\mathcal{T}$ is by definition discarding). In particular, $\rho^{\prime}$ is an R-trace. Let $\tau=\left(\mathrm{Q}_{n} \Phi_{n}\right)_{n<\omega}$ be a sequent trace on $\pi$ such that $\tau^{\prime}$ is a tail of $\tau$. Similarly, let $\rho$ be a formula trace on $\tau$ such that $\rho^{\prime}$ is a tail of $\rho=\left(\varphi_{n}^{a_{n}}\right)_{n<\omega}$. Existence of $\tau$ and $\rho$ is immediate from the definitions of $\triangleright$ and $\triangleright$. Then, $\tau_{r}:=\left(\mathrm{b}\left(\mathrm{Q}_{n} \Phi_{n}\right)\right)_{n<\omega}$ is an A-trace on $\pi_{r}$ and $\rho_{r}:=\left(\mathrm{b}\left(\varphi_{n}^{a_{n}}\right)\right)_{n<\omega}$ is an R-trace on $\tau$, whence $\pi_{r}$ contains a good A-trace.

Therefore, $\mathcal{T}_{r}$ is a $\mathrm{CL}_{\text {reg }}^{*}$ proof of $\varphi$, so $\varphi$ is valid by Proposition 3.3.7.
Now that we have established the soundness of the system CTL. $_{0}^{*}$, let us, before showing completeness, isolate a finitary correctness condition which suffices to guarantee that a CTL** derivation is a proof.
3.4.13. Definition (Universal CTL.* derivation). A CTL* derivation $\mathcal{T}$ is universal if for every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ there is a name fixed on $\left[c_{l}, l\right]_{\mathcal{T}}$.

Every repeat $l$ in a universal CTL** derivation $\mathcal{T}$ has an associated invariant, denoted by $\operatorname{inv}(l)$, defined as the shortest sequence of names $w x$ such that $w x$ is a prefix of every control in $\left[c_{l}, l\right]_{\mathcal{T}}$. The existence of invariants follows immediately from Definition 3.4.13 and the fact that, when reading CTL** rules bottom-up, new names are always appended to the right end of the controls. The invariant map
inv induces the following (reflexive) quasi-order $\preccurlyeq$ on the repeats of $\mathcal{T}: l \preccurlyeq l^{\prime}$ if, and only if, $\operatorname{inv}(l) \sqsubseteq \operatorname{inv}\left(l^{\prime}\right)$.

Universality suffices as a replacement of the infinitary condition (iii) in Definition 3.4.4, as the next proposition shows.
3.4.14. Proposition. Let $\mathcal{T}$ be a universal, discarding CTL* derivation such that every non-repeat leaf of $\mathcal{T}$ is axiomatic. Then, $\mathcal{T}$ is a $\mathrm{CTL}_{\circ}^{*}$ proof.

Proof. It suffices to show that for every infinite path $\pi$ through $\mathcal{T}^{\circ}$ there is a name which is eventually fixed on $\pi$.

Let $\pi^{\prime}:=\left(u_{i}\right)_{i<\omega}$ be a tail of $\pi$ such that each $u_{i}$ occurs infinitely often on $\pi$ and $u_{0} \in \operatorname{Rep}_{\mathcal{T}}$. We may then write

$$
\pi^{\prime}=l_{0} \frown\left[c_{0}, l_{1}\right]_{\mathcal{T}} \frown\left[c_{1}, l_{2}\right]_{\mathcal{T}} \frown \cdots,
$$

where each $l_{i}$ is a repeat with companion $c_{i}$. Note that $l_{i} \triangleleft l_{i+1}$ for every $i<\omega$. By Proposition 1.2.11, there is some $k \geq 0$ such that $l_{k} \preccurlyeq l_{i}$ for every $i<\omega$. Let $\operatorname{inv}\left(l_{k}\right)=w x$. By Proposition 1.2.12, $w x$ is a prefix of each control on $\pi^{\prime}$, and thus by Lemma 3.4.7 for every $j<\omega$ there is a sequent trace on $\left(u_{0}, \ldots, u_{j}\right)$ on which $x$ is fixed. Therefore, by Lemma 3.4.10 there exists an infinite sequent trace on $\pi^{\prime}$ on which $x$ is fixed.

Observe that all conditions imposed on $\mathcal{T}$ in Proposition 3.4.14 are finitary, and that so are the requirements for being a CTL* derivation. Therefore, Proposition 3.4.14 isolates a fully finitary fragment of CTL** (which is, clearly, incomplete). In Section 3.5 we shall use annotations to find inductive invariants ${ }^{10}$ on universal CTL* proofs.

### 3.4.2 Completeness of CTL*

We establish the completeness of CTL** by annotating CTL** proofs obtained via proof-search and folding them down to trees with back-edges.

For the remainder of this section, fix an arbitrary well-order $\leq_{N}$ on N , a valid formula $\varphi$, and a $\mathrm{CTL}_{\infty}^{*}$ proof $\mathcal{T}$ of $\varphi$ given by Corollaries 3.2.27 and 3.2.43. In particular, $\mathcal{T}$ is a subtree of a $\mathrm{CLL}_{\infty}^{*}$ proof-search tree for $\varphi$, say guided by $\mathscr{G}=\left(\leq_{S}, \leq_{F}\right)$.

Let $\Gamma$ be a set of annotated formulas and $n<\omega$. A non-annotated formula $\alpha$ is $n$-annotated in $\Gamma$ if there are pairwise different annotations $a_{1}, \ldots, a_{n}$ such that $\alpha^{a_{i}} \in \Gamma$ for every $1 \leq i \leq n$. A non-annotated formula is twice-annotated in $\Gamma$ if it is 2 -annotated in $\Gamma$.

[^25]Let $\mathrm{Q}^{\prime}$ and $\mathrm{Q}^{\prime} \Xi$ be sequents. We say that $\mathrm{Q}^{\prime} \Psi$ and $\mathrm{Q}^{\prime} \Xi$ are similar if the multisets $\left\{\psi \mid \psi^{a} \in \Psi\right\}$ and $\left\{\xi \mid \xi^{a} \in \Xi\right\}$ are identical.

We begin by inductively building a (possibly infinite) tree $\widetilde{\mathcal{T}}$ according to the rules of $\mathrm{CTL}_{\circ}^{*}$, together with a function $f: \widetilde{T} \rightarrow T$ such that the following hold for all $u, v \in \widetilde{T}$ :
(i) if $u<_{\widetilde{T}}^{0} v$ and $u$ is not thinning, then $f(u)<_{T}^{0} f(v)$;
(ii) if $u<{ }_{\widetilde{T}}^{0} v$ and $u$ is thinning, then $f(u)=f(v)$;
(iii) if $f(u)<_{T}^{0} f(v)$, then $u<_{\widetilde{T}}^{0} v$;
(iv) if $u$ has label $\Theta \dashv \Gamma$, then $f(u)$ is labelled by $\mathrm{b}(\Gamma)$.

For the base case, let the root of $\tilde{\mathcal{T}}$ be labelled by the same hypersequent as the one labelling the root of $\mathcal{T}$, and map it via $f$ to the root of $\mathcal{T}$. For the inductive case, assume that a vertex $u \in \widetilde{T}$ has been defined, say with label $\Theta \dashv \Gamma$, and that $f(u)$ is defined as well. We proceed as follows:

1. If $\Gamma$ contains a sequent in which some formula is twice-annotated, then we apply rule iThin at $u$ with principal sequent $\mathrm{Q} \Phi$ and principal formulas $\alpha^{a}$ and $\alpha^{b}$, where $(\mathrm{Q} \Phi, \alpha, a, b)$ is the $\left(\leq_{S}, \leq_{F}, \prec_{\Theta}, \prec_{\Theta}\right)$-least tuple such that $\mathrm{Q} \Phi \in \Gamma, \alpha^{a}, \alpha^{b} \in \Phi$, and $a \neq b$. We map the unique immediate successor of $u$ via $f$ to $f(u)$.
2. Else, if $\Gamma$ contains two different, similar sequents, then we apply rule eThin at $u$ with principal sequents $\mathrm{Q}_{0} \Phi_{0}$ and $\mathrm{Q}_{1} \Phi_{1}$, where $\left(\mathrm{Q}_{0} \Phi_{0}, \mathrm{Q}_{1} \Phi_{1}\right)$ is the $\left(\leq_{S}, \leq_{S}\right)$-least pair such that $\mathrm{Q}_{0} \Phi_{0}, \mathrm{Q}_{1} \Phi_{1} \in \Gamma, \mathrm{Q}_{0} \Phi_{0} \neq \mathrm{Q}_{1} \Phi_{1}$, and $\mathrm{b}\left(\mathrm{Q}_{0} \Phi_{0}\right)=$ $\mathrm{b}\left(\mathrm{Q}_{1} \Phi_{1}\right)$. We map the unique immediate successor of $u$ via $f$ to $f(u)$.
3. Otherwise, by the inductive hypothesis the base function b induces bijections $\mathrm{b}: \Gamma \rightarrow \mathrm{b}(\Gamma)$ and $\mathrm{b}_{\mathrm{Q} \mathrm{\Phi}}: \Phi \rightarrow \mathrm{b}(\Phi)$ for every $\mathrm{Q} \Phi \in \Gamma$, and we distinguish cases according to the rule R applied at $f(u)$ :
a) Case $\mathrm{R}=\mathrm{AR}$. Let $\mathrm{A} \Phi \in \Gamma$ and $\alpha^{a} \in \Phi$ be (unique) such that $\mathrm{b}(\mathrm{A} \Phi)$ and $\mathrm{b}_{\mathrm{A} \Phi}\left(\alpha^{a}\right)$ are the principal sequent and formula, respectively, at $f(u)$. If $a=\varepsilon$, then we apply rule $\mathrm{AR}_{1}$ at $u$ with principal sequent $\mathrm{A} \Phi$, principal formula $\alpha$, and active name the $\leq_{N}$-least name not occurring in $\Theta$. Otherwise, we apply rule $\mathrm{AR}_{0}$ at $u$ with principal sequent $\mathrm{A} \Phi$ and principal formula $\alpha^{a}$.
b) In any other case we apply rule R at $u$ with principal and active sequents and formulas the $b^{-1}$-images of principal and active sequents and formulas, respectively, at $f(u)$.
In both cases ( $a$ ) and (b), we map each immediate successor of $u$ via $f$ to the corresponding immediate successor of $f(u)$.

Since the thinning rules are only applied in $\widetilde{\mathcal{T}}$ to hypersequents containing pairs of different similar sequents, and to sequents containing twice-annotated formulas, the following is an immediate consequence of (i), (ii) and (iv):
3.4.15. Lemma. For every finite or infinite branch $\widetilde{\pi}=\left(u_{n}\right)_{n<N \leq \omega}$ of $\tilde{\mathcal{T}}$, there is an $N^{\prime} \leq N$ and a strictly increasing sequence of natural numbers $\left(n_{i}\right)_{i<N^{\prime}}$ such that $\pi:=\left(f\left(u_{n_{i}}\right)\right)_{i<N^{\prime}}$ is a branch of $\mathcal{T}$. Moreover, $\pi$ is infinite if, and only if, so is $\tilde{\pi}$.

Abusing notation, for every infinite branch $\widetilde{\pi}$ of $\widetilde{\mathcal{T}}$ we denote by $f(\widetilde{\pi})$ the corresponding infinite branch $\pi$ of $\mathcal{T}$ given by Lemma 3.4.15.

As a consequence of the definition of traces in the thinning rules, we additionally have:
3.4.16. Lemma. For every infinite branch $\tilde{\pi}$ of $\tilde{\mathcal{T}}$, every infinite sequent trace $\tau=\left(\mathrm{Q}_{n} \Phi_{n}\right)_{n<\omega}$ on $f(\widetilde{\pi})$, and every infinite formula trace $\rho=\left(\varphi_{n}\right)_{n<\omega}$ on $\tau$, there is a sequent trace $\widetilde{\tau}=\left(Q_{n}^{\prime} \Psi_{n}\right)_{n<\omega}$ on $\widetilde{\pi}$, a formula trace $\widetilde{\rho}=\left(\psi_{n}^{a_{n}}\right)_{n<\omega}$ on $\widetilde{\tau}$, and a strictly increasing sequence of natural numbers $0=n_{0}<n_{1}<\cdots$ such that the following hold for all $i<\omega$ and $n_{i} \leq k<n_{i+1}$ :
(i) $\mathrm{b}\left(\mathrm{Q}_{k}^{\prime} \Psi_{k}\right)=\mathrm{Q}_{i} \Phi_{i}$;
(ii) $\psi_{k}=\varphi_{k}$.

Abusing notation, for every infinite branch $\widetilde{\pi}$ of $\widetilde{\mathcal{T}}$, every infinite sequent trace $\tau$ on $f(\widetilde{\pi})$ and every infinite formula trace $\rho$ on $\tau$, we denote by $f^{-1}(\tau)$ and $f^{-1}(\rho)$ the corresponding traces given by Lemma 3.4.16. Informally, $f^{-1}(\tau)$ and $f^{-1}(\rho)$ are the traces that result from $\tau$ and $\rho$ after the addition of annotations (and instances of the thinning rules) to $\mathcal{T}$ in the construction of $\widetilde{\mathcal{T}}$.
3.4.17. ObSERVATION. Lemmas 3.4.15 and 3.4.16 provide a back-and-forth correspondence between $\mathcal{T}$ and $\widetilde{\mathcal{T}}$ : to every infinite branch $\pi$ of $\widetilde{\mathcal{T}}$ there corresponds an infinite branch $f(\pi)$ of $\mathcal{T}$, and then every trace on $f(\pi)$ yields a corresponding trace on $\pi$.

By inspection of the rules of $C T L_{\circ}^{*}$ and the priority given to the thinning rules in the construction of $\widetilde{\mathcal{T}}$, we have:
3.4.18. Lemma. Let $\Theta \dashv \Gamma$ be any hypersequent labelling a vertex in $\tilde{\mathcal{T}}$. The following hold:
(i) no formula is 3-annotated in $\Gamma$;
(ii) there is no triple of pairwise different, pairwise similar sequents in $\Gamma$.
3.4.19. Proposition. Only finitely many pairwise different names occur in $\tilde{\mathcal{T}}$.

Proof. Let $n:=|\varphi|$, and for every $u \in T$ let $\Theta_{u} \dashv \Gamma_{u}$ be the label of $u$. We define an equivalence relation $\sim_{u}$ on the annotated sequents in $\Gamma_{u}$ by setting $\mathrm{Q} \Phi \sim_{u} \mathrm{Q}^{\prime} \Psi$ if, and only if, $Q \Phi$ and $Q^{\prime} \Psi$ are similar. The $\sim_{u}$-equivalence class of a sequent is completely determined by its type and its underlying non-annotated multiset. Therefore, by Lemma 3.4.18(i) there are at most $2 \cdot 2^{2 n}=2^{2 n+1}$ many different $\sim_{u}$-classes, and thus by (ii) of Lemma 3.4.18 the hypersequent $\Gamma_{u}$ contains at most $2 \cdot 2^{2 n+1}=2^{2 n+2}$ many pairwise different (annotated) sequents. Again by Lemma 3.4.18(i), each sequent in $\Gamma_{u}$ contains at most $2 n$-many pairwise different annotated formulas. Therefore, any hypersequent labelling a vertex of $\widetilde{\mathcal{T}}$ contains no more than $N:=2 n \cdot 2^{2 n+2}=n \cdot 2^{2 n+3}$ many pairwise different names. By the choice of new names when applying $\mathrm{AR}_{1}$ in $\widetilde{\mathcal{T}}$, it follows that the names occurring in any hypersequent in $\widetilde{\mathcal{T}}$ are all among the first $N$-many names with respect to $\leq_{N}$.
3.4.20. Corollary. Only finitely many pairwise different annotated hypersequents occur in $\tilde{\mathcal{T}}$.

A demotion is a formula trace of the form $\alpha^{x} \triangleright \alpha^{y}$ with $x \neq y$. We say that $x$ is demoted to $y$. Observe that demotions are only due to thinning.

The following ensures that the management of the annotations on $\widetilde{\mathcal{T}}$ detects good A-traces.
3.4.21. Lemma. Let $\pi$ be an infinite branch of $\tilde{\mathcal{T}}$. If there is a good A -trace $\tau$ on $f(\pi)$, then some name is eventually fixed on $f^{-1}(\tau)$.

Proof. Since $\tau$ is a good A-trace, there is some infinite R -trace $\rho$ on $\tau$. Let $\pi=\left(u_{i}\right)_{i<\omega}, \tau^{\prime}:=f^{-1}(\tau)=\left(\mathrm{Q}_{i} \Psi_{i}\right)_{i<\omega}$, and $\rho^{\prime}:=f^{-1}(\rho)=\left(\psi_{i}^{a_{i}}\right)_{i<\omega}$. Since $\rho$ is of type R , there is an R -formula $\psi$ and some $n<\omega$ such that $\psi_{i} \in\{\psi, \mathbf{X} \psi\}$ for every $i \geq n$.

Note that there are infinitely many $i \geq n$ such that rule $\mathrm{AR}_{0}$ or $\mathrm{AR}_{1}$ is applied at $u_{i}$ with principal formula $\psi^{a_{i}}$, and that by construction of $\widetilde{\mathcal{T}}$ each such application produces a formula of the form $\mathbf{X} \psi^{y}$, where $y \in \mathbf{N}$. The only way for $y$ not to remain fixed on $\rho_{>i}^{\prime}$ is to encounter an instance of iThin or eThin which demotes $y$ to another name $y^{\prime}$. So it suffices to show that $\rho^{\prime}$ only passes through finitely many demotions.

Suppose that $n<i<j$ are such that $\psi_{i}^{a_{i}} \triangleright \psi_{i+1}^{a_{i+1}}$ and $\psi_{j}^{a_{j}} \triangleright \psi_{j+1}^{a_{j+1}}$ are demotions and that $\rho^{\prime}$ encounters no demotion in between those two. Let $\mathrm{R}_{i}$ and $\mathrm{R}_{j}$ be the (thinning) rules applied at $u_{i}$ and $u_{j}$, respectively. There are four possible cases. However, the effect that iThin and eThin have on non-empty annotations is
the same: either the name is unchanged (no demotion), or it is replaced by a name occurring strictly earlier in the control (demotion). We thus show only the case $\mathrm{R}_{i}=\mathrm{R}_{j}=\mathrm{i}$ Thin; the other three have virtually identical proofs.

Assume, then, that $\mathrm{R}_{i}=\mathrm{R}_{j}=\mathrm{i}$ Thin. Let $a_{i}=y, a_{i+1}=a_{j}=y^{\prime}$, and $a_{j+1}=y^{\prime \prime}$. We then have:

$$
\begin{gathered}
\text { iThin } \frac{\Theta^{\prime \prime \prime} \dashv \mathrm{A}\left\{\Phi^{\prime}, \psi_{j+1}^{y^{\prime \prime}}\right\}, \Delta^{\prime}}{\Theta^{\prime \prime} \dashv \mathrm{A}\left\{\Phi^{\prime}, \psi_{j}^{y^{\prime}}, \psi_{j+1}^{y^{\prime \prime}}\right\}, \Delta^{\prime}} \\
\vdots \\
\text { iThin } \frac{\Theta^{\prime} \dashv \mathrm{A}\left\{\Phi, \psi_{i+1}^{y^{\prime}}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \psi_{i}^{y}, \psi_{i+1}^{y^{\prime}}\right\}, \Delta}
\end{gathered}
$$

As $y^{\prime} \prec_{\Theta} y$, we have $\Theta=a y^{\prime} b y c$. Analogously, $\Theta^{\prime \prime}=a^{\prime} y^{\prime \prime} b^{\prime} y^{\prime} c^{\prime}$ because $y^{\prime \prime} \prec_{\Theta^{\prime \prime}} y^{\prime}$. By assumption, there is no demotion in between those two with principal formula in $\rho^{\prime}$, so $y^{\prime}$ is fixed on $\left(\rho^{\prime}(i+1), \ldots, \rho^{\prime}(j)\right)$ and thus $\left|a^{\prime}\right|<\left|a^{\prime} y^{\prime \prime} b^{\prime}\right| \leq|a|$ because new names are always appended to the right end of controls (reading the rules bottom-up).

Therefore, $\rho^{\prime}$ encounters only finitely many demotions.
Completeness of CTL。 follows now easily.
3.4.22. Proposition (Completeness of $\mathrm{CTL}_{\circ}^{*}$ ). For any formula $\varphi$, if $\mathrm{CTL}^{*} \models \varphi$, then $\mathrm{CTL}_{\circ}^{*} \vdash \varphi$.

Proof. Let $\mathcal{T}$ be a CTL ${ }_{\infty}^{*}$ proof of $\varphi$ given by Corollaries 3.2.27 and 3.2.43, and let $\widetilde{\mathcal{T}}$ and $f: \widetilde{T} \rightarrow T$ be given as described above.

Note that $\mathcal{T}$ is: discarding, by Definition 3.2.24; and regular and deterministic, by (the proof of) Proposition 3.3.2. Therefore, by construction $\widetilde{\mathcal{T}}$ is also discarding, regular and deterministic.

Let $\pi$ be any infinite branch of $\tilde{\mathcal{T}}$. By Proposition 3.2.25, Lemma 3.4.15, and Corollary 3.4.20, there is a vertex $v \in \pi$ such that for some $u<_{\widetilde{T}} v$ we have:
(i) $u$ and $v$ have identical labels;
(ii) there is a modal vertex in $[u, v)_{\tilde{\mathcal{T}}}$.

Let $\mathcal{T}_{r}$ be the resulting tree with back-edges after pruning each infinite branch of $\mathcal{T}$ at the encounter of the first such vertex $v$ on the branch (keeping $v$ as a repeat in $\mathcal{T}_{r}$ ). We claim that $\mathcal{T}_{r}$ is a CTL* proof of $\varphi$.

By the choice of the pruning vertices, for every repeat $l \in \operatorname{Rep}_{\mathcal{T}_{r}}$ there is a modal vertex in $\left[c_{l}, l\right)_{\mathcal{T}_{r}}$. This establishes that $\mathcal{T}_{r}$ is a CTL* derivation (of $\varphi$ ).

By Lemma 3.4.15, every non-repeat leaf of $\mathcal{T}_{r}$ is axiomatic.
Let now $\pi=\left(u_{n}\right)_{n<\omega}$ be an infinite path through $\mathcal{T}_{r}^{\circ}$. Since $\tilde{\mathcal{T}}$ is deterministic, we can inductively build an infinite branch $\pi^{\prime}=\left(u_{n}^{\prime}\right)_{n<\omega}$ of $\widetilde{\mathcal{T}}$ such that $u_{n}$ and $u_{n}^{\prime}$ are labelled by the same instance of the same CTL* rule, for every $n<\omega$. Let $u_{0}^{\prime}$ be the root of $\widetilde{\mathcal{T}}$, which has the same label as $u_{0}$. For the inductive case, suppose that $u_{n}^{\prime}$ has been defined. Since any two vertices in $\widetilde{\mathcal{T}}$ labelled by the same hypersequent are labelled by the same instance of the same $\mathrm{CTL}_{0}^{*}$ rule, the inductive hypothesis yields an immediate successor $v$ of $u_{n}^{\prime}$ in $\tilde{\mathcal{T}}$ labelled by the same hypersequent as $u_{n+1}$ and such that $\triangleright_{u_{n}}^{u_{n+1}}=\triangleright_{u_{n}^{\prime}}^{v}$ and $\triangleright_{u_{n}}^{u_{n+1}}=\triangleright_{u_{n}^{\prime}}^{v}$. We then let $u_{n+1}^{\prime}:=v$ and are done.

Consider $f\left(\pi^{\prime}\right)$, which by Lemma 3.4.15 is an infinite branch of $\mathcal{T}$. Since $\mathcal{T}$ is a $\mathrm{CTL}_{\infty}^{*}$ proof, there is a good sequent trace $\tau$ on $f\left(\pi^{\prime}\right)$. By Lemma 3.4.16, $f^{-1}(\tau)$ is an infinite sequent trace on $\pi^{\prime}$, whence by construction of $\pi^{\prime}$ we conclude that $f^{-1}(\tau)$ is an infinite sequent trace on $\pi$ as well. If $\tau$ is of type E , then $f^{-1}(\tau)$ is a good E-trace on $\pi$. And if $\tau$ is of type A, then by Lemma 3.4.21 there is a name eventually fixed on $f^{-1}(\tau)$.

This establishes that $\mathcal{T}_{r}$ is indeed a $\mathrm{CTL}_{\circ}^{*}$ proof (of $\varphi$ ).
Combining Propositions 3.4.12 and 3.4.22, we have:
3.4.23. Theorem. A CTL* formula $\varphi$ is valid if, and only if, there is a $\mathrm{CTL}_{\circ}^{*}$ proof of $\varphi$.

### 3.5 Cycle elimination

In this section we show how to turn the cycles of (some) universal CTL** proofs into acyclic, inductive arguments. ${ }^{11}$ As explained in the introduction of the dissertation, cyclic proofs replace non-invertible inductive rules with invertible ones such as unfoldings of fixpoints. The reader may then wonder why anyone would be interested in the removal of cycles. One potential application of cycle elimination, and the one driving this section, is assisting with proving completeness of Hilbert-style calculi.

The problem of axiomatising CTL* remained open for several years until Reynolds presented a sound and complete axiom system for it in [115]. The completeness proof is intricate and the system involves a rule with a considerably complicated side condition. We shall not be able to obtain a better axiomatisation here. Not only because we lack a 'nice', fully finitary cyclic calculus for the logic,

[^26]but also because finding adequate induction rules for E -sequents seems to be quite a difficult task.

We use annotations to find an inductive invariant within a cycle. A Parkstyle induction rule then 'packs' the invariant, dualised, inside an R -formula. It lays there until it is extracted at the repeat on the cycle, thereby turning the repeat into an instance of the law of the excluded middle. Essentially the same strategy is followed in [19] for LTL and CTL, and a similar one is found in [139], where the authors introduce two inductive systems for the first-order $\mu$-calculus and then define translations between them. The idea, in fact, traces back at least to Kozen's [81].

In the end, we arrive at a Hilbert-style system and compare it to a fragment of Reynolds's axiomatisation.

### 3.5.1 Inductive acyclic proofs

Here we present the acyclic, ordinary sequent calculus $C T L_{\text {ind }}^{*}$ into which we shall later embed certain universal CTL* $_{\circ}^{*}$ proofs. Its rules are given in Figures 3.10 to 3.12 . The system is essentially $\mathrm{CTL}_{\infty}^{*}$ but with an inductive rule ind in place of the fixpoint unfolding rules $A R, E U$ and $E R$. Note that we still need rule $A U$ to characterise $\alpha \mathrm{U} \beta$ as the least pre-fixpoint of (the function represented by) $\beta \vee$ $[\alpha \wedge \mathrm{X}(\cdot)]$. In addition, $\mathrm{CTL}_{\text {ind }}^{*}$ contains an internal, formula-level cut rule for $\mathrm{A}-$ sequents. Cuts can also be performed at the external level by means of rule $\perp^{-1}$, which, when read bottom-up, introduces the sequent $\mathrm{A} \varnothing(\equiv \mathrm{A} \vee \varnothing \equiv \perp)$.
3.5.1. Definition (CTL $L_{\text {ind }}^{*}$ derivation). A $C T L_{i n d}^{*}$ derivation of a formula $\varphi$ is a finite tree $\mathcal{T}$ built according to the rules in Figures 3.10 to 3.11 and such that the root of $\mathcal{T}$ has label $\mathrm{A} \varphi$.

By $C T L_{\text {ind }}^{*}{ }^{-}$we denote the cut-free system $C T L_{\text {ind }}^{*}$ - cut.
3.5.2. Definition ( $C T L_{\text {ind }}^{*}$ proof). A $C T L_{\text {ind }}^{*}$ proof of a formula $\varphi$ is a $C T L_{\text {ind }}^{*}$ derivation of $\varphi$ each of whose leaves is axiomatic.

Soundness of CTL $\mathrm{ind}^{*}$ follows almost immediately from inspection of the rules. We only need to made sure that rule ind is sound. ${ }^{12}$
3.5.3. Lemma. For every path $\sigma$ through a serial model and all formulas $\alpha, \beta$ and $\gamma$, if $\sigma \not \vDash \alpha \mathrm{R} \beta$ and $\sigma \not \vDash \gamma$, then there is a $k<\omega$ such that $(\sigma, k) \not \vDash \gamma$ and either $(\sigma, k) \not \vDash \beta$, or $(\sigma, k) \not \models \alpha \vee \mathbf{X} \gamma^{\partial}$.

[^27]\[

$$
\begin{array}{cc}
\mathrm{ax} \frac{\mathrm{Q} p, \mathrm{Q}^{\prime} \bar{p}, \Delta}{} & \mathrm{ax} \frac{\mathrm{E} \varnothing, \Delta}{\mathrm{E} \ell} \\
\mathrm{ax}_{\mathrm{AE}} \frac{\mathrm{Q} \Phi,(\mathrm{Q} \Phi)^{2}, \Delta}{} & \mathrm{ax}_{\mathrm{RU}} \frac{\mathrm{~A}\left\{\Phi, \alpha \mathrm{R} \beta,(\alpha \mathrm{R} \beta)^{2}\right\}, \Delta}{} \\
\mathrm{ALit} \frac{\mathrm{~A} \Phi, \mathrm{~A} \ell, \Delta}{\mathrm{~A}\{\Phi, \ell\}, \Delta} \\
\mathrm{A} \vee \frac{\mathrm{~A}\{\Phi, \alpha, \beta\}, \Delta}{\mathrm{A}\{\Phi, \alpha \vee \beta\}, \Delta} & \mathrm{ELit} \frac{\mathrm{E} \Phi, \Delta \quad \mathrm{E} \lambda, \Delta}{\mathrm{E}\{\Phi, \lambda\}, \Delta} \\
\mathrm{A} \wedge \frac{\mathrm{~A}\{\Phi, \alpha\}, \Delta \quad \mathrm{A}\{\Phi, \beta\}, \Delta}{\mathrm{A}\{\Phi, \alpha \wedge \beta\}, \Delta} & \mathrm{E} \vee \frac{\mathrm{E}\{\Phi, \alpha\}, \mathrm{E}\{\Phi, \beta\}, \Delta}{\mathrm{E}\{\Phi, \alpha \vee \beta\}, \Delta} \\
& \mathrm{E} \wedge \frac{\mathrm{E}\{\Phi, \alpha, \beta\}, \Delta}{\mathrm{E}\{\Phi, \alpha \wedge \beta\}, \Delta}
\end{array}
$$
\]

Figure 3.10: Some of the rules of the system $\mathrm{CTL}_{\text {ind }}^{*}$.

Proof. By induction on $j<\omega$, we show that if $j$ is the least natural number such that $(\sigma, j) \not \vDash \beta$ and $(\sigma, i) \not \vDash \alpha$ for every $i<j$, then there is a $k<\omega$ such that $(\sigma, k) \not \vDash \gamma$ and either $(\sigma, k) \not \vDash \beta$, or $(\sigma, k) \not \vDash \alpha \vee \mathbf{X} \gamma^{\partial}$. Note that such a least $j$ must exist because $\sigma \not \models \alpha \mathrm{R} \beta$.

The base case $j=0$ is clear by the assumptions on $\sigma$. For the inductive case, assume that $j>0$ and that the claim holds for every $j^{\prime}<j$. By the minimality of $j$, then, $\sigma \models \beta$, so $\sigma \not \vDash \alpha$ and $\sigma \not \vDash \mathrm{X}(\alpha \mathrm{R} \beta)$. If $\sigma \not \vDash \mathrm{X} \gamma^{\partial}$ we are done. Otherwise, we have $(\sigma, 1) \not \vDash \alpha \mathrm{R} \beta$ and $(\sigma, 1) \not \vDash \gamma$, so the claim follows by the inductive hypothesis for $j-1$ applied to $(\sigma, 1)$.

### 3.5.4. Corollary. The rule ind of system $\mathrm{CTL}_{\text {ind }}^{*}$ is sound.

Proof. Let $\sigma$ such that $\sigma \not \models \mathrm{A}\{\Phi, \alpha \mathrm{R} \beta\}, \Delta$, and let $\sigma \sim \sigma^{\prime}$ be such that $\sigma^{\prime} \not \vDash$ $\vee \Phi \vee \alpha \mathrm{R} \beta$. If $\sigma^{\prime} \not \vDash \beta$, then $\sigma \not \vDash \mathrm{A}\left\{\Phi, \beta \wedge\left[\alpha \vee \mathrm{X}\left(\vee \Phi \vee \Delta^{\sharp}\right)^{\partial}\right]\right\}, \Delta$ and we are done. Otherwise, $\sigma^{\prime} \not \vDash \alpha$ and $\sigma^{\prime} \not \vDash \mathrm{X}(\alpha \mathrm{R} \beta)$. If $\sigma^{\prime} \not \models \mathrm{X}\left(\mathrm{V} \Phi \vee \Delta^{\sharp}\right)^{\partial}$ we are done, so assume otherwise. The claim then follows by applying Lemma 3.5.3 to ( $\sigma^{\prime}, 1$ ) with $\gamma:=\bigvee \Phi \vee \Delta^{\sharp}$.

We have thus established:
3.5.5. Proposition (Soundness of $\mathrm{CTL}_{\text {ind }}^{*}$ ). For any formula $\alpha$, if $\mathrm{CTL}_{\text {ind }}^{*} \vdash \alpha$, then $\mathrm{CTL}^{*} \models \alpha$.

The following internal law of the excluded middle for $\mathrm{CTL}_{\text {ind }}^{*}$ can be shown by a straightforward structural induction on $\alpha$ :

$$
\begin{array}{cc}
\mathrm{AA} \frac{\mathrm{~A} \Phi, \mathrm{~A}\{\alpha\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{~A} \alpha\}, \Delta} & \mathrm{EA} \frac{\mathrm{E} \Phi, \Delta \quad \mathrm{~A}\{\alpha\}, \Delta}{\mathrm{E}\{\Phi, \mathrm{~A} \alpha\}, \Delta} \\
\mathrm{AE} \frac{\mathrm{~A} \Phi, \mathrm{E}\{\alpha\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{E} \alpha\}, \Delta} \\
\mathrm{AX} \frac{\mathrm{~A} \Phi, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{~A}(\mathrm{X} \Phi \cup \Xi), \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma} & \mathrm{EE} \frac{\mathrm{E} \Phi, \Delta}{\mathrm{E}\{\Phi, \mathrm{E} \alpha\}, \Delta} \mathrm{E}\{\alpha\}, \Delta \\
\mathrm{iW} \frac{\mathrm{~A} \Phi, \Delta}{\mathrm{~A}(\Phi \cup \Psi), \Delta} & \mathrm{EX} \frac{\mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma} \\
& \mathrm{eW} \frac{\Gamma}{\Gamma, \Delta}
\end{array}
$$

Figure 3.11: More rules of the system $\mathrm{CTL}_{\text {ind }}^{*}$.
3.5.6. Lemma. For every formula $\alpha$, finite set of formulas $\Phi$, and finite set of sequents $\Delta$, we have $\mathrm{CTL}_{\text {ind }}^{*}-\mathrm{A}\left\{\Phi, \alpha, \alpha^{\partial}\right\}, \Delta$.

Observe that when read bottom-up, the induction rule ind, in contrast to the unfolding rule AR , does not preserve $\alpha \mathrm{R} \beta$ in the premise under the scope of X . This makes it inconvenient for the proof transformations involved in the elimination of cycles. We shall thus utilise a stronger induction rule ind ${ }_{s}$ which turns out to be admissible in CTL ${ }_{\text {ind }}^{*}$. To see this, though, we first need to establish a few properties of CTL ${ }_{\text {ind }}^{*}$.
3.5.7. Lemma. For every finite set of formulas $\Phi$ and every finite set of sequents $\Delta$, we have $\mathrm{CTL}_{\text {ind }}^{*}{ }^{-} \vdash \mathrm{A}\left\{\Phi,\left(\vee \Phi \vee \Delta^{\sharp}\right)^{\partial}\right\}, \Delta$.

Proof. We start by repeatedly applying rule $\mathrm{A} \wedge$ in order to break down the conjunction $\left(\vee \Phi \vee \Delta^{\sharp}\right)^{\partial}$, obtaining in the end all the sequents in $\left\{\mathrm{A}\left\{\Phi, \varphi^{\partial}\right\}, \Delta \mid \varphi \in \Phi\right\}$, $\left\{\mathrm{A}\left\{\Phi,(\mathrm{A} \vee \Psi)^{\partial}\right\}, \Delta \mid \mathrm{A} \Psi \in \Delta\right\}$, and $\left\{\mathrm{A}\left\{\Phi,(\mathrm{E} \wedge \Psi)^{\partial}\right\}, \Delta \mid \mathrm{E} \Psi \in \Delta\right\}$. The ones in the first collection are all provable in $\mathrm{CTL}_{\text {ind }}{ }^{-}$by Lemma 3.5.6. The rest can be proved as follows:

$$
\begin{aligned}
& \mathrm{Ex} \wedge \xlongequal[\overline{\mathrm{AE}} \overline{\mathrm{~A} \Phi, \mathrm{E} \Psi^{\partial}, \mathrm{A} \Psi, \Delta}]{\mathrm{A} \Phi, \mathrm{E}\left\{\wedge \Psi^{\partial}\right\}, \mathrm{A} \Psi, \Delta} \\
& \mathrm{~A}\left\{\Phi,(\mathrm{~A} \vee \Psi)^{\partial}\right\}, \mathrm{A} \Psi, \Delta
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{A} \vee \frac{\overline{\mathrm{~A} \Phi, \mathrm{~A} \Psi^{\partial}, \mathrm{E} \Psi, \Delta}}{\overline{\mathrm{~A} \Phi, \mathrm{~A}\left\{\bigvee \Psi^{\partial}\right\}, \mathrm{E} \Psi, \Delta}} \\
& \mathrm{AA}\left\{\Phi,(\mathrm{E} \wedge \Psi)^{\partial}\right\}, \mathrm{E} \Psi, \Delta
\end{aligned}
$$

In what follows, for brevity we shall simply indicate invocations of Lemma 3.5.6 by writing 'LEM' as a rule name.

$$
\begin{gathered}
\mathrm{AU} \frac{\mathrm{~A}\{\Phi, \beta \vee[\alpha \wedge \mathrm{X}(\alpha \mathrm{U})]\}, \Delta}{\mathrm{A}\{\Phi, \alpha \mathrm{U} \beta\}, \Delta} \quad \text { ind } \frac{\mathrm{A}\left\{\Phi, \beta \wedge\left[\alpha \vee \mathrm{X}\left(\vee \Phi \vee \Delta^{\sharp}\right)^{\partial}\right]\right\}, \Delta}{\mathrm{A}\{\Phi, \alpha \mathrm{R} \beta\}, \Delta} \\
\perp^{-1} \frac{\Gamma, \mathrm{~A} \varnothing}{\Gamma} \quad \operatorname{cut} \frac{\mathrm{~A}\{\Phi, \alpha\}, \Delta \quad \mathrm{A}\left\{\Phi, \alpha^{\partial}\right\}, \Delta}{\mathrm{A} \Phi, \Delta}
\end{gathered}
$$

Figure 3.12: The rest of the rules of the system $\mathrm{CTL}_{\text {ind }}^{*}$.
3.5.8. Proposition. The rule

$$
\vee \mathrm{R} \frac{\mathrm{~A}\{\Phi, \gamma, \alpha \mathrm{R} \beta\}, \Delta}{\mathrm{A}\{\Phi,(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta)\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\text {ind }}^{*}$.
Proof. We simulate $\vee \mathrm{R}$ as follows. First, we cut against $\delta:=\gamma \vee \alpha \mathrm{R} \beta$ :

$$
\operatorname{cut} \frac{\mathrm{A}\left\{\Phi,(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta), \delta^{\partial}\right\}, \Delta \quad \mathrm{iW} \frac{\mathrm{~A} \vee \frac{\mathrm{~A}\{\Phi, \gamma, \alpha \mathrm{R} \beta\}, \Delta}{\mathrm{A}\{\Phi, \gamma \vee \alpha \mathrm{R} \beta\}, \Delta}}{\mathrm{A}\{\Phi,(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta), \delta\}, \Delta}}{\mathrm{A}\{\Phi,(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta)\}, \Delta}
$$

At the right branch there is nothing to do. At the left branch we proceed as follows:

$$
\text { ind } \frac{\mathrm{A}\left\{(\gamma \vee \beta) \wedge\left[\gamma \vee \alpha \vee \mathbf{X}\left(\gamma^{\partial}\right)^{\partial}\right], \gamma^{\partial}\right\}}{\mathrm{A} \wedge \frac{\mathrm{~A}\left\{(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta), \gamma^{\partial}\right\}}{\mathrm{A}} \frac{\mathrm{~A}\left\{(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta), \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}}{\text { (W) } \frac{\mathrm{A}\left\{(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta), \gamma^{\partial} \wedge \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}}{\mathrm{A}\left\{\Phi,(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta), \gamma^{\partial} \wedge \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}}}}
$$

Continuation from \#1:

$$
\begin{aligned}
& \mathrm{LEM} \overline{\mathrm{~A}\left\{\gamma, \beta, \gamma^{\partial}\right\}} \quad \mathrm{LEM} \overline{\mathrm{~A}\left\{\gamma, \alpha, \mathrm{X}\left(\gamma^{\partial}\right)^{\partial}, \gamma^{\partial}\right\}} \\
& \mathrm{A} \wedge \frac{\mathrm{~A}\left\{(\gamma \vee \beta), \gamma^{\partial}\right\}}{\mathrm{A}\left\{(\gamma \vee \beta) \wedge\left[\gamma \vee \alpha \vee \mathrm{X}\left(\gamma^{\partial}\right)^{\partial}\right], \gamma^{\partial}\right\}}
\end{aligned}
$$

### 3.5. Cycle elimination

Continuation from \#2:

$$
\left.\mathrm{A} \vee \frac{\mathrm{~A}\left\{\gamma, \beta, \alpha^{\partial} \mathbf{U} \beta^{\partial}\right\}}{\mathrm{A}\left\{\gamma \vee \beta, \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}} \quad \mathrm{A} \vee \frac{\mathrm{~A}\left\{\gamma, \alpha, \mathbf{X}\left(\alpha^{\partial} \cup \beta^{\partial}\right)^{\partial}, \alpha^{\partial} \mathbf{U} \beta^{\partial}\right\}}{\mathrm{A}\left\{(\gamma \vee \alpha) \vee \mathbf{X}\left(\alpha^{\partial} \cup \beta^{\partial}\right)^{\partial}, \alpha^{\partial} \mathbf{U} \beta^{\partial}\right\}}\right) \frac{\mathrm{A}\left\{(\gamma \vee \beta) \wedge\left[(\gamma \vee \alpha) \vee \mathbf{X}\left(\alpha^{\partial} \cup \beta^{\partial}\right)^{\partial}\right], \alpha^{\partial} \mathbf{U} \beta^{\partial}\right\}}{\mathrm{A}\left\{(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta), \alpha^{\partial} \mathbf{U} \beta^{\partial}\right\}}
$$

Continuation from \#3:

$$
\operatorname{LEM} \frac{\overline{\mathrm{A}\left\{\gamma, \beta, \beta^{\partial}, \alpha^{\partial}\right\}} \quad \text { LEM } \overline{\mathrm{A}\left\{\gamma, \beta, \beta^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}}{\mathrm{A}\left\{\gamma, \beta, \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}}
$$

Continuation from \#4:

$$
\operatorname{LEM} \frac{\overline{\mathrm{A}\left\{\gamma, \alpha, \beta^{\partial}, \alpha^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathbf{U} \beta^{\partial}\right)^{\partial}\right\}} \quad \mathrm{A}\left\{\gamma, \alpha, \beta^{\partial}, \mathbf{X}\left(\alpha^{\partial} \mathbf{U} \beta^{\partial}\right)^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}{\mathrm{A}\left\{\gamma, \alpha, \mathbf{X}\left(\alpha^{\partial} \mathbf{U} \beta^{\partial}\right)^{\partial}, \alpha^{\partial} \mathbf{U} \beta^{\partial}\right\}}
$$

Continuation from \#5:
3.5.9. Proposition. The strong induction rule

$$
\operatorname{ind}_{\mathrm{s}} \frac{\mathrm{~A}\{\Phi, \beta\}, \Delta \quad \mathrm{A}\{\Phi, \alpha, \mathrm{X}[(\xi \rightarrow \alpha) \mathrm{R}(\xi \rightarrow \beta)]\}, \Delta}{\mathrm{A}\{\Phi, \alpha \mathrm{R} \beta\}, \Delta},
$$

where $\xi:=\bigvee \Phi \vee \Delta^{\sharp}$, is admissible in $\mathrm{CL}_{\text {ind }}^{*}$.
Proof. We simulate ind s $_{\mathbf{s}}$ as follows. First, we cut against $(\xi \rightarrow \alpha) \mathbb{R}(\xi \rightarrow \beta)$ :

Continuation from \#2:

$$
\begin{aligned}
& \mathrm{iW} \xlongequal[\overline{\mathrm{~A}\left\{\Phi, \xi^{\partial}\right\}, \Delta}]{\mathrm{A}\left\{\Phi, \xi^{\partial}, \beta, \alpha \mathrm{R} \beta\right\}, \Delta} \\
& \text { ind } \xlongequal[\mathrm{A}\{\Phi, \xi \rightarrow \beta, \alpha \mathrm{R} \beta\}, \Delta]{\mathrm{A}} \mathrm{~A} \vee+\mathrm{iW} \frac{\mathrm{~A}\left\{\Phi, \xi^{\partial}\right\}, \Delta}{\mathrm{A}\left\{\Phi, \xi \rightarrow \alpha, \mathrm{X}\left[\xi^{\partial} \wedge(\alpha \mathrm{R} \beta)^{\partial}\right], \alpha \mathrm{R} \beta\right\}, \Delta} \\
& \mathrm{A}\{\Phi,(\xi \rightarrow \alpha) \mathrm{R}(\xi \rightarrow \beta), \alpha \mathrm{R} \beta\}, \Delta
\end{aligned}
$$

By Lemma 3.5.7, $\mathrm{CTL}_{\text {ind }}^{*}-\mathrm{A}\left\{\Phi, \xi^{\partial}\right\}, \Delta$.
Continuation from \#1, where $\gamma:=\left(\xi \wedge \alpha^{\partial}\right) \cup\left(\xi \wedge \beta^{\partial}\right)$ :

$$
\begin{aligned}
& \begin{array}{l}
\mathrm{A} \vee+\mathrm{AQ} \xlongequal[\mathrm{~A}\{\Phi, \beta\}, \Delta]{\mathrm{A}\{\xi, \beta\}} \mathrm{LEM} \frac{\mathrm{~A}\left\{\beta^{\partial}, \beta\right\}}{\mathrm{A}\left\{\frac{\mathrm{~A}\left\{\xi \wedge \beta^{\partial}, \beta\right\}}{\mathrm{A}\left\{\xi \wedge \beta^{\partial}, \mathrm{X} \gamma, \beta\right\}}\right.} \\
\mathrm{A}\}
\end{array} \\
& \mathrm{A} \wedge \xlongequal[\mathrm{~A}\{\gamma, \beta\}]{\mathrm{A}\{\gamma, \alpha \mathrm{R} \beta\}} \\
& \mathrm{A}\left\{\gamma, \alpha, \mathrm{X} \gamma^{\partial}\right\} \\
& \# 3
\end{aligned}
$$

Note that we reach $\mathrm{A}\left\{\xi \wedge \beta^{\partial}, \beta\right\}$ twice, so we omit one of the derivations.
Continuation from \#3:

$$
\left.\mathrm{AU} \frac{\mathrm{~A}\left\{\xi \wedge \alpha^{\partial}, \xi \wedge \beta^{\partial}, \alpha, \mathrm{X} \gamma^{\partial}\right\}}{\# 4} \quad \mathrm{AX} \frac{\mathrm{LEM} \overline{\mathrm{~A}\left\{\gamma, \gamma^{\partial}\right\}}}{\mathrm{A}\left\{\xi \wedge \beta^{\partial}, \mathrm{X} \gamma, \alpha, \mathrm{X} \gamma^{\partial}\right\}}\right)
$$

Continuation from \#4:

$$
\begin{array}{r}
\mathrm{A} \vee+\mathrm{A} Q \frac{\mathrm{~A}\left\{\Phi, \alpha, \mathrm{X} \gamma^{\partial}\right\}, \Delta}{\mathrm{A}\left\{\xi, \alpha, \mathrm{X} \gamma^{\partial}\right\}} \\
\mathrm{A} \wedge \frac{\mathrm{~A}\left\{\xi, \alpha, \mathrm{X} \gamma^{\partial}\right\} \quad \mathrm{iW} \frac{\mathrm{~A}\left\{\xi, \beta^{\partial}, \alpha, \mathrm{X} \gamma^{\partial}\right\}}{\mathrm{A}}}{\mathrm{~A} \wedge \frac{\mathrm{~A}\left\{\xi, \xi \wedge \beta^{\partial}, \alpha, \mathrm{X} \gamma^{\partial}\right\}}{\mathrm{A}\left\{\xi \wedge \alpha^{\partial}, \xi \wedge \beta^{\partial}, \alpha, \mathrm{X} \gamma^{\partial}\right\}}} \mathrm{LEM} \frac{\mathrm{~A}\left\{\alpha^{\partial}, \xi \wedge \beta^{\partial}, \alpha, \mathrm{X} \gamma^{\partial}\right\}}{}
\end{array}
$$

Note that we reach $\mathrm{A}\left\{\xi, \alpha, \mathbf{X} \gamma^{\partial}\right\}$ twice, so we omit one of the derivations. Since $\mathrm{A}\left\{\Phi, \alpha, \mathrm{X} \gamma^{\partial}\right\}, \Delta=\mathrm{A}\{\Phi, \alpha, \mathrm{X}[(\xi \rightarrow \alpha) \mathrm{R}(\xi \rightarrow \beta)]\}, \Delta$, we are done.
3.5.10. ObSERVATION. Read bottom-up, rule ind ${ }_{s}$ 'packs' the context formulas and sequents in $\Phi$ and $\Delta$, respectively, together with the principal formula $\alpha \mathrm{R} \beta$ into a single R -formula under an X . The context information is dualised and the result can be later extracted by rule $\vee \mathrm{R}$ leaving the formula $\alpha \mathrm{R} \beta$ intact.

We shall need a rule analogous to $V R$ but capable of reasoning under an $X$ :
3.5.11. Lemma. The rule

$$
\mathrm{X} \vee \mathrm{R} \frac{\mathrm{~A}\{\Phi, \mathrm{X} \gamma, \mathrm{X}(\alpha \mathrm{R} \beta)\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{X}[(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta)]\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{ind}}^{*}$.
Proof. Let $\delta:=(\gamma \vee \alpha) \mathrm{R}(\gamma \vee \beta)$. We simulate $\mathrm{X} \vee \mathrm{R}$ as follows. We begin by cutting against $\mathbf{X} \gamma \vee \mathbf{X}(\alpha \mathrm{R} \beta)$ :

$$
\begin{aligned}
& \text { iW } \frac{\mathrm{A}\{\Phi, \mathrm{X} \gamma, \mathrm{X}(\alpha \mathrm{R} \beta)\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{X} \gamma, \mathrm{X}(\alpha \mathrm{R} \beta), \mathrm{X} \delta\}, \Delta} \\
& \text { A } \vee \frac{\mathrm{A}\{\Phi, \mathrm{X} \gamma \vee \mathrm{X}(\alpha \mathrm{R} \beta), \mathrm{X} \delta\}, \Delta}{\mathrm{A}} \quad \mathrm{~A}\left\{\Phi, \mathrm{X} \gamma^{\partial} \wedge \mathrm{X}(\alpha \mathrm{R} \beta)^{\partial}, \mathrm{X} \delta\right\}, \Delta \\
& \text { cut } \frac{\mathrm{X} \delta\}, \Delta}{}
\end{aligned}
$$

At the left branch we are done. At the right one we continue thus:

$$
\begin{aligned}
& \text { LEM } \overline{\mathrm{A}\left\{\gamma^{\partial}, \gamma, \alpha \mathrm{R} \beta\right\}} \\
& \mathrm{VR} \frac{\mathrm{AEM} \overline{\mathrm{~A}\left\{\gamma^{\partial}, \delta\right\}}}{\mathrm{AX} \frac{\left.\mathrm{AR} \beta)^{\partial}, \gamma, \alpha \mathrm{R} \beta\right\}}{\mathrm{A}\left\{\Phi, \mathrm{X} \gamma^{\partial}, \mathrm{X} \delta\right\}, \Delta}} \mathrm{AX} \frac{\mathrm{~A}\left\{(\alpha \mathrm{R} \beta)^{\partial}, \delta\right\}}{\mathrm{A}\left\{\Phi, \mathrm{X}(\alpha \mathrm{R} \beta)^{\partial}, \mathrm{X} \delta\right\}, \Delta} \\
& \mathrm{A} \wedge \frac{\mathrm{~A}\left\{\Phi, \mathrm{X} \gamma^{\partial} \wedge \mathrm{X}(\alpha \mathrm{R} \beta)^{\partial}, \mathrm{X} \delta\right\}, \Delta}{}
\end{aligned}
$$

Finally, we show the admissibility in $\mathrm{CTL}_{\text {ind }}^{*}$ of several fixpoint unfolding rules.

### 3.5.12. Proposition. The rule

$$
\mathrm{AR} \frac{\mathrm{~A}\{\Phi, \beta \wedge[\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta)]\}, \Delta}{\mathrm{A}\{\Phi, \alpha \mathrm{R} \beta\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\text {ind }}^{*}$.
Proof. Let $\gamma:=\beta \wedge(\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta))$. We simulate AR as follows:

$$
\mathrm{iW} \frac{\mathrm{~A}\{\Phi, \beta \wedge[\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta)]\}, \Delta}{\operatorname{cut} \frac{\mathrm{A}\{\Phi, \alpha \mathrm{R} \beta, \gamma\}, \Delta}{\mathrm{A}\{\Phi, \alpha \mathrm{R} \beta\}, \Delta} \quad \mathrm{A}\left\{\Phi, \alpha \mathrm{R} \beta, \gamma^{\partial}\right\}, \Delta}
$$

Continuation from \#1, with $\xi:=\bigvee \Phi \vee \gamma^{\partial} \vee \Delta^{\sharp}$ :


Continuation from \#2:

$$
\begin{gathered}
\mathrm{AEM} \stackrel{\frac{\mathrm{~A}\left\{\alpha, \mathrm{X}(\alpha \mathrm{R} \beta), \beta^{\partial}, \alpha^{\partial}\right\}}{\mathrm{A}} \quad \mathrm{LEM} \frac{\mathrm{~A}\left\{\alpha, \mathrm{X}(\alpha \mathrm{R} \beta), \beta^{\partial}, \mathrm{X}(\alpha \mathrm{R} \beta)^{\partial}\right\}}{\mathrm{A}\left\{\alpha, \mathrm{X}(\alpha \mathrm{R} \beta), \beta^{\partial}, \alpha^{\partial} \wedge \mathrm{X}(\alpha \mathrm{R} \beta)^{\partial}\right\}}}{\mathrm{A} \vee \frac{\mathrm{~A}\left\{\alpha, \mathrm{X}(\alpha \mathrm{R} \beta), \gamma^{\partial}\right\}}{\mathrm{eW} \frac{\mathrm{~A}\left\{\alpha, \mathrm{X}(\alpha \mathrm{R} \beta), \gamma^{\partial}\right\}, \Delta}{}}} \\
\mathrm{X} \vee \mathrm{R} \frac{\mathrm{~A} \frac{\mathrm{~A}\left\{\Phi, \alpha, \mathrm{X} \xi^{\partial}, \mathrm{X}(\alpha \mathrm{R} \beta), \gamma^{\partial}\right\}, \Delta}{\mathrm{A}\left\{\Phi, \alpha, \mathrm{X}[(\xi \rightarrow \alpha) \mathrm{R}(\xi \rightarrow \beta)], \gamma^{\partial}\right\}, \Delta}}{}
\end{gathered}
$$

3.5.13. Proposition. The rule

$$
\mathrm{AU}^{-1} \frac{\mathrm{~A}\{\Phi, \alpha \mathrm{U} \beta, \Delta}{\mathrm{A}\{\Phi, \beta \vee[\alpha \wedge \mathrm{X}(\alpha \mathrm{U} \beta)]\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{ind}}^{*}$.
Proof. Let $\gamma:=\beta \vee[\alpha \wedge \mathbf{X}(\alpha \mathbf{U})]$. We simulate $\mathbf{A U}^{-1}$ as follows:

$$
\begin{aligned}
& \operatorname{AR} \frac{\mathrm{A}\left\{\gamma, \beta^{\partial} \wedge\left[\alpha^{\partial} \vee \mathrm{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right]\right\}}{\mathrm{A} \frac{\left.\mathrm{~A}\{\Phi, \alpha \cup \beta\}, \alpha^{\partial} \mathrm{R} \beta^{\partial}\right\}}{\mathrm{A}\{\Phi, \gamma, \alpha \mathrm{U} \beta\}, \Delta}} \\
& \operatorname{cut} \frac{\mathrm{eW} \frac{\mathrm{~A}\left\{\gamma, \alpha^{\partial} \mathrm{R} \beta^{\partial}\right\}, \Delta}{\mathrm{A}\{\Phi, \gamma\}, \Delta}}{\mathrm{A}\left\{\Phi, \gamma, \alpha^{\partial} \mathrm{R} \beta^{\partial}\right\}, \Delta} \\
&
\end{aligned}
$$

### 3.5. Cycle elimination

Continuation from \#1:

$$
\operatorname{LEM} \frac{\overline{\mathrm{A}\left\{\beta, \alpha \wedge \mathrm{X}(\alpha \mathrm{U} \beta), \beta^{\partial}\right\}}}{\mathrm{A} \wedge \frac{\mathrm{~A}\left\{\gamma, \beta^{\partial}\right\}}{\mathrm{A}\left\{\gamma, \beta^{\partial} \wedge\left[\alpha^{\partial} \vee \mathrm{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right]\right\}}} \quad \mathrm{A} \vee \frac{\mathrm{~A}\left\{\gamma, \alpha^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right\}}{\mathrm{A}\left\{\gamma, \alpha^{\partial} \vee \mathrm{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right\}}
$$

Continuation from \#2:

$$
\operatorname{LEM} \frac{\mathrm{A} \wedge \frac{\mathrm{~A}\left\{\beta, \alpha, \alpha^{\partial}, \mathbf{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right\}}{\mathrm{A} \vee \frac{\mathrm{~A}\left\{\beta, \alpha \wedge \mathrm{X}(\alpha \cup \beta), \alpha^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right\}}{\mathrm{A}\left\{\beta, \mathrm{X}(\alpha \mathrm{U} \beta), \alpha^{\partial}, \mathbf{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right\}}}}{\mathrm{A}\left\{\gamma, \alpha^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right\}}
$$

### 3.5.14. Proposition. The rule

$$
\mathrm{AR}^{-1} \frac{\mathrm{~A}\{\Phi, \alpha \mathrm{R} \beta\}, \Delta}{\mathrm{A}\{\Phi, \beta \wedge[\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta)]\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\text {ind }}^{*}$.
Proof. Let $\gamma:=\beta \wedge[\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta)]$. We simulate $\mathrm{AR}^{-1}$ as follows:

$$
\begin{aligned}
& \mathrm{A} \vee \frac{\mathrm{~A}\left\{\gamma, \beta^{\partial}, \alpha^{\partial} \wedge \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}{\mathrm{A}\left\{\gamma, \beta^{\partial} \vee\left[\alpha^{\partial} \wedge \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right]\right\}} \\
& \mathrm{AU} \frac{\mathrm{~A}\left\{\gamma, \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}}{\mathrm{eW} \frac{\mathrm{~A}\left\{\gamma, \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}, \Delta}{\mathrm{AW}}} \\
& \left.\mathrm{~A}\{\Phi, \gamma\}, \Delta, \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}, \Delta \\
& \mathrm{A}\{\Phi
\end{aligned}
$$

Continuation from \#1:

$$
\operatorname{LEM} \frac{\mathrm{A} \wedge \frac{\mathrm{~A}\left\{\beta, \beta^{\partial}, \alpha^{\partial}\right\}}{\mathrm{A}} \frac{\mathrm{~A} \frac{\mathrm{~A}\left\{\alpha, \mathrm{X}(\alpha \mathrm{R} \beta), \beta^{\partial}, \alpha^{\partial}\right\}}{\mathrm{A}\left\{\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta), \beta^{\partial}, \alpha^{\partial}\right\}}}{\mathrm{A} \wedge \frac{\mathrm{~A}\left\{\gamma, \beta^{\partial}, \alpha^{\partial}\right\}}{\mathrm{A}\left\{\gamma, \beta^{\partial}, \alpha^{\partial} \wedge \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}} \mathrm{A}\left\{\gamma, \beta^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}{\# 2}
$$

Continuation from \#2:

$$
\operatorname{LEM} \frac{\operatorname{A} \wedge \frac{\mathrm{A}\left\{\beta, \beta^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}{\mathrm{A} \vee \frac{\mathrm{~A}\left\{\alpha, \mathrm{X}(\alpha \mathrm{R} \beta), \beta^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}{\mathrm{A}\left\{\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta), \beta^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}}}{\mathrm{A}\left\{\gamma, \beta^{\partial}, \mathrm{X}\left(\alpha^{\partial} \mathrm{U} \beta^{\partial}\right)\right\}}
$$

3.5.15. Proposition. The rule

$$
\mathrm{ER} \frac{\mathrm{E}\{\Phi, \beta \wedge[\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta)]\}, \Delta}{\mathrm{E}\{\Phi, \alpha \mathrm{R} \beta\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\text {ind }}^{*}$.
Proof. Let $\gamma:=\beta \wedge(\alpha \vee \mathrm{X}(\alpha \mathrm{R} \beta))$ and $\delta:=\wedge \Phi \wedge \gamma$. We simulate ER as follows:

$$
\begin{array}{r}
\mathrm{Ax}_{\mathrm{AE}} \frac{\overline{\mathrm{E}\{\Phi, \alpha \mathrm{R} \beta\}, \mathrm{A}\left\{\Phi^{\partial}, \alpha^{\partial} \mathrm{U} \beta^{\partial}\right\}}}{\mathrm{E}\{\Phi, \alpha \mathrm{R} \beta\}, \mathrm{A}\left\{\Phi^{\partial}, \gamma^{\partial}\right\}} \\
\mathrm{A} \vee \xlongequal[\mathrm{EW}\{\Phi, \alpha \mathrm{R} \beta\}, \mathrm{A}\left\{\delta^{\partial}\right\}]{\mathrm{E}\{\Phi, \alpha \mathrm{R} \beta\}, \mathrm{A} \varnothing, \mathrm{~A}\left\{\delta^{\partial}\right\}, \Delta} \\
\mathrm{AA} \frac{\mathrm{E}\{\Phi, \alpha \mathrm{R} \beta\}, \mathrm{A}\left\{\mathrm{~A} \delta^{\partial}\right\}, \Delta}{\left.{ }_{\alpha} \mathrm{R} \beta\right\}, \mathrm{A} \varnothing, \Delta} \\
, \alpha \mathrm{R} \beta\}, \Delta
\end{array}
$$

3.5.16. Proposition. The rule

$$
\mathrm{EU} \frac{\mathrm{E}\{\Phi, \beta \vee[\alpha \wedge \mathrm{X}(\alpha \mathrm{U})]\}, \Delta}{\mathrm{E}\{\Phi, \alpha \mathrm{U} \beta\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{ind}}^{*}$.
Proof. Let $\gamma:=\beta \vee(\alpha \wedge \mathbf{X}(\alpha \cup \beta))$ and $\delta:=\wedge \Phi \wedge \gamma$. We simulate EU as follows:

$$
\left.\begin{array}{l}
\mathrm{E} \wedge \frac{\mathrm{E}\{\Phi, \beta \vee(\alpha \wedge \mathrm{X}(\alpha \cup \beta))\}, \Delta}{\mathrm{E}\{\wedge \Phi \wedge[\beta \vee(\alpha \wedge \mathrm{X}(\alpha \cup \beta))]\}, \Delta} \\
\mathrm{eW} \frac{\mathrm{AR}}{\mathrm{AE} \frac{\mathrm{E}\{\Phi, \alpha \cup \beta\}, \mathrm{A}, \mathrm{E}\{\delta\}, \Delta}{\mathrm{E}\{\Phi, \alpha \cup \beta\}, \mathrm{A}\left\{\Phi^{\partial}, \alpha^{\partial} \mathrm{R} \beta^{\partial}\right\}}} \\
\operatorname{cut} \frac{\mathrm{E}\{\Phi, \alpha \mathrm{U} \beta\}, \mathrm{A}\{\mathrm{E} \delta\}, \Delta, \Delta}{\mathrm{E}\{\Phi, \alpha \cup \beta\}, \mathrm{A}\left\{\Phi^{\partial}, \gamma^{\partial}\right\}} \\
\perp^{-1} \frac{\mathrm{E}\{\Phi, \alpha \cup \beta\}, \mathrm{A} \varnothing, \Delta}{\mathrm{E}\{\Phi, \alpha \cup \beta\}, \Delta}
\end{array} \quad \mathrm{eW} \frac{\mathrm{E}\{\Phi, \alpha \cup \beta\}, \mathrm{A}\left\{\delta^{\partial}\right\}}{\mathrm{E}\{\Phi, \alpha \cup \beta\}, \mathrm{A} \varnothing, \mathrm{~A}\left\{\delta^{\partial}\right\}, \Delta}\right)
$$

### 3.5.2 Inductible cyclic proofs

We now isolate sufficient conditions for a CTL* proof to be translatable into a $\mathrm{CTL}_{\text {ind }}^{*}$ proof. In what follows, we let $\mathrm{X}^{0} \alpha:=\alpha$ and $\mathbf{X}^{n+1} \alpha:=\mathrm{X}^{n} \mathrm{X} \alpha$, for every $n<\omega$.

Let $\mathcal{T}$ be a discarding $\mathrm{CTL}_{\circ}^{*}$ derivation. Let $u \in T$, and let $x \in \mathrm{~N}$ be a name occurring in (the label of) $u$. By Lemma 3.4.2, the label of $u$ is then of the form $\Theta \dashv \mathrm{A}\left\{\Phi, \mathrm{X}^{j}(\alpha \mathrm{R} \beta)^{x}\right\}, \Delta$, where $j \leq 1$ and $x$ does not occur in $\Phi$ or $\Delta$. Let $v<_{T} u$ be the $<_{T}$-greatest proper predecessor of $u$ such that $x$ is fixed on $(v, u]_{\mathcal{T}}$ and rule $\mathrm{AR}_{0}$ or $\mathrm{AR}_{1}$ is applied at $v$ with active name $x$. Then, by Lemmas 3.4.2, 3.4.7 and 3.4.8 the label of $v$ is of the form $\Omega \dashv \mathrm{A}\left\{\Psi,(\alpha \mathrm{R} \beta)^{a}\right\}, \Sigma$, where $\mathrm{A}\left\{\Psi,(\alpha \mathrm{R} \beta)^{a}\right\}$ and $(\alpha \mathrm{R} \beta)^{a}$ are the principal sequent and formula, respectively, at $v,(\alpha \mathrm{R} \beta)^{a} \notin \Psi$, and $\mathrm{A}\left\{\Psi,(\alpha \mathrm{R} \beta)^{a}\right\} \notin \Sigma$. The inductive invariant of $x$ at $u$ is the pair $(\Psi, \Sigma)$. We call $\Psi$ the internal (inductive) invariant of $x$ at $u$, and $\Sigma$ the external (inductive) invariant of $x$ at $u$. The inductive base of $x$ at $u$ is the vertex $v$.

A universal CTL* proof $\mathcal{T}$ has unfolding companions if for every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ there is a name $x$ fixed on $\left[c_{l}, l\right]_{\mathcal{T}}$ such that rule $\mathrm{AR}_{0}$ is applied at $c_{l}$ with principal name $x$. The name $x$ is said to be the prime witness of $l$.

A universal CTL* proof $\mathcal{T}$ is low-unfolding if for every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ rules $\mathrm{AR}_{0}$ and $\mathrm{AR}_{1}$ are not applied anywhere on $\left(c_{l}, l\right]_{\mathcal{T}}$.

A CTL** proof $\mathcal{T}$ is weakly thinning if in every instance of eThin in $\mathcal{T}$, the unique active sequent is one of the two principal sequents.
3.5.17. Definition (Inductible CTL* proof). A CTL* proof $\mathcal{T}$ is inductible if $\mathcal{T}$ is universal, low-unfolding, and weakly thinning, and has unfolding companions. $\dashv$
3.5.18. Example. The CTL* proof depicted in Figure 3.8 is inductible. From our work in this section, then, it will follow that the unique cycle it contains can be replaced by an inductive argument inside $\mathrm{CTL}_{\text {ind }}^{*}$ (see Figure 3.13 below).

If $\mathcal{T}$ is inductible and $l \in \operatorname{Rep}_{\mathcal{T}}$ has prime witness $x \in \mathrm{~N}$, then by Lemma 3.4.2 the label of $l$ is of the form $\Theta \dashv \mathrm{A}\left\{\Phi,(\alpha \mathrm{R} \beta)^{x}\right\}, \Delta$, where $x$ does not occur in $\Phi$ or $\Delta$. The set of formulas $\Phi$ is the internal context of $l$, and the set of sequents $\Delta$ is the external context of $l$. The context of $l$ is the pair $(\Phi, \Delta)$.

The next proposition describes inductive invariants of repeats in inductible proofs.
3.5.19. Proposition. Let $\mathcal{T}$ be an inductible CTL* $_{\circ}^{*}$ proof, and let $l \in \operatorname{Rep}_{\mathcal{T}}$ be a repeat with prime witness $x \in \mathrm{~N}$. The inductive base of $x$ at $l$ is $c_{l}$, and the inductive invariant of $x$ at $l$ is the context of $l$.

Proof. Let $(\Phi, \Delta)$ be the context of $l$. Then, the label of $l$ and $c_{l}$ is of the form $\Theta \dashv \mathrm{A}\left\{\Phi,(\alpha \mathrm{R} \beta)^{x}\right\}, \Delta$, where $x$ does not occur in $\Phi$ or $\Delta$.

Since $x$ is the prime witness of $l$, rule $\mathrm{AR}_{0}$ is applied at $c_{l}$ with principal name $x$ and $x$ is fixed on $\left[c_{l}, l_{\mathcal{T}}\right.$. And, since $\mathcal{T}$ is low-unfolding, rules $\mathrm{AR}_{0}$ and $\mathrm{AR}_{1}$ are not applied anywhere on $\left(c_{l}, l\right]_{\mathcal{T}}$. This shows that $c_{l}$ is the inductive base of $x$ at $l$.

By Lemma 3.4.2, $\mathrm{A}\left\{\Phi,(\alpha \mathrm{R} \beta)^{x}\right\}$ and $(\alpha \mathrm{R} \beta)^{x}$ are the principal sequent and formula, respectively, at $c_{l}$, so the inductive invariant of $x$ at $l$ is $(\Phi, \Delta)$.

Let $\mathcal{T}$ be an inductible $\mathrm{CTL}_{\circ}^{*}$ proof. By induction on the height, for every vertex $u \in T$ we define a map $t_{u}$ from well-annotated formulas to plain formulas. If $u$ is the root of $\mathcal{T}$, we let $t_{u}\left(\varphi^{a}\right):=\varphi$ for every well-annotated formula $\varphi^{a}$. For the inductive case, assume that $t_{v}$ has been defined for every vertex $v<_{T} u$. We extend each $t_{v}$ to sequents and hypersequents by setting:

- $t_{v}(\mathrm{Q} \Phi):=\mathrm{Q}\left\{t_{v}\left(\varphi^{a}\right) \mid \varphi^{a} \in \Phi\right\}$, for every sequent $\mathrm{Q} \Phi$;
- $t_{v}(\Gamma):=\left\{t_{v}(\mathrm{Q} \Phi) \mid \mathrm{Q} \Phi \in \Gamma\right\}$, for every set of sequents $\Gamma$;
- $t_{v}(\Theta \dashv \Gamma):=t_{v}(\Gamma)$, for every hypersequent $\Theta \dashv \Gamma$.

For the definition of $t_{u}$, we begin by setting $t_{u}\left(\varphi^{a}\right):=\varphi$ if $a=\varepsilon$. Assume now that $a=x$ for some $x \in \mathrm{~N}$. So $\varphi=\mathrm{X}^{j}(\alpha \mathrm{R} \beta)$ for some $j \leq 1$. If neither $\varphi^{x}$ nor $\mathrm{X}^{1-j}(\alpha \mathrm{R} \beta)^{x}$ occurs in $u$, we let $t_{u}\left(\mathrm{X}^{k}(\alpha \mathrm{R} \beta)^{x}\right):=\mathrm{X}^{k}(\alpha \mathrm{R} \beta)$ for $k=0,1$. Assume, finally, that one of $\varphi^{x}$ or $\mathrm{X}^{1-j}(\alpha \mathrm{R} \beta)^{x}$ occurs in $u$. Let $v<_{T} u$ be the inductive base of $x$ at $u$, and let $(\Phi, \Delta)$ be the inductive invariant of $x$ at $u$. Then, for every $k \leq 1$ we let

$$
t_{u}\left(\mathrm{X}^{k}(\alpha \mathrm{R} \beta)^{x}\right):=\mathrm{X}^{k}[(\xi \rightarrow \alpha) \mathrm{R}(\xi \rightarrow \beta)],
$$

where $\xi:=\bigvee t_{v}(\Phi) \vee\left(t_{v}(\Delta)\right)^{\sharp}$ and we have extended $t_{v}$ to sets of formulas and
For every $u \in T$, we let $t_{\mathcal{T}}(u):=t_{u}\left(\Theta_{u} \dashv \Gamma_{u}\right)$, where $\Theta_{u} \dashv \Gamma_{u}$ is the hypersequent labelling $u$.
3.5.20. Lemma. Let $\mathcal{T}$ be an inductible CTL** $_{*}^{*}$ proof. For every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ and every well-annotated formula $\varphi^{a}$, if $a$ is not the prime witness of $l$, then $t_{l}\left(\varphi^{a}\right)=t_{c_{l}}\left(\varphi^{a}\right)$.

Proof. Assume first that $a=x$ for some $x \in \mathrm{~N}$, whence $\varphi=\mathrm{X}^{j} \psi$ for some R-formula $\psi$ and some $j \leq 1$, and that either $\varphi^{x}$ or $\mathrm{X}^{1-j} \psi^{x}$ occurs in $l$ and $c_{l}$. Then, since $\mathcal{T}$ is low-unfolding and $x$ is not the prime witness of $l$, the inductive invariants of $x$ at $l$ and $c_{l}$ are identical and thus $t_{l}\left(\varphi^{x}\right)=t_{c_{l}}\left(\varphi^{x}\right)$. In all other cases we have $t_{l}\left(\varphi^{a}\right)=t_{c_{l}}\left(\varphi^{a}\right)=\varphi$ by definition and the fact that $l$ and $c_{l}$ have identical labels.

The next result shows that the translation of every repeat is provable in $C T L_{\text {ind }}^{*}$. This is the first major step towards cycle elimination.
3.5.21. Lemma. Let $\mathcal{T}$ be an inductible $\mathrm{CTL}_{\circ}^{*}$ proof. For every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$, we have $\mathrm{CTL}_{\text {ind }}^{*} \vdash t_{\mathcal{T}}(l)$.
Proof. Let $\mathrm{A}\left\{\Phi,(\alpha \mathrm{R} \beta)^{x}\right\}, \Delta$ be the label of $l$, where $x$ is the prime witness of $l$ and $(\Phi, \Delta)$ is the context of $l$. By Proposition 3.5.19, $t_{l}\left((\alpha \mathrm{R} \beta)^{x}\right)=(\xi \rightarrow \alpha) \mathrm{R}(\xi \rightarrow \beta)$, where $\xi:=\vee t_{c_{l}}(\Phi) \vee t_{c_{l}}(\Delta)^{\sharp}$. It suffices to show that $\mathrm{CTL}_{\text {ind }}^{*} \vdash \mathrm{~A}\left\{t_{l}(\Phi), \xi^{2}\right\}, t_{l}(\Delta)$, for then $\mathrm{CTL}_{\text {ind }}^{*} \vdash t_{\mathcal{T}}(l)$ follows by applying rules $\vee \mathrm{R}$ and iW .

We first break down the conjunction $\left(\bigvee t_{c_{l}}(\Phi) \vee t_{c_{l}}(\Delta)^{\sharp}\right)^{\partial}$ by repeated applications of rule $\mathrm{A} \wedge$, obtaining the following hypersequents:
(i) $\Gamma_{\varphi^{a}}:=\mathrm{A}\left\{t_{l}(\Phi), t_{l}\left(\varphi^{a}\right), t_{c_{l}}\left(\varphi^{a}\right)^{\partial}\right\}, t_{l}(\Delta)$, for every $\varphi^{a} \in \Phi$;
(ii) $\Gamma_{\mathrm{Q} \mathrm{\Psi}}:=\mathrm{A}\left\{t_{l}(\Phi),\left(t_{c_{l}}(\mathrm{Q} \Psi)^{\sharp}\right)^{\partial}\right\}, t_{l}(\mathrm{Q} \Psi), t_{l}(\Delta)$, for every $\mathrm{Q} \Psi \in \Delta$.

By Lemmas 3.5.6 and 3.5.20, $\mathrm{CTL}_{\text {ind }}^{*} \vdash \Gamma_{\varphi^{a}}$ for every $\varphi^{a} \in \Phi$.
Let $Q \Psi \in \Delta$. We have:

$$
\begin{aligned}
\left(t_{c_{l}}(\mathrm{Q} \Psi)^{\sharp}\right)^{\partial} & =\left(\mathrm{Q}\left\{t_{c_{l}}\left(\psi^{a}\right) \mid \psi^{a} \in \Psi\right\}^{\sharp}\right)^{\partial} \\
& =\left(\mathrm{Q} \bigcirc\left\{t_{c_{l}}\left(\psi^{a}\right) \mid \psi^{a} \in \Psi\right\}\right)^{\partial} \\
& =\mathrm{Q}^{\partial} \bigcirc^{\partial}\left\{t_{c_{l}}\left(\psi^{a}\right)^{\partial} \mid \psi^{a} \in \Psi\right\},
\end{aligned}
$$

where $\bigcirc:=\bigvee$ and $\bigcirc^{\partial}:=\wedge$ if $Q=A$, and otherwise $\bigcirc:=\wedge$ and $\bigcirc^{\partial}:=\bigvee$. We may thus prove $\Gamma_{Q \Psi}$ in $C T L_{\text {ind }}^{*}$ as follows:

$$
\mathrm{eW} \frac{\mathrm{R} \frac{\mathrm{Q}^{\partial}\left\{t_{c_{l}}\left(\psi^{a}\right)^{\partial} \mid \psi^{a} \in \Psi\right\}, t_{l}(\mathrm{Q} \Psi)}{\mathrm{AQ}^{\partial}\left\{\mathrm{O}^{\partial}\left\{t_{c_{l}}\left(\psi^{a}\right)^{\partial} \mid \psi^{a} \in \Psi\right\}\right\}, t_{l}(\mathrm{Q} \Psi)}}{\mathrm{A}\left\{t_{l}(\Phi)\right\}, \mathrm{Q}^{\partial}\left\{\mathrm{O}^{\partial}\left\{t_{c_{l}}\left(\psi^{a}\right)^{\partial} \mid \psi^{a} \in \Psi\right\}\right\}, t_{l}(\mathrm{Q} \Psi), t_{l}(\Delta)} \underset{\mathrm{A}\left\{t_{l}(\Phi),\left(t_{c_{l}}(\mathrm{Q} \Psi)^{\sharp}\right)^{\partial}\right\}, t_{l}(\mathrm{Q} \Psi), t_{l}(\Delta)}{ },
$$

where $\mathrm{R}:=\mathrm{A} \vee$ if $\mathrm{Q}=\mathrm{E}$, and otherwise $\mathrm{R}:=\mathrm{E} \wedge$. By Lemma 3.5.20, $t_{c_{l}}\left(\psi^{a}\right)=$ $t_{l}\left(\psi^{a}\right)$ for every $\psi^{a} \in \Psi$, so

$$
\mathrm{Q}^{\partial}\left\{t_{c_{l}}\left(\psi^{a}\right)^{\partial} \mid \psi^{a} \in \Psi\right\}=\mathrm{Q}^{\partial}\left\{t_{l}\left(\psi^{a}\right)^{\partial} \mid \psi^{a} \in \Psi\right\}=\left(t_{l}(\mathrm{Q} \Psi)\right)^{\partial} .
$$

Therefore, $\mathrm{Q}^{\partial}\left\{t_{c_{l}}\left(\psi^{a}\right)^{\partial} \mid \psi^{a} \in \Psi\right\}, t_{l}(\mathrm{Q} \Psi)$ is an instance of $\mathrm{ax}_{\mathrm{AE}}$ and we are done.

We need two further results about the translation maps $t_{u}$ before being ready to eliminate cycles.
3.5.22. Lemma. Let $\mathcal{T}$ be an inductible CTL $_{\circ}^{*}$ proof. For every vertex $u \in T$ and every well-annotated modal formula $\mathrm{X} \varphi^{a}$, we have $t_{u}\left(\mathrm{X} \varphi^{a}\right)=\mathrm{X} t_{u}\left(\varphi^{a}\right)$.

Proof. If $a=\varepsilon$ then $t_{u}\left(\mathrm{X} \varphi^{a}\right)=\mathrm{X} \varphi=\mathrm{X} t_{u}\left(\varphi^{a}\right)$. Assume that $a=x$ for some $x \in \mathrm{~N}$. Since $\mathbf{X} \varphi^{x}$ is well-annotated, we have $\varphi=\alpha \mathrm{R} \beta$ for some formulas $\alpha$ and $\beta$. If neither $\varphi^{x}$ nor $\mathrm{X}(\alpha \mathrm{R} \beta)^{x}$ occurs in $u$, then again $t_{u}\left(\mathrm{X} \varphi^{a}\right)=\mathrm{X} \varphi=$ $\mathrm{X} t_{u}\left(\varphi^{a}\right)$. Otherwise, for some formula $\eta$ we have $\mathrm{X} t_{u}\left(\varphi^{x}\right)=\mathrm{X} t_{u}\left((\alpha \mathrm{R} \beta)^{x}\right)=$ $\mathrm{X}[(\eta \rightarrow \alpha) \mathrm{R}(\eta \rightarrow \beta)]=t_{u}\left(\mathrm{X}(\alpha \mathrm{R} \beta)^{x}\right)=t_{u}\left(\mathrm{X} \varphi^{a}\right)$ and we are done.
3.5.23. Lemma. Let $\mathcal{T}$ be an inductible $\mathrm{CTL}_{\circ}^{*}$ proof, $u \in T$ a non-final vertex, R the rule applied at $u$, and $v$ any immediate successor of $u$. For every annotated formula $\varphi^{a}$ occurring in $v$, if $\mathrm{R} \notin\left\{\mathrm{AR}_{0}, \mathrm{AR}_{1}\right\}$ or $\varphi^{a}$ is not active at $v$, then $t_{u}\left(\varphi^{a}\right)=t_{v}\left(\varphi^{a}\right)$.

Proof. If $a=\varepsilon$ then $t_{u}\left(\varphi^{a}\right)=t_{v}\left(\varphi^{a}\right)=\varphi$. Assume that $a=x$ for some $x \in \mathrm{~N}$. Then, $\varphi=\mathrm{X}^{j}(\alpha \mathrm{R} \beta)$ for some formulas $\alpha$ and $\beta$ and some $j \leq 1$.

Suppose first that $\varphi^{x}$ is not active at $v$. Then, $\varphi^{x}$ occurs in $u$ and is a side formula at $u$ (by Lemma 3.4.2, rule del is not applied at $u$ with $\varphi^{x}$ principal), whence the inductive invariants of $x$ at $v$ and $u$ are identical and thus $t_{u}\left(\varphi^{x}\right)=$ $t_{v}\left(\varphi^{x}\right)$.

Suppose now that $\varphi^{x}$ is active at $v$. Then, $\mathrm{R} \in\{\mathrm{AX}, \mathrm{i}$ Thin, e Thin $\}$. If $\mathrm{R} \in$ \{iThin, eThin\}, then $t_{u}\left(\varphi^{x}\right)=t_{v}\left(\varphi^{x}\right)$ because the inductive invariants of $x$ at $u$ and $v$ are identical. And if $\mathrm{R}=\mathrm{AX}$, then, given that the formula $\mathrm{X}^{j+1}(\alpha \mathrm{R} \beta)^{x}$ occurs in the label of $u$ and is thus well-annotated, we have $j=0$. Hence, $t_{u}\left(\varphi^{x}\right)=t_{v}\left(\varphi^{x}\right)$ because the inductive invariants of $x$ at $u$ and $v$ are identical.

Fix an inductible $C T L_{\circ}^{*}$ proof $\mathcal{T}$. Top-down, inductively, viewing $\mathcal{T}$ as a tree without back-edges, we build a $\mathrm{CTL}_{\text {ind }}^{*}$ proof of $t_{\mathcal{T}}(u)$ for each vertex $u \in T$. In particular, if the root of $\mathcal{T}$ has label $\mathrm{A} \varphi$, then $\mathrm{CTL}_{\text {ind }}^{*} \vdash \varphi$.

Let $l$ be a leaf of $\mathcal{T}$. If $l \in \operatorname{Rep}_{\mathcal{T}}$, then $\mathrm{CTL}_{\text {ind }}^{*} \vdash t_{\mathcal{T}}(l)$ by Lemma 3.5.21. Assume that $l$ is axiomatic. If $l$ has a label of the form $\Theta \dashv \mathrm{Q} p, \mathrm{Q}^{\prime} \bar{p}, \Delta$, then $t_{\mathcal{T}}(l)=\mathrm{Q} p, \mathrm{Q}^{\prime} \bar{p}, t_{l}(\Delta)$, which is axiomatic in $\mathrm{CTL}_{\text {ind }}^{*}$. And if the label of $l$ is of the form $\Theta \dashv \mathrm{E} \varnothing, \Delta$, then $t_{\mathcal{T}}(l)=\mathrm{E} \varnothing, t_{l}(\Delta)$ is again axiomatic in $\mathrm{CTL}_{\mathrm{ind}}^{*}$.

For the inductive step we distinguish cases according to the rule R applied at $u \in T .{ }^{13}$

Case $\mathrm{R}=\mathrm{ALit}$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\text { ALit } \frac{\Theta \dashv \mathrm{A} \Phi, \mathrm{~A} \ell, \Delta}{\Theta \dashv \mathrm{~A}\{\Phi, \ell\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), \ell\right\}, t_{u}(\Delta)$. We have:

$$
\mathrm{ALit} \frac{t_{u}(\mathrm{~A} \Phi), \mathrm{A} \ell, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \ell\right\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in $\mathrm{CTL}_{0}^{*}$.

Case $\mathrm{R}=$ ELit. Let $v_{1}, v_{2}$ be the two immediate successors of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{ELit} \frac{\Theta \dashv \mathrm{E} \Phi, \Delta \quad \Theta \dashv \mathrm{E} \ell, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \ell\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $t_{u}(\mathrm{E}\{\Phi, \ell\}), t_{u}(\Delta)=\mathrm{E}\{\Phi, \ell\}, t_{u}(\Delta)$. We have:

$$
\mathrm{ELit} \frac{\mathrm{E} \Phi, t_{u}(\Delta) \quad \mathrm{E} \ell, t_{u}(\Delta)}{\mathrm{E}\{\Phi, \ell\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premises are $t_{\mathcal{T}}\left(v_{1}\right)$ and $t_{\mathcal{T}}\left(v_{2}\right)$, which by the inductive hypothesis are both provable in $\mathrm{CTL}_{\circ}^{*}$.

Case $\mathrm{R}=\mathrm{A} \vee$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{A} \vee \frac{\Theta \dashv \mathrm{~A}\{\Phi, \varphi, \psi\}, \Delta}{\Theta \dashv \mathrm{A}\{\Phi, \varphi \vee \psi\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), t_{u}(\varphi \vee \psi)\right\}, t_{u}(\Delta)=\mathrm{A}\left\{t_{u}(\Phi), \varphi \vee \psi\right\}$, $t_{u}(\Delta)$. We have:

$$
\mathrm{A} \vee \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi, \psi\right\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \varphi \vee \psi\right\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in $\mathrm{CTL}_{0}^{*}$.

Case $\mathrm{R}=\mathrm{E} \vee$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

[^28]$$
\mathrm{E} \vee \frac{\Theta \dashv \mathrm{E}\{\Phi, \varphi\}, \mathrm{E}\{\Phi, \psi\}, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \varphi \vee \psi\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $t_{u}(\mathrm{E}\{\Phi, \varphi \vee \psi\}), t_{u}(\Delta)=\mathrm{E}\{\Phi, \varphi \vee \psi\}, t_{u}(\Delta)$. We have:

$$
\mathrm{E} \vee \frac{\mathrm{E}\{\Phi, \varphi\}, \mathrm{E}\{\Phi, \psi\}, t_{u}(\Delta)}{\mathrm{E}\{\Phi, \varphi \vee \psi\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in CTL。

Case $\mathrm{R}=\mathrm{A} \wedge$. Let $v_{1}, v_{2}$ be the two immediate successors of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{A} \wedge \frac{\Theta \dashv \mathrm{~A}\{\Phi, \varphi\}, \Delta \quad \Theta \dashv \mathrm{A}\{\Phi, \psi\}, \Delta}{\Theta \dashv \mathrm{A}\{\Phi, \varphi \wedge \psi\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), t_{u}(\varphi \wedge \psi)\right\}, t_{u}(\Delta)=\mathrm{A}\left\{t_{u}(\Phi), \varphi \wedge \psi\right\}$, $t_{u}(\Delta)$. We have:

$$
\mathrm{A} \wedge \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi\right\}, t_{u}(\Delta) \quad \mathrm{A}\left\{t_{u}(\Phi), \psi\right\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \varphi \wedge \psi\right\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premises are $t_{\mathcal{T}}\left(v_{1}\right)$ and $t_{\mathcal{T}}\left(v_{2}\right)$, which by the inductive hypothesis are both provable in $\mathrm{CTL}_{\circ}^{*}$.

Case $\mathrm{R}=\mathrm{E} \wedge$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{E} \wedge \frac{\Theta \dashv \mathrm{E}\{\Phi, \varphi, \psi\}, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \varphi \wedge \psi\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $t_{u}(\mathrm{E}\{\Phi, \varphi \wedge \psi\}), t_{u}(\Delta)=\mathrm{E}\{\Phi, \varphi \wedge \psi\}, t_{u}(\Delta)$. We have:

$$
\mathrm{E} \wedge \frac{\mathrm{E}\{\Phi, \varphi, \psi\}, t_{u}(\Delta)}{\mathrm{E}\{\Phi, \varphi \wedge \psi\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in CTL。.

Case $\mathrm{R}=\mathrm{AA}$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{AA} \frac{\Theta \dashv \mathrm{~A} \Phi, \mathrm{~A}\{\psi\}, \Delta}{\Theta \dashv \mathrm{A}\{\Phi, \mathrm{~A} \psi\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), \mathrm{A} \psi\right\}, t_{u}(\Delta)$. We have:

$$
\mathrm{AA} \frac{\mathrm{~A}\left(t_{u}(\Phi)\right), \mathrm{A}\{\psi\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \mathrm{A} \psi\right\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in CTL. .

Case $\mathrm{R}=\mathrm{EA}$. Let $v_{1}, v_{2}$ be the two immediate successors of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{EA} \frac{\Theta \dashv \mathrm{E} \Phi, \Delta \quad \Theta \dashv \mathrm{~A}\{\psi\}, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \mathrm{~A} \psi\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $t_{u}(\mathrm{E}\{\Phi, \mathrm{A} \psi\}), t_{u}(\Delta)=\mathrm{E}\{\Phi, \mathrm{A} \psi\}, t_{u}(\Delta)$. We have:

$$
\mathrm{EA} \frac{\mathrm{E} \Phi, t_{u}(\Delta) \quad \mathrm{A}\{\psi\}, t_{u}(\Delta)}{\mathrm{E}\{\Phi, \mathrm{~A} \psi\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premises are $t_{\mathcal{T}}\left(v_{1}\right)$ and $t_{\mathcal{T}}\left(v_{2}\right)$, which by the inductive hypothesis are both provable in $\mathrm{CTL}_{\circ}^{*}$.

Case $\mathrm{R}=\mathrm{AE}$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{AE} \frac{\Theta \dashv \mathrm{~A} \Phi, \mathrm{E}\{\psi\}, \Delta}{\Theta \dashv \mathrm{A}\{\Phi, \mathrm{E} \psi\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), \mathrm{E} \psi\right\}, t_{u}(\Delta)$. We have:

$$
\mathrm{AE} \frac{\mathrm{~A}\left(t_{u}(\Phi)\right), \mathrm{E}\{\psi\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \mathrm{E} \psi\right\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in CTL. .

Case $\mathrm{R}=\mathrm{EE}$. Let $v_{1}, v_{2}$ be the two immediate successors of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{EA} \frac{\Theta \dashv \mathrm{E} \Phi, \Delta \quad \Theta \dashv \mathrm{E}\{\psi\}, \Delta}{\Theta \dashv \mathrm{E}\{\Phi, \mathrm{E} \psi\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $t_{u}(\mathrm{E}\{\Phi, \mathrm{E} \psi\}), t_{u}(\Delta)=\mathrm{E}\{\Phi, \mathrm{E} \psi\}, t_{u}(\Delta)$. We have:

$$
\mathrm{EA} \frac{\mathrm{E} \Phi, t_{u}(\Delta) \quad \mathrm{E}\{\psi\}, t_{u}(\Delta)}{\mathrm{E}\{\Phi, \mathrm{E} \psi\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premises are $t_{\mathcal{T}}\left(v_{1}\right)$ and $t_{\mathcal{T}}\left(v_{2}\right)$, which by the inductive hypothesis are both provable in $\mathrm{CTL}_{0}^{*}$.

Case $\mathrm{R}=\mathrm{AX}$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{AX} \frac{\Theta^{\prime} \dashv \mathrm{A} \Phi, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\Theta \dashv \mathrm{~A}(\mathrm{X} \Phi \cup \Xi), \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma}
$$

We are to build a $C T L_{*}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\mathrm{X} \Phi) \cup t_{u}(\Xi)\right\}, t_{u}\left(\mathrm{EX} \Psi_{1}\right), \ldots, t_{u}\left(\mathrm{EX} \Psi_{m}\right)$, $t_{u}(\Sigma)$. Note that $t_{u}\left(\mathrm{EX} \Psi_{i}\right)=\mathrm{EX} \Psi_{i}$ for every $1 \leq i \leq m$. And, by Lemma 3.5.22, $t_{u}(\mathrm{X} \Phi)=\mathrm{X} t_{u}(\Phi)$. We thus have:

$$
\mathrm{AX} \frac{\mathrm{~A}\left(t_{u}(\Phi)\right), \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{~A}\left\{\mathrm{X} t_{u}(\Phi) \cup t_{u}(\Xi)\right\}, \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, t_{u}(\Sigma)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in $\mathrm{CTL}_{0}^{*}$.

Case $\mathrm{R}=\mathrm{EX}$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{EX} \frac{\Theta^{\prime} \dashv \mathrm{E} \Psi_{1}, \ldots, \mathrm{E}_{m}}{\Theta \dashv \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma}
$$

We are to build a $C T L_{。}^{*}$ proof of $t_{u}\left(\operatorname{EX}_{1}\right), \ldots, t_{u}\left(\operatorname{EX} \Psi_{m}\right), t_{u}(\Sigma)$. Note that $t_{u}\left(\mathrm{EX} \Psi_{i}\right)=\mathrm{EX} \Psi_{i}$ for every $1 \leq i \leq m$. We thus have:

$$
\mathrm{EX} \frac{\mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in $\mathrm{CTL}_{0}^{*}$.

Case $\mathrm{R}=\mathrm{iW}$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\text { iW } \frac{\Theta^{\prime} \dashv \mathrm{A} \Phi, \Delta}{\Theta \dashv \mathrm{~A}(\Phi \cup \Psi), \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi) \cup t_{u}(\Psi)\right\}, t_{u}(\Delta)$. We have:

$$
\mathrm{iW} \frac{\mathrm{~A}\left(t_{u}(\Phi)\right), t_{u}(\Delta)}{\mathrm{A}\left(t_{u}(\Phi) \cup t_{u}(\Psi)\right), t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in $\mathrm{CTL}_{\circ}^{*}$.

Case $\mathrm{R}=\mathrm{eW}$. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{eW} \frac{\Theta^{\prime} \dashv \mathrm{Q} \Phi, \Delta}{\Theta \dashv \mathrm{Q} \Phi, \mathrm{Q}^{\prime} \Psi, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $t_{u}(\mathrm{Q} \Phi), t_{u}\left(\mathrm{Q}^{\prime} \Psi\right), t_{u}(\Delta)$. We have:

$$
\mathrm{eW} \frac{t_{u}(\mathrm{Q} \Phi), t_{u}(\Delta)}{t_{u}(\mathrm{Q} \Phi), t_{u}\left(\mathrm{Q}^{\prime} \Psi\right), t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in $\mathrm{CTL}_{\circ}^{*}$.

Case $\mathrm{R}=\mathrm{i}$ Thin. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
i \operatorname{Thin} \frac{\Theta^{\prime} \dashv \mathrm{A}\left\{\Phi, \varphi^{x}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi^{x}, \varphi^{a}\right\}, \Delta} x \prec_{\Theta} a
$$

We are to build a CTL* proof of

$$
t_{u}\left(\mathrm{~A}\left\{\Phi, \varphi^{x}, \varphi^{a}\right\}\right), t_{u}(\Delta)=\mathrm{A}\left\{t_{u}(\Phi), t_{u}\left(\varphi^{x}\right), t_{u}\left(\varphi^{a}\right)\right\}, t_{u}(\Delta)
$$

Since $t_{\mathcal{T}}(v)=\mathrm{A}\left\{t_{v}(\Phi), t_{v}\left(\varphi^{x}\right)\right\}, t_{v}(\Delta)=\mathrm{A}\left\{t_{u}(\Phi), t_{u}\left(\varphi^{x}\right)\right\}, t_{u}(\Delta)$, where the latter equality is given by Lemma 3.5.23, by iW and the inductive hypothesis we are done.

Case $\mathrm{R}=\mathrm{e}$ Thin. Let $v$ be the unique immediate successor of $u$. Since $\mathcal{T}$ is inductible, in $\mathcal{T}$ we have:

$$
\text { eThin } \frac{\Theta^{\prime} \dashv \mathrm{A}\left\{\varphi_{0}^{a_{0}}, \ldots, \varphi_{n}^{a_{n}}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\varphi_{0}^{a_{0}}, \ldots, \varphi_{n}^{a_{n}}\right\}, \mathrm{A}\left\{\varphi_{0}^{b_{0}}, \ldots, \varphi_{n}^{b_{n}}\right\}, \Delta}
$$

We are to build a $C T L_{*}^{*}$ proof of

$$
t_{\mathcal{T}}(u)=\mathrm{A}\left\{t_{u}\left(\varphi_{0}^{a_{0}}\right), \ldots, t_{u}\left(\varphi_{n}^{a_{n}}\right)\right\}, \mathrm{A}\left\{t_{u}\left(\varphi_{0}^{b_{0}}\right), \ldots, t_{u}\left(\varphi_{n}^{b_{n}}\right)\right\}, t_{u}(\Delta)
$$

Since $t_{\mathcal{T}}(v)=\mathrm{A}\left\{t_{v}\left(\varphi_{0}^{a_{0}}\right), \ldots, t_{v}\left(\varphi_{n}^{a_{n}}\right)\right\}, t_{v}(\Delta)=\mathrm{A}\left\{t_{u}\left(\varphi_{0}^{a_{0}}\right), \ldots, t_{u}\left(\varphi_{n}^{a_{n}}\right)\right\}, t_{u}(\Delta)$, where the latter equality is given by Lemma 3.5.23, by eW and the inductive hypothesis we are done.

Case $\mathrm{R}=$ del. Let $v$ be the unique immediate successor of $u$. In $\mathcal{T}$ we have:

$$
\operatorname{del} \frac{\Theta^{\prime} \dashv \mathrm{A}\{\Phi, \varphi\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi^{x}\right\}, \Delta}
$$

We have $\varphi=\mathrm{X}^{j}(\alpha \mathrm{R} \beta)$ and $t_{u}\left(\varphi^{x}\right)=\mathrm{X}^{j}[(\eta \rightarrow \alpha) \mathrm{R}(\eta \rightarrow \beta)]$ for some formulas $\alpha$, $\beta$ and $\eta$, and some $j \leq 1$. We are to build a $\mathrm{CTL}_{\circ}^{*} \operatorname{proof}$ of $\mathrm{A}\left\{t_{u}(\Phi), t_{u}\left(\varphi^{x}\right)\right\}, t_{u}(\Delta)$. By Lemma 3.5.23 and the inductive hypothesis, $t_{\mathcal{T}}(v)=\mathrm{A}\left\{t_{u}(\Phi), \varphi\right\}, t_{u}(\Delta)$ is provable in $\mathrm{CTL}_{\text {ind }}^{*}$. We then have:

$$
\mathrm{X}^{j} \vee \mathrm{R} \frac{\mathrm{iW} \frac{\mathrm{~A}\left\{t_{u}(\Phi), \mathrm{X}^{j}(\alpha \mathrm{R} \beta)\right\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \mathrm{X}^{j} \eta, \mathrm{X}^{j}(\alpha \mathrm{R} \beta)\right\}, t_{u}(\Delta)}}{\mathrm{A}\left\{t_{u}(\Phi), \mathrm{X}^{j}[(\eta \rightarrow \alpha) \mathrm{R}(\eta \rightarrow \beta)]\right\}, t_{u}(\Delta)}
$$

The premise is $t_{\mathcal{T}}(v)$, which by the inductive hypothesis is provable in $\mathrm{CTL}_{0}^{*}$.
Case $\mathrm{R}=\mathrm{AU}$. Let $v_{1}, v_{2}$ be the two immediate successors of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{AU} \frac{\Theta \dashv \mathrm{~A}\left\{\Phi, \varphi_{1}, \varphi_{2}\right\}, \Delta \quad \Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{2}, \mathrm{X}\left(\varphi_{1} \mathrm{U} \varphi_{2}\right)\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{1} \mathrm{U} \varphi_{2}\right\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), \varphi_{1} \mathrm{U} \varphi_{2}\right\}, t_{u}(\Delta)$. We have:

$$
\mathrm{A} \wedge \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi_{1}, \varphi_{2}\right\}, t_{u}(\Delta) \quad \mathrm{A}\left\{t_{u}(\Phi), \varphi_{2}, \mathrm{X}\left(\varphi_{1} \cup \varphi_{2}\right)\right\}, t_{u}(\Delta)}{\mathrm{A} \vee \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi_{2}, \varphi_{1} \wedge \mathrm{X}\left(\varphi_{1} \mathrm{U} \varphi_{2}\right)\right\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \varphi_{2} \vee\left[\varphi_{1} \wedge \mathrm{X}\left(\varphi_{1} \mathrm{U} \varphi_{2}\right)\right]\right\}, t_{u}(\Delta)}}
$$

By Lemma 3.5.23, the premises are $t_{\mathcal{T}}\left(v_{1}\right)$ and $t_{\mathcal{T}}\left(v_{2}\right)$, which by the inductive hypothesis are both provable in $\mathrm{CTL}_{\circ}^{*}$.

Case $\mathrm{R}=\mathrm{AR}_{0}$ with empty principal annotation. Let $v_{1}, v_{2}$ be the two immediate successors of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{AR}_{0} \frac{\Theta \dashv \mathrm{~A}\left\{\Phi, \varphi_{2}\right\}, \Delta \quad \Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{1}, \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{1} \mathrm{R} \varphi_{2}\right\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), \varphi_{1} \mathrm{R} \varphi_{2}\right\}, t_{u}(\Delta)$. We have:

$$
\mathrm{A} \wedge \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi_{2}\right\}, t_{u}(\Delta) \quad \mathrm{A} \vee \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi_{1}, \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)\right\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \varphi_{1} \vee \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)\right\}, t_{u}(\Delta)}}{\mathrm{AR} \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi_{2} \wedge\left[\varphi_{1} \vee \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)\right]\right\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \varphi_{1} \mathrm{R} \varphi_{2}\right\}, t_{u}(\Delta)}}
$$

By Lemma 3.5.23, the premises are $t_{\mathcal{T}}\left(v_{1}\right)$ and $t_{\mathcal{T}}\left(v_{2}\right)$, which by the inductive hypothesis are both provable in $\mathrm{CTL}_{\circ}^{*}$.

Case $R \in\{E U, E R\}$. Analogous to the previous one.
Case $\mathrm{R}=\mathrm{AR}_{0}$ with non-empty principal annotation $x$. Let $v_{1}, v_{2}$ be the two immediate successors of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{AR}_{0} \frac{\Theta \dashv \mathrm{~A}\left\{\Phi, \varphi_{2}\right\}, \Delta \quad \Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{1}, \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{x}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi,\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{x}\right\}, \Delta}
$$

We are to build a $\mathrm{CTL}_{\circ}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), t_{u}\left(\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{x}\right)\right\}, t_{u}(\Delta)$. We have

$$
t_{u}\left(\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{x}\right)=\left(\eta \rightarrow \varphi_{1}\right) \mathrm{R}\left(\eta \rightarrow \varphi_{2}\right)
$$

for some formula $\eta$. The inductive invariant of $x$ at $v_{2}$ is $(\Phi, \Delta)$ and

$$
t_{v_{2}}\left(\mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{x}\right)=\mathrm{X}\left[\left(\xi \rightarrow \varphi_{1}\right) \mathrm{R}\left(\xi \rightarrow \varphi_{2}\right)\right],
$$

where $\xi:=\bigvee t_{u}(\Phi) \vee t_{u}(\Delta)^{\sharp}$. We have:

$$
\operatorname{ind}_{\mathrm{s}} \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi_{2}\right\}, t_{u}(\Delta) \quad \mathrm{A}\left\{t_{u}(\Phi), \varphi_{1}, \mathrm{X}\left[\left(\xi \rightarrow \varphi_{1}\right) \mathrm{R}\left(\xi \rightarrow \varphi_{2}\right)\right]\right\}, t_{u}(\Delta)}{\mathrm{AW}\left\{t_{u}(\Phi), \varphi_{1} \mathrm{R} \varphi_{2}\right\}, t_{u}(\Delta)} \frac{\mathrm{iW} \frac{\mathrm{~A}\left\{t_{u}(\Phi), \eta, \varphi_{1} \mathrm{R} \varphi_{2}\right\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi),\left(\eta \rightarrow \varphi_{1}\right) \mathrm{R}\left(\eta \rightarrow \varphi_{2}\right)\right\}, t_{u}(\Delta)}}{}
$$

By Lemma 3.5.23, the premises are $t_{\mathcal{T}}\left(v_{1}\right)$ and $t_{\mathcal{T}}\left(v_{2}\right)$, which by the inductive hypothesis are both provable in $\mathrm{CTL}_{\circ}^{*}$.

Case $\mathrm{R}=\mathrm{AR}_{1}$. Let $v_{1}, v_{2}$ be the two immediate successors of $u$. In $\mathcal{T}$ we have:

$$
\mathrm{AR}_{1} \frac{\Theta \dashv \mathrm{~A}\left\{\Phi, \varphi_{2}\right\}, \Delta \quad \Theta x \dashv \mathrm{~A}\left\{\Phi, \varphi_{1}, \mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{x}\right\}, \Delta}{\Theta \dashv \mathrm{A}\left\{\Phi, \varphi_{1} \mathrm{R} \varphi_{2}\right\}, \Delta}
$$

$$
\begin{aligned}
& \mathrm{AX} \frac{\mathrm{iW} \frac{\mathrm{ax}_{\mathrm{RU}} \overline{\mathrm{~A}\left\{\mathrm{TU} p, \mathrm{~T}^{2} \mathrm{R} \bar{p}\right\}}}{\mathrm{A}\left\{\mathrm{TU} p, \mathrm{~T}^{2} \mathrm{R} \bar{p}, \perp \mathrm{R} \bar{p}\right\}}}{\mathrm{A}\{\mathrm{X}(\mathrm{TU} p),((\mathrm{TU} p) \rightarrow \perp) \mathrm{R}((\mathrm{TU} p) \rightarrow \bar{p})\}}
\end{aligned}
$$

$$
\begin{aligned}
& \vee \mathrm{iW} \frac{\mathrm{~A}\{\mathrm{TU} p, \perp \mathrm{R} \bar{p}\}}{\mathrm{A}\left\{\mathrm{~T} \cup p, \mathrm{~T}^{\partial} \mathrm{R} \bar{p}, \perp \mathrm{R} \bar{p}\right\}}
\end{aligned}
$$

Figure 3.13: The translation into $\mathrm{CTL}_{\text {ind }}^{*}$ of the cycle in the $\mathrm{CTL}_{\circ}^{*}$ proof of $(\mathrm{TU} p) \vee(\perp \mathrm{R} \bar{p})$ from Figure 3.8.

We are to build a $\mathrm{CTL}_{\text {ind }}^{*}$ proof of $\mathrm{A}\left\{t_{u}(\Phi), \varphi_{1} \mathrm{R} \varphi_{2}\right\}, t_{u}(\Delta)$. The inductive base of $x$ at $v_{2}$ is $u$ and the inductive invariant of $x$ at $v_{2}$ is $(\Phi, \Delta)$. Thus, $t_{v_{2}}\left(\mathrm{X}\left(\varphi_{1} \mathrm{R} \varphi_{2}\right)^{x}\right)=$ $\mathrm{X}\left[\left(\xi \rightarrow \varphi_{1}\right) \mathrm{R}\left(\xi \rightarrow \varphi_{2}\right)\right]$, where $\xi:=\vee t_{u}(\Phi) \vee t_{u}(\Delta)^{\sharp}$. We then have:

$$
\operatorname{ind}_{\mathrm{s}} \frac{\mathrm{~A}\left\{t_{u}(\Phi), \varphi_{2}\right\}, t_{u}(\Delta) \quad \mathrm{A}\left\{t_{u}(\Phi), \varphi_{1}, \mathrm{X}\left[\left(\xi \rightarrow \varphi_{1}\right) \mathrm{R}\left(\xi \rightarrow \varphi_{2}\right)\right]\right\}, t_{u}(\Delta)}{\mathrm{A}\left\{t_{u}(\Phi), \varphi_{1} \mathrm{R} \varphi_{2}\right\}, t_{u}(\Delta)}
$$

By Lemma 3.5.23, the premises are $t_{\mathcal{T}}\left(v_{1}\right)$ and $t_{\mathcal{T}}\left(v_{2}\right)$, which by the inductive hypothesis are both provable in CTL. .

We have thus established:
3.5.24. Theorem. For any formula $\varphi$, if there is an inductible $\mathrm{CTL}_{\circ}^{*}$ proof of $\varphi$, then $\mathrm{CTL}_{\text {ind }}^{*} \vdash \varphi$.
3.5.25. Example. Figure 3.13 depicts the translation into $\mathrm{CTL}_{\text {ind }}^{*}$ of the cycle in Figure 3.8. As expected from such a general procedure, the resulting proof is much larger than it need be (especially considering the use of non-primitive rules such as $\vee R$ and inds).

### 3.5.3 Hilbert-style proofs

We conclude the section on cycle elimination by presenting a Hilbert-style version of $\mathrm{CT}_{\text {ind }}^{*}$ and comparing its strength to a known axiomatisation of (a fragment of) CTL*. We assume that the reader is familiar with proofs à la Hilbert: finite sequences of formulas such that every formula is either an instance of an axiom, or else is obtained by applying a rule to formulas occurring earlier in the sequence.
3.5.26. Definition ( $C T L_{\text {Hil }}^{*}$ ). The proof system $C T L_{\text {Hil }}^{*}$ is the Hilbert-style proof system whose rules are depicted in Figure 3.14 and with the following axiom schemata:

- Axioms for classical reasoning:
(i) $(\alpha \rightarrow \beta) \rightarrow((\beta \rightarrow \gamma) \rightarrow(\alpha \rightarrow \gamma))$;
(ii) $\left(\alpha^{\partial} \rightarrow \alpha\right) \rightarrow \alpha$;
(iii) $\alpha \rightarrow\left(\alpha^{\partial} \rightarrow \beta\right)$;
- Axioms for quantifiers:
(iv) $\mathrm{A}(\alpha \rightarrow \beta) \rightarrow(\mathrm{A} \alpha \rightarrow \mathrm{A} \beta)$.
(v) $\mathrm{A} \alpha \rightarrow \alpha$.
(vi) $\mathrm{A} \alpha \rightarrow \mathrm{AA} \alpha$.
(vii) $\mathrm{E} \alpha \rightarrow \mathrm{AE} \alpha$.
- Axioms for literals:
(viii) $p \rightarrow \mathrm{~A} p$.
(ix) $\mathrm{E} p \rightarrow p$.
- Axioms for the interaction between X and the quantifiers:
(x) $A X \alpha \rightarrow X A \alpha$.
- Temporal axioms:
(xi) $\mathrm{X}(\alpha \rightarrow \beta) \rightarrow(\mathrm{X} \alpha \rightarrow \mathrm{X} \beta)$.
(xii) $(\beta \vee(\alpha \wedge \mathbf{X}(\alpha \mathrm{U}))) \rightarrow \alpha \mathrm{U} \beta$.
3.5.27. Remark. We use axiom schemata rather than axioms plus a substitution rule because CTL* is not closed under substitution: while $\mathrm{E} p \rightarrow p$ is valid, clearly $\mathrm{E} \alpha \rightarrow \alpha$ is not always valid.
3.5.28. ObSERVAtion. Formally, the universal quantifier A behaves like an S 5 box (except on literals), where $\mathrm{S} 5:=\mathrm{S} 4 \oplus \diamond p \rightarrow \square \diamond p .{ }^{14}$

[^29]\[

$$
\begin{array}{rc}
\text { MP } \frac{\alpha \rightarrow \beta}{\beta} & \text { ind } \frac{(\beta \vee(\alpha \wedge \mathrm{X} \gamma)) \rightarrow \gamma}{\alpha \mathrm{U} \rightarrow \gamma} \\
\mathrm{~A} \frac{\alpha}{\mathrm{~A} \alpha} & \mathrm{X} \frac{\alpha}{\mathrm{X} \alpha}
\end{array}
$$
\]

Figure 3.14: Non-axiomatic rules of the Hilbert-style system CTL ${ }_{\text {Hil }}^{*}$ -

The first three axiom schemata of $\mathrm{CTL}_{\mathrm{Hil}}^{*}$ correspond to the axioms for classical propositional logic (CPC) given in Chapter 2. We assume familiarity with CPC, and in particular with the Hilbert-style axiomatisation thereof based on said schemata and the rule of modus ponens (MP).

A CPC tautology in the language of CTL* is a CTL* formula of the form $\sigma(\alpha)$, where $\alpha$ is a CPC tautology and $\sigma:$ Prop $\rightarrow$ Form $_{\text {CtL* }}$ is a CTL* substitution lifted to formulas in the usual manner. It is easy to see that the system $C T L_{\text {ind }}^{*}$ can reason classically in the language of CTL*:
3.5.29. Proposition. Every CPC tautology in the language of $\mathrm{CTL}^{*}$ is provable in $\mathrm{CTL}_{\text {Hil }}^{*}$.

Proof. We show, by (strong) induction on $k<\omega$, that for every CPC tautology $\alpha$ having a (Hilbert-style) CPC proof of length $k$, and every substitution $\sigma: \operatorname{Prop} \rightarrow$ Form CtL $^{*}$, we have CTL $_{\text {Hil }}^{*} \vdash \sigma(\alpha)$. If $k=1$, then $\alpha$ is an instance of a CPC axiom and thus $\sigma(\alpha)$ is an instance of a $\mathrm{CTL}_{\text {Hil }}^{*}$ axiom. For the inductive case, assume that the claim holds for any $k^{\prime}<k$. If $\alpha$ is an instance of a CPC axiom, then we reason as in the base case $k=1$. Otherwise, $\alpha$ results by MP from formulas $\beta$ and $\beta \rightarrow \alpha$ having both CPC proofs of length at most $k^{\prime}$ for some $k^{\prime}<k$. By the inductive hypothesis, then, $\mathrm{CTL}_{\text {ind }}^{*} \vdash \sigma(\beta)$ and $\mathrm{CTL}_{\text {ind }}^{*} \vdash \sigma(\beta \rightarrow \alpha)$, whence $\mathrm{CTL}_{\text {ind }}^{*} \vdash \sigma(\alpha)$ by MP.

The axioms for $C T L_{\text {Hil }}^{*}$ correspond to the rules of $C T L_{\text {ind }}^{*}$ in a way that will become clear when we show how to embed the latter into the former. In order to do this, we first need to establish several properties of CTL Hil $^{*}$.
3.5.30. Proposition. The rule

$$
\mathrm{A}^{-1} \frac{\mathrm{~A} \alpha}{\alpha}
$$

is admissible in $\mathrm{CTL}_{\mathrm{Hil}}^{*}$.
Proof. Clear.
3.5.31. Proposition. The rule

$$
\mathrm{A} \rightarrow \frac{\alpha \rightarrow \beta}{\mathrm{~A} \alpha \rightarrow \mathrm{~A} \beta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{Hil}}^{*}$.
Proof. Assuming $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \alpha \rightarrow \beta$, we prove $\mathrm{A} \alpha \rightarrow \mathrm{A} \beta$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ as follows:

1. $\alpha \rightarrow \beta$
(assumption)
2. $\mathrm{A}(\alpha \rightarrow \beta)$
3. $\mathrm{A}(\alpha \rightarrow \beta) \rightarrow(\mathrm{A} \alpha \rightarrow \mathrm{A} \beta)$
(axiom)
4. $\mathrm{A} \alpha \rightarrow \mathrm{A} \beta$
(MP 2,3)
3.5.32. Proposition. The rule

$$
\mathrm{E} \rightarrow \frac{\alpha \rightarrow \beta}{\mathrm{E} \alpha \rightarrow \mathrm{E} \beta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{Hil}}^{*}$.
Proof. Assuming $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \alpha \rightarrow \beta$, we prove $\mathrm{E} \alpha \rightarrow \mathrm{E} \beta$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ as follows:

1. $\alpha \rightarrow \beta$
(assumption)
2. $\beta^{\partial} \rightarrow \alpha^{\partial}$
(CPC 1)
3. $\mathrm{A} \beta^{\partial} \rightarrow \mathrm{A} \alpha^{\partial}$
$(\mathrm{A} \rightarrow 2)$
4. $\mathrm{E} \alpha \rightarrow \mathrm{E} \beta$
(CPC 3)
3.5.33. Proposition. The rule

$$
\vee \rightarrow \frac{\alpha \vee \delta \quad \alpha \rightarrow \beta}{\beta \vee \delta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{H}_{\mathrm{il}}}^{*}$.
Proof. Assuming CTL $_{\text {Hil }}^{*} \vdash \alpha \vee \delta$ and CTL $_{\text {Hil }}^{*} \vdash \alpha \rightarrow \beta$, we prove $\beta \vee \delta$ in CTL $_{\text {Hil }}^{*}$ as follows:

1. $\alpha \vee \delta$
(assumption)
2. $\alpha \rightarrow \beta$
(assumption)
3. $\alpha \rightarrow(\beta \vee \delta)$
(CPC 2)
4. $\delta \rightarrow(\beta \vee \delta)$
(CPC)
5. $(\alpha \vee \delta) \rightarrow(\beta \vee \delta)$
(CPC 3,4)
6. $\beta \vee \delta$
(MP 1,5)
3.5.34. Proposition. For every $p \in$ Prop, the following hold:
(i) $\mathrm{CTL}_{\mathrm{Hil}}^{*} \vdash \mathrm{Q} p \leftrightarrow p$, for every $\mathrm{Q} \in\{\mathrm{A}, \mathrm{E}\}$;
(ii) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{Q} \bar{p} \leftrightarrow \bar{p}$, for every $\mathrm{Q} \in\{\mathrm{A}, \mathrm{E}\}$;
(iii) $\mathrm{CTL}_{\mathrm{Hil}}^{*} \vdash \mathrm{~A} p \leftrightarrow \mathrm{E} p$;
(iv) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{~A} \bar{p} \leftrightarrow \mathrm{E} \bar{p}$.

Proof. Clear.
3.5.35. Proposition. For all formulas $\alpha, \beta$ and $\gamma$, the following hold:
(i) if $\mathrm{CTL}_{\mathrm{Hil}}^{*} \vdash \alpha \vee \beta$, then $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \beta \vee \alpha$;
(ii) if $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{~A}(\alpha \vee \beta)$, then $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{~A}(\beta \vee \alpha)$;
(iii) if $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{E}(\alpha \wedge \beta)$, then $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{E}(\beta \wedge \alpha)$.

Proof. Claim (i) is clear by Proposition 3.5.29. For (ii), assume that CTL ${ }_{\text {Hil }}^{*} \vdash$ $\mathrm{A}(\alpha \vee \beta)$. By Propositions 3.5.29 and 3.5.30, $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \beta \vee \alpha$, so by rule A we get $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{~A}(\beta \vee \alpha)$. For (iii), assume that $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{E}(\alpha \wedge \beta)$. Then, $\mathrm{CTL}_{\text {Hil }}^{*} \vdash$ $\left(\mathrm{A}\left(\alpha \rightarrow \beta^{\partial}\right)\right)^{\partial}$ and thus:

1. $\left(\mathrm{A}\left(\alpha \rightarrow \beta^{\partial}\right)\right)^{\partial}$
(assumption)
2. $\left(\beta \rightarrow \alpha^{\partial}\right) \rightarrow\left(\alpha \rightarrow \beta^{\partial}\right)$
3. $\mathrm{A}\left(\beta \rightarrow \alpha^{\partial}\right) \rightarrow \mathrm{A}\left(\alpha \rightarrow \beta^{\partial}\right)$
4. $\left(\mathrm{A}\left(\alpha \rightarrow \beta^{\partial}\right)\right)^{\partial} \rightarrow\left(\mathrm{A}\left(\beta \rightarrow \alpha^{\partial}\right)\right)^{\partial}$
(CPC 3)
5. $\left(\mathrm{A}\left(\beta \rightarrow \alpha^{\partial}\right)\right)^{\partial}$
(MP 1,4)
Since $\left(\mathrm{A}\left(\beta \rightarrow \alpha^{\partial}\right)\right)^{\partial}=\mathrm{E}(\beta \wedge \alpha)$, we are done.
3.5.36. Proposition. For all formulas $\alpha$ and $\beta$, we have:
(i) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash(\mathrm{~A} \alpha \wedge \mathrm{~A} \beta) \rightarrow \mathrm{A}(\alpha \wedge \beta)$;
(ii) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{~A}(\alpha \wedge \beta) \rightarrow(\mathrm{A} \alpha \wedge \mathrm{A} \beta)$;
(iii) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash(\mathrm{E} \alpha \vee \mathrm{E} \beta) \rightarrow \mathrm{E}(\alpha \vee \beta)$;
(iv) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{E}(\alpha \vee \beta) \rightarrow(\mathrm{E} \alpha \vee \mathrm{E} \beta)$.

Proof. Clearly, (ii) and (iv) follow by contraposition from (iii) and (i), respectively. To prove (i) we reason as follows:

1. $\alpha \rightarrow[\beta \rightarrow(\alpha \wedge \beta)]$
2. $\mathrm{A} \alpha \rightarrow \mathrm{A}[\beta \rightarrow(\alpha \wedge \beta)]$
3. $\mathrm{A}[\beta \rightarrow(\alpha \wedge \beta)] \rightarrow[\mathrm{A} \beta \rightarrow \mathrm{A}(\alpha \wedge \beta)]$ (axiom)
4. $\mathbf{A} \alpha \rightarrow[\mathbf{A} \beta \rightarrow \mathbf{A}(\alpha \wedge \beta)]$
(CPC 2,3)
5. $(\mathrm{A} \alpha \wedge \mathrm{A} \beta) \rightarrow \mathrm{A}(\alpha \wedge \beta)$

And we can prove (iii) thus:

1. $\alpha \rightarrow(\alpha \vee \beta)$
2. $\mathrm{E} \alpha \rightarrow \mathrm{E}(\alpha \vee \beta)$
3. $\beta \rightarrow(\alpha \vee \beta)$
4. $\mathrm{E} \beta \rightarrow \mathbf{E}(\alpha \vee \beta)$
5. $(\mathrm{E} \alpha \vee \mathrm{E} \beta) \rightarrow \mathrm{E}(\alpha \vee \beta)$
3.5.37. Proposition. For all formulas $\alpha$ and $\beta$ and every $\mathrm{Q} \in\{\mathrm{A}, \mathrm{E}\}$, we have:
(i) $\mathrm{CTL}_{\mathrm{Hil}}^{*} \vdash \mathrm{~A}(\alpha \vee \mathrm{Q} \beta) \rightarrow(\mathrm{A} \alpha \vee \mathrm{Q} \beta)$;
(ii) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash(\mathrm{~A} \alpha \vee \mathrm{Q} \beta) \rightarrow \mathrm{A}(\alpha \vee \mathrm{Q} \beta)$;
(iii) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash(\mathrm{E} \alpha \wedge \mathrm{Q} \beta) \rightarrow \mathrm{E}(\alpha \wedge \mathrm{Q} \beta)$;
(iv) $\mathrm{CTL}_{\mathrm{Hil}}^{*} \vdash \mathrm{E}(\alpha \wedge \mathrm{Q} \beta) \rightarrow(\mathrm{E} \alpha \wedge \mathrm{Q} \beta)$.

Proof. Clearly, (i) and (iv) follow by contraposition from (iii) and (ii), respectively.
To prove (iii) we reason as follows:

1. $\mathrm{A}\left(\mathrm{Q} \beta \rightarrow \alpha^{\partial}\right) \rightarrow\left(\mathrm{A} \mathrm{Q} \beta \rightarrow \mathrm{A} \alpha^{\partial}\right)$ (axiom)
2. $\mathbf{Q} \beta \rightarrow \mathrm{AQ} \beta$
3. $\mathrm{A}\left(\mathrm{Q} \beta \rightarrow \alpha^{\partial}\right) \rightarrow\left(\mathrm{Q} \beta \rightarrow \mathrm{A} \alpha^{\partial}\right)$
4. $(\mathrm{Q} \beta \wedge \mathrm{E} \alpha) \rightarrow \mathrm{E}(\mathrm{Q} \beta \wedge \alpha)$

To prove (ii) we reason as follows:

1. $\mathrm{A} \alpha \rightarrow \alpha$
2. $\mathrm{A} \alpha \rightarrow(\alpha \vee \mathrm{Q} \beta)$
3. $\mathrm{A} A \alpha \rightarrow \mathrm{~A}(\alpha \vee \mathrm{Q} \beta)$
4. $\mathrm{A} \alpha \rightarrow \mathrm{AA} \alpha$
5. $\mathrm{A} \alpha \rightarrow \mathrm{A}(\alpha \vee \mathrm{Q} \beta)$

$$
\begin{equation*}
(\text { CPC } 3,4) \tag{CPC}
\end{equation*}
$$

6. $\mathrm{Q} \beta \rightarrow(\alpha \vee \mathrm{Q} \beta)$
7. $\mathrm{AQ} \beta \rightarrow \mathrm{A}(\alpha \vee \mathrm{Q} \beta)$ ( $\mathrm{A} \rightarrow 6$ )
8. $\mathrm{Q} \beta \rightarrow \mathrm{AQ} \beta$
9. $\mathrm{Q} \beta \rightarrow \mathrm{A}(\alpha \vee \mathrm{Q} \beta)$
10. $(\mathrm{A} \alpha \vee \mathrm{Q} \beta) \rightarrow \mathrm{A}(\alpha \vee \mathrm{Q} \beta)$

### 3.5.38. Proposition. The rule

$$
\mathrm{X} \rightarrow \frac{\alpha \rightarrow \beta}{\mathrm{X} \alpha \rightarrow \mathrm{X} \beta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{Hil}}^{*}$.
Proof. Assuming $\mathrm{CTL}_{\text {ind }}^{*} \vdash \alpha \rightarrow \beta$, we can prove $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{X} \alpha \rightarrow \mathrm{X} \beta$ as follows:

1. $\alpha \rightarrow \beta$
2. $\mathrm{X}(\alpha \rightarrow \beta)$
3. $\mathbf{X}(\alpha \rightarrow \beta) \rightarrow(\mathbf{X} \alpha \rightarrow \mathbf{X} \beta)$
4. $\mathbf{X} \alpha \rightarrow \mathbf{X} \beta$
3.5.39. Proposition. For all formulas $\alpha$ and $\beta$, we have:
(i) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash(\mathrm{X} \alpha \wedge \mathrm{X} \beta) \rightarrow \mathbf{X}(\alpha \wedge \beta)$;
(ii) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{X}(\alpha \wedge \beta) \rightarrow(\mathrm{X} \alpha \wedge \mathrm{X} \beta)$;
(iii) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash(\mathrm{X} \alpha \vee \mathrm{X} \beta) \rightarrow \mathrm{X}(\alpha \vee \beta)$;
(iv) $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{X}(\alpha \vee \beta) \rightarrow(\mathrm{X} \alpha \vee \mathrm{X} \beta)$.

Proof. Clearly, (ii) and (iv) follow by contraposition from (iii) and (i), respectively.
To prove (i) we reason as follows:

1. $\alpha \rightarrow[\beta \rightarrow(\alpha \wedge \beta)]$
2. $\mathbf{X} \alpha \rightarrow \mathbf{X}[\beta \rightarrow(\alpha \wedge \beta)]$
3. $\mathbf{X}[\beta \rightarrow(\alpha \wedge \beta)] \rightarrow[\mathbf{X} \beta \rightarrow \mathbf{X}(\alpha \wedge \beta)]$
4. $\mathbf{X} \alpha \rightarrow[\mathbf{X} \beta \rightarrow \mathbf{X}(\alpha \wedge \beta)]$
(CPC 2,3)
5. $(X \alpha \wedge X \beta) \rightarrow X(\alpha \wedge \beta)$

And we can prove (iii) thus:

1. $\alpha \rightarrow(\alpha \vee \beta)$
(CPC)
2. $\mathbf{X} \alpha \rightarrow \mathbf{X}(\alpha \vee \beta)$
$(X \rightarrow 1)$
3. $\beta \rightarrow(\alpha \vee \beta)$
(CPC)
4. $\mathbf{X} \beta \rightarrow \mathbf{X}(\alpha \vee \beta)$
$(\mathrm{X} \rightarrow 3)$
5. $(X \alpha \vee X \beta) \rightarrow X(\alpha \vee \beta)$
(CPC 2,4)

We are now ready to embed CTL $_{\text {ind }}^{*}$ into CTL $_{\text {Hil }}^{*}$. By (strong) induction on $n<\omega$, we show that, for every (unannotated) hypersequent $\Gamma$ having a $C T L_{\text {ind }}^{*}$ proof of height $n,{ }^{15} \mathrm{CTL}_{\text {Hil }}^{*} \vdash \Gamma^{\sharp}$. Note that, by Proposition 3.5.35, we may choose any ordering of the formulas and the sequents whenever we apply the translation map $(\cdot)^{\sharp}$.

If $n=0$, then $\Gamma$ is an instance of a $C T L_{\text {ind }}^{*}$ axiom.
Suppose that $\Gamma$ is an instance of $\mathrm{ax}_{\mathrm{AE}}$. Then, $\Gamma^{\sharp}$ is clearly provable in $C T L_{\text {Hil }}^{*}$ by classical reasoning alone.

Suppose that $\Gamma$ is an instance of $\mathrm{ax}_{\mathrm{RU}}$, say $\Gamma=\mathrm{A}\left\{\Phi, \alpha \mathrm{R} \beta,(\alpha \mathrm{R} \beta)^{\partial}\right\}, \Delta$. Then, $\Gamma^{\sharp}=\mathrm{A}\left(\vee \Phi \vee \alpha \mathrm{R} \beta \vee(\alpha \mathrm{R} \beta)^{\partial}\right) \vee \Delta^{\sharp}$ and thus $\Gamma^{\sharp}$ is provable in $\mathrm{CTL}_{\text {Hil }}^{*}$ by classical reasoning and rule A .

Suppose that $\Gamma$ is an instance of $\mathrm{ax}_{T}$, say $\Gamma=\mathrm{E} \varnothing, \Delta$. Then, $\Gamma^{\sharp}=\mathrm{E} \top \vee \Delta^{\sharp}=$ $\mathrm{E}(p \vee \bar{p}) \vee \Delta^{\sharp}$ and we can prove $\Gamma^{\sharp}$ as follows:

1. $\mathrm{A}(p \wedge \bar{p}) \rightarrow(p \wedge \bar{p})$
(axiom)

[^30]2. $(p \wedge \bar{p})^{\partial} \rightarrow \mathrm{E}(p \wedge \bar{p})^{\partial}$ (CPC 1)
3. $(p \wedge \bar{p})^{\partial}$
4. $\mathrm{E}(p \wedge \bar{p})^{\partial}$
5. $\mathrm{E}(p \wedge \bar{p})^{\partial} \vee \Delta^{\sharp}$

Since $\mathrm{E}(p \wedge \bar{p})^{\partial}=\mathrm{E}(\bar{p} \vee p)$, we are done.
Suppose that $\Gamma$ is of the form $\mathrm{Q} p, \mathrm{Q}^{2} \bar{p}, \Delta$. Then, $\Gamma^{\sharp}=\mathrm{Q} p \vee(\mathrm{Q} p)^{2} \vee \Delta$, which is provable in $\mathrm{CTL}_{\text {Hil }}^{*}$ by classical reasoning.

Suppose that $\Gamma$ is of the form $\mathrm{A} \bar{p}, \mathrm{~A} p, \Delta$. Then, $\Gamma^{\sharp}=(\mathrm{E} p \rightarrow \mathrm{~A} p) \vee \Delta^{\sharp}$ and we can prove $\Gamma^{\sharp}$ in $C T L_{\text {Hil }}^{*}$ thus:

1. $\mathrm{E} p \rightarrow p$
2. $p \rightarrow \mathrm{~A} p$
3. $\mathrm{E} p \rightarrow \mathrm{~A} p$
4. $(\mathrm{E} p \rightarrow \mathrm{~A} p) \vee \Delta^{\sharp}$

To finish the base case, suppose that $\Gamma$ is of the form $\mathrm{E} \bar{p}, \mathrm{E} p, \Delta$. Then, $\Gamma^{\sharp}=$ $(\mathrm{A} p \rightarrow \mathrm{E} p) \vee \Delta^{\sharp}$ and we can prove $\Gamma^{\sharp}$ in $\mathrm{CTL} \mathrm{H}_{\text {Hil }}^{*}$ thus:

1. $\mathrm{A} \bar{p} \rightarrow \bar{p}$
2. $p \rightarrow \mathrm{E} p$
3. $\mathrm{A} p \rightarrow p$
4. $\mathrm{A} p \rightarrow \mathrm{E} p$
(CPC 2,3)
5. $(\mathrm{A} p \rightarrow \mathrm{E} p) \vee \Delta^{\sharp}$

For the inductive case we distinguish cases according to the lowermost rule R applied in the $\mathrm{CTL}_{\text {ind }}^{*}$ proof $\mathcal{T}$, say at vertex $u \in T$.

Case $\mathrm{R}=\mathrm{ALit}$. In $\mathcal{T}$ we have:

$$
\mathrm{ALit} \frac{\mathrm{~A} \Phi, \mathrm{~A} \ell, \Delta}{\mathrm{~A}\{\Phi, \ell\}, \Delta}
$$

We can prove $\mathrm{A}(\vee \Phi \vee \ell) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ thus:

1. $(\mathrm{A} \vee \Phi \vee \mathrm{A}) \vee \Delta^{\sharp}$
2. $\vee \Phi \rightarrow(\bigvee \Phi \vee \ell)$
3. $\mathrm{A} \vee \Phi \rightarrow \mathrm{A}(\vee \Phi \vee \ell)$
4. $\ell \rightarrow(\bigvee \Phi \vee \ell)$
5. $\mathrm{A} \ell \rightarrow \mathrm{A}(\mathrm{V} \Phi \ell)$

$$
(\mathrm{A} \rightarrow 4)
$$

6. $(\mathrm{A} \vee \Phi \vee \mathrm{A} \ell) \rightarrow \mathrm{A}(\vee \Phi \vee \ell)$
(CPC 3,5)
7. $\mathrm{A}(\vee \Phi \vee \ell) \vee \Delta^{\sharp}$

Case $\mathrm{R}=$ ELit. In $\mathcal{T}$ we have:

$$
\mathrm{ELit} \frac{\mathrm{E} \Phi, \Delta \quad \mathrm{E} \ell, \Delta}{\mathrm{E}\{\Phi, \ell\}, \Delta}
$$

We can prove $\mathrm{E}(\wedge \Phi \wedge \ell) \vee \Delta^{\sharp}$ in $C T L_{\text {Hil }}^{*}$ thus:

1. $\mathrm{E} \wedge \Phi \vee \Delta^{\sharp}$
2. $\mathrm{E} \ell \vee \Delta^{\sharp}$
3. $\left(\Delta^{\sharp}\right)^{\partial} \rightarrow(E \wedge \Phi \wedge E \ell)$
4. $(\mathrm{E} \wedge \Phi \wedge \mathrm{E} \ell) \rightarrow \mathrm{E}(\wedge \Phi \wedge \mathrm{E} \ell)$
5. $\left(\Delta^{\sharp}\right)^{\partial} \rightarrow \mathrm{E}(\wedge \Phi \wedge \mathrm{E} \ell)$
6. $\mathrm{E} \ell \rightarrow \ell$
7. $(\wedge \Phi \wedge \mathrm{E} \ell) \rightarrow(\wedge \Phi \wedge \ell)$
8. $\mathrm{E}(\wedge \Phi \wedge \mathrm{E} \ell) \rightarrow \mathrm{E}(\wedge \Phi \wedge \ell)$
9. $\left(\Delta^{\sharp}\right)^{\partial} \rightarrow \mathrm{E}(\wedge \Phi \wedge \lambda)$

Case $\mathrm{R}=\mathrm{A} \vee$. In $\mathcal{T}$ we have:

$$
\mathrm{A} \vee \frac{\mathrm{~A}\{\Phi, \alpha, \beta\}, \Delta}{\mathrm{A}\{\Phi, \alpha \vee \beta\}, \Delta}
$$

By the inductive hypothesis $\mathrm{CT}_{\text {Hil }}^{*} \vdash \mathrm{~A}(\mathrm{~V} \Phi \vee \alpha \vee \beta) \vee \Delta^{\sharp}$, so we are done.
Case $\mathrm{R}=\mathrm{E} \vee$. In $\mathcal{T}$ we have:

$$
\mathrm{E} \vee \frac{\mathrm{E}\{\Phi, \alpha\}, \mathrm{E}\{\Phi, \beta\}, \Delta}{\mathrm{E}\{\Phi, \alpha \vee \beta\}, \Delta}
$$

We can prove $\mathrm{E}(\wedge \Phi \wedge(\alpha \vee \beta)) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ thus, where $\gamma:=\wedge \Phi$ :

1. $\mathbf{E}(\gamma \wedge \alpha) \vee \mathbf{E}(\gamma \wedge \beta) \vee \Delta^{\sharp}$
2. $[\mathbf{E}(\gamma \wedge \alpha) \vee \mathbf{E}(\gamma \wedge \beta)] \rightarrow \mathbf{E}[(\gamma \wedge \alpha) \vee(\gamma \wedge \beta)]$
3. $[(\gamma \wedge \alpha) \vee(\gamma \wedge \beta)] \rightarrow[\gamma \wedge(\alpha \vee \beta)]$
4. $\mathbf{E}[(\gamma \wedge \alpha) \vee(\gamma \wedge \beta)] \rightarrow \mathbf{E}[\gamma \wedge(\alpha \vee \beta)]$
5. $\mathbf{E}(\gamma \wedge(\alpha \vee \beta)) \vee \Delta^{\sharp}$

Case $\mathrm{R}=\mathrm{A} \wedge$. In $\mathcal{T}$ we have:

$$
\mathrm{A} \wedge \frac{\mathrm{~A}\{\Phi, \alpha\}, \Delta \quad \mathrm{A}\{\Phi, \beta\}, \Delta}{\mathrm{A}\{\Phi, \alpha \wedge \beta\}, \Delta}
$$

We can prove $\mathrm{A}(\vee \Phi \vee(\alpha \wedge \beta)) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ thus, where $\gamma:=\bigvee \Phi$ :
(i) $\mathbf{A}(\gamma \vee \alpha) \vee \Delta^{\sharp}$
(ii) $\mathbf{A}(\gamma \vee \beta) \vee \Delta^{\sharp}$
(iii) $[\mathbf{A}(\gamma \vee \alpha) \wedge \mathrm{A}(\gamma \vee \beta)] \rightarrow \mathrm{A}[(\gamma \vee \alpha) \wedge(\gamma \vee \beta)]$ (prop. 3.5.36)
(iv) $[(\gamma \vee \alpha) \wedge(\gamma \vee \beta)] \rightarrow[\gamma \vee(\alpha \wedge \beta)]$ (CPC)
(v) $\mathrm{A}[(\gamma \vee \alpha) \wedge(\gamma \vee \beta)] \rightarrow \mathrm{A}[\gamma \vee(\alpha \wedge \beta)]$
(vi) $\mathrm{A}(\gamma \vee(\alpha \wedge \beta)) \vee \Delta^{\sharp}$

Case $\mathrm{R}=\mathrm{E} \wedge$. In $\mathcal{T}$ we have:

$$
\mathrm{E} \wedge \frac{\mathrm{E}\{\Phi, \alpha, \beta\}, \Delta}{\mathrm{E}\{\Phi, \alpha \wedge \beta\}, \Delta}
$$

By the inductive hypothesis $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{E}(\wedge \Phi \wedge \alpha \wedge \beta) \vee \Delta^{\sharp}$, so we are done.
Case $\mathrm{R}=\mathrm{AA}$. In $\mathcal{T}$ we have:

$$
\mathrm{AA} \frac{\mathrm{~A} \Phi, \mathrm{~A}\{\alpha\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{~A} \alpha\}, \Delta}
$$

We can prove $\mathrm{A}(\vee \Phi \vee \mathrm{A} \alpha) \vee \Delta^{\sharp}$ in $C T L_{\text {Hil }}^{*}$ thus:
(i) $\mathrm{A} \vee \Phi \vee \mathrm{A} \alpha \vee \Delta^{\sharp}$
(ii) $\bigvee \Phi \rightarrow(\vee \Phi \vee \mathrm{A} \alpha)$
(iii) $\mathrm{A} \vee \Phi \rightarrow \mathrm{A}(\vee \Phi \vee \mathrm{A} \alpha)$
(iv) $\mathrm{A} \alpha \rightarrow(\vee \Phi \vee \mathrm{A} \alpha)$
(v) $\mathrm{AA} \alpha \rightarrow \mathrm{A}(\vee \Phi \vee \mathrm{A} \alpha)$
(vi) $\mathrm{A} \alpha \rightarrow \mathrm{AA} \alpha$
(vii) $\mathrm{A} \alpha \rightarrow \mathrm{A}(\vee \Phi \vee \mathrm{A} \alpha)$
(viii) $A(V \Phi \vee A \alpha) \vee \Delta^{\sharp}$

Case $\mathrm{R}=\mathrm{EA}$. In $\mathcal{T}$ we have:

$$
\mathrm{EA} \frac{\mathrm{E} \Phi, \Delta \quad \mathrm{~A}\{\alpha\}, \Delta}{\mathrm{E}\{\Phi, \mathrm{~A} \alpha\}, \Delta}
$$

We can prove $\mathrm{E}(\wedge \Phi \wedge \mathrm{A} \alpha) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ thus:
(i) $\mathrm{E} \wedge \Phi \vee \Delta^{\sharp}$
(ii) $\mathrm{A} \alpha \vee \Delta^{\sharp}$
(iii) $\left(\Delta^{\sharp}\right)^{\partial} \rightarrow(\mathrm{E} \wedge \Phi \wedge \mathrm{A} \alpha)$
(iv) $(\mathrm{E} \wedge \Phi \wedge \mathrm{A} \alpha) \rightarrow \mathrm{E}(\wedge \Phi \wedge \mathrm{A} \alpha)$
(prop. 3.5.37)
(v) $\left(\Delta^{\sharp}\right)^{\partial} \rightarrow \mathrm{E}(\wedge \Phi \wedge \mathrm{A} \alpha)$

Case $\mathrm{R}=\mathrm{AE}$. In $\mathcal{T}$ we have:

$$
\mathrm{AE} \frac{\mathrm{~A} \Phi, \mathrm{E}\{\alpha\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{E} \alpha\}, \Delta}
$$

We can prove $\mathrm{A}(\vee \Phi \vee \mathrm{E} \alpha) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\mathrm{Hil}}^{*}$ thus:
(i) $\mathrm{A} \bigvee \Phi \vee \mathrm{E} \alpha \vee \Delta^{\sharp}$
(ii) $\vee \Phi \rightarrow(\bigvee \Phi \vee \mathrm{E} \alpha)$
(iii) $\mathrm{A} \bigvee \Phi \rightarrow \mathrm{A}(\mathrm{V} \subseteq \mathrm{E} \alpha)$
(iv) $\mathrm{E} \alpha \rightarrow(\mathrm{V} \Phi \vee \mathrm{E} \alpha)$
(v) $\mathrm{AE} \alpha \rightarrow \mathrm{A}(\mathrm{V} \Phi \vee \mathrm{E} \alpha)$
(vi) $\mathrm{E} \alpha \rightarrow \mathrm{AE} \alpha$
(vii) $\mathrm{E} \alpha \rightarrow \mathrm{A}(\vee \Phi \vee \mathrm{E} \alpha)$
(viii) $\mathrm{A}(\vee \Phi \vee \mathrm{E} \alpha) \vee \Delta^{\sharp}$

Case $\mathrm{R}=\mathrm{EE}$. In $\mathcal{T}$ we have:

$$
\mathrm{EE} \frac{\mathrm{E} \Phi, \Delta \quad \mathrm{E}\{\alpha\}, \Delta}{\mathrm{E}\{\Phi, \mathrm{E} \alpha\}, \Delta}
$$

We can prove $\mathrm{E}(\wedge \Phi \wedge \mathrm{E} \alpha) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ thus:
(i) $\mathrm{E} \wedge \Phi \vee \Delta^{\sharp}$
(ii) $\mathrm{E} \alpha \vee \Delta^{\sharp}$
(iii) $\left(\Delta^{\sharp}\right)^{\partial} \rightarrow(\mathrm{E} \wedge \Phi \wedge \mathrm{E} \alpha)$
(iv) $(\mathrm{E} \wedge \Phi \wedge \mathrm{E} \alpha) \rightarrow \mathrm{E}(\wedge \Phi \wedge \mathrm{E} \alpha)$
(v) $\left(\Delta^{\sharp}\right)^{\partial} \rightarrow \mathrm{E}(\Lambda \Phi \wedge \mathrm{E} \alpha)$

Case $\mathrm{R}=\mathrm{AX}$. In $\mathcal{T}$ we have:

$$
\mathrm{AX} \frac{\mathrm{~A} \Phi, \mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{~A}(\mathrm{X} \Phi \cup \Xi), \mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma}
$$

Let $\varphi:=\bigvee \Phi, \xi:=\bigvee \Xi, \psi_{i}:=\wedge \Psi_{i}$ for $1 \leq i \leq m$, and $\psi:=\psi_{1} \vee \cdots \vee \psi_{m}$. We can prove $\mathrm{A}(\mathrm{X} \varphi \vee \xi) \vee \mathrm{E} \wedge \mathrm{X} \Psi_{1} \vee \cdots \vee \mathrm{E} \wedge \mathrm{X} \Psi_{m} \vee \Sigma^{\sharp}$ in $C T L_{\text {Hil }}^{*}$ as follows:

1. $\mathrm{A} \varphi \vee \mathrm{E} \psi_{1} \vee \cdots \vee \mathrm{E} \psi_{m}$
2. $\left[\mathrm{E} \psi_{1} \vee \cdots \vee \mathrm{E} \psi_{m}\right] \rightarrow \mathrm{E} \psi$
3. $\mathrm{A} \psi^{\partial} \rightarrow \mathrm{A} \varphi$
(CPC 1,2)
4. $\mathrm{X}\left(\mathrm{A} \psi^{\partial} \rightarrow \mathrm{A} \varphi\right)$
5. XA $\psi^{\partial} \rightarrow \mathrm{XA} \varphi$
6. $\mathrm{XE} \varphi^{\partial} \rightarrow \mathrm{XE} \psi$
7. $\mathrm{AX} \psi^{\partial} \rightarrow \mathrm{XA} \psi^{\partial}$ (axiom)
8. $\mathrm{XE} \psi \rightarrow \mathrm{EX} \psi$
(CPC 7)
9. $\mathrm{XE} \varphi^{\partial} \rightarrow \mathrm{EX} \psi$
(CPC 6,8)
10. $\mathrm{AX} \psi^{\partial} \rightarrow \mathrm{XA} \varphi$
11. $\operatorname{AAX} \psi^{a} \rightarrow \operatorname{AXA} \varphi$
12. $\operatorname{AX} \psi^{\partial} \rightarrow \operatorname{AAX} \psi^{\partial}$ (axiom)
13. $\mathrm{AX} \psi^{\partial} \rightarrow \mathrm{AXA} \varphi$ (CPC 11,12)
14. $\mathrm{A} \varphi \rightarrow \varphi$
15. $\mathrm{XA} \varphi \rightarrow \mathrm{X} \varphi$
16. $\mathrm{XA} \varphi \rightarrow(\mathrm{X} \varphi \vee \xi)$
(CPC 15)
17. $\mathrm{AXA} \varphi \rightarrow \mathrm{A}(\mathrm{X} \varphi \vee \xi)$
$(\mathrm{A} \rightarrow 16)$
18. $\mathrm{EX} \psi \vee \mathrm{A}(\mathrm{X} \varphi \vee \xi)$
(CPC 13,17)
19. $\mathrm{X}\left(\psi_{1} \vee \cdots \vee \psi_{m}\right) \rightarrow\left(\wedge X \Psi_{1} \vee \cdots \vee \wedge X \Psi_{m}\right)$
(prop. 3.5.39)
20. $\mathrm{EX} \psi \rightarrow \mathrm{E}\left(\wedge \mathrm{X} \Psi_{1} \vee \cdots \vee \wedge \mathrm{X} \Psi_{m}\right)$
( $\mathrm{E} \rightarrow 19$ )
21. $\mathrm{E}\left(\wedge \mathrm{X} \Psi_{1} \vee \cdots \vee \wedge \mathrm{X} \Psi_{m}\right) \rightarrow\left(\mathrm{E} \wedge \mathrm{X} \Psi_{1} \vee \cdots \vee \mathrm{E} \wedge \mathrm{X} \Psi_{m}\right)$
(prop. 3.5.36)
22. $A(X \varphi \vee \xi) \vee E \wedge X \Psi_{1} \vee \cdots \vee E \wedge X \Psi_{m}$
(CPC 18,20,21)
23. $A(X \varphi \vee \xi) \vee E \wedge X \Psi_{1} \vee \cdots \vee E \wedge X \Psi_{m} \vee \Sigma^{\sharp}$
(CPC 22)
Case $\mathrm{R}=\mathrm{EX}$. In $\mathcal{T}$ we have:

$$
\mathrm{EX} \frac{\mathrm{E} \Psi_{1}, \ldots, \mathrm{E} \Psi_{m}}{\mathrm{EX} \Psi_{1}, \ldots, \mathrm{EX} \Psi_{m}, \Sigma}
$$

Let $\psi_{i}:=\wedge \Psi_{i}$ for $1 \leq i \leq m$, and $\psi:=\psi_{1} \vee \cdots \vee \psi_{m}$. We can prove $\mathrm{E} \wedge \mathrm{X} \Psi_{1} \vee$ $\cdots \vee E \wedge X \Psi_{m} \vee \Sigma^{\sharp}$ in $C_{L}^{*}{ }_{\text {Hil }}^{*}$ as follows:

1. $\mathrm{E} \psi_{1} \vee \cdots \vee \mathrm{E} \psi_{m}$
2. $\left[\mathrm{E} \psi_{1} \vee \cdots \vee \mathrm{E} \psi_{m}\right] \rightarrow \mathrm{E} \psi$
(prop. 3.5.36)
3. $\mathrm{E} \psi$
(CPC 1,2)
4. $\mathrm{XE} \psi$
(X 3)
5. $\mathrm{AX} \psi^{\partial} \rightarrow \mathrm{XA} \psi^{\partial}$
6. $\mathrm{XE} \psi \rightarrow \mathrm{EX} \psi$
7. $\mathrm{EX} \psi$
8. $\mathrm{X}\left(\psi_{1} \vee \cdots \vee \psi_{m}\right) \rightarrow\left(\wedge X \Psi_{1} \vee \cdots \vee \wedge X \Psi_{m}\right)$
9. $\mathrm{EX} \psi \rightarrow \mathrm{E}\left(\wedge \mathrm{X} \Psi_{1} \vee \cdots \vee \wedge \mathrm{X} \Psi_{m}\right)$
10. $\mathrm{E}\left(\wedge X \Psi_{1} \vee \cdots \vee \wedge X \Psi_{m}\right)$
11. $\mathrm{E}\left(\wedge \mathrm{X} \Psi_{1} \vee \cdots \vee \wedge \mathrm{X} \Psi_{m}\right) \rightarrow\left(\mathrm{E} \wedge \mathrm{X} \Psi_{1} \vee \cdots \vee \mathrm{E} \wedge \mathrm{X} \Psi_{m}\right)$
(prop. 3.5.36)
12. $E \wedge X \Psi_{1} \vee \cdots \vee E \wedge X \Psi_{m}$
13. $\mathrm{E} \wedge \mathrm{X} \Psi_{1} \vee \cdots \vee \mathrm{E} \wedge \mathrm{X} \Psi_{m} \vee \Sigma^{\sharp}$

Case $\mathrm{R}=\mathrm{iW}$. In $\mathcal{T}$ we have:

$$
\mathrm{iW} \frac{\mathrm{~A} \Phi, \Delta}{\mathrm{~A}(\Phi \cup \Psi), \Delta}
$$

We can prove $\mathrm{A}(\vee \Phi \vee \vee \Psi) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ thus:
(i) $A \bigvee \Phi \vee \Delta^{\sharp}$
(ii) $\vee \Phi \rightarrow(\bigvee \Phi \vee \bigvee \Psi)$
(iii) $\mathrm{A} \bigvee \Phi \rightarrow \mathrm{A}(\bigvee \Phi \vee \bigvee \Psi)$
(iv) $\mathrm{A}(\vee \Phi \vee \bigvee \Psi) \vee \Delta^{\sharp}$

Case $\mathrm{R}=\mathrm{eW}$. In $\mathcal{T}$ we have:

$$
\mathrm{eW} \frac{\Gamma}{\Gamma, \Delta}
$$

By the inductive hypothesis, $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \Gamma^{\sharp}$, so $C T L_{\text {Hil }}^{*} \vdash \Gamma^{\sharp} \vee \Delta^{\sharp}$ by Proposition 3.5.29.
Case $\mathrm{R}=\mathrm{AU}$. In $\mathcal{T}$ we have:

$$
\mathrm{AU} \frac{\mathrm{~A}\{\Phi, \beta \vee[\alpha \wedge \mathrm{X}(\alpha \mathrm{\cup})]\}, \Delta}{\mathrm{A}\{\Phi, \alpha \mathrm{U} \beta\}, \Delta}
$$

We can prove $\mathrm{A}(\mathrm{V} \Phi \vee \alpha \mathrm{U} \beta) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ thus:
(i) $\mathrm{A}[\vee \Phi \vee \beta \vee[\alpha \wedge \mathrm{X}(\alpha \mathrm{U})]] \vee \Delta^{\sharp}$
(ii) $[\beta \vee(\alpha \wedge \mathrm{X}(\alpha \cup \beta))] \rightarrow \alpha \cup \beta$
(iii) $[\vee \Phi \vee \beta \vee(\alpha \wedge \mathbf{X}(\alpha \mathbf{U} \beta))] \rightarrow(\vee \Phi \vee \alpha \mathbf{U})$
(iv) $\mathrm{A}[\vee \Phi \vee \beta \vee(\alpha \wedge \mathbf{X}(\alpha \mathbf{U} \beta))] \rightarrow \mathbf{A}(\vee \Phi \vee \alpha \mathbf{U} \beta)$
(v) $\mathbf{A}(\mathrm{V} \Phi \vee \alpha \mathbf{U} \beta) \vee \Delta^{\sharp}$

Case $\mathrm{R}=$ ind. In $\mathcal{T}$ we have:

$$
\text { ind } \frac{\mathrm{A}\left\{\Phi, \beta \wedge\left[\alpha \vee \mathrm{X}\left(\vee \Phi \vee \Delta^{\sharp}\right)^{\partial}\right]\right\}, \Delta}{\mathrm{A}\{\Phi, \alpha \mathrm{R} \beta\}, \Delta}
$$

We can prove $\mathrm{A}(\mathrm{V} \Phi \vee \alpha \mathrm{R} \beta) \vee \Delta^{\sharp}$ in $\mathrm{CTL}_{\text {Hil }}^{*}$ thus:
(i) $\mathrm{A}\left[\vee \Phi \vee\left(\beta \wedge\left(\alpha \vee \mathrm{X}\left(\vee \Phi \vee \Delta^{\sharp}\right)^{\partial}\right)\right)\right] \vee \Delta^{\sharp}$
(ii) $\mathrm{A}\left[\vee \Phi \vee\left(\beta \wedge\left(\alpha \vee \mathrm{X}\left(\vee \Phi \vee \Delta^{\sharp}\right)^{\partial}\right)\right) \vee \Delta^{\sharp}\right]$
(1, prop. 3.5.37)
(iii) $\left[\beta^{\partial} \vee\left(\alpha^{\partial} \wedge \mathrm{X}\left(\vee \Phi \vee \Delta^{\sharp}\right)\right)\right] \rightarrow\left[\vee \Phi \vee \Delta^{\sharp}\right]$
(iv) $\alpha^{\partial} \mathrm{U} \beta^{\partial} \rightarrow\left[\mathrm{V} \Phi \vee \Delta^{\sharp}\right]$
(ind 3)
(5, prop. 3.5.37)

Case $R=\perp^{-1}$. In $\mathcal{T}$ we have:

$$
\perp^{-1} \frac{\Gamma, \mathrm{~A} \varnothing}{\Gamma}
$$

By the inductive hypothesis, $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \Gamma^{\sharp} \vee \mathrm{A} \vee \varnothing$, i.e., $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \Gamma^{\sharp} \vee \mathrm{A}(p \wedge \bar{p})$. We can then prove $\Gamma^{\sharp}$ in $C T L_{\text {Hil }}^{*}$ thus:
(i) $\Gamma^{\sharp} \vee \mathrm{A}(p \wedge \bar{p})$
(ii) $\mathrm{A}(p \wedge \bar{p}) \rightarrow(p \wedge \bar{p})$
(iii) $\Gamma^{\sharp} \vee(p \wedge \bar{p})$
(iv) $\Gamma^{\sharp}$

Case $\mathrm{R}=$ cut. In $\mathcal{T}$ we have:

$$
\operatorname{cut} \frac{\mathrm{A}\{\Phi, \alpha\}, \Delta \quad \mathrm{A}\left\{\Phi, \alpha^{\partial}\right\}, \Delta}{\mathrm{A} \Phi, \Delta}
$$

We can prove $\mathrm{A} \vee \Phi \vee \Delta^{\sharp}$ in $C T L_{\text {Hil }}^{*}$ thus:
(i) $\mathrm{A}(\vee \Phi \vee \alpha) \vee \Delta^{\sharp}$
(ii) $\mathrm{A}\left(\vee \Phi \vee \alpha^{\partial}\right) \vee \Delta^{\sharp}$
(iii) $(\vee \Phi \vee \alpha) \rightarrow\left[\left(\vee \Phi \vee \alpha^{\partial}\right) \rightarrow \bigvee \Phi\right]$
(iv) $\mathrm{A}(\vee \Phi \vee \alpha) \rightarrow \mathrm{A}\left[\left(\vee \Phi \vee \alpha^{\partial}\right) \rightarrow \bigvee \Phi\right]$ ( $\mathrm{A} \rightarrow 3$ )
(v) $\mathrm{A}\left[\left(\vee \Phi \vee \alpha^{\partial}\right) \rightarrow \bigvee \Phi\right] \rightarrow\left[\mathrm{A}\left(\mathrm{V} \subseteq \alpha^{\partial}\right) \rightarrow \mathrm{A} \vee \Phi\right]$ (axiom)
(vi) $\mathrm{A}(\vee \Phi \vee \alpha) \rightarrow\left[\mathrm{A}\left(\mathrm{V} \Phi \vee \alpha^{\partial}\right) \rightarrow \mathrm{A} \vee \Phi\right]$
(vii) $\left[\mathrm{A}(\vee \Phi \vee \alpha) \vee \Delta^{\sharp}\right] \rightarrow\left[\left[\mathrm{A}\left(\vee \Phi \vee \alpha^{\partial}\right) \vee \Delta^{\sharp}\right] \rightarrow\left(\mathrm{A} \vee \Phi \vee \Delta^{\sharp}\right)\right]$
(viii) $\left[\mathrm{A}\left(\vee \Phi \vee \alpha^{\partial}\right) \vee \Delta^{\sharp}\right] \rightarrow\left(\mathrm{A} \vee \Phi \vee \Delta^{\sharp}\right)$
(ix) $A \bigvee \Phi \vee \Delta^{\sharp}$

This finishes the inductive step of the proof. We have thus shown:
3.5.40. Proposition. For any formula $\varphi$, if $\mathrm{CTL}_{\text {ind }}^{*} \vdash \varphi$, then $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \mathrm{~A} \varphi$.

Recall that $\mathrm{CTL}_{\text {ind }}^{*} \vdash \varphi$ means that there is a $\mathrm{CL}_{\text {ind }}^{*}$ proof with conclusion $\mathrm{A} \varphi$. The axiom schema $\mathrm{A} \alpha \rightarrow \alpha$ of $\mathrm{CTL}_{\text {Hil }}^{*}$ bridges the gap from (universal) sequents to formulas, allowing us to obtain the following from Proposition 3.5.40:
3.5.41. Corollary. For any formula $\varphi$, if $\mathrm{CTL}_{\text {ind }}^{*} \vdash \varphi$, then $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \varphi$.

We are now going to establish the converse.
3.5.42. Proposition. The rule

$$
\mathrm{A} \vee^{-1} \frac{\mathrm{~A}\{\Phi, \alpha \vee \beta\}, \Delta}{\mathrm{A}\{\Phi, \alpha, \beta\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{ind}}^{*}$.
Proof. We have:

$$
\operatorname{iW\frac {\mathrm {A}\{ \Phi ,\alpha \vee \beta \} ,\Delta }{\mathrm {A}\{ \Phi ,\alpha ,\beta ,\alpha \vee \beta \} ,\Delta }} \quad \mathrm{AEM} \frac{\overline{\mathrm{~A}\left\{\Phi, \alpha, \beta, \alpha^{\partial}\right\}, \Delta} \quad \operatorname{LEM} \overline{\mathrm{A}\left\{\Phi, \alpha, \beta, \beta^{\partial}\right\}, \Delta}}{\mathrm{A}\left\{\Phi, \alpha, \beta, \alpha^{\partial} \wedge \beta^{\partial}\right\}, \Delta}
$$

3.5.43. Proposition. The rule

$$
\mathrm{MP} \frac{\mathrm{~A}\{\Phi, \alpha\}, \Delta \quad \mathrm{A}\{\Phi, \alpha \rightarrow \beta\}, \Delta}{\mathrm{A}\{\Phi, \beta\}, \Delta}
$$

is admissible in $\mathrm{CTL}_{\mathrm{ind}}^{*}$.
Proof. We have:

$$
\operatorname{iW} \frac{\frac{\mathrm{A}\{\Phi, \alpha\}, \Delta}{\mathrm{A}\{\Phi, \alpha, \beta\}, \Delta} \quad \mathrm{A} \vee^{-1} \frac{\mathrm{~A}\{\Phi, \alpha \rightarrow \beta\}, \Delta}{\mathrm{A}\left\{\Phi, \alpha^{\partial}, \beta\right\}, \Delta}}{\mathrm{A}\{\Phi, \beta\}, \Delta}
$$

3.5.44. Lemma. For every formula $\alpha$, we have $\mathrm{CTL}_{\text {ind }}^{*} \vdash \mathrm{~A} \alpha \rightarrow \mathrm{E} \alpha$.

Proof. We have:

3.5.45. Lemma. We have $\mathrm{CTL}_{\text {ind }}^{*} \vdash \mathrm{~A}(\alpha \rightarrow \beta) \rightarrow(\mathrm{A} \alpha \rightarrow \mathrm{A} \beta)$ for all formulas $\alpha$ and $\beta$.

Proof. We are to prove $\mathrm{E}\left(\alpha \wedge \beta^{\partial}\right) \vee \mathrm{E} \alpha^{\partial} \vee \mathrm{A} \beta$ in $\mathrm{CTL}_{\text {ind }}^{*}$. We begin as follows, where $\Phi:=\left\{\mathrm{E}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{E} \alpha^{\partial}, \mathrm{A} \beta\right\}:$

$$
\operatorname{MP} \frac{\mathrm{A}\left\{\Phi, \mathrm{~A}\left(\alpha \wedge \beta^{\partial}\right)\right\} \quad \mathrm{iW} \frac{\mathrm{~A}\left\{\mathrm{~A}\left(\alpha \wedge \beta^{\partial}\right) \rightarrow \mathrm{E}\left(\alpha \wedge \beta^{\partial}\right)\right\}}{\mathrm{A}\left\{\Phi, \mathrm{~A}\left(\alpha \wedge \beta^{\partial}\right) \rightarrow \mathrm{E}\left(\alpha \wedge \beta^{\partial}\right)\right\}}}{\mathrm{A} \vee \frac{\mathrm{~A}\left\{\mathrm{E}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{E} \alpha^{\partial}, \mathrm{A} \beta\right\}}{\mathrm{A}\left\{\mathrm{E}\left(\alpha \wedge \beta^{\partial}\right) \vee \mathrm{E} \alpha^{\partial} \vee \mathrm{A} \beta\right\}}}
$$

The hypersequent labelling the right leaf is provable in CTL ind by Lemma 3.5.44. From \#1 we proceed as follows:

$$
\mathrm{A} \mathrm{a}_{\mathrm{AE}} \frac{\mathrm{~A}\{\alpha\}, \mathrm{E}\left\{\alpha \wedge \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\{\beta\}}{\mathrm{A} W} \frac{\mathrm{E}\left\{\alpha \wedge \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\{\beta\}}{\mathrm{A}\left\{\beta^{\partial}\right\}, \mathrm{E}\left\{\alpha \wedge \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\{\beta\}} \frac{\mathrm{A}\left\{\alpha \wedge \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha \wedge \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\{\beta\}}{\mathrm{A}\left\{\mathrm{~A}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{E}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{E} \alpha^{\partial}, \mathrm{A} \beta\right\}}
$$

And finally:

$$
\begin{aligned}
& \operatorname{ax}_{\mathrm{AE}} \frac{\mathrm{E}\left\{\alpha \wedge \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\{\alpha\}}{\mathrm{E}\left\{\alpha \wedge \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\{\alpha, \beta\}} \\
& \operatorname{cut} \frac{\mathrm{E}}{\mathrm{E}\left\{\alpha \wedge \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\{\beta\}} \\
& \mathrm{E}\left\{\alpha, \beta^{\partial}\right\}, \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\left\{\alpha^{\partial}, \beta\right\} \\
& , \mathrm{E}\left\{\alpha^{\partial}\right\}, \mathrm{A}\left\{\alpha^{\partial}, \beta\right\} \\
&
\end{aligned}
$$

It is straightforward to see that every $\mathrm{CTL}_{\text {Hil }}^{*}$ rule is admissible in $\mathrm{CTL}_{\text {ind }}^{*}$ (for ind we rely on the admissibility of rule $A \vee^{-1}$ ). Similarly, every $\mathrm{CLL}_{\text {Hil }}^{*}$ axiom schema except for axiom (iv) is readily provable in $\mathrm{CTL}_{\text {ind }}^{*}$. And Lemma 3.5.45 shows that axiom (iv) is also provable in $\mathrm{CTL}_{\text {ind }}^{*}$. Therefore:
3.5.46. Proposition. For any formula $\varphi$, if $\mathrm{CTL}_{\mathrm{Hil}}^{*} \vdash \varphi$, then $\mathrm{CTL}_{\mathrm{ind}}^{*} \vdash \varphi$.

Putting Corollary 3.5.41 and Proposition 3.5.46 together, we have:
3.5.47. Theorem. For any formula $\varphi, \mathrm{CTL}_{\text {ind }}^{*} \vdash \varphi$ if, and only if, $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \varphi$.

The system $\mathrm{CTL}_{\text {ind }}^{*}$ (and thus, by Theorem 3.5.47, also $\mathrm{CL}_{\mathrm{Hil}}^{*}$ ) is easily seen to be stronger than CTL。* restricted to inductible proofs. For example, there is clearly no inductible $C T L_{\circ}^{*}$ proof of EGT, but we can prove EGT in $\mathrm{CTL}_{\text {ind }}^{*}$ as follows:

$$
\begin{aligned}
& \mathrm{A} \wedge \frac{\mathrm{~A}\{T\} \frac{\mathrm{A}\{T\}}{\mathrm{A}\{\perp, \mathrm{X} \top\}}}{\operatorname{ind} \frac{\mathrm{A}\{T \wedge(\perp \vee \mathrm{~A} \uparrow)\}}{\mathrm{A}\{\perp \vee \mathrm{X} T\}}} \\
& \mathrm{AA} \frac{\mathrm{~A}\{\perp \mathrm{R} T\}}{\mathrm{A}\{\mathrm{AG} T\}} \\
& \mathrm{A}\{\mathrm{EGT} T\}
\end{aligned}
$$

The hypersequent labelling the left leaf is provable in CTL $_{\text {ind }}^{*}$ by Lemma 3.5.44, and clearly $\mathrm{A}\{\mathrm{T}\}$ is provable in $\mathrm{CT}_{\text {ind }}^{*}$ as well.

The use of cut is essential in the previous proof, for it is easy to see that there is no cut-free proof of EGT in $\mathrm{CLL}_{\text {ind }}^{*}$. Due to our extensive recourse to cut in the translation from inductible $C T L^{*}$ proofs into $\mathrm{CTL}_{\text {ind }}^{*}$ proofs above, it is most likely the case that $\mathrm{CTL}_{\mathrm{in}^{*}}{ }^{-}$is not equivalent to $\mathrm{CTL}_{\circ}^{*}$ restricted to inductible proofs. This raises the following question:
3.5.48. Question. Does $\mathrm{CTL}_{\text {ind }}^{*}{ }^{-}$embed into the inductible fragment of $\mathrm{CTL}_{\circ}^{*}$ ?

This is essentially asking: if there is an inductible cyclic proof of the premise of the induction rule ind, is there also an inductible cyclic proof of the conclusion?

As mentioned in Section 3.1, formulas of CTL* admit other interpretations than the standard one. Following [115], we obtain a general semantics by evaluating formulas on path frames, that is, pairs of the form $(S, \Pi)$, where $S$ is a non-empty set of states and $\Pi \subseteq S^{\omega}$ is a collection of ( $\omega$-) paths on $S$. Satisfaction of CTL* formulas on paths of path frames (equipped with a valuation for propositional letters) is defined as for serial models (p. 67).

Different semantics for CTL* formulas can be obtained from the path-frame one by restricting the collection of paths allowed in path frames. Of particular relevance are the following constraints, where $(S, \Pi)$ is a path frame:

- suffix closure (SC): if $\pi \in \Pi$ and $\pi^{\prime}$ is a tail of $\pi$, then $\pi^{\prime} \in \Pi$;
- fusion closure (FC): for every $\pi_{0}, \pi_{1} \in S^{<\omega}$, every $s \in S$, and $\pi_{0}^{\prime}, \pi_{1}^{\prime} \in S^{\omega}$, if $\pi_{0} \frown(s)^{\complement} \pi_{0}^{\prime} \in \Pi$ and $\pi_{1}^{\frown}(s)^{\frown} \pi_{1}^{\prime} \in \Pi$, then $\pi_{0} \frown(s)^{\frown} \pi_{1}^{\prime} \in \Pi ;$
- limit closure (LC): if $\pi \in S^{\omega}$ is such that for every $n<\omega$ there is a $\pi^{\prime} \in \Pi$ satisfying $\pi_{\leq n}=\pi_{\leq n}^{\prime}$, then $\pi \in \Pi$.

Clearly, the collection of all maximal paths on a serial model satisfies all three conditions. The converse is also true, i.e., the standard semantics based on serial models is exactly the one based on path frames satisfying SC, FC and LC [41].

Dropping the LC condition yields a strictly more generous notion of validity than the standard one. Let CTL* - LC be the logic obtained by evaluating CTL* formulas on path frames satisfying SC and FC, and let us write CTL* $-\mathrm{LC} \models \varphi$ if $\varphi$ is valid under this notion of validity. Then, $\mathrm{CTL}^{*}-\mathrm{LC} \models \varphi$ implies $\mathrm{CTL}^{*} \models \varphi$, but the converse is not true in general: the formula $\alpha:=\mathrm{AG}(p \rightarrow \mathrm{EX} p) \rightarrow(p \rightarrow \mathrm{EG} p)$ is valid in the standard semantics, but CTL* - LC $\not \models \alpha[115, \S 4.8]$.

Stirling [142, 143] gave an axiomatisation of CTL* - LC. The problem of axiomatising the standard, full CTL* logic, however, remained open for several years until Reynolds presented a sound and complete axiom system for it in [115]. Reynolds's axiomatisation consists of a set of axioms and rules for CTL* - LC (slightly different than Stirling's) plus a limit closure axiom and an 'Auxiliary Atoms' rule.

We shall now see that our Hilbert-style system CTL $_{\text {Hil }}^{*}$ (hence also CTL $_{\text {ind }}^{*}$ ) is complete at least for CTL* - LC.

Reynolds formulates his system for $\mathrm{CTL}^{*}$ - LC in the language $\{T, \neg, \wedge, \mathrm{X}, \mathrm{U}, \mathrm{E}\}$, with the usual definitions for derived constants, connectives, operators and quantifiers. The system has rules

$$
\operatorname{MP} \frac{\alpha \quad \alpha \rightarrow \beta}{\beta} \quad \mathrm{G} \frac{\alpha}{\mathrm{G} \alpha} \quad \mathrm{~A} \frac{\alpha}{\mathrm{~A} \alpha}
$$

and the following axioms:
(C0) all CPC tautologies in the language of CTL*;
(C1) $\mathrm{F} \neg \neg \alpha \leftrightarrow \mathrm{F} \alpha$;
(C2) $\mathrm{G}(\alpha \rightarrow \beta) \rightarrow(\mathrm{G} \alpha \rightarrow \mathrm{G} \beta)$;
(C3) $\mathrm{G} \alpha \rightarrow(\alpha \wedge \mathrm{X} \alpha \wedge \mathrm{XG} \alpha)$;
(C4) $\mathrm{X} \neg \alpha \leftrightarrow \neg \mathrm{X} \alpha$;
(C5) $\mathrm{X}(\alpha \rightarrow \beta) \rightarrow(\mathrm{X} \alpha \rightarrow \mathrm{X} \beta)$;
(C6) $\mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha) \rightarrow(\alpha \rightarrow \mathrm{G} \alpha)$;
$(\mathrm{C} 7 \rightarrow)(\alpha \mathrm{U} \beta) \rightarrow(\beta \vee(\alpha \wedge \mathrm{X}(\alpha \mathrm{U} \beta))) ;$
$(\mathrm{C} 7 \leftarrow)(\alpha \mathrm{U} \beta) \leftarrow(\beta \vee(\alpha \wedge \mathrm{X}(\alpha \mathrm{U} \beta))) ;$
(C8) $(\alpha \mathbf{U} \beta) \rightarrow \mathbf{F} \beta$;
(C9) $\mathrm{A}(\alpha \rightarrow \beta) \rightarrow(\mathrm{A} \alpha \rightarrow \mathrm{A} \beta)$;
(C10) $\mathrm{A} \alpha \rightarrow \mathrm{AA} \alpha$;
(C11) $\mathrm{A} \alpha \rightarrow \alpha$;
(C12) $\alpha \rightarrow \mathrm{AE} \alpha$;
(C13) $\mathrm{A} \neg \alpha \leftrightarrow \neg \mathrm{E} \alpha$;
(C14) $p \rightarrow \mathrm{~A} p$;
(C15) $\mathrm{AX} \alpha \rightarrow \mathrm{XA} \alpha$.
Rules MP and A of Reynolds's system are also rules of $C T L_{\text {Hil }}^{*}$. And rule $G$ is admissible in $\mathrm{CTL}_{\text {Hil }}^{*}$ because it is so in $\mathrm{CTL}_{\text {ind }}^{*}$ :

$$
\mathrm{A} \wedge \frac{\mathrm{~A}\{\alpha\} \quad \mathrm{A} \vee \frac{\mathrm{~A}\{\mathrm{~T}\}}{\mathrm{A}\{\perp, \mathrm{XT}\}}}{\mathrm{A}\{\perp \vee \mathrm{X} \top\}} \mathrm{A}_{\mathrm{A}\left\{\alpha \wedge\left(\perp \vee \mathrm{X} \perp^{\partial}\right)\right\}}^{\mathrm{A}\{\perp \mathrm{R} \alpha\}}
$$

Let us then focus on the axioms. By Proposition 3.5.29, all instances of C0 are provable in CTL ${ }_{\text {Hil }}^{*}$. So are C1, C4 and C13 because we work in positive normal form and $(\cdot)^{\partial}$ is involutive. $\mathrm{C} 5, \mathrm{C} 7 \leftarrow, \mathrm{C} 9, \mathrm{C} 10, \mathrm{C} 11, \mathrm{C} 14$ and C 15 are axiom schemata of $\mathrm{CTL}_{\text {Hil }}^{*}$, and C12 follows immediately. Hence, we just need to show that C2, C3, C6, C7 $\rightarrow$, and C8 are provable in CTL ${ }_{\text {Hil }}^{*}$. By Theorem 3.5.47, we may work in $\mathrm{CTL}_{\text {ind }}^{*}$ instead.

We shall use the following rules for $F$ and $G$, easily seen to be admissible in CTL ${ }_{\text {ind }}^{*}$ :

$$
\mathrm{AF} \frac{\mathrm{~A}\{\Phi, \alpha, \mathrm{XF} \alpha\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{~F} \alpha\}, \Delta} \quad \mathrm{AG} \frac{\mathrm{~A}\{\Phi, \alpha\}, \Delta \quad \mathrm{A}\{\Phi, \mathrm{XG} \alpha\}, \Delta}{\mathrm{A}\{\Phi, \mathrm{G} \alpha\}, \Delta}
$$

Proof in $\mathrm{CTL}_{\text {ind }}^{*}$ of axiom schema C 2 , where dashed lines indicate the omission of instances of LEM:

$$
\begin{aligned}
& \text { LEM } \frac{\overline{\mathrm{A}\left\{\mathrm{~F}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{F} \alpha^{\partial}, \mathrm{G}(\alpha \rightarrow \beta)\right\}}}{\mathrm{A} \wedge} \frac{\mathrm{~A}\left\{\mathrm{~F}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{F} \alpha^{\partial}, \mathrm{G}(\alpha \rightarrow \beta) \wedge \mathrm{G} \alpha\right\}}{\mathrm{A}\left\{\mathrm{~F}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{F} \alpha^{\partial}, \mathrm{G} \alpha\right\}} \\
& \mathrm{AX} \frac{\mathrm{~A}\left\{\beta^{\partial}, \mathrm{XF}\left(\alpha \wedge \beta^{\partial}\right), \alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \perp, \mathrm{X}(\mathrm{G}(\alpha \rightarrow \beta) \wedge \mathrm{G} \alpha)\right\}}{\mathrm{A}\left\{\beta^{\partial}, \mathrm{XF}\left(\alpha \wedge \beta^{\partial}\right), \alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \perp \vee \mathrm{X}(\mathrm{G}(\alpha \rightarrow \beta) \wedge \mathrm{G} \alpha)\right\}} \\
& \mathrm{A} \wedge \mathrm{~A}\left\{\beta^{\partial}, \mathrm{XF}\left(\alpha \wedge \beta^{\partial}\right), \alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \beta \wedge[\perp \vee \mathrm{X}(\mathrm{G}(\alpha \rightarrow \beta) \wedge \mathrm{G} \alpha)]\right\} \\
& \mathrm{AF} \frac{\mathrm{~A}\left\{\alpha \wedge \beta^{\partial}, \mathrm{XF}\left(\alpha \wedge \beta^{\partial}\right), \alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \beta \wedge[\perp \vee \mathrm{X}(\mathrm{G}(\alpha \rightarrow \beta) \wedge \mathrm{G} \alpha)]\right\}}{\mathrm{A}\left\{\alpha \wedge \beta^{\partial}, \mathrm{XF}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{F} \alpha^{\partial}, \beta \wedge[\perp \vee \mathrm{X}(\mathrm{G}(\alpha \rightarrow \beta) \wedge \mathrm{G} \alpha)]\right\}} \\
& \mathrm{AF} \frac{\mathrm{~A}\left\{\mathrm{~F}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{F} \alpha^{\partial}, \beta \wedge[\perp \vee \mathrm{X}(\mathrm{G}(\alpha \rightarrow \beta) \wedge \mathrm{G} \alpha)]\right\}}{\mathrm{ind} \frac{\mathrm{~A}\left\{\mathrm{~F}\left(\alpha \wedge \beta^{\partial}\right), \mathrm{F} \alpha^{\partial}, \perp \mathrm{R} \beta\right\}}{\mathrm{A}\{\mathrm{G}(\alpha \rightarrow \beta) \rightarrow(\mathrm{G} \alpha \rightarrow \mathrm{G} \beta)\}}}
\end{aligned}
$$

Proof in $\mathrm{CTL}_{\text {ind }}^{*}$ of axiom schema C3:

$$
\begin{aligned}
& \text { LEM } \frac{\overline{\mathrm{A}\left\{\alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \alpha\right\}}}{\mathrm{A}\left\{\mathrm{~F} \alpha^{\partial}, \alpha\right\}} \quad \mathrm{LEM} \frac{\mathrm{~A}\left\{\mathrm{~F} \alpha^{\partial}, \mathrm{G} \alpha\right\}}{\mathrm{A}} \quad \mathrm{AX} \frac{\mathrm{~A}\left\{\alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \mathrm{XG} \alpha\right\}}{\mathrm{A}\left\{\alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \mathrm{X} \alpha\right\}} \\
& \mathrm{A} \wedge \frac{\mathrm{~A}\left\{\alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \mathrm{X} \alpha \wedge \mathrm{XG} \alpha\right\}}{\mathrm{A} \wedge-\mathrm{A}\left\{\alpha^{\partial}, \mathrm{XF} \alpha^{\partial}, \alpha \wedge \mathrm{X} \alpha \wedge \mathrm{XG} \alpha\right\}} \\
& \mathrm{AF} \frac{\mathrm{~A}\left\{\mathrm{~F} \alpha^{\partial}, \alpha \wedge \mathrm{X} \alpha \wedge \mathrm{XG} \alpha\right\}}{\mathrm{A}\{\mathrm{G} \alpha \rightarrow(\alpha \wedge \mathrm{X} \alpha \wedge \mathrm{XG} \alpha)\}}
\end{aligned}
$$

Proof in CTL $_{\text {ind }}^{*}$ of axiom schema C6:

$$
\begin{aligned}
& \mathrm{LEM} \frac{\overline{\mathrm{~A}\left\{\alpha^{\partial}, \mathrm{F}\left(\alpha \wedge \mathrm{X} \alpha^{\partial}\right), \mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha)\right\}} \quad \mathrm{LEM} \overline{\mathrm{~A}\left\{\alpha^{\partial}, \mathrm{F}\left(\alpha \wedge \mathrm{X} \alpha^{\partial}\right), \alpha\right\}}}{\mathrm{AX} \frac{\mathrm{~A}\left\{\alpha^{\partial}, \mathrm{F}\left(\alpha \wedge \mathrm{X} \alpha^{\partial}\right), \mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha) \wedge \alpha\right\}}{\mathrm{A}\left\{\mathrm{X}^{\partial}, \mathrm{XF}\left(\alpha \wedge \mathrm{X} \alpha^{\partial}\right), \alpha^{\partial}, \perp, \mathrm{X}(\mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha) \wedge \alpha)\right\}}} \\
& \mathrm{AF} \frac{\mathrm{~A}\left\{\alpha \wedge \mathrm{X} \alpha^{\partial}, \mathrm{XF}\left(\alpha \wedge \mathrm{X}^{\partial}\right), \alpha^{\partial}, \perp, \mathrm{X}(\mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha) \wedge \alpha)\right\}}{\mathrm{A} \vee \frac{\mathrm{~A}\left\{\mathrm{~F}\left(\alpha \wedge \mathrm{X} \alpha^{\partial}\right), \alpha^{\partial}, \perp, \mathrm{X}(\mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha) \wedge \alpha)\right\}}{\mathrm{A}\left\{\mathrm{~F}\left(\alpha \wedge \mathrm{X} \alpha^{\partial}\right), \alpha^{\partial}, \perp \vee \mathrm{X}(\mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha) \wedge \alpha)\right\}}} \\
& \text { ind } \frac{\mathrm{A}\left\{\mathrm{~F}\left(\alpha \wedge \mathrm{X} \alpha^{\partial}\right), \alpha^{\partial}, \alpha \wedge[\perp \vee \mathrm{X}(\mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha) \wedge \alpha)]\right\}}{\mathrm{A} \vee \frac{\mathrm{~A}\left\{\mathrm{~F}\left(\alpha \wedge \mathrm{X} \alpha^{\partial}\right), \alpha^{\partial}, \perp \mathrm{R} \alpha\right\}}{\mathrm{A}\{\mathrm{G}(\alpha \rightarrow \mathrm{X} \alpha) \rightarrow(\alpha \rightarrow \mathrm{G} \alpha)\}}}
\end{aligned}
$$

Proof in $\mathrm{CTL}_{\text {ind }}^{*}$ of axiom schema $\mathrm{C} 7 \rightarrow$ :

$$
\operatorname{LEM} \frac{\overline{\mathrm{A}\left\{\beta^{\partial} \wedge\left(\alpha^{\partial} \vee \mathrm{X}\left(\alpha^{\partial} \mathrm{R} \beta^{\partial}\right)\right), \beta \vee(\alpha \wedge \mathrm{X}(\alpha \mathrm{U} \beta))\right\}}}{\mathrm{A} \vee \frac{\mathrm{~A}\left\{\alpha^{\partial} \mathrm{R} \beta^{\partial}, \beta \vee(\alpha \wedge \mathbf{X}(\alpha \mathbf{U} \beta))\right\}}{\mathrm{A}\{(\alpha \mathbf{\mathrm { U } \beta}) \rightarrow(\beta \vee(\alpha \wedge \mathbf{X}(\alpha \mathbf{\mathrm { U }})))\}}}
$$

Proof in $\mathrm{CTL}_{\text {ind }}^{*}$ of axiom schema C8:

We have thus established:
3.5.49. Theorem. For every formula $\varphi$, if $\mathrm{CTL}^{*}-\mathrm{LC} \vDash \varphi$, then $\mathrm{CTL}_{\text {Hil }}^{*} \vdash \varphi$.

As previously mentioned, Reynolds's axiomatisation for full CTL* extends his system for CTL* - LC by adding a limit closure axiom and the Auxiliary Atoms rule.

We leave open the question of whether $C T L_{\text {Hil }}^{*}$ (equivalently, $C T L_{\text {ind }}^{*}$ ) can prove the axiom and derive the rule. The answer to the former is probably positive, but we conjecture the latter not to be the case: the (side condition of) the Auxiliary Atoms rule is, in Reynolds's words, 'slightly complicated' [115, § 7], and its power seems to be beyond our inductive system.

### 3.6 Conclusion

Full computation tree logic, denoted by $\mathrm{CTL}^{*}$, is a branching-time logic which extends linear-time temporal logic (LTL) by means of the universal (A) and existential (E) path quantifiers from computation tree logic (CTL). In contrast to the latter, it imposes no restriction on the placement of quantifiers or temporal operators, resulting in a strictly more expressive logic than LTL and CTL.

We provided a cut-free, ill-founded hypersequent calculus $\mathrm{CTL}_{\infty}^{*}$ for CTL . Proofs are trees of possibly infinite height and a correctness condition ensures that infinite branches yield valid conclusions. Hypersequents offer a natural framework for accommodating the existential and universal path quantifiers of the logic, as well as their interplay with the next operator $X$. Soundness of the system is shown by a signature-based argument. Completeness follows from a deterministic proofsearch by means of game- and automata-theoretic tools.

Our proof-search mechanism for $\mathrm{CTL}_{\infty}^{*}$ yields proofs which are both deterministic, in the sense that the rule applied at a vertex is uniquely determined by the hypersequent in its label, and regular. This allows a partially finitary presentation of $\mathrm{CTL}_{\infty}^{*}$ proofs. We formalised this idea by introducing the infinitary cyclic system CTL ${ }_{\text {reg }}^{*}$.

By annotating formulas to keep track of fixpoint unfoldings, as Jungteerapanich [76] and Stirling [144] did for the modal $\mu$-calculus, we were able to isolate a finitary condition (universality) that suffices to guarantee that a derivation is a proof. Further work is required to see whether good existential traces admit a finitary description. Indeed, whereas infinite formula traces are easy to detect by finitary means, good E-traces require the absence of infinite U-traces. This seems to be beyond the capabilities of our annotations.

A natural step towards a fully finitary cyclic calculus would be encoding automata in the ill-founded system. Jungteerapanich and Stirling's annotations derive ultimately from Safra's determinisation construction for Büchi automata. As we have shown, there exists an NBA $\mathcal{A}$ which recognises exactly the good branches of $\mathrm{CTL}_{\infty}^{*}$ proof-search trees. It might then be possible to incorporate the states and transitions of a deterministic version of $\mathcal{A}$ into the rules of $\mathrm{CT}_{\infty}^{*}$ by means of a more complex annotating mechanism than the one we used, thus obtaining a cyclic calculus with finitary correctness conditions. This idea is partially applied
in [47] to a tableau for satisfiability of CTL* formulas, and [37] investigates the correspondence between annotations and determinisation procedures other than Safra's construction.

In the second half of the chapter we isolated a class of 'inductible' cyclic proofs whose cycles can be transformed into inductive arguments. The resulting Hilbertstyle axiom system is shown to be complete at least for CTL* - LC, a well-known variant of CTL* obtained by allowing the evaluation of formulas in a bigger class than that of serial models. This work was motivated as a means to examine the possibility of axiomatising CTL* by eliminating cycles. Our cyclic system is not fully finitary and it could not therefore yield an axiomatisation of CTL* in this manner. But obtaining a finitary system would only be the first step: in order to remove purely existential cycles, i.e., cycles whose correctness is not witnessed by any A-trace, we would have to find a suitable induction rule for E-sequents. While rules similar to ind can be shown to be sound for E-sequents, they seem to be too rigid for the proof transformations carried out in Section 3.5.

Lastly, and on a different note, we could try to extend our work to CTL* augmented with past-time operators. Several alternatives present themselves, for example: a finite or an infinite past; a branching or a linear past. We refer the reader to the introduction of [116] for a survey of these and other proposals that have been considered in the literature. In [116], Reynolds obtained an axiomatisation of CTL* with past-time operators for a linear, finite past. It is worth noting that the past operators allowed him to dispense with the Auxiliary Atoms rule of his axiom system for CTL*. They might thus yield simpler systems than the ones we have considered.

## Chapter 4

## A Cyclic Proof System for iLTL

This chapter is at the same time easier and more complicated than the first half of the previous one. Here we consider intuitionistic linear-time temporal logic iLTL, which combines Pnueli's linear-time temporal logic and (propositional) intuitionistic logic. Models of iLTL are 'two-dimensional': every state has at least one temporal successor and zero or more intuitionistic successors. A simple confluence condition, expressing monotonicity of the temporal successor function with respect to the intuitionistic order, suffices to ensure that truth is preserved upwards in the intuitionistic dimension (see [10]). The temporal component of iLTL is thus much simpler than CTL* and will pose no difficulty. The intuitionistic component, however, requires considerable care.

We provide a cut-free, finitary cyclic system for iLTL. The calculus uses labelled formulas in order to accommodate the interplay between the temporal dimension, represented by the modal rule for the next operator X , and the intuitionistic dimension, corresponding to the right-implication rule.

Labelled calculi incorporate the semantics of the accessibility relation into the syntax of the sequents. The idea traces back to Kanger's sequent calculus with 'marks' for S5 [79], and it has since proved to be adequate for the proof theory of modal logics, where traditional sequent calculi meet with considerable obstacles (see, e.g., $[99,100]$ ). Recent applications of labelled calculi include the ill-founded labelled calculus for the intuitionistic version of Gödel-Löb provability logic presented in [35], and the proof of the decidability of intuitionistic S4 in [58].

Our approach, in a sense, is the opposite of the one followed in [5]. There, the authors introduce an ill-founded proof system for a proper fragment of iLTL based on nested sequents that reason under the temporal next operator $X$. Their proof-search mechanism is thus able to look arbitrarily far into the future, but in some cases it is unable to break down implications in the consequent due to the
non-invertibility of their right-implication rule. As a result, it outputs ill-founded proofs which need not be regular.

Labels, instead, yield an invertible right-implication rule. This makes it possible - though not without considerable care - to design a proof-search algorithm for an ill-founded calculus which explores all relevant regions of the proof-search space, spending only a finite amount of time on each 'intuitionistic region'. The resulting ill-founded proofs can be regularised and made cyclic by a simple annotation procedure.

### 4.1 Intuitionistic linear-time temporal logic iLTL

The language of iLTL, denoted by $\mathscr{L}_{\text {iLTL }}$, consists of the following: countably many propositional letters drawn from a set Prop; the constant $\perp$ (falsum); the Boolean connectives $\wedge$ (conjunction), $\vee$ (disjunction) and $\rightarrow$ (implication); and the temporal operators X (next), U (until) and R (release). The formulas of iLTL are given by the following grammar:

$$
\varphi::=\perp|p|(\varphi \wedge \varphi)|(\varphi \vee \varphi)|(\varphi \rightarrow \varphi)|(\mathrm{X} \varphi)|(\varphi \mathrm{U} \varphi) \mid(\varphi \mathrm{R} \varphi)
$$

where $p$ ranges over Prop. Formulas are denoted by small Greek letters $\alpha, \beta, \varphi, \ldots$, and sets of formulas by capital Greek letters $\Gamma, \Delta, \Sigma, \ldots$ We use O to denote either U or R . The collection of all iLTL formulas is denoted by Form $\mathrm{iLTL}_{\mathrm{i}}$, and the set of all subformulas of a formula $\varphi$, defined as expected, is denoted by $\operatorname{Sub}(\varphi)$.

If no ambiguity arises, we drop the outer parenthesis and stipulate that $X$ bind more strongly than $\wedge, \vee, U$ and $R$, and that these, in turn, bind more strongly than $\rightarrow$.

A literal is a formula of the form $\perp$ or $p$. An X -formula, or modal formula, is a formula of the form $X \varphi$. Similarly, an $O$-formula, for $O \in\{U, R\}$, is a formula of the form $\varphi \mathrm{O} \psi$. The negation of a formula $\varphi$ is defined as $\neg \varphi:=\varphi \rightarrow \perp$. We let $T:=\neg \perp$. We also define the temporal operators F (eventually) and G (henceforth) as expected: $\mathrm{F} \varphi:=\mathrm{TU} \varphi$, and $\mathrm{G} \varphi:=\perp \mathrm{R} \varphi$. The connective $\neg$ and the operators F and G bind all as strongly as X .

The size, or complexity, of a formula $\varphi$, denoted by $\langle\varphi\rangle$, is given by:

- $\langle\perp\rangle:=\langle p\rangle:=1$, for every $p \in$ Prop;
- $\langle\varphi \star \psi\rangle:=\langle\varphi\rangle+\langle\psi\rangle+1$, for $\star \in\{\wedge, \vee, \rightarrow, \mathrm{U}, \mathrm{R}\}$;
- $\langle\mathrm{X} \varphi\rangle:=\langle\varphi\rangle+1$.

We extend $\langle\cdot\rangle$ to finite sets of formulas by setting $\langle\Phi\rangle:=\sum\{\langle\varphi\rangle \mid \varphi \in \Phi\}$.
Formulas of iLTL are interpreted over intuitionistic propositional models equipped with a temporal successor function that respects the intuitionistic order.

An intuitionistic (propositional) frame is a Kripke frame $\mathcal{F}=(W, \leq)$ whose accessibility relation $\leq$ is reflexive and transitive. We call $\leq$ the intuitionistic (pre-) order of $\mathcal{F}$. For all $s, t \in W$, we say that $t$ is an intuitionistic successor of $s$ if $s \leq t$. An intuitionistic (propositional) model is a Kripke model $\mathcal{M}=(W, \leq, V)$ based on an intuitionistic propositional frame $(W, R)$ and such that the valuation function $V: W \rightarrow 2^{\text {Prop }}$ is persistent with respect to the intuitionistic order: if $s \leq t$, then $V(s) \subseteq V(t)$.

An iLTL frame is a triple $\mathcal{F}=(W, \leq, S)$, where $(W, \leq)$ is an intuitionistic frame and $S: W \rightarrow W$ is a function which is (forward) confluent with respect to $\leq$, that is: if $s \leq t$, then $S(s) \leq S(t)$. We call $S$ is the (temporal) successor function. We inductively define the $n$-th (temporal) successor function $S^{n}: W \rightarrow W$ for every $n<\omega$ by setting $S^{0}:=S$ and $S^{n+1}:=S \circ S^{n}$.

A valuation $V$ on an iLTL frame $\mathcal{F}=(W, \leq, S)$ is a map $V: W \rightarrow 2^{\text {Prop }}$. An iLTL model is a tuple $\mathcal{M}=(W, \leq, S, V)$, where $\mathcal{F}=(W, \leq, S)$ is an iLTL frame and $V$ is a valuation on $\mathcal{F}$.

Given a model $\mathcal{M}=(W, \leq, S, V)$, we inductively define a satisfaction or forcing relation $\Vdash$ between states of $\mathcal{M}$ and formulas in the expected manner:

- $\mathcal{M}, s \nVdash \perp ;$
- $\mathcal{M}, s \Vdash p$ if, and only if, $p \in V(s)$, for every $p \in$ Prop;
- $\mathcal{M}, s \Vdash \varphi \wedge \psi$ if, and only if, $\mathcal{M}, s \Vdash \varphi$ and $\mathcal{M}, s \Vdash \psi$;
- $\mathcal{M}, s \Vdash \varphi \vee \psi$ if, and only if, $\mathcal{M}, s \Vdash \varphi$ or $\mathcal{M}, s \Vdash \psi$;
- $\mathcal{M}, s \Vdash \varphi \rightarrow \psi$ if, and only if, for every $t \in W$ such that $s \leq t$, if $\mathcal{M}, t \Vdash \varphi$, then $\mathcal{M}, t \Vdash \psi$;
- $\mathcal{M}, s \Vdash \mathbf{X} \varphi$ if, and only if, $\mathcal{M}, S(s) \Vdash \varphi$;
- $\mathcal{M}, s \Vdash \varphi \cup \psi$ if, and only if, there is a $j<\omega$ such that $\mathcal{M}, S^{j}(s) \Vdash \psi$ and $\mathcal{M}, S^{i}(s) \Vdash \varphi$ for every $i<j ;$
- $\mathcal{M}, s \Vdash \varphi \mathrm{R} \psi$ if, and only if, for every $j<\omega$, either $\mathcal{M}, S^{j}(s) \Vdash \psi$, or there is an $i<j$ such that $\mathcal{M}, S^{i}(s) \Vdash \varphi$.

If $\mathcal{M}, s \Vdash \varphi$, we say that $\varphi$ is true at $s$, or that $s$ satisfies $\varphi$. We write $\mathcal{M} \models \varphi$ if $\mathcal{M}, s \Vdash \varphi$ for every $s \in W$. Given a frame $\mathcal{F}=(W, \leq, S)$, we write $\mathcal{F} \models \varphi$, and say that $\varphi$ is valid in $\mathcal{F}$, if $(W, \leq, S, V) \models \varphi$ for every valuation $V$ on $\mathcal{F}$. Given a class of frames $\mathcal{K}$, we write $\mathcal{K} \models \varphi$, and say that $\varphi$ is $\mathcal{K}$-valid, if $\mathcal{F} \models \varphi$ for every $\mathcal{F} \in \mathcal{K}$. We write $\mathrm{iLTL} \models \varphi$, and say that $\varphi$ is valid, if $\varphi$ is valid in every frame. Finally, given any formulas $\varphi$ and $\psi$, we write $\varphi \equiv \psi$, and say that $\varphi$ and $\psi$ are equivalent, if for every model $\mathcal{M}=(W, \leq, S, V)$ and every $s \in W$, we have $\mathcal{M}, s \Vdash \varphi$ if, and only if, $\mathcal{M}, s \Vdash \psi$.

It follows immediately from the definitions of $F$ and $G$ that we have:


Figure 4.1: An iLTL model $\mathcal{M}$ refuting the classical dualities between $U$ and $R$. The valuation is empty everywhere except at the states painted black, where $q$ and only $q$ holds. We then have $\mathcal{M}, s \Vdash p \operatorname{R} q$ but $\mathcal{M}, s \Vdash \neg(\neg p \mathrm{U} \neg q)$, and $\mathcal{M}, s \Vdash p \cup q$ but $\mathcal{M}$, $s \nVdash \neg(\neg p \mathrm{R} \neg q)$. Analogously, we have $\mathcal{M}, t \Vdash \neg(\neg p \mathrm{U} \neg q)$ but $\mathcal{M}, t \Vdash p \mathrm{R} q$, and $\mathcal{M}, t \Vdash \neg(\neg p \mathrm{R} \neg q)$ but $\mathcal{M}, t \Vdash p \cup q$.

- $\mathcal{M}, s \Vdash \mathrm{~F} \varphi$ if, and only if, there is some $n<\omega$ such that $\mathcal{M}, S^{n}(s) \Vdash \varphi$;
- $\mathcal{M}, s \Vdash \mathrm{G} \varphi$ if, and only if, $\mathcal{M}, S^{n}(s) \Vdash \varphi$ for every $n<\omega$.

As in the classical setting, it is easy to see that U and R satisfy the fixpoint equivalences $\varphi \mathrm{U} \psi \equiv \psi \vee[\varphi \wedge \mathrm{X}(\varphi \mathrm{U} \psi)]$ and $\varphi \mathrm{R} \psi \equiv \psi \wedge[\varphi \vee \mathrm{X}(\varphi \mathrm{R} \psi)]$. However, in the intuitionistic setting U and R are not interdefinable [10] (see also Example 4.1.1 below).

Observe that iLTL frames are two-dimensional: every state has one temporal successor and, in addition, may have multiple intuitionistic successors other than itself. When depicting frames and models, we represent the temporal successor function with dashed, horizontal arrows, and the intuitionistic order with solid, vertical arrows, omitting reflexivity.
4.1.1. Example. Figure 4.1 depicts an iLTL model showing that, in contrast to the classical case, we can neither express $p \mathrm{R} q$ as $\neg(\neg p \mathrm{U} \neg q)$ nor $p \mathrm{U} q$ as $\neg(\neg p \mathrm{R} \neg q)$. Moreover, in iLTL the operator $U$ is not definable in terms of $X$ and $R$, and neither is R definable in terms of X and U [10].

Intuitionistic truth should be propagated upwards in a frame with respect to the intuitionistic order. Forward confluence is exactly the condition that has to be imposed onto the temporal successor function in order for this to be the case [10, Prop. 2.1]. So, in particular, we have:
4.1.2. Proposition. For every model $\mathcal{M}=(W, \leq, S, V)$, all $s, t \in W$, and every formula $\varphi$, if $\mathcal{M}, s \Vdash \varphi$ and $s \leq t$, then $\mathcal{M}, t \Vdash \varphi$.

### 4.2 The ill-founded system $\mathrm{iLTL}_{\infty}$

Fix a countably infinite set Worlds of (world) labels. A labelled (iLTL) formula is a pair $(w, \varphi)$, henceforth written $w: \varphi$, where $w \in$ Worlds and $\varphi \in$ Form $_{\text {iLTL }}$.

Let $\Gamma$ be a set of labelled formulas. We define $\mathrm{X} \Gamma:=\{w: \mathbf{X} \varphi \mid w: \varphi \in \Gamma\}$ and $\Gamma^{-}:=\{\varphi \mid w: \varphi \in \Gamma$ for some $w \in$ Worlds $\}$. And, for every set of labels $W$, we abuse notation and let $\Gamma \backslash W:=\{w: \varphi \in \Gamma \mid w \notin W\}$. We say that a label $w$ occurs in $\Gamma$ if there is a formula $\varphi$ such that $w: \varphi \in \Gamma$. When no ambiguity arises, we abuse notation and write $w \in \Gamma$ if $w$ occurs in $\Gamma$. If $\Gamma$ is a set of unlabelled formulas and $w \in$ Worlds, we let $w: \Gamma:=\{w: \varphi \mid \varphi \in \Gamma\}$.

A world relation is a pair $\left(w, w^{\prime}\right)$, henceforth written $w \preccurlyeq w^{\prime}$, where $w, w^{\prime} \in$ Worlds. Given a world relation $w_{0} \preccurlyeq w_{1}$ and labels $w, w^{\prime}$, we define the world substitution $\left(w_{0} \preccurlyeq w_{1}\right)\left[w / w^{\prime}\right]$ as follows:

- if $w_{0} \neq w^{\prime} \neq w_{1}$, then $\left(w_{0} \preccurlyeq w_{1}\right)\left[w / w^{\prime}\right]:=w_{0} \preccurlyeq w_{1}$;
- if $w_{0}=w^{\prime} \neq w_{1}$, then $\left(w_{0} \preccurlyeq w_{1}\right)\left[w / w^{\prime}\right]:=w \preccurlyeq w_{1}$;
- if $w_{0} \neq w^{\prime}=w_{1}$, then $\left(w_{0} \preccurlyeq w_{1}\right)\left[w / w^{\prime}\right]:=w_{0} \preccurlyeq w$;
- if $w_{0}=w^{\prime}=w_{1}$, then $\left(w_{0} \preccurlyeq w_{1}\right)\left[w / w^{\prime}\right]:=w \preccurlyeq w$.

A (relational) control is a finite set of world relations. When working with relational controls, we abbreviate $\left\{w \preccurlyeq w^{\prime}\right\}$ to $w \preccurlyeq w^{\prime}$, as well as $\Omega \cup\left\{w \preccurlyeq w^{\prime}\right\}$ to $\Omega, w \preccurlyeq w^{\prime}$, and $w \preccurlyeq w_{0}, \ldots, w \preccurlyeq w_{n}$ to $w \preccurlyeq w_{0}, \ldots, w_{n}$. A label $w$ occurs in a control $\Omega$ if there is a label $w^{\prime}$ such that $\left\{w \preccurlyeq w^{\prime}, w^{\prime} \preccurlyeq w\right\} \cap \Omega \neq \varnothing$. We abuse notation and write $w \in \Omega$ if $w$ occurs in $\Omega$. For any control $\Omega$ and labels $w, w^{\prime}$, we let $\Omega\left[w / w^{\prime}\right]:=\left\{\left(w_{0} \preccurlyeq w_{1}\right)\left[w / w^{\prime}\right] \mid w_{0} \preccurlyeq w_{1} \in \Omega\right\}$.

Let $\mathcal{M}=(W, \leq, S, V)$ be an iLTL model. A label valuation on $\mathcal{M}$ is a map $\lambda:$ Worlds $\rightarrow W$. We extend the notion of satisfiability to world relations, relational controls and labelled formulas as expected:
(i) $\mathcal{M}, \lambda \Vdash w \preccurlyeq w^{\prime}$ if, and only if, $\lambda(w) \leq \lambda\left(w^{\prime}\right)$;
(ii) $\mathcal{M}, \lambda \Vdash \Omega$ if, and only if, $\mathcal{M}, \lambda \Vdash w \preccurlyeq w^{\prime}$ for every $w \preccurlyeq w^{\prime} \in \Omega$;
(iii) $\mathcal{M}, \lambda \Vdash w: \varphi$ if, and only if, $\mathcal{M}, \lambda(w) \Vdash \varphi$.

Note that relational controls are interpreted conjunctively.
Given a model $\mathcal{M}=(W, \leq, S, V)$ and a label valuation $\lambda$ on $\mathcal{M}$, for every $w \in$ Worlds and $s \in W$ we define the label valuation $\lambda[w \mapsto s]$ on $\mathcal{M}$ by setting

$$
\lambda[w \mapsto s]\left(w^{\prime}\right):= \begin{cases}s & \text { if } w^{\prime}=w \\ \lambda\left(w^{\prime}\right) & \text { otherwise }\end{cases}
$$

for every $w^{\prime} \in$ Worlds.
Every relational control $\Omega$ determines a reflexive pre-order ( $W_{\Omega}, \leq_{\Omega}$ ), where $W_{\Omega}$ is the set of world labels occurring in $\Omega$ and $\leq_{\Omega}$ is the reflexive, transitive closure of the relation described by $\preccurlyeq$, i.e., $w \leq_{\Omega} w^{\prime}$ holds if, and only if, there
are $w_{0}, \ldots, w_{n} \in W_{\Omega}$ such that $w_{0}=w, w_{n}=w^{\prime}$, and, for every $i<n$, either $w_{i}=w_{i+1}$ or $w_{i} \preccurlyeq w_{i+1} \in \Omega$. By $w<_{\Omega} w^{\prime}$ we mean $w \leq_{\Omega} w^{\prime}$ and $w \neq w^{\prime}$. And we write $w<_{\Omega}^{0} w^{\prime}$ if $w<_{\Omega} w^{\prime}$ and there is no $w^{\prime \prime} \in W_{\Omega}$ such that $w<_{\Omega} w^{\prime \prime}$ and $w^{\prime \prime}<_{\Omega} w^{\prime}$.

Let $\Omega$ be a relational control. For any label $w$ and any set of labels $W$, we let:

- $\uparrow_{\leq_{\Omega}} w:=\left\{w^{\prime} \in W_{\Omega} \mid w \leq_{\Omega} w^{\prime}\right\} ;$
- $\Omega \backslash W:=\left\{w_{0} \preccurlyeq w_{1} \in \Omega \mid w_{0} \notin W\right.$ and $\left.w_{1} \notin W\right\}$.

We abuse notation and write $\Omega \backslash w$ in place of $\Omega \backslash\{w\}$.
Relational controls that represent trees will be of particular importance to us. To this end, we say that a control $\Omega$ is:

- reflexive, if $w \preccurlyeq w \in \Omega$ for every $w \in \Omega$;
- transitive, if $w \preccurlyeq w^{\prime} \in \Omega$ and $w^{\prime} \preccurlyeq w^{\prime \prime} \in \Omega$ implies $w \preccurlyeq w^{\prime \prime} \in \Omega$;
- rooted, if there is a $w \in \Omega$ such that $w \preccurlyeq w^{\prime} \in \Omega$ for every $w^{\prime} \in \Omega$;
- and tree-like, if $\left(W_{\Omega},<_{\Omega}\right)$ is a tree.
4.2.1. Remark. Relational controls are finite by definition, so finitely many checks suffice to determine whether a control is tree-like or not.

A (labelled iLTL) sequent is a triple $(\Omega, \Gamma, \Delta)$, henceforth written $\Omega \dashv \Gamma \Rightarrow \Delta$, where $\Omega$ is a relational control and $\Gamma$ and $\Delta$ are finite sets of labelled formulas. We call $\Gamma$ the antecedent of the sequent, and $\Delta$ the consequent or succedent. The size, or complexity, of a sequent $S=\Omega \dashv \Gamma \Rightarrow \Delta$ is $\langle S\rangle:=\langle\Gamma\rangle+\langle\Delta\rangle$.

A world label $w$ occurs in a sequent $\Omega \dashv \Gamma \Rightarrow \Delta$ if $w$ occurs in $\Omega$ or in $\Gamma \cup \Delta$.
Let $\mathcal{M}$ be a model and $\lambda$ a label valuation on $\mathcal{M}$. We extend satisfiability to labelled sequents by setting $\mathcal{M}, \lambda \Vdash \Omega \dashv \Gamma \Rightarrow \Delta$ if, and only if, the following holds: if $\mathcal{M}, \lambda \Vdash \Omega$ and $\mathcal{M}, \lambda \Vdash w: \varphi$ for every $w: \varphi \in \Gamma$, then $\mathcal{M}, \lambda \Vdash w^{\prime}: \psi$ for some $w^{\prime}: \psi \in \Delta$. A labelled sequent $S$ is valid if we have $\mathcal{M}, \lambda \Vdash S$ for every model $\mathcal{M}$ and every label valuation $\lambda$ on $\mathcal{M}$.

A sequent $S=\Omega \dashv \Gamma \Rightarrow \Delta$ is monotone if the following conditions hold for all $w, w^{\prime} \in$ Worlds and $\varphi \in$ Form $_{\text {iLTL: }}$ :
(i) if $w: \varphi \in \Gamma$ and $w \preccurlyeq w^{\prime} \in \Omega$, then $w^{\prime}: \varphi \in \Gamma$;
(ii) if $w: \varphi \in \Delta$ and $w^{\prime} \preccurlyeq w \in \Omega$, then $w^{\prime}: \varphi \in \Delta$.

We say that $S$ is left-monotone (right-monotone) if (i) holds (respectively, (ii)). So $S$ is monotone if, and only if, $S$ is both left- and right-monotone.

We are now ready to define the ill-founded system $\mathrm{iLTL}_{\infty}$ for iLTL. The system works on labelled sequents and allows infinite branches to deal with the fixpoint operators U and R .

$$
\begin{gathered}
\operatorname{ax} \frac{\Omega \dashv \Gamma, w: p \Rightarrow w: p, \Delta}{\Omega} \quad \mathrm{ax}_{\perp} \frac{\Omega \dashv \Gamma, w: \perp \Rightarrow \Delta}{\Omega \nmid} \\
\mathrm{L} \wedge \frac{\Omega \dashv \Gamma, w: \varphi, w: \psi \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \varphi \wedge \psi \Rightarrow \Delta} \quad \mathrm{R} \wedge \frac{\Omega \dashv \Gamma \Rightarrow w: \varphi, \Delta \quad \Omega \dashv \Gamma \Rightarrow w: \psi, \Delta}{\Omega \dashv \Gamma \Rightarrow w: \varphi \wedge \psi, \Delta} \\
\mathrm{L} \vee \frac{\Omega \dashv \Gamma, w: \varphi \Rightarrow \Delta \quad \Omega \dashv \Gamma, w: \psi \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \varphi \vee \psi \Rightarrow \Delta} \quad \mathrm{R} \vee \frac{\Omega \dashv \Gamma \Rightarrow w: \varphi, w: \psi, \Delta}{\Omega \dashv \Gamma \Rightarrow w: \varphi \vee \psi, \Delta} \\
\mathrm{L} \rightarrow \frac{\Omega \dashv \Gamma, w: \varphi \rightarrow \psi \Rightarrow w: \varphi, \Delta \quad \Omega \dashv \Gamma, w: \psi \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \varphi \rightarrow \psi \Rightarrow \Delta} \\
\mathrm{R} \rightarrow \frac{\Omega, w \preccurlyeq w^{\prime} \dashv \Gamma, w^{\prime}: \varphi \Rightarrow w^{\prime}: \psi, \Delta}{\Omega \dashv \Gamma \Rightarrow w: \varphi \rightarrow \psi, \Delta} w^{\prime} \notin \Omega \\
\mathrm{X} \frac{\Omega \dashv \Lambda \Rightarrow \Xi}{\Omega \dashv \Pi, \mathrm{X} \Lambda \Rightarrow \mathrm{X} \Xi, \Sigma}
\end{gathered}
$$

Figure 4.2: Non-fixpoint, logical rules of the system $\mathrm{iLTL}_{\infty}$.
4.2.2. Definition (iLTL $\infty_{\infty}$ derivation). An $i L T L_{\infty}$ derivation of a labelled sequent $S$ is a finite or infinite tree $\mathcal{T}$ built in accordance with the rules in Figures 4.2 to 4.4 and whose root has label $S$.

An $i L T L_{\infty}$ derivation of a formula $\varphi$ is an iLTL derivation of $\varnothing \dashv \varnothing \Rightarrow w: \varphi$ for some $w \in$ Worlds.
4.2.3. Remark. The preservation of the principal formula $w: \varphi \rightarrow \psi$ in the left premise of rule $L \rightarrow$ is typical of ordinary sequent calculi for intuitionistic logic (see, e.g., [101, § 2.2]). But in contrast to those calculi, the use of labelled formulas allows the preservation of the set $\Delta$ in the left premise of rule $\mathrm{L} \rightarrow$ and also in the premise of $R \rightarrow$. It thus follows that both $L \rightarrow$ and $R \rightarrow$ are semantically invertible. ${ }^{1}$

Preserving the side formulas in the succedent when applying rule $R \rightarrow$ turns ordinary sequent calculi for intuitionistic logic into classical ones, for it allows to prove instances of the law of the excluded middle (see the introduction to [101, Ch. 3]). This is not the case when working with labelled formulas, however. For example, every attempt at proving $p \vee \neg p$ in $\mathrm{LLT}_{\infty}$ will look essentially like the following:

[^31]\[

$$
\begin{gathered}
\operatorname{LU} \frac{\Omega \dashv \Gamma, w: \psi \Rightarrow \Delta \quad \Omega \dashv \Gamma, w: \varphi, w: \mathrm{X}(\varphi \cup \psi) \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \varphi \mathrm{U} \Rightarrow \Delta} \\
\operatorname{RU} \frac{\Omega \dashv \Gamma \Rightarrow w: \varphi, w: \psi, \Delta \quad \Omega \dashv \Gamma \Rightarrow w: \psi, w: \mathrm{X}(\varphi \mathrm{U} \psi), \Delta}{\Omega \dashv \Gamma \Rightarrow w: \varphi \mathrm{U} \psi, \Delta} \\
\operatorname{LR} \frac{\Omega \dashv \Gamma, w: \varphi, w: \psi \Rightarrow \Delta \quad \Omega \dashv \Gamma, w: \psi, w: \mathrm{X}(\varphi \mathrm{R} \psi) \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \varphi \mathrm{R} \psi \Rightarrow \Delta} \\
\operatorname{RR} \frac{\Omega \dashv \Gamma \Rightarrow w: \psi, \Delta \quad \Omega \dashv \Gamma \Rightarrow w: \varphi, w: \mathrm{X}(\varphi \mathrm{R} \psi), \Delta}{\Omega \dashv \Gamma \Rightarrow w: \varphi \operatorname{R} \psi, \Delta}
\end{gathered}
$$
\]

Figure 4.3: Fixpoint rules of the system $\mathrm{iLT}_{\infty}$.

$$
\begin{aligned}
& \mathrm{R} \rightarrow \frac{w \preccurlyeq w^{\prime} \dashv w^{\prime}: p \Rightarrow w: p, w^{\prime}: \perp}{\varnothing \dashv \varnothing \Rightarrow w: p, w: p \rightarrow \perp} \\
& \mathrm{R} \vee \frac{\varnothing \dashv \varnothing \Rightarrow w: p \vee(p \rightarrow \perp)}{\varnothing \dashv}
\end{aligned}
$$

Clearly, the sequent at the top is not provable.
Invertibility of rule $\mathrm{R} \rightarrow$ appears to be necessary to obtaining regular ill-founded proofs, and thus in the end a cyclic calculus. If rule $\mathrm{R} \rightarrow$ discarded the side formulas in $\Delta$, then the proof-search procedure described below in Section 4.2.2 would not be able to apply rule $\mathrm{R} \rightarrow$ without losing information that might be necessary to find a proof. Observe that rule $\mathrm{R} \rightarrow$ is the only one that, when read bottom-up, creates intuitionistic successors. So, informally, if it were not invertible, the proofsearch procedure would not be guaranteed to explore the intuitionistic regions above all worlds, because it could wait in vain for the right moment to break down implications in the succedent of a sequent. This problem seems to lie at the heart of the difficulties with turning the ill-founded calculus of [5], whose rightimplication rule is not invertible, into a cyclic one (see, in particular, [5, § 5.2]). That our proof-search never runs into this problem is one of the main results of Section 4.2.2 (Proposition 4.2.41).

The distinguished formulas and world relations in the conclusions of the rules in Figures 4.2 to 4.4 , such as $w: \varphi \rightarrow \psi$ in $\mathrm{R} \rightarrow$ and $w \preccurlyeq w^{\prime}$ and $w: \varphi$ in Lm , are said to be principal. In the special case of the modal rule X , we consider all world relations and formulas in the conclusion to be principal. The distinguished formulas and world relations in the premises of the rules, for instance $w \preccurlyeq w^{\prime}$, $w^{\prime}: \varphi$ and $w^{\prime}: \psi$ in $\mathrm{R} \rightarrow$ and $w \preccurlyeq w^{\prime}, w: \varphi$ and $w^{\prime}: \varphi$ in Lm, are said to be active.

$$
\begin{gathered}
\operatorname{refl} \frac{\Omega, w \preccurlyeq w \dashv \Gamma \Rightarrow \Delta}{\Omega \dashv \Gamma \Rightarrow \Delta} \quad \operatorname{trans} \frac{\Omega, w \preccurlyeq w^{\prime}, w^{\prime} \preccurlyeq w^{\prime \prime}, w \preccurlyeq w^{\prime \prime} \dashv \Gamma \Rightarrow \Delta}{\Omega, w \preccurlyeq w^{\prime}, w^{\prime} \preccurlyeq w^{\prime \prime} \dashv \Gamma \Rightarrow \Delta} \\
\operatorname{Lm} \frac{\Omega, w \preccurlyeq w^{\prime} \dashv \Gamma, w: \varphi, w^{\prime}: \varphi \Rightarrow \Delta}{\Omega, w \preccurlyeq w^{\prime} \dashv \Gamma, w: \varphi \Rightarrow \Delta} \quad \operatorname{Rm} \frac{\Omega, w^{\prime} \preccurlyeq w \dashv \Gamma \Rightarrow w: \varphi, w^{\prime}: \varphi, \Delta}{\Omega, w^{\prime} \preccurlyeq w \dashv \Gamma \Rightarrow w: \varphi, \Delta} \\
\operatorname{wk}_{\preccurlyeq \frac{\Omega \dashv \Gamma \Rightarrow \Delta}{\Omega, w \preccurlyeq w^{\prime} \dashv \Gamma \Rightarrow \Delta}}^{\operatorname{Lwk} \frac{\Omega \dashv \Gamma \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \varphi \Rightarrow \Delta} \quad \operatorname{Rwk} \frac{\Omega \dashv \Gamma \Rightarrow \Delta}{\Omega \dashv \Gamma \Rightarrow w: \varphi, \Delta}}
\end{gathered}
$$

Figure 4.4: Structural rules of the system $\mathrm{iLTL}_{\infty}$.

For all of the rules other than X , the formulas occurring in $\Gamma$ and $\Delta$ and the world relations occurring in $\Omega$ are, respectively, side formulas and side relations.

Since we work with set-based sequents, a side formula might also be principal. For example, the following is an instance of $\mathrm{L} \wedge$ in which the principal formula $w: \varphi \wedge \psi$ is also a side formula:

$$
\mathrm{R} \wedge \frac{\Omega \dashv \Gamma, w: \varphi \wedge \psi, w: \varphi, w: \psi \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \varphi \wedge \psi \Rightarrow \Delta}
$$

An instance of a rule among $L \wedge, L \vee, L \rightarrow, L U, L R, L w k(R \wedge, R \vee, R \rightarrow, R U, R R, R w k)$ is preserving if the unique principal formula is also a side formula contained in $\Gamma$ (respectively, $\Delta$ ). Otherwise, the instance is said to be discarding. Analogously, an instance of $\mathrm{wk}_{\preccurlyeq}$ is preserving if the unique principal relation is also a side relation, and discarding otherwise. Note that, by definition, instances of rules X , refl, trans, Lm and Rm are neither preserving nor discarding.

A vertex $u$ of an iLTL derivation is modal if rule X is applied at $u$.
Let $\mathcal{T}$ be an $\mathrm{iLTL}_{\infty}$ derivation, let $u, v \in T$ be such that $u<_{T}^{0} v$, and let $\Omega \dashv \Gamma \Rightarrow \Delta$ and $\Omega^{\prime} \dashv \Gamma^{\prime} \Rightarrow \Delta^{\prime}$ be the labels of $u$ and $v$, respectively. We define the formula trace relation $\triangleright_{u}^{v}$ between $(\Gamma \times\{0\}) \cup(\Delta \times\{1\})$ and $\left(\Gamma^{\prime} \times\{0\}\right) \cup\left(\Delta^{\prime} \times\{1\}\right)$ by setting $(w: \varphi, b) \bowtie_{u}^{v}\left(w^{\prime}: \varphi^{\prime}, b^{\prime}\right)$ if, and only if, one of the following holds:

- $w: \varphi$ is a side formula at $u$, and $\left(w^{\prime}: \varphi^{\prime}, b^{\prime}\right)=(w: \varphi, b)$;
- a rule among $\mathrm{L} \wedge, \mathrm{L} \vee, \mathrm{LU}, \mathrm{LR}, \mathrm{Lm}(\mathrm{R} \wedge, \mathrm{R} \vee, \mathrm{RU}, \mathrm{RR}, \mathrm{Rm})$ is applied at $u$ with $w: \varphi$ principal and $w^{\prime}: \varphi^{\prime}$ active, and $b=b^{\prime}=0$ (respectively, $b=b^{\prime}=1$ );
- rule X is applied at $u$ with $w^{\prime}: \varphi^{\prime}$ active, and $(w: \varphi, b)=\left(w^{\prime}: X \varphi^{\prime}, b^{\prime}\right)$;
- rule $\mathrm{L} \rightarrow$ is applied at $u$ with $w: \varphi$ principal, say $\varphi=\alpha \rightarrow \beta$, and $b=0$, and $\left(w^{\prime}: \varphi^{\prime}, b^{\prime}\right) \in\{(w: \varphi, 0),(w: \alpha, 1),(w: \beta, 0)\} ;$
- rule $\mathrm{R} \rightarrow$ is applied at $u$ with $w: \varphi$ principal and $w^{\prime}: \varphi^{\prime}$ active, say $\varphi=\alpha \rightarrow$ $\beta$, and $b=1$, and $\left(w^{\prime}: \varphi^{\prime}, b^{\prime}\right) \in\left\{\left(w^{\prime}: \alpha, 0\right),\left(w^{\prime}: \beta, 1\right)\right\}$.

So, informally, $(w: \varphi, b) \bowtie_{u}^{v}\left(w^{\prime}: \psi, b^{\prime}\right)$ holds if $w^{\prime}: \psi$ arises from $w: \varphi$ in the rule applied at $u$. We may drop one or both indices from $\triangleright_{u}^{v}$ if no ambiguity arises, as well as write $w: \varphi \triangleright_{u}^{v} w^{\prime}: \psi$ in place of $(w: \varphi, b) \triangleright_{u}^{v}\left(w^{\prime}: \psi, b^{\prime}\right)$ when $b$ and $b^{\prime}$ are clear from context.

A (formula) trace on a finite or infinite path $\pi=\left(u_{n}\right)_{n<N}$ through $\mathcal{T}, N \leq \omega$, is a sequence $\left(\left(w_{n}: \varphi_{n}, b_{n}\right)\right)_{n<N}$ such that $w_{n}: \varphi_{n}$ occurs in the label of $u_{n}$ and $\left(w_{n}: \varphi_{n}, b_{n}\right) \triangleright_{u_{n}}^{u_{n+1}}\left(w_{n+1}: \varphi_{n+1}, b_{n+1}\right)$ for every $n<n+1<N$.

Given vertices $u, v \in T$ such that $u \leq_{T} v$, say with $[u, v]_{\mathcal{T}}=\left(u_{0}, \ldots, u_{n}\right)$, we write $w: \alpha \triangleright_{u}^{v} w^{\prime}: \alpha^{\prime}$ if there is a formula trace $\left(w_{i}: \alpha_{i}\right)_{i \leq n}$ on the path $[u, v]_{\mathcal{T}}$ such that $w_{0}: \alpha_{0}=w: \alpha$ and $w_{n}: \alpha_{n}=w^{\prime}: \alpha^{\prime}$.

Let $\tau$ be a finite trace, and $\tau^{\prime}$ any trace. We say that $\tau^{\prime}$ is coherent with $\tau$ if there is a path $\pi=\pi_{0}{ }^{\wedge} \pi_{1}$ through an iLTL derivation, with $\pi_{0}$ finite, such that $\tau$ is a trace on $\pi_{0}$ and $\tau^{\prime}$ is a trace on $\pi_{1}$. So $\tau^{\prime}$ is coherent with $\tau$ if $\tau^{\wedge} \tau^{\prime}$ is a trace.

A (fixpoint) unfolding is a trace of the form $(w: \varphi, b) \triangleright(w: \mathbf{X} \varphi, b)$. Note that unfoldings can only be produced by rules LU, RU, LR and RR, and thus $\varphi$ is of the form $\varphi_{1} \mathrm{O} \varphi_{2}$. Due to the presence of fixpoint unfoldings, the system $\mathrm{iLTL}_{\infty}$ does not satisfy the subformula property: $(w: \varphi, b) \oplus\left(w^{\prime}: \psi, b^{\prime}\right)$ does not imply $\psi \in \operatorname{Sub}(\varphi)$. However, $\psi$ does belong to the closure of $\varphi$, which is the natural replacement of the notion of subformula in this context:
4.2.4. Definition (iLTL closure). The (iLTL) closure of an iLTL formula $\varphi$ is the smallest set of formulas $\operatorname{Clos}(\varphi)$ satisfying:
(i) $\varphi \in \operatorname{Clos}(\varphi)$;
(ii) if $\psi_{1} \star \psi_{2} \in \operatorname{Clos}(\varphi)$, for $\star \in\{\wedge, \vee, \rightarrow\}$, then $\psi_{1}, \psi_{2} \in \operatorname{Clos}(\varphi)$;
(iii) if $\psi_{1} \mathrm{O} \psi_{2} \in \operatorname{Clos}(\varphi)$, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$, then $\psi_{1}, \psi_{2}, \mathrm{X}\left(\psi_{1} \mathrm{O} \psi_{2}\right) \in \operatorname{Clos}(\varphi)$;
(iv) if $\mathrm{X} \psi \in \operatorname{Clos}(\varphi)$, then $\psi \in \operatorname{Clos}(\varphi)$.

By a straightforward structural induction, the closure of a formula can be characterised as follows:
4.2.5. Lemma. The following hold:
(i) $\operatorname{Clos}(\perp)=\{\perp\}$;
(ii) $\operatorname{Clos}(p)=\{p\}$, for every $p \in$ Prop;
(iii) $\operatorname{Clos}\left(\psi_{1} \star \psi_{2}\right)=\left\{\psi_{1} \star \psi_{2}\right\} \cup \operatorname{Clos}\left(\psi_{1}\right) \cup \operatorname{Clos}\left(\psi_{2}\right)$, for $\star \in\{\wedge, \vee, \rightarrow\}$;
(iv) $\operatorname{Clos}(\mathrm{X} \psi)=\{\mathrm{X} \psi\} \cup \mathrm{Clos}(\psi)$;
(v) $\operatorname{Clos}\left(\psi_{1} \mathrm{O} \psi_{2}\right)=\left\{\psi_{1} \mathrm{O} \psi_{2}, \mathrm{X}\left(\psi_{1} \mathrm{O} \psi_{2}\right)\right\} \cup \operatorname{Clos}\left(\psi_{1}\right) \cup \operatorname{Clos}\left(\psi_{2}\right)$, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$.
4.2.6. Corollary. For any iLTL formula $\varphi$, the set $\operatorname{Clos}(\varphi)$ is finite.

For every formula $\varphi$, we let $|\varphi|:=|\operatorname{Clos}(\varphi)|$.
It is clear that $(w: \varphi, b) \bowtie\left(w^{\prime}: \psi, b^{\prime}\right)$ implies $\psi \in \operatorname{Clos}(\varphi)$. Moreover, since $(w$ : $\mathrm{X} \varphi, b) \triangleright\left(w^{\prime}: \psi, b^{\prime}\right)$ implies $\psi \in\{\mathrm{X} \varphi, \varphi\}$, arguing as in the proof of Lemma 3.2.8 yields:
4.2.7. Proposition. Let $\tau=\left(\left(w_{n}: \varphi_{n}, b_{n}\right)\right)_{n<N \leq \omega}$ be a finite or infinite trace. For every $n<N$, either $\varphi_{n} \in \operatorname{Sub}\left(\varphi_{0}\right)$, or $\varphi_{n}=\mathrm{X} \bar{\psi}$ for some $\psi \in \operatorname{Sub}\left(\varphi_{0}\right)$.

We shall mainly concern ourselves with infinite traces. Let $\pi=\left(u_{n}\right)_{n<\omega}$ be an infinite path through an $\mathrm{iLTL}_{\infty}$ derivation. For every $n<\omega$, let $\Omega_{n} \dashv \Gamma_{n} \Rightarrow \Delta_{n}$ be the label of $u_{n}$. Finally, let $\tau=\left(\left(w_{n}: \varphi_{n}, b_{n}\right)\right)_{n<\omega}$ be a trace on $\pi$. We say that $\tau$ is label-stable (side-stable) if the sequence $\left(w_{n}\right)_{n<\omega}$ (respectively, $\left.\left(b_{n}\right)_{n<\omega}\right)$ is eventually constant. We say that $\tau$ is a left (right) trace if it is side-stable and $b_{n}=0$ (respectively, $b_{n}=1$ ) for infinitely many $n<\omega$. Finally, we say that $\tau$ is of type O , or that $\tau$ is an O -trace, for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$, if there is an $N<\omega$ and an O-formula $\alpha$ such that $\varphi_{n} \in\{\alpha, \mathrm{X} \alpha\}$ for every $n \geq N$ and the sequence $\left(\varphi_{n}\right)_{n<\omega}$ is not eventually constant. We call $\alpha$ the dominating formula in $\tau$. Analogously, the dominating world label in a label-stable trace $\tau=\left(\left(w_{n}: \varphi_{n}, b_{n}\right)\right)_{n<\omega}$ is the unique $w \in$ Worlds such that $w_{n}=w$ for infinitely many $n<\omega$.
4.2.8. Proposition. Any trace on an infinite path through an $\mathrm{iLTL}_{\infty}$ derivation is side-stable.

Proof. Let $\pi=\left(u_{n}\right)_{n<\omega}$ be an infinite path through an $\mathrm{iLTL}_{\infty}$ derivation, and $\tau=\left(\left(w_{n}: \varphi_{n}, b_{n}\right)\right)_{n<\omega}$ a trace on $\pi$. Let $n<\omega$ be such that $b_{n+1} \neq b_{n}$. By the definition of $\triangleright$, we then have $\left\langle\varphi_{n+1}\right\rangle \leq\left\langle\varphi_{n}\right\rangle-2$. Moreover, by Proposition 4.2.7 for every $k>0$ either $\varphi_{n+k} \in \operatorname{Sub}\left(\varphi_{n+1}\right)$, or $\varphi_{n+k}=\mathrm{X} \psi$ for some $\psi \in \operatorname{Sub}\left(\varphi_{n+1}\right)$. In the first case we have $\left\langle\varphi_{n+k}\right\rangle \leq\left\langle\varphi_{n+1}\right\rangle<\left\langle\varphi_{n}\right\rangle$; in the second, $\left\langle\varphi_{n+k}\right\rangle=1+\langle\psi\rangle \leq$ $1+\left\langle\varphi_{n+1}\right\rangle<\left\langle\varphi_{n}\right\rangle$. Therefore, $b_{n+1} \neq b_{n}$ implies $\left\langle\varphi_{n+k}\right\rangle<\left\langle\varphi_{n}\right\rangle$ for every $k>0$, so the sequence $\left(b_{n}\right)_{n<\omega}$ must be eventually constant.

The analogue of Proposition 4.2.8 for world labels, however, does not hold:
4.2.9. Example. Figure 4.5 depicts an infinite branch of an $\mathrm{iLT}_{\infty}$ derivation containing an infinite formula trace which is not label-stable.

$$
\begin{gathered}
\vdots \\
\mathrm{Lm} \frac{w_{3} \preccurlyeq w_{2} \dashv w_{2}:(p \rightarrow q) \rightarrow r, w_{3}: p, \boldsymbol{w}_{3}:(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r} \Rightarrow w_{3}: q}{\mathrm{R} \rightarrow \frac{w_{3} \preccurlyeq w_{2} \dashv \boldsymbol{w}_{2}:(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r}, w_{3}: p \Rightarrow w_{3}: q}{\mathrm{~L} \rightarrow \frac{\dashv \boldsymbol{w}_{\mathbf{2}}:(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r} \Rightarrow w_{2}: p \rightarrow q}{\dashv \boldsymbol{w}_{\mathbf{2}}:(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r} \Rightarrow \varnothing}}} \\
\mathrm{Lm} \frac{w_{1} \preccurlyeq w_{2} \dashv w_{1}:(p \rightarrow q) \rightarrow r, w_{2}: p, \boldsymbol{w}_{\boldsymbol{2}}:(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r} \Rightarrow w_{2}: q}{} \\
\mathrm{R} \rightarrow \frac{w_{1} \preccurlyeq w_{2} \dashv \boldsymbol{w}_{\mathbf{1}}:(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r}, w_{2}: p \Rightarrow w_{2}: q}{\dashv \boldsymbol{w}_{1}:(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r} \Rightarrow w_{1}: p \rightarrow q} \\
\mathrm{wk}_{\preccurlyeq} \frac{w_{0} \preccurlyeq w_{1} \dashv \boldsymbol{w}_{\mathbf{1}}:(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r} \Rightarrow w_{1}: p \rightarrow q}{\dashv \varnothing \Rightarrow \boldsymbol{w}_{0}:[(\boldsymbol{p} \rightarrow \boldsymbol{q}) \rightarrow \boldsymbol{r}] \rightarrow(\boldsymbol{p} \rightarrow \boldsymbol{q})}
\end{gathered}
$$

Figure 4.5: An infinite branch of an $\mathrm{iLT}_{\infty}$ derivation containing an infinite trace (highlighted) which is not label-stable. The double line indicates the omission of some instances of weakening.

We have now all the ingredients necessary to characterise the $\mathrm{iLT} \mathrm{L}_{\infty}$ derivations that should be accepted as proofs.
4.2.10. Definition (Good and bad trace). An infinite formula trace $\tau$ is good if $\tau$ is label-stable and either a left U -trace, or a right R -trace. Otherwise, $\tau$ is said to be bad.
4.2.11. Observation. Every good infinite formula trace passes through infinitely many modal vertices.
4.2.12. Definition (iLTL $\infty_{\infty}$ proof). An $i L T L_{\infty}$ proof of a labelled sequent $S$ is an $\mathrm{iLT}_{\infty}$ derivation $\mathcal{T}$ of $S$ whose leaves are all axiomatic and such that on every infinite branch of $\mathcal{T}$ there is a good trace.

An $i L T L_{\infty}$ proof of a formula $\varphi$ is an $\mathrm{iLTL}_{\infty}$ proof of $\varnothing \dashv \varnothing \Rightarrow w: \varphi$ for some $w \in$ Worlds.
4.2.13. Observation. It follows from the definition of O-traces that every infinite branch of an $\mathrm{LLT}_{\infty}$ proof contains infinitely many modal vertices.
4.2.14. Observation. Let $\mathcal{T}$ be an $\mathrm{iLTL}_{\infty}$ derivation, and $\pi$ an infinite branch of $\mathcal{T}$. Then, for every tail $\pi^{\prime}$ of $\pi$ and every infinite trace $\tau^{\prime}$ on $\pi^{\prime}$, there is a trace $\tau$ on $\pi$ such that $\tau^{\prime}$ is a tail of $\tau$. Therefore, requiring that there be a good trace on $\pi$ is equivalent to requiring that there be a tail of $\pi^{\prime}$ containing a good trace.
4.2.15. Example. Figure 4.6 depicts an infinite branch of an $\mathrm{iLT}_{\infty}$ proof: the branch contains a good left trace with dominating formula $p \cup q$.

Figure 4.6: An infinite branch of an $\mathrm{iLTL}_{\infty}$ proof of the formula $\mathrm{X}(p \cup q) \rightarrow(\mathrm{X} p) \mathrm{U}(\mathrm{X} q)$. The symbol ' $\dagger$ ' marks roots of identical subproofs.

The following follows immediately from the definition of $F$ and $G$ :
4.2.16. Proposition. The rules LF, RF, LG and RG, depicted in Figure 4.7, are all admissible in $\mathrm{iLTL}_{\infty}$.

### 4.2.1 Soundness of $\mathrm{iLTL}_{\infty}$

In this section we establish the soundness of the system $\mathrm{LLTL}_{\infty}$. We proceed as we did for $\mathrm{CTL}_{\infty}^{*}$ in Section 3.2.1, that is: given a proof $\mathcal{T}$ of a formula $\varphi$, by assuming that $\varphi$ is not valid we find an infinite branch of $\mathcal{T}$ whose existence contradicts the fact that $\mathcal{T}$ is a proof.

For every $n<\omega$ we define the $n$-th approximation $\varphi \mathbf{U}^{n} \psi$ of the formula $\varphi \mathbf{U} \psi$ by setting $\varphi \mathbf{U}^{0} \psi:=\psi$ and $\varphi \mathbf{U}^{n+1} \psi:=\psi \vee\left(\varphi \wedge \mathbf{X}\left(\varphi \mathbf{U}^{n} \psi\right)\right)$. Analogously, we define the $n$-th approximation $\varphi \mathrm{R}^{n} \psi$ of the formula $\varphi \mathrm{R} \psi$ by setting $\varphi \mathrm{R}^{0} \psi:=\psi$ and $\varphi \mathrm{R}^{n+1} \psi:=\psi \wedge\left(\varphi \vee \mathrm{X}\left(\varphi \mathrm{R}^{n} \psi\right)\right)$.

Arguing as in the proof of Lemma 3.2.16, we get:
4.2.17. Lemma. For any model $\mathcal{M}=(W, \leq, S, V)$, any $s \in W$, any formulas $\varphi, \psi$ and any $n<\omega$, the following hold:
(i) $\mathcal{M}, s \Vdash \varphi \mathrm{U}^{n} \psi$ if, and only if, there is a $j \leq n$ such that $\mathcal{M}, S^{j}(s) \Vdash \psi$ and $\mathcal{M}, S^{i}(s) \Vdash \varphi$ for every $i<j$.
(ii) $\mathcal{M}, s \Vdash \varphi \mathrm{R}^{n} \psi$ if, and only if, for every $j \leq n$, either $\mathcal{M}, S^{j}(s) \Vdash \psi$, or there is an $i<j$ such that $\mathcal{M}, S^{i}(s) \Vdash \varphi$.
4.2.18. Corollary. The following hold:
(i) $\mathcal{M}, s \Vdash \varphi \mathbf{U} \psi$ if, and only if, $\mathcal{M}, s \Vdash \varphi \mathbf{U}^{n} \psi$ for some $n<\omega$.

$$
\begin{aligned}
& \operatorname{LF} \frac{\Omega \dashv \Gamma, w: \varphi \Rightarrow \Delta \quad \Omega \dashv \Gamma, w: \mathrm{XF} \varphi \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \mathrm{F} \varphi \Rightarrow \Delta} \quad \operatorname{RF} \frac{\Omega \dashv \Gamma \Rightarrow w: \varphi, w: \mathrm{XF} \varphi, \Delta}{\Omega \dashv \Gamma \Rightarrow w: \mathrm{F} \varphi, \Delta} \\
& \operatorname{LG} \frac{\Omega \dashv \Gamma, w: \varphi, w: \mathrm{XG} \varphi \Rightarrow \Delta}{\Omega \dashv \Gamma, w: \mathrm{G} \varphi \Rightarrow \Delta} \operatorname{RG} \frac{\Omega \dashv \Gamma \Rightarrow w: \varphi, \Delta \quad \Omega \dashv \Gamma \Rightarrow w: \mathrm{XG} \varphi, \Delta}{\Omega \dashv \Gamma \Rightarrow w: \mathrm{G} \varphi, \Delta}
\end{aligned}
$$

Figure 4.7: Admissible $\mathrm{iLT}_{\infty}$ rules for F and G .
(ii) $\mathcal{M}, s \Vdash \varphi \mathrm{R} \psi$ if, and only if, $\mathcal{M}, s \Vdash \varphi \mathrm{R}^{n} \psi$ for all $n<\omega$.
4.2.19. Proposition (Soundness of iLTL ${ }_{\infty}$ ). For every formula $\varphi$, if $\mathrm{iLTL}_{\infty} \vdash \varphi$, then $\mathrm{iLTL} \models \varphi$.

Proof. Let $\mathcal{T}$ be an $\mathrm{iLTL}_{\infty}$ proof of $\varphi$, say with conclusion $\varnothing \dashv \varnothing \Rightarrow w_{0}: \varphi$. Towards a contradiction, suppose that $\varphi$ is not valid. Let $\mathcal{M}=(W, \leq, S, V)$ be a model and $\lambda:$ Worlds $\rightarrow W$ such that $\mathcal{M}, \lambda \| w_{0}: \varphi$. We inductively build an infinite path $\left(u_{n}\right)_{n<\omega}$ through $\mathcal{T}$ and an infinite sequence $\left(\lambda_{n}\right)_{n<\omega}$ of label valuations on $\mathcal{M}$, respectively, such that:
(i) $\mathcal{M}, \lambda_{n} \nVdash \Omega_{n} \dashv \Gamma_{n} \Rightarrow \Delta_{n}$, where $\Omega_{n} \dashv \Gamma_{n} \Rightarrow \Delta_{n}$ is the label of $u_{n}$;
(ii) if a rule other than X and $\mathrm{R} \rightarrow$ is applied at $u_{n}$, then $\lambda_{n+1}=\lambda_{n}$;
(iii) if rule $\mathrm{R} \rightarrow$ is applied at $u_{n}$, then $\lambda_{n+1}=\lambda_{n}[w \mapsto t]$ for some $w \in$ Worlds and $t \in W$;
(iv) if rule X is applied at $u_{n}$, then $\lambda_{n+1}=S \circ \lambda_{n}$.

We begin by letting $u_{0}$ be the root of $\mathcal{T}$ and $\lambda_{0}:=\lambda$. For the inductive case, assume that $u_{n}$ and $\lambda_{n}$ have been defined. Note that, by the induction hypothesis, $u_{n}$ cannot be axiomatic because axioms are valid. We distinguish cases according to the rule R applied at $u_{n}$.

Case $\mathrm{R} \in\left\{\mathrm{L} \wedge, \mathrm{R} \vee\right.$, refl, trans, $\mathrm{wk}_{\preccurlyeq}$, $\left.\mathrm{Lwk}, \mathrm{Rwk}\right\}$. We let $u_{n+1}$ be the unique immediate successor of $u_{n}$ and $\lambda_{n+1}:=\lambda_{n}$. Clearly, $\mathcal{M}, \lambda_{n+1} \nvdash \Omega_{n+1} \dashv \Gamma_{n+1} \Rightarrow \Delta_{n+1}$.

Case $\mathrm{R}=\mathrm{R} \wedge$, say with principal formula $w: \alpha_{0} \wedge \alpha_{1}$. By the inductive hypothesis, there is some $i \leq 1$ such that $\mathcal{M}, \lambda_{n} \Vdash y: \alpha_{i}$. We thus let $u_{n+1}$ be the immediate successor of $u_{n}$ with active formula $w: \alpha_{i}$, and $\lambda_{n+1}:=\lambda_{n}$.

Case $\mathrm{R}=\mathrm{LV}$, say with principal formula $w: \alpha_{0} \vee \alpha_{1}$. By the inductive hypothesis, there is some $i \leq 1$ such that $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{i}$. We thus let $u_{n+1}$ be the immediate successor of $u_{n}$ with active formula $w: \alpha_{i}$, and $\lambda_{n+1}:=\lambda_{n}$.

Case $\mathrm{R}=\mathrm{L} \rightarrow$, say with principal formula $w: \alpha_{0} \rightarrow \alpha_{1}$. By the inductive hypothesis, $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{0} \rightarrow \alpha_{1}$, whence either $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{0}$ or $\mathcal{M}, \lambda_{n} \Vdash$
$w: \alpha_{1}$. In the former case we let $u_{n+1}$ be the immediate successor of $u_{n}$ for the left premise; in the latter, the one for the right premise. In either case we let $\lambda_{n+1}:=\lambda_{n}$.

Case $\mathrm{R}=\mathrm{R} \rightarrow$, say with principal formula $w: \alpha_{0} \rightarrow \alpha_{1}$ and active world relation $w \preccurlyeq w^{\prime}$. By the inductive hypothesis, $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{0} \rightarrow \alpha_{1}$, whence there is some $t \in W$ such that $\lambda_{n}(w) \leq t, \mathcal{M}, t \Vdash \alpha_{0}$, and $\mathcal{M}, t \Vdash \alpha_{1}$. We let $u_{n+1}$ be the unique immediate successor of $u_{n}$ and $\lambda_{n+1}:=\lambda_{n}\left[w^{\prime} \mapsto t\right]$.

Case $\mathrm{R}=\mathrm{X}$, say with conclusion $\Omega \dashv \Gamma, \mathrm{X} \Lambda \Rightarrow \mathrm{X} \Xi, \Delta$ and premise $\Omega \dashv \Lambda \Rightarrow \Xi$. We let $u_{n+1}$ be the unique immediate successor of $u_{n}$, and $\lambda_{n+1}:=S \circ \lambda_{n}$. We show that $\mathcal{M}, \lambda_{n+1} \Vdash \Omega \dashv \Lambda \Rightarrow \Xi$. Let $w \preccurlyeq w^{\prime} \in \Omega$. By the inductive hypothesis, $\lambda_{n}(w) \leq \lambda_{n}\left(w^{\prime}\right)$, so by confluence $\lambda_{n+1}(w)=S\left(\lambda_{n}(w)\right) \leq S\left(\lambda_{n}\left(w^{\prime}\right)\right)=\lambda_{n+1}\left(w^{\prime}\right)$. Now let $w: \alpha \in \Lambda$. Then, $w: \mathbf{X} \alpha \in \mathbf{X} \Lambda$, so by the inductive hypothesis $\mathcal{M}, \lambda_{n} \Vdash$ $w:$ X $\alpha$ and thus $\mathcal{M}, S\left(\lambda_{n}(w)\right) \Vdash \alpha$, i.e., $\mathcal{M}, \lambda_{n+1} \Vdash w: \alpha$. Finally, let $w: \alpha \in \Xi$. Then, $w: \mathbf{X} \alpha \in \mathrm{X} \Xi$, so by the inductive hypothesis $\mathcal{M}, \lambda_{n} \Vdash w: \mathrm{X} \alpha$ and thus $\mathcal{M}, S\left(\lambda_{n}(w)\right) \Vdash \alpha$, i.e., $\mathcal{M}, \lambda_{n+1} \Vdash w: \alpha$.

Case $\mathrm{R}=\mathrm{LU}$, say with principal formula $w: \alpha_{0} \cup \alpha_{1}$. By the inductive hypothesis, either $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{1}$, or $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{0}$ and $\mathcal{M}, \lambda_{n} \Vdash w: \mathbf{X}\left(\alpha_{0} \cup \alpha_{1}\right)$. In the former case we let $u_{n+1}$ be the immediate successor of $u_{n}$ for the left premise; in the latter, the one for the right premise. In either case we let $\lambda_{n+1}:=\lambda_{n}$.

Case $\mathrm{R}=\mathrm{RU}$, say with principal formula $w: \alpha_{0} \mathrm{U} \alpha_{1}$. By the inductive hypothesis, either $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{0}$ and $\mathcal{M}, \lambda_{n} \Vdash y: \alpha_{1}$, or $\mathcal{M}, \lambda_{n} \Vdash s: \alpha_{1}$ and $\mathcal{M}, \lambda_{n} \Vdash \nmid \boldsymbol{X}\left(\alpha_{0} \mathrm{R} \alpha_{1}\right)$. In the former case we let $u_{n+1}$ be the immediate successor of $u_{n}$ for the left premise; in the latter, the one for the right premise. In either case we let $\lambda_{n+1}:=\lambda_{n}$.

Case $\mathrm{R}=\mathrm{LR}$, say with principal formula $w: \alpha_{0} \mathrm{R} \alpha_{1}$. By the inductive hypothesis, $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{1}$ and either $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{0}$, or $\mathcal{M}, \lambda_{n} \Vdash w: \mathrm{X}\left(\alpha_{0} \operatorname{R} \alpha_{1}\right)$. In the former case we let $u_{n+1}$ be the immediate successor of $u_{n}$ for the left premise; in the latter, the one for the right premise. In either case we let $\lambda_{n+1}:=\lambda_{n}$.

Case $\mathrm{R}=\mathrm{RR}$, say with principal formula $w: \alpha_{0} \mathrm{R} \alpha_{1}$. By the inductive hypothesis, either $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{1}$, or $\mathcal{M}, \lambda_{n} \Vdash w: \alpha_{0}$ and $\mathcal{M}, \lambda_{n} \Vdash w: \mathrm{X}\left(\alpha_{0} \mathrm{R} \alpha_{1}\right)$. In the former case we let $u_{n+1}$ be the immediate successor of $u_{n}$ for the left premise; in the latter, the one for the right premise. In either case we let $\lambda_{n+1}:=\lambda_{n}$.

Case $\mathrm{R}=\mathrm{Lm}$, say with principal formula $w: \alpha$ and principal relation $w \preccurlyeq w^{\prime}$. We let $u_{n+1}$ be the unique immediate successor of $u_{n}$ and $\lambda_{n+1}:=\lambda_{n}$. By the inductive hypothesis, $\lambda_{n}(w) \leq \lambda_{n}\left(w^{\prime}\right)$ and $\mathcal{M}, \lambda_{n} \Vdash w: \alpha$, whence $\mathcal{M}, \lambda_{n+1} \Vdash w^{\prime}$ : $\alpha$ follows from Proposition 4.1.2.

Case $\mathrm{R}=\mathrm{Rm}$, say with principal formula $w: \alpha$ and principal relation $w^{\prime} \preccurlyeq w$. We let $u_{n+1}$ be the unique immediate successor of $u_{n}$ and $\lambda_{n+1}:=\lambda_{n}$. By the inductive hypothesis, $\lambda_{n}\left(w^{\prime}\right) \leq \lambda_{n}(w)$ and $\mathcal{M}, \lambda_{n} \nvdash w: \alpha$, whence $\mathcal{M}, \lambda_{n+1} \nvdash w^{\prime}$ : $\alpha$ follows from Proposition 4.1.2.

The path $\pi:=\left(u_{n}\right)_{n<\omega}$ is an infinite branch of $\mathcal{T}$ because axioms are valid. We show that the existence of such a branch contradicts the fact that $\mathcal{T}$ is a proof. Note that, in the cases $R \in\{L U, R U, L R, R R\}$ in the construction of $\pi$, we prioritised the left, non-unfolding premise.

Since $\mathcal{T}$ is a proof, $\pi$ contains a good trace $\tau=\left(\left(w_{n}: \varphi_{n}, b_{n}\right)\right)_{n<\omega}$, say with dominant formula $\gamma=\alpha \mathrm{O} \beta$. Let then $N<\omega$ and $w \in$ Worlds be such that $\varphi_{N}=\gamma$, $\varphi_{N+1}=\mathrm{X} \gamma$, and for every $n \geq N$ we have $w_{n}=w, b_{n}=b_{n+1}$ and $\varphi_{n} \in\{\gamma, \mathbf{X} \gamma\}$. We distinguish cases according to the type of $\tau$.

Case $\mathrm{O}=\mathrm{U}$. Then, $\tau$ is a left trace and thus $\mathcal{M}, \lambda_{n} \Vdash w: \varphi_{n}$ for every $n \geq N$. We inductively define a sequence of natural numbers $\left(k_{n}\right)_{n \geq N}$ such that:
(i) if $\varphi_{n}=\gamma$, then $\mathcal{M}, \lambda_{n} \Vdash w: \alpha \mathrm{U}^{k_{n}} \beta$;
(ii) if $\varphi_{n}=\mathbf{X} \gamma$, then $k_{n}>0$ and $\mathcal{M}, \lambda_{n} \Vdash w: \mathbf{X}\left(\alpha \mathbf{U}^{k_{n}-1} \beta\right)$.

Let $k_{N}$ be such that $\mathcal{M}, \lambda_{N} \Vdash w: \alpha \mathbf{U}^{k_{N}} \beta$, which exists by Corollary 4.2.18.
If $\varphi_{n+1}=\varphi_{n}$, then $\lambda_{n+1}(w)=\lambda_{n}(w)$ and we let $k_{n+1}:=k_{n}$.
Suppose that $\varphi_{n}=\gamma$ and $\varphi_{n+1}=\mathbf{X} \gamma$. By the construction of $\pi$ and the inductive hypothesis, we have $\lambda_{n+1}(w)=\lambda_{n}(w)$ and $\mathcal{M}, \lambda_{n} \Vdash w: \beta$, so $k_{n}>0$ and $\mathcal{M}, \lambda_{n} \Vdash w: \mathbf{X}\left(\alpha \mathrm{U}^{k_{n}-1} \beta\right)$. Hence, $\mathcal{M}, \lambda_{n+1} \Vdash w: \mathbf{X}\left(\alpha \mathrm{U}^{k_{n}-1} \beta\right)$ and we let $k_{n+1}:=k_{n}$.

Finally, suppose that $\varphi_{n}=\mathrm{X} \gamma$ and $\varphi_{n+1}=\gamma$. So rule X is applied at $u_{n}$. Then, $\lambda_{n+1}=S \circ \lambda_{n}$. By the inductive hypothesis, $k_{n}>0$ and $\mathcal{M}, \lambda_{n} \Vdash w: \mathbf{X}\left(\alpha \bigcup^{k_{n}-1} \beta\right)$, whence $\mathcal{M}, \lambda_{n+1} \Vdash w: \alpha \mathrm{U}^{k_{n}-1} \beta$. We let $k_{n+1}:=k_{n}-1$.

Observe that $\left(k_{n}\right)_{n<\omega}$ is non-increasing and that $k_{n+1}<k_{n}$ if $u_{n}$ is a modal vertex. Therefore, since $\pi$ passes through infinitely many applications of rule X , we have built an infinite descending chain of natural numbers.

Case $\mathrm{O}=\mathrm{R}$. Then, $\tau$ is a right trace and thus $\mathcal{M}, \lambda_{n} \Vdash \forall: \varphi_{n}$ for every $n \geq N$. We inductively define a sequence of natural numbers $\left(k_{n}\right)_{n \geq N}$ such that:
(i) if $\varphi_{n}=\gamma$, then $\mathcal{M}, \lambda_{n} \Vdash w: \alpha \mathrm{R}^{k_{n}} \beta$;
(ii) if $\varphi_{n}=\mathrm{X} \gamma$, then $k_{n}>0$ and $\mathcal{M}, \lambda_{n} \Vdash w: \mathbf{X}\left(\alpha \mathrm{R}^{k_{n}-1} \beta\right)$.

Let $k_{N}$ be such that $\mathcal{M}, \lambda_{N} \Vdash w: \alpha \mathrm{R}^{k_{N}} \beta$, which exists by Corollary 4.2.18.
If $\varphi_{n+1}=\varphi_{n}$, then $\lambda_{n+1}(w)=\lambda_{n}(w)$ and we let $k_{n+1}:=k_{n}$.
Suppose that $\varphi_{n}=\gamma$ and $\varphi_{n+1}=\mathbf{X} \gamma$. By the construction of $\pi$ and the inductive hypothesis, we have $\lambda_{n+1}(w)=\lambda_{n}(w)$ and $\mathcal{M}, \lambda_{n} \Vdash w: \beta$, so $k_{n}>0$ and $\mathcal{M}, \lambda_{n} \Vdash w: \mathbf{X}\left(\alpha \mathrm{R}^{k_{n}-1} \beta\right)$. Hence, $\mathcal{M}, \lambda_{n+1} \Vdash w: \mathbf{X}\left(\alpha \mathrm{R}^{k_{n}-1} \beta\right)$ and we let $k_{n+1}:=k_{n}$.

Finally, suppose that $\varphi_{n}=\mathrm{X} \gamma$ and $\varphi_{n+1}=\gamma$. That is, rule X is applied at $u_{n}$. Then, $\lambda_{n+1}=S \circ \lambda_{n}$. By the inductive hypothesis, $k_{n}>0$ and $\mathcal{M}, \lambda_{n} \Vdash w$ : $\mathbf{X}\left(\alpha \mathrm{U}^{k_{n}-1} \beta\right)$, whence $\mathcal{M}, \lambda_{n+1} \Vdash w: \alpha \mathrm{U}^{k_{n}-1} \beta$. We let $k_{n+1}:=k_{n}-1$.

As before, $\left(k_{n}\right)_{n<\omega}$ is non-increasing and $k_{n+1}<k_{n}$ if $u_{n}$ is a modal vertex. Therefore, since $\pi$ passes through infinitely many applications of rule $X$, we have built an infinite descending chain of natural numbers.

### 4.2.2 Completeness of $\mathrm{iLTL}_{\infty}$

We now turn to proving the completeness of the system $\mathrm{iLT}_{\infty}$. The approach is the same as the one we followed for $\mathrm{CTL}_{\infty}^{*}$ in Section 3.2.2, namely: given a formula $\varphi$, we build a proof-search tree for $\varphi$ from which either a proof or a refutation of $\varphi$ can be extracted, the latter implying the invalidity of $\varphi$. There are, however, two notable differences.

First, given that our ultimate purpose is to obtain a cyclic calculus, the proofsearch for $\mathrm{iLTL}_{\infty}$ is considerably more delicate than for $\mathrm{CTL}_{\infty}^{*}$. Care is needed to ensure that it explores all relevant possibilities without producing infinitely many different sequents, as otherwise it would fail to yield regularisable proofs in general. We must thus ensure that the trees represented by the relational controls in a proof-search do not grow indefinitely neither in height nor width, and also that only finitely many world labels are used in the whole process. As shown in Figure 4.5 , this need not be the case if rules are applied in an arbitrary manner. Informally, we are to find the right balance between the intuitionistic and the temporal dimensions, the former represented syntactically by implications and the latter by modal formulas.

Second, whereas $C T L_{\infty}^{*}$ refutations are subtrees of proof-search trees, $\mathrm{iLT} \mathrm{L}_{\infty}$ refutations are simply branches thereof. On the one hand, this makes it possible to dispense altogether with game- and automata-theoretic arguments like the ones we used for $\mathrm{CTL}_{\infty}^{*}$, since either a proof-search tree is already a proof, or else it contains a 'bad' branch which suffices to build the countermodel. On the other hand, given that branches are one-dimensional but iLTL models are two-dimensional, it follows that refutations are densely packed with information and thus several auxiliary functions are needed to process them. All such functions have simple definitions, but showing that they interact with each other appropriately is, to some degree, a long process.

Concordantly, this section is split into two parts. First, we define the proofsearch procedure on which the completeness proof relies, and show that it never produces infinitely many sequents (Proposition 4.2.38) and that it explores all relevant regions of the proof-search space (Proposition 4.2.41). Second, we define $\mathrm{iLTL}_{\infty}$ refutations and show how to untangle them into two-dimensional countermodels.

## iLTL $_{\infty}$ proof-search trees

If we are to eventually obtain a cyclic system for iLTL, we need a proof-search procedure which breaks down formulas in a controlled, sensible manner. In particular, it must know when a formula need not be broken down, as well as put a bound on the creation of world labels. The former is achieved by using implicit contraction to saturate sequents and following precise instructions to determine which formula to break down at any given step. To achieve the latter, we define three new, admissible rules: the collapsing rule coll, the pruning rule prun, and a restricted version of the $\mathrm{R} \rightarrow$ rule.

A formula $w: \alpha$ is left-broken in a sequent $\Omega \dashv \Gamma \Rightarrow \Delta$ if any of the following hold:
(i) $\alpha$ is a literal or a X -formula;
(ii) $\alpha=\varphi \wedge \psi$, and $w: \varphi, w: \psi \in \Gamma$;
(iii) $\alpha=\varphi \vee \psi$, and either $w: \varphi \in \Gamma$ or $w: \psi \in \Gamma$;
(iv) $\alpha=\varphi \rightarrow \psi$, and either $w: \psi \in \Gamma$ or $w: \varphi \in \Delta$;
(v) $\alpha=\varphi \mathbf{U} \psi$, and either $w: \psi \in \Gamma$ or $w: \varphi, w: \mathbf{X}(\varphi \mathbf{U} \psi) \in \Gamma$;
(vi) $\alpha=\varphi \mathrm{R} \psi$, and either $w: \varphi, w: \psi \in \Gamma$ or $w: \psi, w: \mathrm{X}(\varphi \cup \psi) \in \Gamma$.

Similarly, $w: \alpha$ is right-broken in $\Omega \dashv \Gamma \Rightarrow \Delta$ if any of the following hold:
(i) $\alpha$ is a literal or a X -formula;
(ii) $\alpha=\varphi \wedge \psi$, and either $w: \varphi \in \Delta$ or $w: \psi \in \Delta$;
(iii) $\alpha=\varphi \vee \psi$, and $w: \varphi, w: \psi \in \Delta$;
(iv) $\alpha=\varphi \rightarrow \psi$, and there is some $w^{\prime} \in$ Worlds such that $w \preccurlyeq w^{\prime} \in \Omega, w^{\prime}: \varphi \in \Gamma$, and $w^{\prime}: \psi \in \Delta$;
(v) $\alpha=\varphi \mathrm{U} \psi \in \Delta$, and either $w: \varphi, w: \psi \in \Delta$ or $w: \psi, w: \mathrm{X}(\varphi \mathrm{U} \psi) \in \Delta$;
(vi) $\alpha=\varphi \mathrm{R} \psi \in \Delta$, and either $w: \psi \in \Delta$ or $w: \varphi, w: \mathrm{X}(\varphi \mathrm{R} \psi) \in \Delta$.

A formula $w: \alpha$ is broken in a sequent $S=\Omega \dashv \Gamma \Rightarrow \Delta$ if $w: \alpha$ is either left- or right-broken in $S$. Note that we do not require $w: \alpha \in \Gamma \cup \Delta$ for $w: \alpha$ to be leftor right-broken in $S$.

We say that $w: \alpha$ is left-unbroken (right-unbroken) in $\Omega \dashv \Gamma \Rightarrow \Delta$ if $w: \alpha \in \Gamma$ (respectively, $w: \alpha \in \Delta$ ) but $w: \alpha$ is not left-broken (respectively, right-broken) in $\Omega \dashv \Gamma \Rightarrow \Delta$. We say that $w: \alpha$ is unbroken in a sequent $S$ is $w: \alpha$ is either leftor right-unbroken in $S$.

A relational control $\Omega$ is saturated if $\Omega$ is reflexive and transitive. A sequent $S=\Omega \dashv \Gamma \Rightarrow \Delta$ is saturated if the following hold:
(i) $\Omega$ is saturated;
(ii) $S$ is monotone;
(iii) every formula in $\Gamma$ is left-broken in $S$;
(iv) every formula in $\Delta$ is right-broken in $S$.

We now introduce the three new rules that will be used by the proof-search procedure.
4.2.20. Proposition. The collapsing rule

$$
\operatorname{coll} \frac{\Omega\left[w / w^{\prime}\right] \dashv \Gamma, w: \Lambda \Rightarrow w: \Xi, \Delta}{\Omega \dashv \Gamma, w: \Lambda, w^{\prime}: \Lambda \Rightarrow w: \Xi, w^{\prime}: \Xi, \Delta}
$$

where $\Omega$ is tree-like, reflexive and transitive, $w, w^{\prime} \notin \Gamma \cup \Delta$, and $w<_{\Omega}^{0} w^{\prime}$, is admissible in $\mathrm{LLTL}_{\infty}$.

Proof. It suffices to show that under the aforementioned conditions we have $\Omega\left[w / w^{\prime}\right]=\Omega \backslash w^{\prime}$, for then rule coll can be simulated by $w \mathrm{k}_{\preccurlyeq}$, Lwk, and Rwk.

If $w_{0} \preccurlyeq w_{1} \in \Omega \backslash w^{\prime}$, then $w_{0} \preccurlyeq w_{1} \in \Omega$ and $w_{0} \neq w^{\prime} \neq w_{1}$, whence $w_{0} \preccurlyeq w_{1}=$ $\left(w_{0} \preccurlyeq w_{1}\right)\left[w / w^{\prime}\right] \in \Omega\left[w / w^{\prime}\right]$.

For the other inclusion, let $w_{0} \preccurlyeq w_{1} \in \Omega\left[w / w^{\prime}\right]$. Then, there is some $w_{0}^{\prime} \preccurlyeq$ $w_{1}^{\prime} \in \Omega$ such that $w_{0} \preccurlyeq w_{1}=\left(w_{0}^{\prime} \preccurlyeq w_{1}^{\prime}\right)\left[w / w^{\prime}\right]$. If $w_{0}^{\prime} \neq w^{\prime} \neq w_{1}^{\prime}$, then $\left(w_{0}^{\prime} \preccurlyeq\right.$ $\left.w_{1}^{\prime}\right)\left[w / w^{\prime}\right]=w_{0}^{\prime} \preccurlyeq w_{1}^{\prime} \in \Omega \backslash w^{\prime}$. If $w_{0}^{\prime}=w^{\prime}=w_{1}^{\prime}$, then $\left(w_{0}^{\prime} \preccurlyeq w_{1}^{\prime}\right)\left[w / w^{\prime}\right]=w \preccurlyeq$ $w \in \Omega \backslash w^{\prime}$, where the inclusion follows from reflexivity of $\Omega$ and $w \neq w^{\prime}$. If $w_{0}^{\prime}=w^{\prime} \neq w_{1}^{\prime}$, then we have $w \preccurlyeq w^{\prime}, w^{\prime} \preccurlyeq w_{1}^{\prime} \in \Omega$, so the transitivity of $\Omega$ yields $\left(w_{0}^{\prime} \preccurlyeq w_{1}^{\prime}\right)\left[w / w^{\prime}\right]=w \preccurlyeq w_{1}^{\prime} \in \Omega \backslash w^{\prime}$. Finally, if $w_{0}^{\prime} \neq w^{\prime}=w_{1}^{\prime}$, then we have $w \preccurlyeq w^{\prime}, w_{0}^{\prime} \preccurlyeq w^{\prime} \in \Omega$. Since $\Omega$ is tree-like and $w<_{\Omega}^{0} w^{\prime}$, it follows that either $w=w_{0}^{\prime}$ or $w_{0}^{\prime} \preccurlyeq w \in \Omega$. By reflexivity, in either case we have $\left(w_{0}^{\prime} \preccurlyeq w_{1}^{\prime}\right)\left[w / w^{\prime}\right]=$ $w_{0}^{\prime} \preccurlyeq w \in \Omega \backslash w^{\prime}$.

The intuition behind rule coll is the following: if $w, w^{\prime}$ are two states of a model that satisfy and refute the same formulas and $w^{\prime}$ is an immediate intuitionistic successor of $w$, then, given the transitivity of the intuitionistic order, we may ignore $w^{\prime}$ and focus solely on $w$. Consequently, rule coll will put a bound on the height of the trees represented by relational controls during proof-search.

A vertex $u$ of an $\mathrm{iLT}_{\infty}+$ coll derivation is collapsing if rule coll is applied at $u$. Formula traces are defined for coll as expected from its simulation in terms of weakening rules. Looking at the instance of coll in the statement of Proposition 4.2.20 above, we say that $w^{\prime}$ collapses down to $w$, that $w$ an $w^{\prime}$ are principal in the conclusion, and that $w$ is active in the premise.

Observe that in the proof of Proposition 4.2.20 we have proved the following:
4.2.21. Proposition. In any instance of coll, say with control $\Omega$ in the conclusion and with $w, w^{\prime}$ principal and $w$ active, we have $\Omega\left[w / w^{\prime}\right]=\Omega \backslash w^{\prime}$.
4.2.22. Proposition. The pruning rule

$$
\operatorname{prun} \frac{\Omega \backslash \uparrow w \dashv \Gamma \backslash \uparrow w \Rightarrow \Delta \backslash \uparrow w}{\Omega \dashv \Gamma \Rightarrow \Delta}
$$

where $w \in \Omega$ and $\uparrow w:=\uparrow_{\leq_{\Omega}} w$, is admissible in $\mathrm{iLTL}_{\infty}$.
Proof. Clearly, prun can be simulated by $\mathrm{wk}_{\preccurlyeq}$, Lwk, and Rwk.
The intuition behind (our use below of) rule prun is the following: if $w^{\prime}, w^{\prime \prime}$ are two different immediate intuitionistic successors of a state $w$ in a model, and the trees determined by $\uparrow w^{\prime}$ and $\uparrow w^{\prime \prime}$ are 'essentially the same' (more formally, isomorphic with respect to the labelling induced by satisfaction and refutation of formulas), then we can ignore $\uparrow w^{\prime \prime}$ and keep only the information about $\uparrow w^{\prime}$. Hence, whereas rule coll bounds the height of the trees represented by relational controls during proof-search, rule prun will bound their width.

A vertex $u$ of an $\mathrm{LLT}_{\infty}+$ prun derivation is pruning if rule prun is applied at $u$. Formula traces are defined for prun as expected from its simulation in terms of weakening rules. Looking at the instance of prun in the statement of Proposition 4.2.22 above, we say that $w$ is active in the premise, and that every label in $\uparrow \leq_{\Omega} w$ is pruned.
4.2.23. Proposition. The rule

$$
\mathrm{R} \rightarrow^{-} \frac{\Omega \dashv \Gamma \Rightarrow w: \varphi \rightarrow \psi, w: \psi, \Delta}{\Omega \dashv \Gamma \Rightarrow w: \varphi \rightarrow \psi, \Delta}
$$

is admissible in $\mathrm{iLTL}_{\infty}$.
Proof. By relying on implicit contraction, $\mathrm{R} \rightarrow^{-}$can be simulated thus:

$$
\begin{gathered}
\operatorname{wk}_{\preccurlyeq} \frac{\Omega \dashv \Gamma \Rightarrow w: \varphi \rightarrow \psi, w: \psi, \Delta}{\Omega, w \preccurlyeq w^{\prime} \dashv \Gamma \Rightarrow w: \varphi \rightarrow \psi, w: \psi, \Delta} \\
\operatorname{Lwk} \frac{\operatorname{Rw} k \npreceq w^{\prime} \dashv \Gamma \Rightarrow w: \varphi \rightarrow \psi, w^{\prime}: \psi, w: \psi, \Delta}{\Omega, w \preccurlyeq w^{\prime} \dashv \Gamma, w^{\prime}: \varphi \Rightarrow w: \varphi \rightarrow \psi, w^{\prime}: \psi, w: \psi, \Delta} \\
\operatorname{Rm} \frac{\Omega, \frac{\Omega, w w^{\prime} \dashv \Gamma, w^{\prime}: \varphi \Rightarrow w: \varphi \rightarrow \psi, w^{\prime}: \psi, \Delta}{\Omega \dashv \Gamma \Rightarrow w: \varphi \rightarrow \psi, \Delta}}{\operatorname{R}}
\end{gathered}
$$

The intuition behind rule $\mathrm{R} \rightarrow^{-}$is the following: if a state $w$ of a model refutes an implication $\varphi \rightarrow \psi$, then $w$ must refute $\psi$ because the intuitionistic order
preserves satisfaction of formulas. For the use of $\mathrm{R} \rightarrow^{-}$during proof-search, see Remark 4.2.25 below.

Formula traces are defined for $\mathrm{R} \rightarrow^{-}$as expected from its simulation in terms of $\mathrm{iLTL}_{\infty}$ rules. Looking at the instance of prun in the statement of Proposition 4.2.23 above, we say that $w: \varphi \rightarrow \psi$ is principal in the conclusion and that $w: \varphi \rightarrow \psi$ and $w: \psi$ are active in the premise.

Before describing the proof-search procedure for $\mathrm{iLTL}_{\infty}$ we still need to define a few notions.

Let $\mathcal{T}$ be an $\mathrm{iLTL}_{\infty}$ derivation and $u$ a vertex of $\mathcal{T}$, say with label $\Omega \dashv \Gamma \Rightarrow \Delta$. A labelled U-formula $w: \alpha$ is left-pending in $u$ if $w: \alpha \in \Gamma$ and, for every vertex $v<_{T} u$ such that rule LU is applied at $v$ with principal formula $w: \alpha$, there is a modal vertex in $(v, u)_{\mathcal{T}}$. Dually, a labelled R-formula $w: \alpha$ is right-pending in $u$ if $w: \alpha \in \Delta$ and, for every vertex $v<_{T} u$ such that rule RR is applied at $v$ with principal formula $w: \alpha$, there is a modal vertex in $(v, u)_{\mathcal{T}}$.

A proof-search guide is a pair $\left(\leq_{W}, \leq_{\text {iLTL }}\right)$, where $\leq_{W}$ is a well-ordering of Worlds and $\leq_{\text {iLTL }}$ a well-ordering of FormiltL.

Every tree-like relational control determines a tree $\left(W_{\Omega},<_{\Omega}\right)$. It is thus natural to associate, to every sequent with a tree-like relational control, a labelled tree defined as follows. Let $S=\Omega \dashv \Gamma \Rightarrow \Delta$ be a sequent with $\Omega$ tree-like, and let $\Lambda_{S}:=\left(\Gamma^{-} \times\{0\}\right) \cup\left(\Delta^{-} \times\{1\}\right)$. We define the $\Lambda_{S}$-labelled tree $W_{S}:=\left(W_{\Omega},<_{\Omega}, \lambda_{S}\right)$ by letting $\lambda_{S}: W_{\Omega} \rightarrow 2^{\Lambda_{S}}$ be given by:

$$
\lambda_{S}(w):=\{(\gamma, 0) \mid w: \gamma \in \Gamma\} \cup\{(\delta, 1) \mid w: \delta \in \Delta\}
$$

We are finally ready to define the proof-search procedure for $\mathrm{iLT} L_{\infty}$.
4.2.24. Definition ( $\mathrm{iLTL}_{\infty}$ proof-search tree). Let $\varphi$ be an iLTL formula, and let $\mathscr{G}=\left(\leq_{W}, \leq_{\text {iLTL }}\right)$ be a proof-search guide. An $i L T L_{\infty}$ proof-search tree for $\varphi$ guided by $\mathscr{G}$ is a finite or infinite tree $\mathcal{T}$ built according to the rules of $\mathrm{iLTL}_{\infty}$ plus coll, prun and $\mathrm{R} \rightarrow^{-}$such that the following hold:
(i) The root of $\mathcal{T}$ has label $w_{\mathscr{G}} \preccurlyeq w_{\mathscr{G}} \dashv \varnothing \Rightarrow w_{\mathscr{G}}: \varphi$, where $w_{\mathscr{G}}$, called the rootlabel of $\mathcal{T}$, is the $\leq_{W}$-least world label.
(ii) A vertex of $\mathcal{T}$ is a leaf if, and only if, it is axiomatic.
(iii) The weakening rules $w k_{\preccurlyeq}$, Lwk and Rwk are not applied anywhere in $\mathcal{T}$.
(iv) All instances in $\mathcal{T}$ of the rules $\mathrm{L} \wedge, \mathrm{R} \wedge, \mathrm{L} \vee, \mathrm{R} \vee, \mathrm{L} \rightarrow, \mathrm{R} \rightarrow, \mathrm{LU}, \mathrm{RU}, \mathrm{LR}$ and RR are preserving.
(v) For every non-final vertex $u \in T$, say with label $S_{u}=\Omega_{u} \dashv \Gamma_{u} \Rightarrow \Delta_{u}$, the following conditions hold:
a) If $\Omega_{u}$ is not reflexive, then rule refl is applied at $u$ with active relation $w \preccurlyeq w$, where $w$ is the $\leq_{W}$-least label ocurring in $\Omega_{u} \dashv \Gamma_{u} \Rightarrow \Delta_{u}$ such that $w \preccurlyeq w \notin \Omega$.
b) Else, if $\Omega_{u}$ is not transitive, then rule trans is applied at $u$ with principal relations $w \preccurlyeq w^{\prime}$ and $w^{\prime} \preccurlyeq w^{\prime \prime}$, where $\left(w, w^{\prime}, w^{\prime \prime}\right)$ is the $\left(\leq_{W}, \leq_{W}, \leq_{W}\right)$ least triple of labels such that $w \preccurlyeq w^{\prime}, w^{\prime} \preccurlyeq w^{\prime \prime} \in \Omega_{u}$ but $w \preccurlyeq w^{\prime \prime} \notin \Omega_{u}$.
c) Else, if $\Omega_{u}$ is not left-monotone, then rule Lm is applied at $u$ with principal relation $w \preccurlyeq w^{\prime}$ and principal formula $w: \varphi$, where $\left(w, w^{\prime}, \varphi\right)$ is the $\left(\leq_{W}, \leq_{W}, \leq_{\text {iLTL }}\right)$-least triple such that $w \preccurlyeq w^{\prime} \in \Omega_{u}$ and $w: \varphi \in$ $\Gamma_{u}$ but $w^{\prime}: \varphi \notin \Gamma_{u}$.
d) Else, if $\Omega_{u}$ is not right-monotone, then rule Rm is applied at $u$ with principal relation $w^{\prime} \preccurlyeq w$ and principal formula $w: \varphi$, where $\left(w, w^{\prime}, \varphi\right)$ is the ( $\left.\leq_{W}, \leq_{W}, \leq_{\text {iLTL }}\right)$-least triple such that $w^{\prime} \preccurlyeq w \in \Omega_{u}$ and $w: \varphi \in$ $\Delta_{u}$ but $w^{\prime}: \varphi \notin \Delta_{u}$.
e) Else, if $\Omega_{u}$ is tree-like and $W_{S_{u}}$ is not thin, then rule prun is applied at $u$ with active label $w$, where $w$ is the $\leq_{W}$-greatest label occurring in $\Omega_{u}$ such that there are $w_{0}, w^{\prime} \in \Omega_{u}$ satisfying $w_{0}<_{\Omega_{u}}^{0} w, w_{0}<_{\Omega_{u}}^{0} w^{\prime}$, $w \neq w^{\prime}$, and $W_{S_{u}}, w \sim_{\Lambda_{S_{u}}} W_{S_{u}}, w^{\prime}$.
f) Else, if $\Omega_{u}$ is tree-like and $W_{S_{u}}$ is not low, then rule coll is applied at $u$ with principal labels $w$ and $w^{\prime}$ and active label $w$, where $\left(w, w^{\prime}\right)$ is the ( $\leq_{W}, \leq_{W}$ )-least pair of labels occurring in $\Omega_{u}$ such that $w<_{\Omega_{u}}^{0} w^{\prime}$ and $\lambda_{u}(w)=\lambda_{u}\left(w^{\prime}\right)$.
$g)$ Else, if there is a left-pending formula in $u$, then rule LU is applied at $u$ with principal formula $w: \alpha$, where $(w, \alpha)$ is the $\left(\leq_{W}, \leq_{\text {iLTL }}\right)$-least pair such that $w: \alpha$ is left-pending in $u$.
h) Else, if there is a right-pending formula in $u$, then rule RR is applied at $u$ with principal formula $w: \alpha$, where $(w, \alpha)$ is the $\left(\leq_{W}, \leq_{\text {iLTL }}\right)$-least pair such that $w: \alpha$ is right-pending in $u$.
i) Else, if there is a left-unbroken formula in $S_{u}$, then a rule among $\mathrm{L} \wedge$, $\mathrm{L} \vee, \mathrm{L} \rightarrow$ and LR is applied at $u$ with principal formula $w: \alpha$, where $(w, \alpha)$ is the $\left(\leq_{W}, \leq_{\text {iLtL }}\right)$-least pair such that $w: \alpha$ is left-unbroken in $S_{u}$.
j) Else, if there is a right-unbroken formula in $S_{u}$ which is not an implication, then a rule among $\mathrm{R} \wedge, \mathrm{R} \vee$ and RU is applied at $u$ with principal formula $w: \alpha$, where $(w, \alpha)$ is the ( $\left.\leq_{W}, \leq_{\text {iLtL }}\right)$-least pair such that $\alpha$ is not an implication and $w: \alpha$ is right-unbroken in $S_{u}$.
$k$ ) Else, if there is an implication $w: \alpha \rightarrow \beta \in \Delta_{u}$ such that $w: \beta \notin \Delta_{u}$, then rule $\mathrm{R} \rightarrow^{-}$is applied at $u$ with principal formula $w_{0}: \alpha_{0} \rightarrow \beta_{0}$,
where $\left(w_{0}, \alpha_{0}, \beta_{0}\right)$ is the $\left(\leq_{W}, \leq_{\text {iLTL }}, \leq_{\text {iLTL }}\right)$-least triple such that $w_{0}$ : $\alpha_{0} \rightarrow \beta_{0} \in \Delta_{u}$ but $w_{0}: \beta_{0} \notin \Delta_{u}$.
$l$ ) Else, if there is an implication in $\Delta_{u}$ which is right-unbroken in $S_{u}$, then rule $\mathrm{R} \rightarrow$ is applied at $u$ with principal formula $w: \alpha \rightarrow \beta$ and active formulas $w^{\prime}: \alpha$ and $w^{\prime}: \beta$, where $(w, \alpha, \beta)$ is the $\left(\leq_{W}, \leq_{\text {iLTL }}, \leq_{\text {iLTL }}\right)$ least triple such that $w: \alpha \rightarrow \beta$ is right-unbroken in $S_{u}$ and $w^{\prime}$ is the $\leq_{W}$-least label not occurring in $\Omega_{u}$.
$m$ ) In any other case, $S_{u}$ is saturated and rule X is applied at $u$ with premise $\Omega_{u} \dashv\left\{w: \gamma \mid w: \mathbf{X} \gamma \in \Gamma_{u}\right\} \Rightarrow\left\{w: \delta \mid w: \mathbf{X} \delta \in \Delta_{u}\right\}$.

For every pruning vertex $u \in T$, the corresponding distinguished label $w_{0}$ in Definition 4.2.24(e) is said to be the root of the pruning at $u$.
4.2.25. Remark. The following remarks are meant to clarify requirements in Definition 4.2.24 that might be unclear.
(i) Rules are applied preservingly during proof-search because doing so simplifies the construction of a countermodel from a 'failed' proof-search. It might be possible to replicate all of our arguments below but following a contractionfree approach.
(ii) Rule prun has priority over coll in order to obtain Lemma 4.2.37 below, i.e., a global bound on the width of the trees represented by the controls in a proof-search tree. Applying coll might increase the width of the tree. If we prioritise pruning, then, we only collapse labels in a thin tree and can thus ensure that the width of the resulting tree does not exceed a fixed, global bound.
(iii) Note that the active label in an instance of prun is the $\leq_{W}$-greatest possible one, and thus the remaining, isomorphic one is $\leq_{W}$-smaller. This allows us to derive Proposition 4.2 .35 below, which, informally, states that every 'label trace' only passes through finitely many instances of prun and coll and thus eventually stabilises.
(iv) Conditions ( $g$ ) and ( $h$ ) ensure that every U-formula on the left and R-formula on the right is unfolded in between any two instances of the modal rule, or the root and the first instance thereof (see Lemma 4.2.51). These formulas will become principal regardless of whether they are broken or not, hence ensuring that the proof-search mechanism never misses potential good traces. So if a good trace might be created, then it will be.
(v) Rule $\mathrm{R} \rightarrow^{-}$has priority over $\mathrm{R} \rightarrow$ in order to obtain Lemma 4.2.39 below: every infinite branch of a proof-search tree with infinitely many instances of $R \rightarrow$
passes through infinitely many modal vertices. Informally, for every intuitionistic step that the proof-search procedure takes, it eventually takes a temporal one. Consequently, it explores the entirety of the temporal dimension.
(vi) It is not necessary to require that rule $\mathrm{R} \rightarrow$ have less priority than the other non-modal rules: we only need $R \rightarrow^{-}$to have higher priority than $R \rightarrow$. But deferring the applications of $\mathrm{R} \rightarrow$ as much as possible ensures that we only create new world labels when we really have to.

Conditions $(e)$ and $(f)$ of Definition 4.2.24 are subject to the restriction that the relational control be tree-like. We now show that this is actually superfluous.
4.2.26. Proposition. Every relational control in a proof-search tree $\mathcal{T}$ is tree-like and rooted. Moreover, the root of every control is the root-label of $\mathcal{T}$.

Proof. Let $w_{\text {sg }}$ be the root-label of $\mathcal{T}$, and for every vertex $u \in T$ let $\Omega_{u} \dashv \Gamma_{u} \Rightarrow \Delta_{u}$ be the label of $u$. We abbreviate $W_{\Omega_{u}}$ and $\leq_{\Omega_{u}}$ to $W_{u}$ and $\leq_{u}$, respectively.

We argue by induction on $\mathcal{T}$. The base case is clear. For the inductive case, let $u, v \in T$ be such that $u<_{T}^{0} v$ and assume that $\Omega_{u}$ is tree-like and rooted, with root $w^{*}$. We distinguish cases according to the rule R applied at $u$. If $\mathrm{R} \notin\{\mathrm{R} \rightarrow$, prun, coll $\}$, then $\left(W_{u}, \leq_{u}\right)=\left(W_{v}, \leq_{v}\right)$ and we are done by the inductive hypothesis.

Suppose that $\mathrm{R}=\mathrm{R} \rightarrow$. Then, clearly $\left(W_{v}, \leq_{v}\right)$ results from $\left(W_{u}, \leq_{u}\right)$ by the addition of a new leaf, so $\Omega_{v}$ is tree-like and has root wg.

Suppose now that $\mathrm{R}=$ prun. Let $w$ be the active label, and $w^{*}$ the root of the pruning at $u$. In particular, then, $\Omega_{v}=\Omega_{u} \backslash \uparrow_{\leq_{u}} w$.
4.2.26.1. Claim. $W_{v}=W_{u} \backslash \uparrow_{\leq u} w$.

Proof of claim. Let $w_{0} \in W_{v}$. Then, there is some $w_{1} \in W_{v}$ such that $w_{0} \preccurlyeq$ $w_{1} \in \Omega_{v}$ or $w_{1} \preccurlyeq w_{0} \in \Omega_{v}$. By definition, $\Omega_{v}=\Omega_{u} \backslash \uparrow_{\leq_{u}} w$, whence $w_{0} \notin \uparrow_{\leq_{u}} w$ and $w_{1} \notin \uparrow_{u} w$. So, since $\Omega_{v} \subseteq \Omega_{u}$, we have $w_{0} \in W_{u} \backslash \uparrow_{\leq_{u}} w$.
Conversely, let $w_{0} \in W_{u} \backslash \uparrow_{\leq_{u}} w$. Then, there is some $w_{1} \in W_{u}$ such that $w_{0} \preccurlyeq w_{1} \in \Omega_{u}$ or $w_{1} \preccurlyeq w_{0} \in \Omega_{u}$. Assume the latter. Then, $w_{1} \notin \uparrow_{\leq u} w$ and thus $w_{1} \preccurlyeq w_{0} \in \Omega_{v}$, whence $w_{0} \in W_{v}$. Now assume the former. If $w_{1} \notin \uparrow_{\leq_{u}} w$, then $w_{0} \preccurlyeq w_{1} \in \Omega_{v}$ and thus $w_{0} \in W_{v}$. Otherwise, we have $w_{0} \leq_{u} w^{*}$ because ( $W_{u}, \leq_{u}$ ) is a tree and $w^{*}<_{u}^{0} w$. By the reflexivity and transitivity of $\Omega_{u}$, then, $w_{0} \preccurlyeq w^{*} \in \Omega_{u}$ and thus $w_{0} \preccurlyeq w^{*} \in \Omega_{v}$, whence again $w_{0} \in W_{v}$.

Moreover, since $\Omega_{v} \subseteq \Omega_{u}$, we have $\leq_{v}=\leq_{u} \upharpoonright W_{v}$. So $\left(W_{v}, \leq_{v}\right)$ results from ( $W_{u}, \leq_{u}$ ) by removing a principal upset $\uparrow_{\leq_{u}} w \neq W_{u}$, where the inequality follows from the
fact that, by the inductive hypothesis and Definition 4.2.24(e), $w_{\mathscr{G}} \leq_{u} w^{*}<_{u}^{0} w$. Therefore, $\Omega_{v}$ is clearly tree-like and has root $w_{\text {gg }}$.

Finally, suppose that $\mathrm{R}=$ coll. Let $w, w^{\prime}$ be the principal labels, and $w$ the active one. That $\Omega_{v}$ is tree-like follows immediately from Proposition 4.2.21 and the fact that $w<_{u}^{0} w^{\prime}$. And $\Omega_{v}$ has root $w_{\mathscr{G}}$ because, by the inductive hypothesis and the reflexivity and transitivity of $\Omega_{u}$, we have $w_{\mathscr{G}} \preccurlyeq w \in \Omega_{v}$ and thus $w_{\mathscr{G}} \in W_{v}$.

In the proof of Proposition 4.2.26 we have also established the following:
4.2.27. Proposition. If $u \in T$ is a pruning vertex with active label $w$, then we have $W_{u^{+}}=W_{u} \backslash \uparrow_{\leq_{\Omega}} w$, where $\Omega$ is the control of $u$ and $u^{+}$is the unique immediate successor of $u$.

In the construction of a proof-search tree, rules coll and prun are never applied to non-monotone sequents or sequents with unsaturated controls. That is to say, rules refl, trans, Lm and Rm take precedence over coll and prun. Let us now see that, once a monotone sequent with saturated control has been obtained, both coll and prun preserve the monotonicity and saturation.
4.2.28. Lemma. If the control of the conclusion of an instance of coll or prun is saturated, then so is the control of the premise.

Proof. Consider an instance of coll, say:

$$
\operatorname{coll} \frac{\Omega\left[w / w^{\prime}\right] \dashv \Gamma, w: \Lambda \Rightarrow w: \Xi, \Delta}{\Omega \dashv \Gamma, w: \Lambda, w^{\prime}: \Lambda \Rightarrow w: \Xi, w^{\prime}: \Xi, \Delta}
$$

By Proposition 4.2.21, $\Omega\left[w / w^{\prime}\right]=\Omega \backslash w^{\prime}$. Assume that $w_{0} \in \Omega \backslash w^{\prime}$. Then, $w_{0} \neq w^{\prime}$ and thus $w_{0} \preccurlyeq w_{0}=\left(w_{0} \preccurlyeq w_{0}\right)\left[w / w^{\prime}\right] \in \Omega\left[w / w^{\prime}\right]$ by the reflexivity of $\Omega$. Assume now that $w_{0} \preccurlyeq w_{1}, w_{1} \preccurlyeq w_{2} \in \Omega \backslash w^{\prime}$. Then, $w^{\prime} \notin\left\{w_{0}, w_{1}, w_{2}\right\}$ and thus $w_{0} \preccurlyeq w_{2}=\left(w_{0} \preccurlyeq w_{2}\right)\left[w / w^{\prime}\right] \in \Omega\left[w / w^{\prime}\right]$ by the transitivity of $\Omega$.

Consider now an instance of prun, say:

$$
\operatorname{prun} \frac{\Omega \backslash \uparrow w \dashv \Gamma \backslash \uparrow w \Rightarrow \Delta \backslash \uparrow w}{\Omega \dashv \Gamma \Rightarrow \Delta}
$$

where $\uparrow w:=\uparrow_{\leq_{\Omega}} w$. Assume that $w_{0} \in \Omega \backslash \uparrow w$. Then, $w_{0} \notin \uparrow w$ and thus $w_{0} \preccurlyeq$ $w_{0} \in \Omega \backslash \uparrow w$ by the reflexivity of $\Omega$. Assume now that $w_{0} \preccurlyeq w_{1}, w_{1} \preccurlyeq w_{2} \in \Omega \backslash \uparrow w$. Then, $\uparrow w \cap\left\{w_{0}, w_{1}, w_{2}\right\}=\varnothing$ and thus $w_{0} \preccurlyeq w_{2} \in \Omega \backslash \uparrow w$ by the transitivity of $\Omega$.
4.2.29. Lemma. If the conclusion of an instance of coll or prun is monotone, then so is the premise.

Proof. Consider an instance of coll, say:

$$
\operatorname{coll} \frac{\Omega\left[w / w^{\prime}\right] \dashv \Gamma, w: \Lambda \Rightarrow w: \Xi, \Delta}{\Omega \dashv \Gamma, w: \Lambda, w^{\prime}: \Lambda \Rightarrow w: \Xi, w^{\prime}: \Xi, \Delta}
$$

By Proposition 4.2.21, $\Omega\left[w / w^{\prime}\right]=\Omega \backslash w^{\prime}$. Assume that $w_{0} \preccurlyeq w_{1} \in \Omega \backslash w^{\prime}$ and $w_{0}: \alpha \in \Gamma \cup w: \Lambda$. In particular, then, $w_{1} \neq w^{\prime}$. So, since the conclusion is monotone, $w_{1}: \alpha \in \Gamma \cup w: \Lambda$. This establishes left-monotonicity. The proof of right-monotonicity is analogous.

Consider now an instance of prun, say:

$$
\operatorname{prun} \frac{\Omega \backslash \uparrow w \dashv \Gamma \backslash \uparrow w \Rightarrow \Delta \backslash \uparrow w}{\Omega \dashv \Gamma \Rightarrow \Delta}
$$

where $\uparrow w:=\uparrow_{\leq_{\Omega}} w$. Assume that $w_{0} \preccurlyeq w_{1} \in \Omega \backslash \uparrow w$ and $w_{0}: \alpha \in \Gamma \backslash \uparrow w$. In particular, then, $w_{1} \notin \uparrow w$. So, since the conclusion is monotone, $w_{1}: \alpha \in \Gamma \backslash \uparrow w$. This establishes left-monotonicity. The proof of right-monotonicity is analogous.

Observe that Definition 4.2.24 describes an algorithm for building a proofsearch tree for $\varphi$ guided by $\left(\leq_{W}, \leq_{\text {iLTL }}\right)$. Clearly, the chain of conditions $(a)-(m)$ in Definition 4.2.24(v) exhausts all possible cases, whence we get:
4.2.30. Proposition. For every formula $\varphi$ and every proof-search guide $\mathscr{G}=$ $\left(\leq_{W}, \leq_{\mathrm{iLTL}}\right)$, there is at least one $\mathrm{iLTL}_{\infty}$ proof-search tree for $\varphi$ guided by $\mathscr{G}$.
4.2.31. Remark. In contrast to the case of $\mathrm{CLL}_{\infty}^{*}$, the rule applied at a vertex during $\mathrm{iLTL}_{\infty}$ proof-search is not uniquely determined by the sequent labelling the vertex. This is due to conditions $(g)$ and ( $h$ ) about pending formulas in Definition 4.2.24(v).

For the remaining of this section we fix an arbitrary proof-search tree $\mathcal{T}$, say for a formula $\varphi$ and guided by the proof-search guide $\mathscr{G}=\left(\leq_{W}, \leq_{\text {iLTL }}\right)$. For every vertex $u \in T$, we let $S_{u}=\Omega_{u} \dashv \Gamma_{u} \Rightarrow \Delta_{u}$ be the label of $u$. We abbreviate $W_{\Omega_{u}}$ and $\leq_{\Omega_{u}}$ to $W_{u}$ and $\leq_{u}$, respectively. Finally, we let $w_{\mathscr{G}}$ be the $\leq_{W}$-least world label, which by Proposition 4.2.26 is the root of each $\Omega_{u}$.

Observe that, for every $u \in T$ and every pair of immediate successors $v_{1}, v_{2}$ of $u$, we have $W_{v_{1}}=W_{v_{2}}$. This is because no branching rule alters the controls. Let then $W_{u}^{+}$denote $W_{v}$ for any immediate successor of a non-final vertex $u \in T$.

We are now going to define auxiliary functions operating on the trees $W_{u}$.
For every $u \in T$, we define the height function $h_{u}: W_{u} \rightarrow \omega$ by letting $h_{u}(w)$ be the height of $w$ in the finite tree $\left(W_{u},<_{u}\right)$. That is, $h_{u}(w)$ is the cardinality of the finite set $\left\{w^{\prime} \in W_{u} \mid w^{\prime}<w\right\}$. In particular, $h_{u}\left(w_{\mathscr{G}}\right)=0$. The height of $\Omega_{u}$, in symbols $h\left(\Omega_{u}\right)$, is the height of $W_{u}$. The width of $\Omega_{u}$, in symbols $b\left(\Omega_{u}\right)$, is the width of $W_{u}$.

Let $u \in T$ be a pruning vertex, say with active label $w_{0}$. Let $w_{r}$ be the root of the pruning at $u$, and let $w_{1} \in W_{u} \backslash\left\{w_{0}\right\}$ be such that $w_{r}<_{u}^{0} w_{0}, w_{1}$ and $W_{S_{u}}, w_{0} \sim_{\Lambda_{S_{u}}} W_{S_{u}}, w_{1}$. Fix any $\Lambda_{S_{u}}$-isomorphism $f_{u}$ between $\left[w_{0}, \rightarrow\right)_{W_{S_{u}}}$ and $\left[w_{1}, \rightarrow\right)_{W_{S_{u}}}$. We define the pruning function $p_{u}: W_{u} \rightarrow W_{u}^{+}$as follows, for every $w \in W_{u}$ :

$$
p_{u}(w):= \begin{cases}f_{u}(w) & \text { if } w_{0} \leq_{u} w \\ w & \text { otherwise }\end{cases}
$$

4.2.32. Lemma. For every pruning vertex $u \in T$ and all labels $w, w^{\prime}$, the following hold, where $u^{+}$is the unique immediate successor of $u$ :
(i) if $w \preccurlyeq w^{\prime} \in \Omega_{u}$, then $p_{u}(w) \preccurlyeq p_{u}\left(w^{\prime}\right) \in \Omega_{u^{+}}$;
(ii) $h_{u^{+}}\left(p_{u}(w)\right)=h_{u}(w)$.

Proof. Item (ii) follows immediately from Proposition 4.2.27 and the fact that $p_{u}$ is defined in terms of an order-isomorphism and the identity. We prove (i).

Let $w_{0}$ be the active label in $u^{+}$, let $w_{r}$ be the root of the pruning at $u$, and let $w_{1} \in W_{u}$ be such that $w_{r}<_{u}^{0} w_{1}$ and $f_{u}: W_{S_{u}}, w_{0} \sim_{\Lambda_{S_{u}}} W_{S_{u}}, w_{1}$.

Assume that $w \preccurlyeq w^{\prime} \in \Omega_{u}$. In particular, then, $w \leq_{u} w^{\prime}$. By construction, we have $p_{u}\left(w^{*}\right) \notin \uparrow_{\leq_{u}} w_{0}$ for every label $w^{*}$. Therefore, by Proposition 4.2.27 and the reflexivity and transitivity of $\Omega_{u}$ it suffices to show that $p_{u}(w) \leq_{u} p_{u}\left(w^{\prime}\right)$.

Suppose first that $w, w^{\prime} \notin \uparrow_{\leq_{u}} w_{0}$. Then $p_{u}(w)=w \leq w^{\prime}=p_{u}\left(w^{\prime}\right)$.
Suppose now that $w, w^{\prime} \in \uparrow_{\leq_{u}} w_{0}$. Then, since $f$ is an order isomorphism, we have $p_{u}(w)=f(w) \leq_{u} f\left(w^{\prime}\right)=p_{u}\left(w^{\prime}\right)$.

Finally, suppose that $w \notin \uparrow_{\leq_{u}} w_{0}$ but $w^{\prime} \in \uparrow_{\leq_{u}} w_{0}$. Then, $w \leq_{u} w_{r}<_{u}^{0} w_{0} \leq w^{\prime}$, whence $p_{u}(w)=w \leq_{u} w_{r}<_{u}^{0} w_{1} \leq f\left(w^{\prime}\right)=p_{u}\left(w^{\prime}\right)$.

For every vertex $u \in T$, we now define the successor map $s_{u}: W_{u} \rightarrow W_{u}^{+}$as follows. If $u$ is a pruning vertex, we let $s_{u}:=p_{u}$. Assume that $u$ is not pruning, and let $w \in W_{u}$. If $w$ collapses at $u$, say down to $w^{\prime}$, let $s_{u}(w):=w^{\prime}$, and otherwise let $s_{u}(w):=w$.

For every pair of vertices $u, v \in T$ such that $u \leq_{T} v$, we define the iterated successor map $s_{u}^{v}: W_{u} \rightarrow W_{v}$ as follows. If $u=v$, then $s_{u}^{v}$ is the identity map on $W_{u}$. And if $u<_{T} v$, say with $[u, v]_{T}=\left(u_{0}, \ldots, u_{n}\right)$, we let $s_{u}^{v}:=s_{u_{n-1}} \circ \cdots \circ s_{u_{0}}$. Clearly, if $u \leq_{T} v \leq_{T} v^{\prime}$ then $s_{u}^{v^{\prime}}=s_{v}^{v^{\prime}} \circ s_{u}^{v}$.

The next result shows that the successor maps follow world labels as expected:
4.2.33. Lemma. For all vertices $u, v \in T$ such that $u<_{T}^{0} v$, the following hold:
(i) if $w_{0} \preccurlyeq w_{1} \in \Omega_{u}$, then $s_{u}\left(w_{0}\right) \preccurlyeq s_{u}\left(w_{1}\right) \in \Omega_{v}$;
(ii) if $u$ is non-modal and $w: \alpha \in \Gamma_{u}$, then $s_{u}(w): \alpha \in \Gamma_{v}$;
(iii) if $u$ is non-modal and $w: \alpha \in \Delta_{u}$, then $s_{u}(w): \alpha \in \Delta_{v}$.

Proof. Let us first prove (i). By Lemma 4.2.32, the claim holds if $u$ is pruning. Assume, then, that $u$ is not pruning and that we have $w_{0} \preccurlyeq w_{1} \in \Omega_{u}$. The only rules allowed in proof-search trees that, when read bottom-up, remove relations from the control are prun and coll, so we are done if either $w_{0}=w_{1}$ or if neither $w_{0}$ nor $w_{1}$ collapses at $u$. Hence, assume otherwise and let $i \leq 1$ be such that $w_{i}$ collapses at $u$. Then, $s_{u}\left(w_{1-i}\right)=w_{1-i}$ and $w_{i}$ collapses down to $s_{u}\left(w_{i}\right)$, so $s_{u}\left(w_{0}\right) \preccurlyeq s_{u}\left(w_{1}\right)=\left(w_{0} \preccurlyeq w_{1}\right)\left[s_{u}\left(w_{i}\right) / w_{i}\right] \in \Omega_{u}\left[s_{u}\left(w_{i}\right) / w_{i}\right]=\Omega_{v}$.

We now turn to the proof of (ii) and (iii). We only show (ii), for (iii) follows analogously. Let R be the rule applied at $u$. If $\mathrm{R} \in\left\{\right.$ refl, trans, $\left.\mathrm{Lm}, \mathrm{Rm}, \mathrm{R} \rightarrow^{-}\right\}$, the claim clearly holds. If $R \in\{\mathrm{~L} \wedge, \mathrm{R} \wedge, \mathrm{L} \vee, \mathrm{R} \vee, \mathrm{L} \rightarrow, \mathrm{R} \rightarrow, \mathrm{LU}, \mathrm{RU}, \mathrm{LR}, \mathrm{RR}\}$, then the claim follows from Definition 4.2.24(iv). The only remaining cases are $\mathrm{R}=$ prun and $\mathrm{R}=$ coll.

Suppose first that $\mathrm{R}=$ coll. If $w$ does not collapse at $u$ we are done. And otherwise, by the definition of coll and $s_{u}$ we have $w: \alpha \in \Gamma_{u}$ if, and only if, $s_{u}(w): \alpha \in \Gamma_{u}$, whence the claim follows.

Suppose now that $\mathrm{R}=$ prun. As before, if $w$ is not pruned at $u$ we are done. Assume, then, that $w$ is pruned at $u$. Let $w_{0}$ be the active label, $w_{r}$ the root of the pruning, and $w_{1}$ such that $w_{r}<_{u}^{0} w_{1}$ and $f_{u}: W_{S_{u}}, w_{0} \sim_{\Lambda_{S_{u}}} W_{S_{u}}, w_{1}$. We then have $s_{u}(w)=p_{u}(w)=f(w)$. If $w: \alpha \in \Gamma_{u}$, then $(\alpha, 0) \in \lambda_{S_{u}}(w)$ and thus $(\alpha, 0) \in \lambda_{S_{u}}(f(w))$, whence $s_{u}(w): \alpha \in \Gamma_{v}$.

Let us now see that the height of a successor never exceeds the height of the starting label.
4.2.34. Lemma. For all vertices $u, v \in T$ such that $u<_{T}^{0} v$, and every $w \in W_{u}$, we have $h_{v}\left(s_{u}(w)\right) \leq h_{u}(w)$.

Proof. Note that, by Lemma 4.2.33, $w \in W_{u}$ implies $s_{u}(w) \in W_{v}$. So $h_{v}$ is indeed defined on $s_{u}(w)$. Let R be the rule applied at $u$. If $\mathrm{R} \notin\{$ prun, coll\}, then $s_{u}(w)=w$ and we clearly have $h_{v}(w)=h_{u}(w)$. And the case where $\mathrm{R}=\mathrm{prun}$ is given by Lemma 4.2.32.

Assume, then, that $\mathrm{R}=$ coll. Let $w_{0}, w_{1}$ be the principal labels, and $w_{0}$ the active one. So $w_{1}$ collapses down to $w_{0}$. Clearly, if $w \notin \uparrow_{\leq_{u}} w_{1}$ we have $h_{v}\left(s_{u}(w)\right)=$ $h_{v}(w)=h_{u}(w)$, and otherwise $h_{v}\left(s_{u}(w)\right)=h_{u}(w)-1$.

Let $u \in T$ be any vertex. We define the ancestor function $a_{u}: W_{u} \rightarrow$ Worlds ${ }^{<\omega}$ by letting $a_{u}(w)$ be the unique path on the tree $\left(W_{u},<_{u}\right)$ from the root up to and including $w$.

The well-order $\leq_{W}$ induces a strict order $<_{W}^{<\omega}$ on Worlds ${ }^{<\omega}$ defined as follows: $a<_{W}^{<\omega} b$ if, and only if, either $|a|<|b|$, or $|a|=|b|$ and there is an $i<|a|$
such that $a(i)<_{W} b(i)$ and $a(j)=b(j)$ for every $j<i$. It is straightforward to check that $\leq_{W}^{<\omega}$ is a well-order.

We arrive now at one of several results that will show that $\mathcal{T}$, despite possibly being infinite, contains only a finite amount of information.
4.2.35. Proposition. Let $\left(u_{n}\right)_{n<\omega}$ be an infinite path through $\mathcal{T}$, and $w^{*} \in W_{u_{0}}$. The infinite sequence $\left(s_{u_{0}}^{u_{n}}\left(w^{*}\right)\right)_{n<\omega}$ is eventually constant.

Proof. For every $n<\omega$, let $w_{n}:=s_{u_{0}}^{u_{n}}(w)$ and $c_{n}:=\left(h_{u_{n}}\left(w_{n}\right), a_{u_{n}}\left(w_{n}\right)\right)$. Since $\leq^{*}:=\left(\leq, \leq_{W}^{<\omega}\right)$ is a well-order on $\omega \times$ Worlds $^{<\omega}$, it suffices to show the following for every $n<\omega$ :
(i) if $w_{n}$ collapses at $u_{n}$, then $h_{u_{n+1}}\left(w_{n+1}\right)<h_{u_{n}}\left(w_{n}\right)$ and thus $c_{n+1}<^{*} c_{n}$;
(ii) if $w_{n}$ is pruned at $u_{n}$, then $h_{u_{n+1}}\left(w_{n+1}\right)=h_{u_{n}}\left(w_{n}\right)$ and $a_{u_{n+1}}\left(w_{n+1}\right)<_{W}^{<\omega}$ $a_{u_{n}}\left(w_{n}\right)$, so again $c_{n+1}<^{*} c_{n}$;
(iii) in any other case, $c_{n+1} \leq^{*} c_{n}$.

Let then $n<\omega$ be arbitrary.
If any label in $\left\{w \in W_{u_{n}} \mid w \leq_{u_{n}} w_{n}\right\}$ collapses at $u_{n}$, then $h_{u_{n+1}}\left(w_{n+1}\right)<$ $h_{u_{n}}\left(w_{n}\right)$. This establishes (i).

For (ii), suppose that $w_{n}$ is pruned at $u:=u_{n}$. Let $w$ be the active label, $w_{r}$ the root of the pruning, and $w^{\prime} \neq w$ such that $w_{r}<_{u}^{0} w^{\prime}$ and $f_{u}: W_{S_{u}}, w \sim_{\Lambda_{S_{u}}} W_{S_{u}}, w^{\prime}$. So $w_{n} \in \uparrow_{\leq_{u}} w$. Then, $w_{n+1}=s_{u}\left(w_{n}\right)=p_{u}\left(w_{n}\right)=f_{u}\left(w_{n}\right)$ and thus $h_{n+1}\left(w_{n+1}\right)=$ $h_{n}\left(w_{n}\right)$ by Lemma 4.2.32. Additionally, by Proposition 4.2.27 we have:
a) $a_{u}\left(w_{n}\right)=a_{u}\left(w_{r}\right)^{\complement}(w)^{\frown}\left(w, w_{n}\right]_{W_{u}}$;
b) $a_{u}\left(f_{u}\left(w_{n}\right)\right)=a_{u}\left(w_{r}\right) \frown\left(w^{\prime}\right) \frown\left(w^{\prime}, f_{u}\left(w_{n}\right)\right]_{W_{u}}$.

By Definition 4.2.24(e), $w^{\prime}<_{W} w$, whence $a_{u_{n+1}}\left(w_{n+1}\right)=a_{u}\left(f_{u}\left(w_{n}\right)\right)<_{W}^{<\omega} a_{u}\left(w_{n}\right)$, where the equality follows again from Proposition 4.2.27. This establishes (ii).

For (iii), let R be the rule applied at $u_{n}$. If $\mathrm{R} \notin\{\mathrm{R} \rightarrow$, prun, coll $\}$, then $w_{n+1}=$ $w_{n}$ and $\left(W_{u_{n+1}}, \leq_{u_{n+1}}\right)=\left(W_{u_{n}}, \leq_{u}\right)$, so $c_{n+1}=c_{n}$.

If $\mathrm{R}=\mathrm{R} \rightarrow$, then $w_{n+1}=w_{n}$ and, clearly, $c_{n+1}=c_{n}$.
If $\mathrm{R}=$ coll and no label in $\left\{w \in W_{u_{n}} \mid w \leq_{u_{n}} w_{n}\right\}$ collapses at $u_{n}$, then again $w_{n+1}=w_{n}$ and $c_{n+1}=c_{n}$. Otherwise, $c_{n+1}<^{*} c_{n}$ follows as in the proof of (i).

Finally, if $\mathrm{R}=$ prun and $w_{n}$ is not pruned at $u_{n}$, then $w_{n+1}=w_{n}$ and we have $c_{n+1}=c_{n}$ by Proposition 4.2.27.

Our aim now is to show that only finitely many pairwise different sequents occur in $\mathcal{T}$. We are thus to find global bounds for both the heights and the widths of the controls in $\mathcal{T}$.
4.2.36. Lemma. For every $u \in T$, we have $h\left(\Omega_{u}\right) \leq 2(|\varphi|+1)$.

Proof. Let $H:=2(|\varphi|+1)$. We argue by induction on the height of $u$ in $\mathcal{T}$. If $u$ is the root of $\mathcal{T}$, then $h\left(\Omega_{u}\right)=1 \leq H$. For the inductive case, assume that $h\left(\Omega_{v}\right) \leq H$, where $v$ is the unique predecessor $v$ of $u$.

The only rule that, when read bottom-up, might increase the height of the control is $\mathrm{R} \rightarrow$, so assume that it is applied at $v$. Hence, $\Omega_{v}$ is saturated and $S_{v}$ is monotone. Note that $h\left(\Omega_{u}\right) \leq h\left(\Omega_{v}\right)+1$. So if $h\left(\Omega_{v}\right)<H$ then $h\left(\Omega_{u}\right) \leq H$ and we are done. Assume, then, and towards a contradiction, that $h\left(\Omega_{v}\right)=H$.

Let $w_{0}, \ldots, w_{H-1}$ be such that $w_{0}<_{v}^{0} \cdots<_{v}^{0} w_{H-1}$. For every $i<H$, let $\Gamma_{i}:=\left\{\gamma \mid w_{i}: \gamma \in \Gamma_{v}\right\}$ and $\Delta_{i}:=\left\{\delta \mid w_{i}: \delta \in \Delta_{v}\right\}$. By the monotonicity of $S_{v}$, $\Gamma_{i} \subseteq \Gamma_{i+1}$ and $\Delta_{i} \supseteq \Delta_{i+1}$ for every $i<H$.

Let $m_{i}:=\left|\operatorname{Clos}(\varphi) \backslash \Gamma_{i}\right|+\left|\Delta_{i}\right|$. If $\left(\Gamma_{i}, \Delta_{i}\right) \neq\left(\Gamma_{i+1}, \Delta_{i+1}\right)$, then either $\Gamma_{i} \subsetneq \Gamma_{i+1}$ or $\Delta_{i} \supsetneq \Delta_{i+1}$, so in either case $m_{i+1}<m_{i}$. Hence, if $\left(\Gamma_{i}, \Delta_{i}\right) \neq\left(\Gamma_{i+1}, \Delta_{i+1}\right)$ for every $i<H$ we then have $m_{i} \leq 2|\varphi|-i$ for every $i<H$ and thus $m_{H-1}<0$, which is impossible. So there is some $k<H$ such that $\left(\Gamma_{k}, \Delta_{k}\right)=\left(\Gamma_{k+1}, \Delta_{k+1}\right)$.

Therefore, $W_{S_{v}}$ is not low. By Definition 4.2.24, rule $\mathrm{R} \rightarrow$ is not applied at $v$ and we have reached a contradiction.

Now we turn to bounding the width of the controls.
4.2.37. Lemma. There is a $B<\omega$ such that, for every $u \in T$, we have $b\left(\Omega_{u}\right) \leq B$.

Proof. By Lemma 4.2.36, every $\left(W_{u}, \leq_{u}\right)$ has height at most $H:=2(|\varphi|+1)$.
Let $\Lambda:=\operatorname{Clos}(\varphi) \times\{0,1\}$. Since $\Lambda_{S_{u}} \subseteq \Lambda$ for every $u \in T$, each $W_{S_{u}}$ is a $\Lambda$-labelled rooted tree. For every $h \leq H$, by Lemma 1.1.4 there is an $N_{h}<\omega$ such that there are at most $N_{h}$-many thin $\Lambda$-labelled trees of height $h$ up to $\Lambda$ isomorphism, say $\mathcal{C}_{h}=\left\{\mathcal{T}_{1}^{h}, \ldots, \mathcal{T}_{N_{h}}^{h}\right\}$. Let then $B_{h}<\omega$ be the maximum of the widths of the trees in $\mathcal{C}_{h}$, which exists by Corollary 1.1.5. Let $B:=1+\sum_{h \leq H} B_{h}$.

We show by induction that every vertex $u \in T$ has control of width at most $B$. This claim is true of the root. If $u$ is final there is nothing to show, so assume that $u$ has an immediate successor $u^{+}$. The only rules that, when read bottom-up, might increase the width of the control are $\mathrm{R} \rightarrow$ and coll, so assume that one of them is applied at $u$. Then, $W_{S_{u}}$ is a thin $\Lambda$-tree and thus $b\left(\Omega_{u}\right) \leq B_{k_{u}}$, where $k_{u}$ is the height of $W_{S_{u}}$.

If rule $\mathrm{R} \rightarrow$ is applied at $u$, then $b\left(\Omega_{u^{+}}\right) \leq b\left(\Omega_{u}\right)+1 \leq B_{k_{u}}+1 \leq B$ and we are done.

Assume that rule coll is applied at $u$. Then, $W_{S_{u}}$ is thin. Let $w, w^{\prime} \in W_{u}$ be such that $w^{\prime}$ collapses onto $w$ at $u$. Let $c_{w}$ and $c_{w^{\prime}}$ be the number of immediate successors of $w$ and $w^{\prime}$, respectively, in $W_{u}$. Let $k_{w}$ and $k_{w^{\prime}}$ be the heights of the
trees $[w, \rightarrow)_{W_{u}}$ and $\left[w^{\prime}, \rightarrow\right)_{W_{u}}$, respectively. Since $w<_{W_{u}}^{0} w^{\prime}$, we have $k_{w^{\prime}}<k_{w}$. And, by thinness, $c_{w} \leq B_{k_{w}}$ and $c_{w^{\prime}} \leq B_{k_{w^{\prime}}}$. After the collapse, we have

$$
b\left(\Omega_{u^{+}}\right)=\max \left\{b\left(\Omega_{u}\right), c_{w}-1+c_{w^{\prime}}\right\} .
$$

If $b\left(\Omega_{u^{+}}\right)=b\left(\Omega_{u}\right) \leq B$ we are done, so assume that $b\left(\Omega_{u^{+}}\right)=c_{w}-1+c_{w^{\prime}}$. Then, $b\left(\Omega_{u^{+}}\right) \leq B_{k_{w}}+B_{k_{w^{\prime}}}-1 \leq B$, where the last inequality follows from the fact that $k_{w} \neq k_{w^{\prime}}$.
4.2.38. Proposition. $\mathcal{T}$ contains only finitely many pairwise different sequents.

Proof. Since $\operatorname{Clos}(\varphi)$ is finite, it suffices to see that only finitely many pairwise different world labels occur in $\mathcal{T}$.

By Proposition 4.2.26 and Lemmas 4.2.36 and 4.2.37, there are $H, B<\omega$ such that each $W_{u}$ is a rooted tree of height at most $H$ and width at most $B$. Clearly, there are only finitely many such (unlabelled) rooted trees up to isomorphism. And since $\Lambda:=\operatorname{Clos}(\varphi) \times\{0,1\}$ is finite, there are also only finitely many $\Lambda$-labelled rooted trees of height at most $H$ and width at most $B$ up to $\Lambda$-isomorphism. There is thus an $N<\omega$ such that every such tree has at most $N$-many vertices.

We claim that the names occurring in $\mathcal{T}$ are all among $w_{0}, \ldots, w_{N}$. This is clear of the root. Assume that it holds for a non-final vertex $u$. If rule $\mathrm{R} \rightarrow$ is not applied at $u$, then the claim is also true of any immediate successor of $u$. Suppose that rule $\mathrm{R} \rightarrow$ is applied at $u$. By the canonical choice of names when applying $\mathrm{R} \rightarrow$, it suffices to see that there is an $i \leq N$ such that $w_{i} \notin W_{u}$. Suppose not, so that $\left\{w_{0}, \ldots, w_{N}\right\} \subseteq W_{u}$. Then, $W_{u}$ has at least $(N+1)$-many vertices, contradiction.

Note that Proposition 4.2 .38 also holds if we eliminate every instance of coll, prun and $R \rightarrow^{-}$by writing them in terms of weakening and $R \rightarrow$. This is clear for coll and prun because they can be simulated solely by weakening rules. For $\mathrm{R} \rightarrow^{-}$, we simply pick a fresh name $w^{*}$ and use it in all simulations of $\mathrm{R} \rightarrow^{-}$.

We are almost ready to show that the proof-search procedure explores all relevant regions of the proof-search space. We need Lemma 4.2.39 below, which guarantees that proof-search only spends a finite amount of time on each intuitionistic region. Its proof is a bit technical but the underlying idea is simple: on any infinite branch there emerges a 'stable kernel' of world labels (denoted $K$ in the proof) which eventually gets 'saturated', thus putting an end to the intuitionistic exploration and forcing the proof-search mechanism to take a modal step (apply rule X ) and start exploring the 'next' intuitionistic region.

For every $u \in T$, we define the children function $c_{u}: W_{u} \rightarrow \omega$ by letting $c_{u}(w)$ be the cardinality of the finite set $\left\{w^{\prime} \in W_{u} \mid w<_{u}^{0} w^{\prime}\right\}$.
4.2.39. Lemma. Let $\pi$ be an infinite path on $\mathcal{T}$. If rule $\mathrm{R} \rightarrow$ is applied infinitely often on $\pi$, then so is rule X .

Proof. Let $\pi=\left(u_{n}\right)_{n<\omega}$ and, for every $n<\omega$, let $\Omega_{n} \dashv \Gamma_{n} \Rightarrow \Delta_{n}$ be the label of $u_{n}$ and $W_{n}:=W_{u_{n}}$. Towards a contradiction, assume that on $\pi$ rule $\mathrm{R} \rightarrow$ is applied infinitely often but rule X only finitely many times. Let $W:=\bigcup_{n<\omega} W_{n}$ be the collection of labels occurring on $\pi$. Since $\operatorname{Clos}(\varphi)$ is finite and, by Proposition 4.2.38, so is $W$, there is an $N_{0}<\omega$ such that:
(i) rule X is never applied on $\pi_{0}:=\left(u_{n}\right)_{n \geq N_{0}}$;
(ii) for every $w \in W^{\prime}:=\bigcup_{n \geq N_{0}} W_{n}$, there are infinitely many $n \geq N_{0}$ such that $w \in W_{n} ;$
(iii) for every $w \in W$ and $\alpha \in \operatorname{Clos}(\varphi)$, if $w: \alpha$ is the principal formula in an instance of $\mathrm{R} \rightarrow$ on $\pi_{0}$, then there are infinitely many instances of $\mathrm{R} \rightarrow$ on $\pi_{0}$ with principal formula $w: \alpha$.

Let $K \subseteq W^{\prime}$ be the collection of labels on $\pi_{0}$ which are not collapsed or pruned infinitely often on $\pi_{0}$. Note that $K \neq \varnothing$ because $w_{\mathscr{G}} \in K$ by Proposition 4.2.26. Hence, by (ii) and Lemma 4.2.33(i), for every $w \in K$ there is an $n_{w} \geq N_{0}$ such that $w \in \bigcap_{k \geq n_{w}} W_{k}$. Let then $N_{1} \geq N_{0}$ be such that:
(iv) $K \subseteq W_{k}$ for every $k \geq N_{1}$;
(v) no $w \in K$ collapses or is pruned on $\pi_{1}:=\left(u_{n}\right)_{n \geq N_{1}}$.

We may thus write $W_{n}=K \uplus F_{n}$ for every $n \geq N_{1}$, where $F_{n}:=W_{n} \backslash K$.
We claim that no $w \in K$ is the principal label in an instance of $\mathrm{R} \rightarrow$ on $\pi_{1}$. Indeed, suppose otherwise and let $n \geq N_{1}$ be such that $u_{n}$ is labelled by the conclusion of an instance of $\mathrm{R} \rightarrow$ with principal formula $w: \alpha \rightarrow \beta$ for some $w \in K$. Let $w^{\prime}$ be the active name introduced at $u_{n}$, so that we have $w \preccurlyeq w^{\prime} \in \Omega_{n+1}$, $w^{\prime}: \alpha \in \Gamma_{n+1}$, and $w^{\prime}: \beta \in \Delta_{n+1}$. By (iii), there is an $m>n$ such that rule $\mathrm{R} \rightarrow$ is also applied at $u_{m}$ with principal formula $w: \alpha \rightarrow \beta$. Let $s:=s_{u_{n+1}}^{u_{m}}$. By (i) and Lemma 4.2.33, $s(w) \preccurlyeq s\left(w^{\prime}\right) \in \Omega_{m}, s\left(w^{\prime}\right): \alpha \in \Gamma_{m}$, and $s\left(w^{\prime}\right): \beta \in \Delta_{m}$. But $s(w)=w$ because $w \in K$ and thus $w: \alpha \rightarrow \beta$ is right-broken in $\Omega_{m} \dashv \Gamma_{m} \Rightarrow \Delta_{m}$, whence by Definition 4.2.24(l) we have a contradiction.

It then follows that for every $w \in K$ there is some $m_{w} \geq N_{1}$ such that $w$ is not the root of any pruning on $\left(u_{n}\right)_{n \geq m_{w}}$. Suppose otherwise, and let $w \in K$ be such that there are infinitely many $n \geq N_{1}$, say $n_{0}<n_{1}<\cdots$, such that $u_{n}$ is pruning with pruning root $w$. Since rule $\mathrm{R} \rightarrow$ is never applied on $\pi_{1}$ with principal name $w$, we have $c_{u_{n}}(w) \geq c_{u_{n+1}}(w)$ for every $n \geq N_{1}$. Moreover, $c_{u_{n_{i}}}(w)>c_{u_{n_{i+1}}}(w)$ for every $i<\omega$. We have thus built an infinite descending chain of natural numbers $\left(c_{u_{n_{i}}}(w)\right)_{i<\omega}$.

Therefore, let $N_{2} \geq N_{1}$ be such that:
(vi) no $w \in K$ is the root of a pruning on $\pi_{2}:=\left(u_{n}\right)_{n \geq N_{2}}$.

By assumption, $\mathrm{R} \rightarrow$ is applied infinitely often on $\pi_{2}$. Let then $n>N_{2}$ be such that $u_{n}$ is labelled with the premise of an instance of $\mathrm{R} \rightarrow$, say with active label $w^{\prime}$. Then, $w^{\prime} \notin K$, so $w^{\prime} \in F_{n}$. By Proposition 4.2.26, $\Omega_{n}$ is tree-like and has root $w_{\mathscr{G}} \in K$, so there are $w_{n}^{K} \in K \cap W_{n}$ and $w_{n}^{F} \in F_{n}$ such that $w_{n}^{K}<_{u_{n}}^{0} w_{n}^{F}$. Since $W$ is finite, there are $w^{K} \in K$ and $w^{F} \in W^{\prime} \backslash K$ such that for infinitely many $n \geq N_{2}$ we have $w^{F} \in F_{n}$ and $w^{K}<_{u_{n}}^{0} w^{F}$.

To finish the proof, we inductively build pairs $\left(I_{n}, i_{n}\right) \in 2^{\varphi^{\rightarrow}} \times \omega$, where $\varphi^{\rightarrow}$ denotes the collection of all implications in $\operatorname{Clos}(\varphi)$, such that the following hold for every $n<\omega$ :
(1) $I_{n} \subsetneq I_{n+1}$;
(2) $i_{n}<i_{n+1}$;
(3) $i_{0} \geq N_{2}$;
(4) $w^{F} \in F_{i_{n}}$ and $w^{K}<_{u_{i n}}^{0} w^{F}$;
(5) for every $\alpha \rightarrow \beta \in I_{n}$, we have $w^{K}: \alpha \in \Gamma_{i_{n}}$ and $w^{K}: \beta \in \Delta_{i_{n}}$.

Let $i_{0} \geq N_{2}$ be such that $w^{F} \in F_{i_{0}}$ and $w^{K}<_{u_{i_{0}}}^{0} w^{F}$, and let $I_{0}:=\varnothing$. Assume that $\left(I_{n}, i_{n}\right)$ has been defined. Since $w^{F} \notin K$, there is some $j \geq i_{n}$ such that $w^{F}$ is collapsed or pruned at $u_{j}$ and such that for every $l=i_{n}, \ldots, j$ we have $w^{F} \in W_{l}$ and $w^{K}<_{W_{l}}^{0} w^{F}$. By (vi), $w^{F}$ cannot be pruned at $u_{j}$ and hence it is collapsed. In particular, $w^{F} \notin W_{j+1}$. By the definition of $w^{K}$ and $w^{F}$, there is some $m>j+1$ such that $w^{F} \in F_{m}$ and $w^{K}<_{u_{m}}^{0} w^{F}$. Since $w^{K}$ cannot be the principal name in an instance of $\mathrm{R} \rightarrow$ on $\pi_{2}$, there is some $m_{1}>j+1$ such that:
(a) rule $\mathrm{R} \rightarrow$ is applied at $u_{m_{1}}$ with active name $w^{F}$ and principal formula $w$ : $\gamma \rightarrow \delta$ for some $w \neq w^{K}$ satisfying $w^{K} \preccurlyeq w \in \Omega_{m_{1}}$;
(b) there is an $m_{2}>m_{1}$ such that $w^{F} \in F_{m_{2}}$ and $w^{K}<_{u_{m_{2}}}^{0} w^{F}$, and such that $w^{F}$ is not collapsed or pruned at $u_{l}$ for any $m_{1} \leq l<m_{2}$.

Thus, $w^{F}: \gamma \in \Gamma_{m_{2}}$ and $w^{F}: \gamma \in \Delta_{m_{2}}$. As before, since $w^{F} \notin K$ there is some $m_{3} \geq m_{2}$ such that $w^{F}$ collapses at $u_{m_{3}}$ and such that for every $l=m_{2}, \ldots, m_{3}$ we have $w^{F} \in F_{l}$ and $w^{K}<_{u_{l}}^{0} w^{F}$. We then let $i_{n+1}:=m_{3}$ and $I_{n+1}:=I_{n} \cup\{\gamma \rightarrow \delta\}$. Observe that, since $w^{F}$ collapses down to $w^{K}$ at $u_{m_{3}}$, we have $w^{K}: \gamma \in \Gamma_{m_{3}}$ and $w^{K}: \delta \in \Delta_{m_{3}}$. And, by the inductive hypothesis and Lemma 4.2.33, for every $\alpha \rightarrow \beta \in I_{n}$ we have $w^{K}: \alpha \in \Gamma_{m_{3}}$ and $w^{K}: \beta \in \Delta_{m_{3}}$. It only remains to see that $\gamma \rightarrow \delta \notin I_{n}$. Suppose otherwise. Then, by the inductive hypothesis we have $w^{K}: \gamma \in \Gamma_{i_{n}}$ and $w^{K}: \delta \in \Delta_{i_{n}}$, so by Lemma 4.2.33 we also have $w^{K}: \gamma \in \Gamma_{m_{1}}$ and $w^{K}: \delta \in \Delta_{m_{1}}$. By the priority given to Lm and $\mathrm{R} \rightarrow^{-}$in Definition 4.2.24,
then, $w: \gamma \in \Gamma_{m_{1}}$ and $w: \delta \in \Delta_{m_{1}}$, whence $w: \delta \rightarrow \gamma$ is right-broken in the label of $u_{m_{1}}$ and thus rule $\mathrm{R} \rightarrow$ cannot be applied at $u_{m_{1}}$ with principal formula $w: \gamma \rightarrow \delta$, contradiction. Hence, $I_{n} \subsetneq I_{n+1}$.

Item (1) contradicts the finitude of $\mathrm{Clos}(\varphi)$.
4.2.40. Lemma. Every infinite branch of $\mathcal{T}$ contains infinitely many vertices whose labels have saturated controls.

Proof. By definition, either rule refl or trans is applied at any non-axiomatic vertex $u \in T$ with unsaturated control. And, clearly, finitely many applications of refl and trans suffice to saturate any control.

We get to the final result of this section, finally establishing that proof-search traverses the entire temporal dimension:
4.2.41. Proposition. Every infinite branch of $\mathcal{T}$ contains infinitely many modal vertices.

Proof. Let $\pi=\left(u_{n}\right)_{n<\omega}$ be an infinite branch of $\mathcal{T}$. For every $n<\omega$, let $S_{n}=$ $\Omega_{n} \dashv \Gamma_{n} \Rightarrow \Delta_{n}$ be the label of $u_{n}$ and $W_{n}:=W_{\Omega_{n}}$

Towards a contradiction, assume that $\pi$ contains only finitely many modal vertices. Then, by Lemmas 4.2.39 and 4.2.40 there is an $N_{0}<\omega$ such that rules X and $\mathrm{R} \rightarrow$ are not applied anywhere on $\pi_{0}:=\left(u_{n}\right)_{n \geq N_{0}}$ and such that $\Omega_{N_{0}}$ is saturated. Note that rules refl and trans are not applied anywhere on $\pi_{0}$ because any rule other than $\mathrm{R} \rightarrow$ whose conclusion has saturated control is such that all of its premises have saturated controls. And, since the only rule which, when read bottom-up, creates new world labels is $\mathrm{R} \rightarrow$, it follows that $W_{n} \subseteq W_{N_{0}}$ for every $n \geq N_{0}$.

Given that the premise of an instance of coll or prun in a proof-search tree has strictly smaller size than the conclusion and that X is the only rule that may be applied to the sequent $w_{\mathscr{G}} \preccurlyeq w_{\mathscr{G}} \dashv \varnothing \Rightarrow \varnothing$, there is an $N_{1} \geq N_{0}$ such that rules coll or prun are never applied on $\pi_{1}:=\left(u_{n}\right)_{n \geq N_{1}}$.

We claim that rules $\mathrm{Lm}, \mathrm{Rm}$ and $\mathrm{R} \rightarrow^{-}$are only applied finitely often on $\pi_{1}$.
Suppose that rule Lm is applied infinitely often on $\pi_{1}$. Since $W_{N_{0}}$ and $\operatorname{Clos}(\varphi)$ are both finite, there is a label $w \in W_{N_{0}}$ and a labelled formula $w^{\prime}: \alpha$ such that infinitely many instances of Lm on $\pi_{1}$ have $w: \alpha$ as principal formula and $w^{\prime}: \alpha$ as an active formula. Let $N_{1} \leq n<m$ be such that $u_{n}$ and $u_{m}$ are each labelled by conclusions of any such instances of Lm, and let $s:=s_{u_{n+1}}^{u_{m}}$. We then have $w \preccurlyeq w^{\prime} \in \Omega_{n+1}$ and $w^{\prime}: \alpha \in \Gamma_{n+1}$, so by Lemma 4.2.33 we get $s(w) \preccurlyeq s\left(w^{\prime}\right) \in \Omega_{m}$ and $s\left(w^{\prime}\right): \alpha \in \Gamma_{m}$. Since $w$ and $w^{\prime}$ are never collapsed or pruned on $\pi_{1}, s(w)=w$ and $s\left(w^{\prime}\right)=w^{\prime}$, whence by definition rule Lm cannot be applied at $u_{m}$ with principal formula $w: \alpha$ and active formula $w^{\prime}: \alpha$.

The prove that Rm is not applied infinitely often on $\pi_{1}$ is analogous.
Finally, suppose that rule $\mathrm{R} \rightarrow^{-}$is applied infinitely often on $\pi_{1}$. Since $W_{N_{0}}$ and $\operatorname{Clos}(\varphi)$ are both finite, there is a label $w \in W_{N_{0}}$ and a labelled formula $w: \alpha \rightarrow \beta$ such that infinitely many instances of $\mathrm{R} \rightarrow^{-}$on $\pi_{1}$ have $w: \alpha \rightarrow \beta$ as principal formula. Let $N_{1} \leq n<m$ be such that $u_{n}$ and $u_{m}$ are each labelled by conclusions of any such instances of $\mathrm{R} \rightarrow^{-}$, and let $s:=s_{u_{n+1}}^{u_{m}}$. We then have $w: \beta \in \Delta_{n+1}$, so by Lemma 4.2.33 we get $s(w): \beta \in \Delta_{m}$. Since $w$ is never collapsed or pruned on $\pi_{1}, s(w)=w$ and thus by definition rule $\mathrm{R} \rightarrow^{-}$cannot be applied at $u_{m}$ with principal formula $w: \alpha \rightarrow \beta$.

Let then $N_{2} \geq N_{1}$ be such that rules $\mathrm{Lm}, \mathrm{Rm}$ and $\mathrm{R} \rightarrow^{-}$are never applied on $\pi_{2}:=\left(u_{n}\right)_{n \geq N_{2}}$. For every $n \geq N_{2}$ and every $w \in W_{n}$, let

$$
g_{n}(w):=\sum\left\{\langle\alpha\rangle \mid w: \alpha \text { is unbroken in } S_{n}\right\} .
$$

Let $g_{n}:=\sum\left\{g_{n}(w) \mid w \in W_{n}\right\}$.
No structural rule is ever applied on $\pi_{2}$ and, moreover, $g_{n+1}<g_{n}$ if any nonstructural rule other than $X$ and $R \rightarrow^{-}$is applied at $u_{n}$. Since rules $X$ and $R \rightarrow^{-}$ are not applied anywhere on $\pi_{2}$, we have thus built an infinite descending chain of natural numbers $\left(g_{n}\right)_{n \geq N_{2}}$.

## ${ }_{i L T} L_{\infty}$ refutations

In this section we show how to build a countermodel of $\varphi$ from any proof-search tree for $\varphi$ containing a 'bad' branch.

A branch $\pi$ of a proof-search tree is called good if either $\pi$ is finite, or $\pi$ is infinite and contains a good infinite trace. Otherwise, $\pi$ is said to be bad.
4.2.42. DEFINITION ( $\mathrm{iLTL}_{\infty}$ refutation). An $i L T L_{\infty}$ refutation of a formula $\varphi$ is a bad branch of an $\mathrm{iLTL}_{\infty}$ proof-search tree for $\varphi$.
4.2.43. Observation. Every $\mathrm{iLT}_{\infty}$ refutation is infinite because, by definition, finite branches of $\mathrm{iLTL}_{\infty}$ proof-search trees end at axiomatic leaves.

Every proof-search tree which fails to be a proof contains a refutation:
4.2.44. Proposition. Let $\mathcal{T}$ be an $\mathrm{iLTL}_{\infty}$ proof-search tree for a formula $\varphi$. If $\mathcal{T}$ is not an $\mathrm{iLTL}_{\infty}$ proof of $\varphi$, then there is a branch of $\mathcal{T}$ which is an $\mathrm{iLT}_{\infty}$ refutation of $\varphi$.

Proof. By definition, all finite branches of $\mathcal{T}$ end at axiomatic leaves. So, since $\mathcal{T}$ is not a proof, there is some infinite branch $\pi$ of $\mathcal{T}$ such that there is no good trace on $\varphi$. Hence, $\pi$ is an $\mathrm{iLTL}_{\infty}$ refutation of $\varphi$.

The term refutation, which we borrow from [102], is justified by Proposition 4.2.59 and Corollary 4.2.62 below.

For the rest of this section we fix an arbitrary $\mathrm{iLTL}_{\infty}$ refutation $\mathcal{R}=\left(R, \leq_{R}\right)$. Let $u^{+}$denote, for every vertex $u \in R$, the unique immediate $<_{R^{-}}$successor of $u$ in $R$. For every $u \in R$, let $S_{u}=\Omega_{u} \dashv \Gamma_{u} \Rightarrow \Delta_{u}$ be the label of $u$, and let $W_{u}:=W_{\Omega_{u}}$ and $\leq_{u}:=\leq_{\Omega_{u}}$.

From $\mathcal{R}$ we build a model $\mathcal{M}_{\mathcal{R}}=\left(W_{\mathcal{R}}, \leq_{\mathcal{R}}, S_{\mathcal{R}}, V_{\mathcal{R}}\right)$ as follows. The construction is more complicated than in the classical case due to its holographic nature: we are to build a two-dimensional structure from a one-dimensional branch of a proofsearch tree.

Define a binary relation $\sim_{\mathcal{R}}$ on $R$ by setting $u \sim_{\mathcal{R}} v$ if, and only if, there is no modal vertex in $[u, v)_{\mathcal{R}} \cup[v, u)_{\mathcal{R}}$. It is straightforward to see that $\sim_{\mathcal{R}}$ is an equivalence relation. A (temporal) stratum is a $\sim_{\mathcal{R}}$-equivalence class. This terminology, which we borrow from [10], is justified by the fact that each stratum will give rise to a 'temporal stage' in $\mathcal{M}_{\mathcal{R}}$. By Proposition 4.2.41, there are infinitely many instances of $X$ in $\mathcal{R}$ and thus every stratum is finite. For every $u \in R$, we let $C_{u}:=[u]_{\mathcal{R}_{\mathcal{R}}}$ be the unique stratum containing $u$. Since $\left(R, \leq_{R}\right)$ is a linear order, each stratum $C$ is a finite sequence of vertices $u_{C, 0}, \ldots, u_{C, n_{C}}$ such that $u_{C, i+1}=u_{C, i}^{+}$for every $i<n_{C}$. The first and last vertices of a stratum $C$ are denoted by fst $(C)$ and $\operatorname{Ist}(C)$, respectively. For every stratum $C$, we let $C^{+}:=C_{\mathrm{lst}(C)^{+}}$be the (unique) stratum whose first vertex is the immediate successor of the last vertex in $C$. The collection of all strata is denoted by $\mathcal{C}_{\mathcal{R}}$.

For every vertex $u \in R$, we define the denotation function $d_{u}: W_{u} \rightarrow W_{\operatorname{stt}\left(C_{u}\right)}$ by setting $d_{u}:=s_{u}^{\operatorname{lst}\left(C_{u}\right)}$. Observe that, if $u$ is a pruning vertex, then $d_{u}(w)=$ $d_{u^{+}}\left(p_{u}(w)\right)$ for every $w \in W_{u}$. World labels $w, w^{\prime} \in W_{u}$ such that $d_{u}(w)=d_{u}\left(w^{\prime}\right)$ will have the same denotation in the intuitionistic propositional frame corresponding to $C_{u}$.

As an immediate consequence of Lemma 4.2.33, we have:
4.2.45. Lemma. Let $C$ be a stratum and $u \in C$. The following hold:
(i) If $w \preccurlyeq w^{\prime} \in \Omega_{u}$, then $d_{u}(w) \preccurlyeq d_{u}\left(w^{\prime}\right) \in \Omega_{\mid \operatorname{st}\left(C_{u}\right)}$.
(ii) If $w: \alpha \in \Gamma_{u}$, then $d_{u}(w): \alpha \in \Gamma_{\operatorname{lst}(C)}$.
(iii) If $w: \alpha \in \Delta_{u}$, then $d_{u}(w): \alpha \in \Delta_{\operatorname{lst}(C)}$.

For every stratum $C$ we define the intuitionistic propositional model $\mathcal{M}_{C}=$ $\left(W_{C}, \leq_{C}, V_{C}\right)$ as follows. For every $w \in W_{\text {lst }(C)}$, let $t_{C, w}$ be a state in $W_{C}$. We let $t_{C, w} \leq_{C} t_{C, w^{\prime}}$ if, and only if, $w \preccurlyeq w^{\prime} \in \Omega_{\operatorname{lst}(C)}$. Since $\Omega_{\mathrm{lst}(C)}$ is reflexive and transitive, $\left(W_{C}, \leq_{C}\right)$ is an intuitionistic frame. And we let $p \in V_{C}\left(t_{C, w}\right)$ if, and only if, $w: p \in \Gamma_{\operatorname{lst}(C)}$. Note that, if $t_{C, w} \leq_{C} t_{C, w^{\prime}}$, then $V_{C}\left(t_{C, w}\right) \subseteq V_{C}\left(t_{C, w^{\prime}}\right)$ because $\Omega_{\mathrm{stt}(C)}$ is monotone. Hence, $\left(W_{C}, \leq_{C}, V_{C}\right)$ is indeed an intuitionistic model.

To simplify notation in the construction of $\mathcal{M}_{\mathcal{R}}$ below, we assume, without loss of generality, that $C \neq C^{\prime}$ implies $W_{C} \cap W_{C^{\prime}}=\varnothing$ for all strata $C, C^{\prime}$.

We are now ready to define the iLTL model $\mathcal{M}_{\mathcal{R}}=\left(W_{\mathcal{R}}, \leq_{\mathcal{R}}, S_{\mathcal{R}}, V_{\mathcal{R}}\right)$. We let $W_{\mathcal{R}}:=\bigcup_{C \in \mathcal{C}_{\mathcal{R}}} W_{C}$ be the (disjoint) union of all the $W_{C}$ for every stratum $C$. For every state $t \in W_{\mathcal{R}}$, say $t=t_{C, w}$, let $S_{\mathcal{R}}(t):=t_{C^{+}, d_{\mathrm{fst}\left(C^{+}\right)}(w)}$. Given that $w \in \Omega_{\mathrm{fst}\left(C^{+}\right)}$if $w \in \Omega_{\mathrm{st}(C)}$, the function $S_{\mathcal{R}}$ is well-defined. Finally, let $\leq_{\mathcal{R}}:=\bigcup_{C \in \mathcal{C}_{\mathcal{R}}} \leq_{C}$. Note that $t_{C, w} \leq_{\mathcal{R}} t_{C^{\prime}, w^{\prime}}$ implies $C=C^{\prime}$. It remains to define the valuation $V_{\mathcal{R}}: W_{\mathcal{R}} \rightarrow 2^{\text {Prop }}$. For every state $t_{C, w}$, let $V_{\mathcal{R}}\left(t_{C, w}\right):=V_{C}\left(t_{C, w}\right)$. Monotonicity of each $V_{C}$ implies that $V_{\mathcal{R}}$ is $\leq_{\mathcal{R}}$-monotone.
4.2.46. Proposition. The function $S_{\mathcal{R}}$ is confluent with respect to $\leq_{\mathcal{R}}$ : for all $t, t^{\prime} \in W_{\mathcal{R}}$, if $t \leq_{\mathcal{R}} t^{\prime}$, then $S_{\mathcal{R}}(t) \leq_{\mathcal{R}} S_{\mathcal{R}}\left(t^{\prime}\right)$.

Proof. Let $t, t^{\prime} \in W_{\mathcal{R}}$, say $t=t_{C, w}$ and $t^{\prime}=t_{C^{\prime}, w^{\prime}}$, be such that $t \leq_{\mathcal{R}} t^{\prime}$. Then, $C=C^{\prime}$ and, by the definition of $\leq_{\mathcal{R}}, t_{C, w} \leq_{C} t_{C, w^{\prime}}$, i.e., $w \preccurlyeq w^{\prime} \in$ $\Omega_{\mathrm{lst}(C)}$. By Lemma 4.2.33(i), we have $s_{\operatorname{lst}(C)}(w) \preccurlyeq s_{\operatorname{lst}(C)}\left(w^{\prime}\right) \in \Omega_{\mathrm{lst}(C)^{+}}$. So, since Ist $(C)$ is a modal vertex, $w \preccurlyeq w^{\prime} \in \Omega_{\mathrm{fst}\left(C^{+}\right)}$, whence by Lemma 4.2.45(i) we get $d_{\mathrm{fst}\left(C^{+}\right)}(w) \preccurlyeq d_{\mathrm{fst}\left(C^{+}\right)}\left(w^{\prime}\right) \in \Omega_{\mathrm{stt}\left(C^{+}\right)}$. Therefore, $t_{C^{+}, d_{\mathrm{fst}\left(C^{+}\right)}(w)} \leq_{C^{+}} t_{C^{+}, d_{\mathrm{fst}\left(C^{+}\right)}\left(w^{\prime}\right)}$ and thus $S_{\mathcal{R}}\left(t_{C, w}\right) \leq_{\mathcal{R}} S_{\mathcal{R}}\left(t_{C, w^{\prime}}\right)$.

Therefore, $\mathcal{M}_{\mathcal{R}}=\left(W_{\mathcal{R}}, \leq_{\mathcal{R}}, S_{\mathcal{R}}, V_{\mathcal{R}}\right)$ is indeed an iLTL model.
4.2.47. Example. Figure 4.8 depicts an $\mathrm{iLTL}_{\infty}$ refutation of the invalid formula $(\mathrm{X} p \rightarrow \mathbf{X} q) \rightarrow \mathbf{X}(p \rightarrow q)$. After finitely many steps, the sequent $w \preccurlyeq w \dashv \varnothing \Rightarrow \varnothing$ is reached and thus only rule $X$ is applied thereafter. The corresponding countermodel is depicted in Figure 4.9.
4.2.48. Example. Figure 4.10 depicts an $\mathrm{iLTL}_{\infty}$ refutation of the invalid formula $\mathrm{F}(\mathrm{X} p \rightarrow q)$. Note the use of rule prun to bound the width of the trees represented by the controls. The corresponding countermodel is depicted in Figure 4.11.

For any vertices $u, v \in R$ such that $u \leq_{R} v$, the modal distance from $u$ to $v$, denoted by $d_{\mathrm{X}}(u, v)$, is the number of modal vertices in $[u, v)_{\mathcal{R}}$.

For every vertex $u \in R$, we define the label valuation $\lambda_{u}: W_{u} \rightarrow W_{C_{u}}$ by setting $\lambda_{u}(w):=t_{C_{u}, d_{u}(w)}$. So, as we mentioned, $d_{u}(w)=d_{u}\left(w^{\prime}\right)$ implies $\lambda_{u}(w)=\lambda_{u}\left(w^{\prime}\right)$. The next lemma relates the functions $S_{\mathcal{R}}$ and $\lambda_{u}$ in the expected manner.
4.2.49. Lemma. Let $u \leq_{R} v$ and $n:=d_{\mathrm{X}}(u, v)$. Then, for every $w \in W_{u}$ we have $\lambda_{v}\left(s_{u}^{v}(w)\right)=S_{\mathcal{R}}^{n}\left(\lambda_{u}(w)\right)$.

Figure 4.8: An $\mathrm{iLTL}_{\infty}$ refutation of the formula $\alpha:=(\mathrm{X} p \rightarrow \mathrm{X} q) \rightarrow \mathrm{X}(p \rightarrow q)$. To improve readability, instances of refl, as well as many relations of the form $w \preccurlyeq w$, are omitted. See Figure 4.9 for the corresponding model.

Proof. By induction on $n$. If $n=0$, then $C_{u}=C_{v}$ and

$$
d_{u}(w)=s_{u}^{\operatorname{lst}\left(C_{u}\right)}(w)=\left(s_{v}^{\operatorname{lst}\left(C_{u}\right)} \circ s_{u}^{v}\right)(w)=\left(s_{v}^{\operatorname{lst}\left(C_{v}\right)} \circ s_{u}^{v}\right)(w)=d_{v}\left(s_{u}^{v}(w)\right),
$$

so

$$
\lambda_{v}\left(s_{u}^{v}(w)\right)=t_{C_{v}, d_{v}\left(s_{u}^{v}(w)\right)}=t_{C_{u}, d_{u}(w)}=\lambda_{u}(w) .
$$

For the inductive case, assume that the claim holds for $n$ and that $d_{\mathrm{X}}(u, v)=$ $n+1$. Then, there is a $u \leq_{R} v^{\prime} \leq_{R} v$ such that $d_{\mathbf{X}}\left(u, v^{\prime}\right)=n$ and $d_{\mathbf{X}}\left(v^{\prime}, v\right)=1$. Therefore:

$$
\begin{align*}
& S_{\mathcal{R}}^{n+1}\left(\lambda_{u}(w)\right)=S_{\mathcal{R}}\left[S_{\mathcal{R}}^{n}\left(\lambda_{u}(w)\right)\right] \\
& =S_{\mathcal{R}}\left(\lambda_{v^{\prime}}\left(S_{u}^{v^{\prime}}(w)\right)\right)  \tag{IH}\\
& =S_{\mathcal{R}}\left(t_{C_{v^{\prime}}, d_{v^{\prime}}\left(s_{u}^{s^{\prime}}(w)\right)}\right) \\
& =t_{C_{v^{\prime}}^{+}, d_{\text {fst }}\left(C_{v^{\prime}}^{+}\right)}\left(d_{v^{\prime}}\left(s_{u}^{s^{\prime}}(w)\right)\right) \\
& =t_{C_{v}, d_{\text {stt }}\left(C_{v}\right)}\left(d_{v^{\prime}}\left(s_{u}^{v^{\prime}}(w)\right)\right) \\
& =t_{C_{v}, d_{\text {stst }\left(C_{v}\right)}}\left(\operatorname{ssta}_{s_{u}}\left(C_{v^{\prime}}\right)(w)\right) \\
& =t_{C_{v}, d_{\mathrm{fst}\left(C_{v}\right)}\left(s_{u}^{\mathrm{ftt}\left(C_{v}\right)}(w)\right)} \\
& =t_{C_{v}, s_{u}^{1 \mathrm{st}\left(C_{v}\right)}(w)} \\
& =t_{C_{v}, d_{v}\left(s_{u}^{v}(w)\right)}
\end{align*}
$$



Figure 4.9: The model $\mathcal{M}$ built from the refutation depicted in Figure 4.8. The valuation is empty everywhere except at the state painted black, where $p$ and only $p$ holds. We have $\mathcal{M}, s \nVdash(X p \rightarrow X q) \rightarrow \mathrm{X}(p \rightarrow q)$.

$$
=\lambda_{v}\left(s_{u}^{v}(w)\right)
$$

(def. of $\lambda_{v}$ )
4.2.50. Corollary. $S_{\mathcal{R}}\left(\lambda_{u}(w)\right)=\lambda_{\text {fst }\left(C_{u}^{+}\right)}\left(d_{u}(w)\right)$.

A world label $w$ persists in a path $[u, v]_{\mathcal{R}}$ if there is no vertex $u^{\prime} \in[u, v)_{\mathcal{R}}$ such that $w$ collapses or is pruned at $u^{\prime}$. A label $w$ persists in a stratum $C$ if $w$ persists in $[\text { fst }(C), \operatorname{lst}(C)]_{\mathcal{R}}$.

The following ensures that every pending formula at the first vertex in a stratum is eventually broken down in the stratum.
4.2.51. Lemma. Let $C$ be a stratum. If a formula $w: \alpha$ is pending at $u:=\mathrm{fst}(C)$ and $w$ persists in $C$, then there is a vertex $v \in C$ such that $w: \alpha \triangleright_{u}^{v} w: \alpha$ and in which rule LU or RR is applied with principal formula $w: \alpha$.

Proof. By Definition 4.2.24, after finitely many applications of rules refl, trans, Lm and Rm we arrive at a vertex $u^{\prime} \geq_{R} u$ whose label is monotone and has saturated control. The premise of an instance of prun or coll has strictly lower complexity than the conclusion, so after finitely many applications of rules prun and coll we arrive at a vertex $u^{\prime \prime} \geq_{R} u^{\prime}$ such that:
(i) $W_{S_{u^{\prime \prime}}}$ is thin and low;
(ii) $\Omega_{u^{\prime \prime}}$ is saturated, by Lemma 4.2.28;
(iii) $S_{u^{\prime \prime}}$ is monotone, by Lemma 4.2.29.

Since $w$ persists in $\left[u, u^{\prime \prime}\right]_{\mathcal{R}} \subseteq C$, the formula $w: \alpha$ is still pending at $u^{\prime \prime}$. Hence, after finitely many instances of rules LU and RR with principal formulas some formulas other than $w: \alpha$ which are pending at $u^{\prime \prime}$, we arrive at a vertex $v \geq_{R} u^{\prime \prime}$

Figure 4.10: An $\mathrm{iLTL}_{\infty}$ refutation of the formula $\beta:=\mathrm{F} \gamma$, where $\gamma:=\mathrm{X} p \rightarrow q$. To improve readability, instances of refl, as well as many relations of the form $w \preccurlyeq w$, are omitted. The symbol ' $\dagger$ ' marks roots of identical subproofs. See Figure 4.11 for the corresponding model.
such that $\Omega_{v}=\Omega_{u^{\prime \prime}}$ and in which the $\leq_{i L T L}$-least pending formula is $w: \alpha$, whence rule LU or RR is applied at $v$ with principal formula $w: \alpha$. Finally, since $w: \alpha$ is a side formula at every vertex in $[u, v)_{\mathcal{R}}$, we have $w: \alpha \triangleright_{u}^{v} w: \alpha$.

The following three lemmas about X-, U- and R-formulas with persistent labels on a stratum are oriented towards proving Lemmas 4.2.55 to 4.2 .58 below.
4.2.52. Lemma. Let $u \in R$. If $w: \mathrm{X} \alpha \in \Gamma_{u} \cup \Delta_{u}$ and $w$ persists in $\left[u \text {, } \operatorname{lst}\left(C_{u}\right)\right]_{\mathcal{R}}$, then $w: \mathrm{X} \alpha \triangleright^{\operatorname{stt}\left(C_{u}\right)} w: \mathrm{X} \alpha$ and this trace is side-stable.

Proof. By Definition 4.2.24, X-formulas may only be principal at instances of prun, coll and X . And, by assumption, $w$ is not pruned or collapsed in $\left[u \text {, } \operatorname{lst}\left(C_{u}\right)\right]_{\mathcal{R}}$, so the formula $w: \mathrm{X} \alpha$ is a side formula at every vertex in $\left[u, \operatorname{lst}\left(C_{u}\right)\right)_{\mathcal{R}}$ and thus $w: \mathrm{X} \alpha \triangleright_{u}{ }^{\operatorname{st}\left(C_{u}\right)} w: \mathrm{X} \alpha$. This trace is clearly side-stable because no modal formula is ever principal when applying $\mathrm{L} \rightarrow$ or $\mathrm{R} \rightarrow$.
4.2.53. Lemma. Let $C$ be a stratum. If a formula $w: \alpha \mathbf{U} \beta$ is left-pending at fst $(C), w$ persists in $C$, and $w: \beta \notin \Gamma_{u}$ for any $u \in C$, then there is a trace $\tau$ on


Figure 4.11: The model $\mathcal{M}$ built from the refutation depicted in Figure 4.10. The valuation is empty everywhere except at the states painted black, where $p$ and only $p$ holds. We have $\mathcal{M}, s \nVdash \mathrm{~F}(\mathrm{X} p \rightarrow q)$.
$C$ of the form

$$
(w: \alpha \mathbf{U} \beta, 0) \hookleftarrow \cdots \bowtie(w: \alpha \mathbf{U} \beta, 0) \bowtie(w: \mathbf{X}(\alpha \mathbf{U} \beta), 0) \hookleftarrow \cdots \hookleftarrow(w: \mathbf{X}(\alpha \mathbf{U} \beta), 0)
$$

Proof. By Lemma 4.2.51, there is a $v \in C$ such that $w: \alpha \mathbf{U} \beta \triangleright_{\mathrm{fst}(C)}^{v} w: \alpha \mathbf{U} \beta$ and in which rule LU is applied with principal formula $w: \alpha \mathbf{U} \beta$. Since by assumption $w: \alpha \mathbf{U} \beta \not{ }_{v} w: \beta$, we have $w: \alpha \mathbf{U} \beta \triangleright_{v} \mathbf{X}(\alpha \mathbf{U} \beta)$, whence by Lemma 4.2.52 $w: \mathbf{X}(\alpha \mathbf{U} \beta) \bowtie_{v^{+}}^{\operatorname{st}(C)} \mathbf{X}(\alpha \mathbf{U} \beta)$.

Analogously:
4.2.54. Lemma. Let $C$ be a stratum. If a formula $w: \alpha \mathrm{R} \beta$ is right-pending at fst $(C), w$ persists in $C$, and $w: \beta \notin \Delta_{u}$ for any $u \in C$, then there is a trace $\tau$ on $C$ of the form

$$
(w: \alpha \mathbf{R} \beta, 1) \triangleright \cdots \bowtie(w: \alpha \mathbf{R} \beta, 1) \bowtie(w: \mathbf{X}(\alpha \mathbf{R} \beta), 1) \bowtie \cdots \triangleright(w: \mathbf{X}(\alpha \mathbf{R} \beta), 1) .
$$

The next lemma will be used to satisfy U-formulas occurring in antecedents of sequents when verifying the countermodel built from a refutation.
4.2.55. Lemma. For every vertex $u \in R$ and every $\cup$-formula $w: \alpha \cup \beta$, if $w$ : $\alpha \mathrm{U} \beta \in \Gamma_{u}$, then there is a $u \leq_{R} v$ such that:
(i) $d_{v}\left(s_{u}^{v}(w)\right): \beta \in \Gamma_{\text {lst }\left(C_{v}\right)}$;
(ii) for every $u \leq_{R} v^{\prime}$, if $\operatorname{Ist}\left(C_{v^{\prime}}\right)<_{R} \operatorname{lst}\left(C_{v}\right)$, then $d_{v^{\prime}}\left(s_{u}^{v^{\prime}}\right)(w): \alpha \in \Gamma_{\operatorname{lst}\left(C_{v^{\prime}}\right)}$ and $d_{v^{\prime}}\left(s_{u}^{v^{\prime}}\right)(w): \mathbf{X}(\alpha \mathbf{U}) \in \Gamma_{\operatorname{lst}\left(C_{v^{\prime}}\right)}$.

Proof. We begin by inductively constructing an infinite sequence $\left(u_{n}\right)_{n<\omega}$ of vertices in $[u, \rightarrow)_{\mathcal{R}}$ such that the following hold for every $n<\omega$, where $w_{n}:=s_{u}^{u_{n}}(w)$ :
(a) $u_{0}=u$;
(b) $w_{n}: \alpha \mathbf{U} \beta \in \Gamma_{u_{n}}$;
(c) if $u_{n}$ is modal and $w_{n}: \beta \in \Gamma_{u_{n}}$, then $u_{n+1}=u_{n}$;
(d) otherwise, $u_{n+1}=u_{n}^{+}$.

Let $u_{0}:=u$. Assume that $u_{n}$ has been defined. If $u_{n}$ is not modal, we let $u_{n+1}:=$ $u_{n}^{+}$. If $u_{n}$ is modal, then by (b) and saturation either $w_{n}: \beta \in \Gamma_{u_{n}}$ or $w_{n}: \alpha, w_{n}$ : $\mathrm{X}(\alpha \mathrm{U} \beta) \in \Gamma_{u_{n}}$. If the former holds, we let $u_{n+1}:=u_{n}$, and otherwise we let $u_{n+1}:=u_{n}^{+}$.

Towards a contradiction, assume that the sequence $\left(u_{n}\right)_{n<\omega}$ is not eventually constant. Then, moreover, by construction we have $u_{n+1} \neq u_{n}$ for every $n<\omega$. If $n<\omega$ is such that $u_{n}$ is modal, by (b), (c) and saturation, we have $w_{n}: \alpha, w_{n}$ : $\mathrm{X}(\alpha \mathrm{U} \beta) \in \Gamma_{u_{n}}$. For every $n<\omega$, let $C_{n}:=C_{u_{n}}$.

By Proposition 4.2.35, there is an $0<N<\omega$ such that $w_{i}=w_{j}$ for all $i, j \geq N$ and $C_{N-1} \neq C_{N}$ and $u_{N}=\mathrm{fst}\left(C_{N}\right)$. Let $w^{*}:=w_{N}$. By (b) and the fact that $u_{N}$ is labelled by the premise of an instance of X , the formula $w^{*}: \alpha \mathrm{U} \beta$ is left-pending at $u_{N}$.

We inductively build infinite sequences $\left(N_{i}\right)_{i<\omega}$ and $\left(\tau_{i}\right)_{i<\omega}$ of natural numbers and traces, respectively, such that the following hold for every $i<\omega$ :
(1) $N \leq N_{i}<N_{i+1}$;
(2) $u_{N_{i}}=\mathrm{fst}\left(C_{N_{i}}\right)$;
(3) $C_{N_{i+1}}=C_{N_{i}}^{+}$;
(4) $\tau_{i}$ is a trace on $C_{N_{i}}$ of the form $\left(w^{*}: \alpha \mathbf{U} \beta, 0\right) \bowtie \cdots \bowtie\left(w^{*}: \alpha \mathrm{U} \beta, 0\right) \triangleright\left(w^{*}:\right.$ $\mathbf{X}(\alpha \mathbf{U} \beta), 0) \triangleright \cdots$ • $\left(w^{*}: \mathbf{X}(\alpha \mathbf{U} \beta), 0\right)$.

Let $N_{0}:=N$, and let $\tau_{0}$ be the trace on $C_{N}$ starting from $w^{*}: \alpha \mathrm{U} \beta$ given by Lemma 4.2.53. For the inductive case, assume that $N_{i}$ and $\tau_{i}$ have been defined. Since $w^{*}: \mathbf{X}(\alpha \mathbf{\cup} \beta) \triangleright_{\operatorname{lst}\left(C_{N_{i}}\right)} w^{*}: \alpha \mathbf{\cup} \beta$, the formula $w^{*}: \alpha \mathbf{\cup} \beta$ is left-pending at fst $\left(C_{N_{i}}^{+}\right)$. Let then $N_{i+1}$ be such that $u_{N_{i+1}}=\mathrm{fst}\left(C_{N_{i}}^{+}\right)$, and let $\tau_{i+1}$ be the trace on $C_{N_{i+1}}$ starting from $w^{*}: \alpha \mathrm{U} \beta$ given by Lemma 4.2.53.

Since for every $i<\omega$ the trace $\tau_{i+1}$ is coherent with $\tau_{i}$, the infinite trace $\tau:=\tau_{0} \frown \tau_{1} \frown \tau_{2} \frown \cdots$ is a good left trace on $\left(u_{n}\right)_{n \geq N}$. This contradicts the fact that, by definition, refutations do not contain good infinite traces.

Therefore, the sequence $\left(u_{n}\right)_{n<\omega}$ must be eventually constant. By construction, then, there is a least $N<\omega$ such that $u_{N}$ is modal and $w_{N}: \beta \in \Gamma_{u_{N}}$. We claim that we may take $v:=u_{N}$ to satisfy (i) and (ii) above. That (i) holds is clear because $d_{v}\left(s_{u}^{v}(w)\right)=s_{u}^{\operatorname{lst}\left(C_{v}\right)}(w)=s_{u}^{v}(w)=w_{N}$. To see that (ii) is also the case, let $v^{\prime}$ be such that $u \leq_{R} v^{\prime}$ and Ist $\left(C_{v^{\prime}}\right)<_{R} \operatorname{lst}\left(C_{v}\right)=v$. Then, there is some $m<N$ such that $u_{m}=\operatorname{Ist}\left(C_{v^{\prime}}\right)$. Since $u_{m}$ is modal but $u_{m+1} \neq u_{m}$, by construction we
have $w_{m}: \beta \notin \Gamma_{u_{m}}$, so by saturation $w_{m}: \alpha, w_{m}: \mathbf{X}(\alpha \mathbf{U} \beta) \in \Gamma_{u_{m}}$. Given that $d_{v^{\prime}}\left(s_{u}^{v^{\prime}}\right)(w)=s_{u}^{\operatorname{lst}\left(C_{v^{\prime}}\right)}(w)=s_{u}^{u_{m}}(w)=w_{m}$, we are done.

Analogously, we can show:
4.2.56. Lemma. For every vertex $u \in R$ and every R-formula $w: \alpha \mathrm{R} \beta$, if $w$ : $\alpha \mathrm{R} \beta \in \Delta_{u}$, then there is $a u \leq_{R} v$ such that:
(i) $d_{v}\left(s_{u}^{v}(w)\right): \beta \in \Delta_{\operatorname{lst}\left(C_{v}\right)}$;
(ii) for every $u \leq_{R} v^{\prime}$, if $\operatorname{Ist}\left(C_{v^{\prime}}\right)<_{R} \operatorname{Ist}\left(C_{v}\right)$, then $d_{v^{\prime}}\left(s_{u}^{v^{\prime}}\right)(w): \alpha \in \Delta_{\operatorname{lst}\left(C_{v^{\prime}}\right)}$ and $d_{v^{\prime}}\left(s_{u}^{v^{\prime}}\right)(w): \mathbf{X}(\alpha \mathbf{U} \beta) \in \Delta_{\operatorname{lst}\left(C_{v^{\prime}}\right)}$.

The next lemma will be used to refute U-formulas occurring in succedents of sequents when verifying the countermodel built from a refutation.
4.2.57. Lemma. For every vertex $u \in R$ and every $\mathbf{U}$-formula $w: \alpha \mathbf{U} \beta$, if $w$ : $\alpha \mathrm{U} \beta \in \Delta_{u}$, then there is an infinite sequence $\left(u_{n}\right)_{n<\omega}$ of vertices in $[u, \rightarrow)_{\mathcal{R}}$ such that the following hold, where $w_{n}:=s_{u}^{u_{n}}(w)$ :
(i) $u_{0}=u$;
(ii) $w_{n}: \beta, w_{n}: \alpha \mathbf{U} \beta \in \Delta_{u_{n}}$;
(iii) if $u_{n}$ is modal and $w_{n}: \alpha \in \Delta_{u_{n}}$, then $u_{n+1}=u_{n}$;
(iv) otherwise, $u_{n+1}=u_{n}^{+}$.

Proof. We build the sequence $\left(u_{n}\right)_{n<\omega}$ inductively. Let $u_{0}:=\operatorname{Ist}\left(C_{u}\right)$. By Lemma 4.2.45 and saturation, we have $w_{0}: \beta, w_{0}: \alpha \mathbf{U} \beta \in \Delta_{u_{0}}$. For the inductive case, assume that $u_{n}$ has been defined. If $u_{n}$ is modal, then by (ii) and saturation either $w_{n}: \alpha, w_{n}: \beta \in \Delta_{u_{n}}$ or $w_{n}: \beta, w_{n}: \mathbf{X}(\alpha \mathbf{U} \beta) \in \Delta_{u_{n}}$. If the former holds, we let $u_{n+1}:=u_{n}$, and otherwise we let $u_{n+1}:=u_{n}^{+}$.

Analogously:
4.2.58. Lemma. For every vertex $u \in R$ and every $R$-formula $w: \alpha R \beta$, if $w$ : $\alpha \mathrm{R} \beta \in \Gamma_{u}$, then there is an infinite sequence $\left(u_{n}\right)_{n<\omega}$ of vertices in $[u, \rightarrow)_{\mathcal{R}}$ such that the following hold, where $w_{n}:=s_{u}^{u_{n}}(w)$ :
(i) $u_{0}=u$;
(ii) $w_{n}: \beta, w_{n}: \alpha \mathrm{R} \beta \in \Gamma_{u_{n}}$;
(iii) if $u_{n}$ is modal and $w_{n}: \alpha \in \Gamma_{u_{n}}$, then $u_{n+1}=u_{n}$;
(iv) otherwise, $u_{n+1}=u_{n}^{+}$.

Since the formula $\varphi$ and the refutation $\mathcal{R}$ that we fixed were arbitrary, we can now obtain:
4.2.59. Proposition. For every formula $\varphi$, if there is an $\mathrm{iLTL}_{\infty}$ refutation of $\varphi$, then $\varphi$ is not valid.

Proof. Let $\mathcal{R}=\left(R, \leq_{R}\right)$ be an $\operatorname{iLTL}_{\infty}$ refutation of $\varphi$ and, for every $u \in R$, let $\Omega_{u} \dashv \Gamma_{u} \Rightarrow \Delta_{u}$ be the label of $u$. By structural induction on $\chi$ we show that, for every formula $\chi$, every vertex $u \in R$ and every world label $w \in \Omega_{u}$, if $w: \chi \in \Gamma_{u}$ then $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash \chi$, and if $w: \chi \in \Delta_{u}$ then $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash \chi$. In particular, therefore, $\mathcal{M}_{\mathcal{R}}, \lambda_{r}\left(w_{\mathscr{G}}\right) \nvdash \varphi$, where $r$ is the root of $\mathcal{R}$ and $w_{\mathscr{G}} \in$ Worlds is the unique world label occurring in the sequent labelling $r$.

Case $\chi=\perp$. We cannot have $w: \perp \in \Gamma_{u}$ because refutations contain no axiomatic vertices. And the case $w: \perp \in \Delta_{u}$ is clear.

Case $\chi=p$. Assume that $w: p \in \Gamma_{u}$. By Lemma 4.2.45, $d_{u}(w): p \in \Gamma_{\operatorname{lst}\left(C_{u}\right)}$, so $p \in V_{\mathcal{R}}\left(t_{C_{u}, d_{u}(w)}\right)$ and thus $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash p$. Assume now that $w: p \in \Delta_{u}$. By Lemma 4.2.45, $d_{u}(w): p \in \Delta_{\operatorname{lst}\left(C_{u}\right)}$. Since refutations do not contain axiomatic vertices, $d_{u}(w): p \notin \Gamma_{\operatorname{lst}\left(C_{u}\right)}$ and thus $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash p$.

Case $\chi=\alpha \wedge \beta$. Assume that $w: \alpha \wedge \beta \in \Gamma_{u}$. By Lemma 4.2.45, $d_{u}(w): \alpha \wedge \beta \in$ $\Gamma_{\operatorname{lst}\left(C_{u}\right)}$, so by saturation $d_{u}(w): \alpha, d_{u}(w): \beta \in \Gamma_{\operatorname{lst}\left(C_{u}\right)}$. Hence, by the inductive hypothesis $\mathcal{M}_{\mathcal{R}}, \lambda_{\operatorname{st}\left(C_{u}\right)}\left(d_{u}(w)\right) \Vdash \chi$. Since $\lambda_{u}(w)=\lambda_{\operatorname{stt}\left(C_{u}\right)}\left(d_{u}(w)\right)$, we are done. Assume now that $w: \alpha \wedge \beta \in \Delta_{u}$. By Lemma 4.2.45, $d_{u}(w): \alpha \wedge \beta \in \Delta_{\operatorname{lst}\left(C_{u}\right)}$, so by saturation either $d_{u}(w): \alpha \in \Delta_{\operatorname{lst}\left(C_{u}\right)}$ or $d_{u}(w): \beta \in \Delta_{\operatorname{lst}\left(C_{u}\right)}$. Hence, by the inductive hypothesis $\mathcal{M}_{\mathcal{R}}, \lambda_{\operatorname{st}\left(C_{u}\right)}\left(d_{u}(w)\right) \Vdash \chi$ and we are done as before.

Case $\chi=\alpha \vee \beta$. Dually analogous to the previous case.
Case $\chi=\mathrm{X} \alpha$. Assume that $w: \mathrm{X} \alpha \in \Gamma_{u}$. By Lemma 4.2.45, we have $d_{u}(w): \mathbf{X} \alpha \in \Gamma_{\mathrm{lst}\left(C_{u}\right)}$, whence $d_{u}(w): \alpha \in \Gamma_{\mathrm{fst}\left(C_{u}^{+}\right)}$. By the inductive hypothesis, then, $\mathcal{M}_{\mathcal{R}}, \lambda_{\text {fst }\left(C_{u}^{+}\right)}\left(d_{u}(w)\right) \Vdash \alpha$. Since $S_{\mathcal{R}}\left(\lambda_{u}(w)\right)=\lambda_{\text {fst }\left(C_{u}^{+}\right)}\left(d_{u}(w)\right)$ by Corollary 4.2.50, we are done. Assume now that $w: \mathrm{X} \alpha \in \Delta_{u}$. By Lemma 4.2.45, we have $d_{u}(w): \mathrm{X} \alpha \in \Delta_{\operatorname{lst}\left(C_{u}\right)}$, whence $d_{u}(w): \alpha \in \Delta_{\text {fst }\left(C_{u}^{+}\right)}$. By the inductive hypothesis, $\mathcal{M}_{\mathcal{R}}, \lambda_{\mathrm{fst}\left(C_{u}^{+}\right)}\left(d_{u}(w)\right) \Vdash \alpha$ and we are done as before.

Case $\chi=\alpha \mathbf{U} \beta$. Assume $w: \alpha \mathbf{U} \beta \in \Gamma_{u}$. By Lemma 4.2.55, there is a $u \leq_{R} v$ such that:
(i) $d_{v}\left(s_{u}^{v}(w)\right): \beta \in \Gamma_{\text {lst }\left(C_{v}\right)}$;
(ii) for every $u \leq_{R} v^{\prime}$, if $\operatorname{Ist}\left(C_{v^{\prime}}\right)<_{R} \operatorname{Ist}\left(C_{v}\right)$, then $d_{v^{\prime}}\left(s_{u}^{v^{\prime}}\right)(w): \alpha \in \Gamma_{\operatorname{lst}\left(C_{v^{\prime}}\right)}$ and $d_{v^{\prime}}\left(s_{u}^{v^{\prime}}\right)(w): \mathbf{X}(\alpha \mathbf{U} \beta) \in \Gamma_{\operatorname{lst}\left(C_{v^{\prime}}\right)}$.

By the inductive hypothesis, $\mathcal{M}_{\mathcal{R}}, \lambda_{\operatorname{lst}\left(C_{v}\right)}\left(s_{u}^{\operatorname{lst}\left(C_{v}\right)}(w)\right) \Vdash \beta$. Let $n:=d_{\mathrm{x}}\left(u\right.$, $\left.\operatorname{lst}\left(C_{v}\right)\right)$. By Lemma 4.2.49, $\mathcal{M}_{\mathcal{R}}, S_{\mathcal{R}}^{n}\left(\lambda_{u}(w)\right) \Vdash \beta$. Let $m<n$. Let $u \leq_{R} v^{\prime}$ be such that
$d_{\mathrm{X}}\left(u, v^{\prime}\right)=m$. Then, $\operatorname{Ist}\left(C_{v^{\prime}}\right)<_{R} \operatorname{lst}\left(C_{v}\right)$, so we have $s_{u}^{\operatorname{stt}\left(C_{v^{\prime}}\right)}(w): \alpha \in \Gamma_{\operatorname{lst}\left(C_{v^{\prime}}\right)}$. By the inductive hypothesis, then, $\mathcal{M}_{\mathcal{R}}, \lambda_{\operatorname{stt}\left(C_{v^{\prime}}\right)}\left(s_{u}^{\operatorname{lst}\left(C_{v^{\prime}}\right)}(w)\right) \Vdash \alpha$. By Lemma 4.2.49, $\lambda_{\operatorname{lst}\left(C_{v^{\prime}}\right)}\left(s_{u}^{\operatorname{lst}\left(C_{v^{\prime}}\right)}(w)\right)=S_{\mathcal{R}}^{m}\left(\lambda_{u}(w)\right)$, so $\mathcal{M}_{\mathcal{R}}, S_{\mathcal{R}}^{m}\left(\lambda_{u}(w)\right) \Vdash \alpha$. This establishes that $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash \alpha \mathrm{U} \beta$.

Assume now that $w: \alpha \mathrm{U} \beta \in \Delta_{u}$. By Lemma 4.2.57, there is an infinite sequence $\left(u_{n}\right)_{n<\omega}$ of vertices in $[u, \rightarrow)_{\mathcal{R}}$ such that the following hold, where $w_{n}:=$ $s_{u}^{u_{n}}(w)$ :
(i) $u_{0}=u$;
(ii) $w_{n}: \beta, w_{n}: \alpha \mathbf{U} \beta \in \Delta_{u_{n}}$;
(iii) if $u_{n}$ is modal and $w_{n}: \alpha \in \Delta_{u_{n}}$, then $u_{n+1}=u_{n}$;
(iv) otherwise, $u_{n+1}=u_{n}^{+}$.

Suppose first that the sequence $\left(u_{n}\right)_{n<\omega}$ is not eventually constant, and let $k<\omega$. Let $u \leq_{R} v$ be such that $d_{\mathrm{X}}(u, v)=k$. Then, $s_{u}^{v}(w): \beta \in \Delta_{v}$, so by the inductive hypothesis $\mathcal{M}_{\mathcal{R}}, \lambda_{v}\left(s_{u}^{v}(w)\right) \nVdash \beta$. By Lemma 4.2.49, $\lambda_{v}\left(s_{u}^{v}(w)\right)=S_{\mathcal{R}}^{k}\left(\lambda_{u}(w)\right)$. So $\mathcal{M}_{\mathcal{R}}, S_{\mathcal{R}}^{k}\left(\lambda_{u}(w)\right) \Vdash \beta$ for every $k<\omega$, whence $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash \alpha \mathrm{U} \beta$.

Suppose now that the sequence $\left(u_{n}\right)_{n<\omega}$ is eventually constant, and let $N<\omega$ be least such that $u_{N}=u_{N+1}$. So $w_{N}: \alpha, w_{N}: \beta \in \Delta_{u_{N}}$. By the inductive hypothesis, then, $\mathcal{M}_{\mathcal{R}}, \lambda_{u_{N}}\left(s_{u}^{u_{N}}(w)\right) \Vdash \alpha$ and $\mathcal{M}_{\mathcal{R}}, \lambda_{u_{n}}\left(s_{u}^{u_{n}}(w)\right) \Vdash \beta$ for every $n \leq N$. Let $k:=d_{\mathrm{X}}\left(u, u_{N}\right)$. By Lemma 4.2.49, $\lambda_{u_{N}}\left(s_{u}^{u_{N}}(w)\right)=\mathcal{S}_{\mathcal{R}}^{k}\left(\lambda_{u}(w)\right)$, so $\mathcal{M}_{\mathcal{R}}, \mathcal{S}_{\mathcal{R}}^{k}\left(\lambda_{u}(w)\right) \Vdash \alpha$ and $\mathcal{M}_{\mathcal{R}}, \mathcal{S}_{\mathcal{R}}^{k}\left(\lambda_{u}(w)\right) \Vdash \beta$. Let $j<k$, and let $n<N$ be such that $d_{\mathbf{X}}\left(u, u_{n}\right)=j$. By Lemma 4.2.49, $\lambda_{u_{n}}\left(s_{u}^{u_{n}}(w)\right)=S_{\mathcal{R}}^{j}\left(\lambda_{u}(w)\right)$, so $\mathcal{M}_{\mathcal{R}}, S_{\mathcal{R}}^{j}\left(\lambda_{u}(w)\right) \Vdash \beta$. This shows that $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash \alpha \cup \beta$.

Case $\chi=\alpha \mathrm{R} \beta$. Dually analogous to the previous case, using Lemmas 4.2.56 and 4.2.58 in place of Lemmas 4.2.55 and 4.2.57, respectively.

Case $\chi=\alpha \rightarrow \beta$. Assume that $w: \alpha \rightarrow \beta \in \Gamma_{u}$. Let $t=t_{C^{\prime}, w^{\prime}}$ be such that $\lambda_{u}(w) \leq_{\mathcal{R}} t$, i.e., $t_{C_{u}, d_{u}(w)} \leq_{\mathcal{R}} t_{C^{\prime}, w^{\prime} .}{ }^{2}$ Then, $C^{\prime}=C_{u}$ and $d_{u}(w) \preccurlyeq w^{\prime} \in \Omega_{\operatorname{stt}\left(C_{u}\right)}$. By Lemma 4.2.45, d d $d_{u}(w): \alpha \rightarrow \beta \in \Gamma_{\operatorname{lst}\left(C_{u}\right)}$. By monotonicity, $w^{\prime}: \alpha \rightarrow \beta \in$ $\Gamma_{\operatorname{lst}\left(C_{u}\right)}$. By saturation, either $w^{\prime}: \alpha \in \Delta_{\operatorname{lst}\left(C_{u}\right)}$ or $w^{\prime}: \beta \in \Gamma_{\operatorname{lst}\left(C_{u}\right)}$. By the inductive hypothesis, then, either $\mathcal{M}_{\mathcal{R}}, \lambda_{\operatorname{lst}\left(C_{u}\right)}\left(w^{\prime}\right) \Vdash \alpha$ or $\mathcal{M}_{\mathcal{R}}, \lambda_{\operatorname{lst}\left(C_{u}\right)}\left(w^{\prime}\right) \Vdash \beta$. Since $\lambda_{\operatorname{lst}\left(C_{u}\right)}\left(w^{\prime}\right)=t_{C_{\operatorname{lst}\left(C_{u}\right), d_{\operatorname{stt}\left(C_{u}\right)}\left(w^{\prime}\right)}=t_{C_{u}, w^{\prime}}=t_{C^{\prime}, w^{\prime}}=t \text { and } t \text { was an arbitrary }}$ intuitionistic successor of $\lambda_{u}(w)$, we have established $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash \alpha \rightarrow \beta$.

Assume now that $w: \alpha \rightarrow \beta \in \Delta_{u}$. By Lemma 4.2.45, $d_{u}(w): \alpha \rightarrow \beta \in$ $\Delta_{\text {lst }\left(C_{u}\right)}$, so by saturation there is a $w^{\prime}$ such that $d_{u}(w) \preccurlyeq w^{\prime} \in \Omega_{\mid \operatorname{stt}\left(C_{u}\right)}, w^{\prime}: \alpha \in$ $\Gamma_{\text {lst }\left(C_{u}\right)}$ and $w^{\prime}: \beta \in \Delta_{\operatorname{lst}\left(C_{u}\right)}$. By the inductive hypothesis, $\mathcal{M}_{\mathcal{R}}, \lambda_{\mathrm{lst}\left(C_{u}\right)}\left(w^{\prime}\right) \Vdash \alpha$ and $\mathcal{M}_{\mathcal{R}}, \lambda_{\operatorname{lst}\left(C_{u}\right)}\left(w^{\prime}\right) \Vdash \beta$. Since

$$
\lambda_{u}(w)=t_{C_{u}, d_{u}(w)} \leq_{\mathcal{R}} t_{C_{u}, w^{\prime}}=t_{C_{\operatorname{lst}\left(C_{u}\right)}, d_{\operatorname{lst}\left(C_{u}\right)}\left(w^{\prime}\right)}=\lambda_{\operatorname{lst}\left(C_{u}\right)}\left(w^{\prime}\right),
$$

[^32]we have shown that $\mathcal{M}_{\mathcal{R}}, \lambda_{u}(w) \Vdash \alpha \rightarrow \beta$.
As the formula $\varphi$, the proof-search $\mathscr{G}$ and the proof-search tree $\mathcal{T}$ were arbitrary, we have established the following:
4.2.60. Corollary. Let $\varphi$ be a valid formula. Then, for any proof-search guide $\mathscr{G}$, every proof-search tree for $\varphi$ guided by $\mathscr{G}$ is an $\mathrm{iLTL}_{\infty}$ proof of $\varphi$.

Proof. Suppose that there is an $\mathrm{LLT}_{\infty}$ proof-search tree $\mathcal{T}$ for $\varphi$ guided by $\mathscr{G}$ which is not an $\mathrm{iLTL}_{\infty}$ proof of $\varphi$. By Proposition 4.2.44, there is a branch of $\mathcal{T}$ which is an iLTL $\infty_{\infty}$ refutation of $\varphi$, contradicting, by Proposition 4.2.59, the validity of $\varphi$.

As an immediate consequence of Proposition 4.2.30 and Corollary 4.2.60, we get:
4.2.61. Corollary (Completeness of $\mathrm{iLTL}_{\infty}$ ). For every formula $\varphi$, if $\mathrm{iLTL} \models \varphi$, then $\mathrm{iLTL}_{\infty} \vdash \varphi$.

Moreover, we can now fully justify the use of the term 'refutation':
4.2.62. Corollary. For every formula $\varphi$, there exists an iLTL refutation of $\varphi$ if, and only if, $\varphi$ is not valid.

Proof. The left-to-right implication is Proposition 4.2.59. For the converse, assume that $\varphi$ is not valid and let $\mathcal{T}$ be any proof-search tree for $\varphi$ (at least one exists by Proposition 4.2.30). By Proposition 4.2.19, $\mathcal{T}$ is not an $\mathrm{iLTL}_{\infty}$ proof of $\varphi$, whence by Proposition 4.2.44 there is a branch of $\mathcal{T}$ which is a refutation of $\varphi$.

### 4.3 Regular ill-founded proofs

As we did for CTL*, before introducing the cyclic system for iLTL we discuss regular ill-founded proofs, which will serve as an intermediary between the cyclic system and the ill-founded one when proving the soundness of the former.

Even though $\mathrm{iLTL}_{\infty}$ proof-search trees are in general infinite, by Proposition 4.2.38 they only contain finitely many pairwise different sequents. It stands to reason, then, that proofs obtained via $\mathrm{iLTL}_{\infty}$ proof-search should admit at least a partially finitary presentation. We now formalise this idea. The question of whether the correctness condition imposed on infinite branches of iLTL ${ }_{\infty}$ proofs can also be finitised will be settled in the affirmative in Section 4.4, where we present the fully finitary, cyclic version of $\mathrm{iLTL}{ }_{\infty}$.

Infinite $\mathrm{iLTL}_{\infty}$ proofs obtained via proof-search may be folded down into finite trees with back-edges. To make this formal we introduce the system $\mathrm{iLTL}_{\text {reg }}$ as a partially finitary version of $i \mathrm{~L} \mathrm{TL}_{\infty}$, in the sense that $\mathrm{iLTL}_{\text {reg }}$ derivations are finite objects but the correctness condition imposed on proofs remains infinitary.
4.3.1. Definition (iLTL reg derivation). An $i L T L_{\text {reg }}$ derivation of a formula $\varphi$ is a labelled tree with back-edges whose vertices are labelled according to the rules in Figures 4.2 to 4.4 and whose root has label $\varnothing \dashv \varnothing \Rightarrow w: \varphi$ for some $w \in$ Worlds. $\dashv$
4.3.2. Definition (iLTL $\mathrm{reg}_{\text {reg }}$ proof). An $i L T L_{\text {reg }}$ proof of a formula $\varphi$ is an $i \mathrm{LL}_{\text {reg }}$ derivation $\mathcal{T}$ of $\varphi$ such that every non-repeat leaf of $\mathcal{T}$ is axiomatic and any infinite path through $\mathcal{T}^{\circ}$ contains a good trace.
4.3.3. Observation. It follows from the definition of O-traces that for every repeat $l$ of an $\mathrm{iLTL}_{\text {reg }}$ proof $\mathcal{T}$ there is a modal vertex in $\left[c_{l}, l\right)_{\mathcal{T}}$.
4.3.4. Observation. The second condition in Definition 4.3.2 is equivalent to requiring that any infinite rooted path through $\mathcal{T}^{\circ}$ contain a good trace (recall Observation 4.2.14).

Soundness of iLTL reg is an immediate consequence of our work on $i L T L_{\infty}$ :
4.3.5. Proposition (Soundness of iLTL reg ). For every formula $\varphi$, if $\mathrm{iLTL}_{\text {reg }} \vdash \varphi$, then $\mathrm{iLTL} \vDash \varphi$.

Proof. Let $\mathcal{T}$ be an $\mathrm{iLTL}_{\text {reg }}$ proof of $\varphi$. We claim that $\mathcal{T}^{\omega}$ is an $\mathrm{iLTL}_{\infty}$ proof of $\varphi$. Note that $\mathcal{T}^{\omega}$ is an $\mathrm{iLTL}_{\infty}$ derivation because, since every repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ is labelled by a non-empty sequent $S_{l}$, we may apply Lwk or Rwk preservingly to $S_{l}$ to obtain $S_{l}$ again, which also labels $c_{l}$.

For every leaf $l \in T^{\omega}$ there is a non-repeat leaf $l^{\prime} \in T$ such that $l$ and $l^{\prime}$ have identical labels, so $l$ is axiomatic. And for every infinite branch $\pi=\left(u_{n}\right)_{n<\omega}$ of $\mathcal{T}^{\omega}$ there is an infinite path $\pi^{\prime}=\left(u_{n}^{\prime}\right)_{n<\omega}$ through $\mathcal{T}^{\circ}$ such that, for every $n<\omega$, $u_{n}$ and $u_{n}^{\prime}$ are labelled by the same instance of the same $\mathrm{iLTL}_{\infty}$ rule, whence $\pi$ contains a good trace. Therefore, $\mathcal{T}^{\omega}$ is an $\mathrm{iLTL}_{\infty}$ proof of $\varphi$ and thus iLTL $\models \varphi$ by Proposition 4.2.19.
4.3.6. Remark. In the proof of Proposition 4.3 .5 we relied on the contraction implicitly built into the rules of $\mathrm{LLTL}_{\infty}$ in order to show that $\mathcal{T}^{\omega}$ itself is an $\mathrm{iLT}_{\infty}$ derivation. This is clearly unnecessary because we could instead identify each repeat and its companion, but it simplifies the argument by allowing us to work directly with $\mathcal{T}^{\omega}$.

As stated in Remark 4.2.31, $\mathrm{iLTL}_{\infty}$ proof-search is not as deterministic as $\mathrm{CTL}_{\infty}^{*}$ proof-search is, because the rule applied at a vertex $u$ depends not only on the sequent labelling $u$ but also on the U - and R -formulas pending at $u$. For this reason, we postpone the proof of the completeness of $i \operatorname{LL}_{\text {reg }}$ until Section 4.4, where it will follow from the soundness and completeness proofs of the cyclic version of $\mathrm{iLT} \mathrm{L}_{\infty}$.

Even though $\mathrm{iLTL}_{\text {reg }}$ derivations are finite objects, the second condition in Definition 4.3.2 is infinitary, and thus the cyclic system $\mathrm{iLTL}_{\text {reg }}$ is not entirely satisfactory. In the next section we obtain a fully finitary cyclic system by annotating sequents to keep track of fixpoint unfoldings.

### 4.4 The cyclic system iLTL。

We introduce a finitary, cyclic version of the system $\mathrm{LLTL}_{\infty}$. As we did for $\mathrm{CTL}_{0}^{*}$, we enrich formulas with annotations similar to the ones introduced by Jungteerapanich [76] and Stirling [144] for the modal $\mu$-calculus. This allows us to keep track of fixpoint unfoldings and detect good traces on cycles. This time, however, the annotation mechanism is able to finitarily detect all good traces because in iLTL there are no difficulties analogous to the ones posed by existential traces on $\mathrm{CTL}_{\infty}^{*}$ proofs. In particular, we obtain a fully finitary calculus.

We fix a countably infinite set $\mathrm{N}=\{x, y, z, \ldots\}$ of names, partitioned into two disjoint countably infinite sets $\mathrm{N}_{\mathrm{U}}$ and $\mathrm{N}_{\mathrm{R}}$ of, respectively, U -names and R -names. An annotation is either the empty string $\varepsilon$ or a single name. Annotations are denoted by $a, b, \ldots$ We identify a non-empty annotation with the unique name it contains.

An annotated (labelled) formula is a triple $(w, \varphi, a)$, henceforth written $w$ : $\varphi^{a}$, where $w: \varphi$ is a labelled formula and $a$ an annotation. We identify each unannotated formula $w: \varphi$ with the formula $w: \varphi^{\varepsilon}$ annotated by the empty annotation. A name $x$ occurs in a set of annotated formulas $\Gamma$ if there is a formula $w: \varphi$ such that $w: \varphi^{x} \in \Gamma$.

An annotated (labelled iLTL) sequent is a quadruple ( $\Omega, \Theta, \Gamma, \Delta$ ), henceforth written $\Omega ; \Theta \dashv \Gamma \Rightarrow \Delta$, where $\Gamma$ and $\Delta$ are finite sets of annotated labelled formulas, $\Omega$ is a relational control, and $\Theta$, called the nominal control of the sequent, is a linear ordering of the names occurring in $\Gamma \cup \Delta$.

The base of an annotated formula $w: \varphi^{a}$ is $\mathrm{b}\left(w: \varphi^{a}\right):=w: \varphi$. If $\Gamma$ is a set of annotated formulas, we let $\mathrm{b}(\Gamma):=\left\{\mathrm{b}\left(w: \varphi^{a}\right) \mid w: \varphi^{a} \in \Gamma\right\}$. The base of an annotated sequent $\Omega ; \Theta \dashv \Gamma \Rightarrow \Delta$ is $\mathrm{b}(\Omega ; \Theta \dashv \Gamma \Rightarrow \Delta):=\Omega \dashv \mathrm{b}(\Gamma) \Rightarrow \mathrm{b}(\Delta)$. Finally, if $\Gamma$ is a set of sequents we let $\mathrm{b}(\Gamma):=\{\mathrm{b}(S) \mid S \in \Gamma\}$.

Given a finite sequence of names $\Theta$, we define the strict linear order $\prec_{\Theta}$ on $\{\varepsilon\} \cup\{x \in \mathbf{N} \mid x \in \Theta\}$ by letting $a \prec_{\Theta} b$ if, and only if, either $a \neq \varepsilon=b$, or both

$$
\begin{gathered}
\operatorname{ax} \frac{\overline{\Omega ; \Theta \dashv \Gamma, w: p \Rightarrow w: p, \Delta} \quad \operatorname{ax} \overline{\Omega ; \Theta \dashv \Gamma, w: \perp \Rightarrow \Delta}}{\mathrm{L} \wedge \frac{\Omega ; \Theta \dashv \Gamma, w: \varphi, w: \psi \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi \wedge \psi \Rightarrow \Delta} \quad \mathrm{R} \vee \frac{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi, w: \psi, \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi \vee \psi, \Delta}} \\
\mathrm{L} \vee \frac{\Omega ; \Theta \dashv \Gamma, w: \varphi \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi \vee \psi \Rightarrow \Delta} \quad \Omega ; \Theta \dashv \Gamma, w: \psi \Rightarrow \Delta \\
\mathrm{R} \wedge \frac{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi, \Delta \quad \Omega ; \Theta \dashv \Gamma \Rightarrow w: \psi, \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi \wedge \psi, \Delta} \\
\mathrm{L} \rightarrow \frac{\Omega ; \Theta \dashv \Gamma, w: \varphi \rightarrow \psi \Rightarrow w: \varphi, \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi \rightarrow \psi \Rightarrow \Delta} \\
\mathrm{R} \rightarrow \frac{\Omega, w \preccurlyeq w^{\prime} ; \Theta \dashv \Gamma, w^{\prime}: \varphi \Rightarrow w^{\prime}: \psi, \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w^{\prime} \neq \varphi \rightarrow \psi, \Delta} w^{\prime} \notin \Omega \\
\mathrm{X} \frac{\Omega ; \Theta^{\prime} \dashv \Lambda \Rightarrow \Xi}{\Omega ; \Theta \dashv \Pi, \mathrm{X} \Lambda \Rightarrow \mathrm{X} \Xi, \Sigma}
\end{gathered}
$$

Figure 4．12：Non－fixpoint，logical rules of the system iLTL．${ }_{\circ}$ ．
$a$ and $b$ are non－empty strings and the name in $a$ occurs in $\Theta$ strictly before the name in $b$ ．

The rules of the cyclic system iLTL．defined below，are given in Figures 4.12 to 4．15．In rules $\mathrm{X}, \mathrm{LU}_{0}, \mathrm{RR}_{0}$ ，Lwk，Rwk，Lthin，Rthin，Ldel and Rdel，we denote by $\Theta^{\prime}$ the result after removing from $\Theta$ all names not occurring in the premise with control $\Theta^{\prime}$ ．And in rules $\mathrm{LU}_{1}$ and $\mathrm{RR}_{1}$ ，we define $\Theta x$ as the concatenation $\Theta^{\wedge}(x)$ ， if $x \notin \Theta$ ，and otherwise $\Theta x:=\Theta$ ．

4．4．1．Definition（iLTL。derivation）．An iLTL。derivation of a formula $\varphi$ is a finite labelled tree with back－edges $\mathcal{T}$ built according to the rules in Figures 4.12 to 4.15 and whose root has label $\varnothing ; \varnothing \dashv \varnothing \Rightarrow w: \varphi^{\varepsilon}$ for some $w \in$ Worlds．

Formula traces，as well as principal and active relations and formulas，follow the definition from the system $\mathrm{iLT}_{\infty}$ in the cases of the rules in Figures 4.12 to 4．14，and also of $w k_{\preccurlyeq}$, Lwk and Rwk．

$$
\begin{gathered}
\operatorname{LU}_{0} \frac{\Omega ; \Theta^{\prime} \dashv \Gamma, w: \psi \Rightarrow \Delta \quad \Omega ; \Theta \dashv \Gamma, w: \varphi, w: \mathrm{X}(\varphi \mathrm{U} \psi)^{a} \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w:(\varphi \mathrm{U} \psi)^{a} \Rightarrow \Delta} \\
\mathrm{LU}_{1} \frac{\Omega ; \Theta \dashv \Gamma, w: \psi \Rightarrow \Delta \quad \Omega ; \Theta x \dashv \Gamma, w: \varphi, w: \mathrm{X}(\varphi \mathrm{U} \psi)^{x} \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi \mathrm{U} \psi \Rightarrow \Delta} x \in \mathrm{~N}_{\mathrm{U}} \backslash \Theta \\
\mathrm{RU} \frac{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi, w: \psi, \Delta \quad \Omega ; \Theta \dashv \Gamma \Rightarrow w: \psi, w: \mathrm{X}(\varphi \mathrm{U} \psi), \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi \mathrm{U} \psi, \Delta} \\
\mathrm{LR} \frac{\Omega ; \Theta \dashv \Gamma, w: \varphi, w: \psi \Rightarrow \Delta \quad \Omega ; \Theta \dashv \Gamma, w: \psi, w: \mathrm{X}(\varphi \mathrm{R} \psi) \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi \mathrm{R} \psi \Rightarrow \Delta} \\
\operatorname{RR}_{0} \frac{\Omega ; \Theta^{\prime} \dashv \Gamma \Rightarrow w: \psi, \Delta \quad \Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi, w: \mathrm{X}(\varphi \mathrm{R} \psi)^{a}, \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w:(\varphi \mathrm{R} \psi)^{a}, \Delta} \\
\operatorname{RR}_{1} \frac{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \psi, \Delta \quad \Omega ; \Theta x \dashv \Gamma \Rightarrow w: \varphi, w: \mathrm{X}(\varphi \mathrm{R} \psi)^{x}, \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi \mathrm{R} \psi, \Delta} x
\end{gathered}
$$

Figure 4.13: Fixpoint rules of the system iLTL.

In rules $\mathrm{LU}_{0}$ and $\mathrm{RR}_{0}$ with $a \neq \varepsilon$, the unique name in $a$ is principal in the conclusion and active in the premise corresponding to the unfolding. Analogously, in rules $\mathrm{LU}_{1}$ and $\mathrm{RR}_{1}$ the name $x$ is active in the unfolding premise.

In rules Lm and Rm with $a \neq \varepsilon$, the unique name in $a$ is principal in the conclusion and active in the premise.

For Lthin, Rthin, Ldel and Rdel, principal and active relations and formulas are defined as expected: the distinguished relations and formulas in the conclusion are principal, the distinguished relations and formulas in the premise are active, every relation in $\Omega$ is a side relation, and every formula in $\Gamma \cup \Delta$ is a side formula.

In the thinning rules Lthin and Rthin, the name $x$ is principal in the conclusion and active in the premise, and if $a \neq \varepsilon$ then the unique name in $a$ is principal in the conclusion. In the deletion rules Ldel and Rdel, the name $x$ is principal in the conclusion.

Traces are also defined as expected for Lthin, Rthin, Ldel and Rdel, with the (possible) exception that in Lthin and Rthin we let $w: \varphi^{a} \triangleright w: \varphi^{x}$. Observe, then, that even though the sequent $\Omega ; \Theta^{\prime} \dashv \Gamma, w: \varphi^{x} \Rightarrow \Delta$ may be obtained from the sequent $\Omega ; \Theta \dashv \Gamma, w: \varphi^{x}, w: \varphi^{a} \Rightarrow \Delta$ via an application of either Lwk or Lthin, in

$$
\begin{gathered}
\operatorname{refl} \frac{\Omega, w \preccurlyeq w ; \Theta \dashv \Gamma \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow \Delta} \quad \operatorname{trans} \frac{\Omega, w \preccurlyeq w^{\prime}, w^{\prime} \preccurlyeq w^{\prime \prime}, w \preccurlyeq w^{\prime \prime} ; \Theta \dashv \Gamma \Rightarrow \Delta}{\Omega, w \preccurlyeq w^{\prime}, w^{\prime} \preccurlyeq w^{\prime \prime} ; \Theta \dashv \Gamma \Rightarrow \Delta} \\
\operatorname{Lm} \frac{\Omega, w \preccurlyeq w^{\prime} ; \Theta \dashv \Gamma, w: \varphi^{a}, w^{\prime}: \varphi^{a} \Rightarrow \Delta}{\Omega, w \preccurlyeq w^{\prime} ; \Theta \dashv \Gamma, w: \varphi^{a} \Rightarrow \Delta} \\
\operatorname{Rm} \frac{\Omega, w^{\prime} \preccurlyeq w ; \Theta \dashv \Gamma \Rightarrow w: \varphi^{a}, w^{\prime}: \varphi^{a}, \Delta}{\Omega, w^{\prime} \preccurlyeq w ; \Theta \dashv \Gamma \Rightarrow w: \varphi^{a}, \Delta}
\end{gathered}
$$

Figure 4．14：Structural，non－weakening rules of the system iLTL．
the former case we have $w: \varphi^{a} \nleftarrow w: \varphi^{x}$ but in the latter $w: \varphi^{a} \triangleright w: \varphi^{x}$ ；and similarly for Rthin．

The merging of traces in the thinning rules，on which our proofs of the sound－ ness and completeness of iLTL。rely，corresponds to the fact that，if the annotations are dropped，then $w: \varphi^{x}$ and $w: \varphi^{a}$ become the same formula and their traces merge．We could dispense with the thinning rules by appropriately ${ }^{3}$ incorporating their trace merging into the weakening rules．Nevertheless，for the sake of clarity we keep thinning and weakening separate．

When unfolding an unannotated $U$－formula $\varphi$ on the left，we may mark the unfolding by annotating the active formula $\mathrm{X} \varphi\left(\right.$ rule $\left.\mathrm{LU}_{1}\right)$ ，or we may choose to leave $\mathrm{X} \varphi$ unannotated $\left(\mathrm{LU}_{0}\right)$ ．If annotated，subsequent unfoldings may only be performed by rule $\mathrm{LU}_{0}$ and thus the annotation is preserved unless we remove it by applying Lwk，Lthin or Ldel．Analogously for unfoldings of R－formulas on the right．This degree of freedom corresponds to the fact that，in order to identify the iLTL。derivations that should count as proofs，we shall look for infinite U－traces on the left and infinite R－traces on the right，and thus it does not matter when we begin to annotate unfoldings on such traces as long as we do so eventually（recall Observation 4．2．14）．

A vertex $u$ of an iLTL。derivation is modal if rule $\mathbf{X}$ is applied at $u$ ．And $u$ is thinning if rule Lthin or Rthin is applied at $u$ ．

Let $\mathcal{T}$ be an iLTL。derivation，$\pi=\left(u_{n}\right)_{n<N \leq \omega}$ a finite or infinite path through $\mathcal{T}^{\circ}$ ，and $\tau=\left(\left(w_{n}: \varphi_{n}^{a_{n}}, b_{n}\right)\right)_{n<N}$ a trace on $\pi$ ．A name $x$ is fixed on $\tau$ if $a_{n}=x$ for every $n<N$ ．Analogously，$x$ is fixed on $\pi$ if $x$ occurs in the nominal control of every sequent labelling a vertex in $\pi$ ．If $\pi$ and $\tau$ are infinite，we say that $x$ is eventually fixed on $\pi(\tau)$ if there is a tail $\pi^{\prime}$ of $\pi$（respectively，a tail $\tau^{\prime}$ of $\tau$ ）such that $x$ is fixed on $\pi^{\prime}$（respectively，$\tau^{\prime}$ ）．

[^33]\[

$$
\begin{gathered}
\mathrm{wk}_{\preccurlyeq} \frac{\Omega ; \Theta \dashv \Gamma \Rightarrow \Delta}{\Omega, w \preccurlyeq w^{\prime} ; \Theta \dashv \Gamma \Rightarrow \Delta} \\
\operatorname{Lwk} \frac{\Omega ; \Theta^{\prime} \dashv \Gamma \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi^{a} \Rightarrow \Delta} \quad \operatorname{Rwk} \frac{\Omega ; \Theta^{\prime} \dashv \Gamma \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi^{a}, \Delta} \\
\operatorname{Lthin} \frac{\Omega ; \Theta^{\prime} \dashv \Gamma, w: \varphi^{x} \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi^{x}, w: \varphi^{a} \Rightarrow \Delta} x \prec_{\Theta} a \\
\text { Rthin } \frac{\Omega ; \Theta^{\prime} \dashv \Gamma \Rightarrow w: \varphi^{x}, \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi^{x}, w: \varphi^{a}, \Delta} x \prec \prec_{\Theta} a \\
\text { Ldel } \frac{\Omega ; \Theta^{\prime} \dashv \Gamma, w: \varphi \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi^{x} \Rightarrow \Delta} \quad \text { Rdel } \frac{\Omega ; \Theta^{\prime} \dashv \Gamma \Rightarrow w: \varphi, \Delta}{\Omega ; \Theta \dashv \Gamma \Rightarrow w: \varphi^{x}, \Delta}
\end{gathered}
$$
\]

Figure 4．15：Structural，weakening rules of the system iLTL．

4．4．2．Definition（Successful repeat）．Let $\mathcal{T}$ be an iLTL。derivation．A repeat $l \in \operatorname{Rep}_{\mathcal{T}}$ is successful if the following hold：
（i）there is a modal vertex in $\left[c_{l}, l\right)_{\mathcal{T}}$ ；
（ii）there is a name fixed on $\left[c_{l}, l\right]_{\mathcal{T}}$ ．

4．4．3．Definition（iLTL。proof）．An iLTL。proof of a formula $\varphi$ is an iLTL。de－ rivation $\mathcal{T}$ of $\varphi$ such that every non－axiomatic leaf of $\mathcal{T}$ is a successful repeat．$\dashv$

Note that the system iLTL。is finitary，for every iLTL。derivation is finite and finitely many checks suffice to determine whether a given $i L T L_{\circ}$ derivation is a proof．

Every successful repeat $l$ in an iLTL。derivation $\mathcal{T}$ has an associated invariant， denoted by $\operatorname{inv}(l)$ ，defined as the shortest sequence of names $w x$ such that $w x$ is a prefix of every nominal control in $\left[c_{l}, l_{]_{\mathcal{T}}}\right.$ ．The existence of invariants follows immediately from Definition 4．4．2（ii）and the fact that，when reading iLTL。rules bottom－up，new names are always appended to the right end of nominal controls． The invariant map inv induces the following（reflexive）quasi－order $\preccurlyeq$ on the suc－ cessful repeats of $\mathcal{T}: l \preccurlyeq l^{\prime}$ if，and only if， $\operatorname{inv}(l) \sqsubseteq \operatorname{inv}\left(l^{\prime}\right)$ ．

## 4．4．1 Soundness of iLTL。

We prove soundness of iLTL。 by dropping the annotations from a given iLTL。proof and showing that the resulting tree is an $\mathrm{iLTL}_{\text {reg }}$ proof．

As we did for $\mathrm{CTL}_{0}^{*}$ ，we first prove some results relating traces and names in iLTL。derivations．

4．4．4．Lemma．Let $\mathcal{T}$ be an iLTL 。derivation，and $\pi$ a finite path through $\mathcal{T}^{\circ}$ ．If a name $x$ is fixed on $\pi$ ，then there is a trace $\tau$ on $\pi$ such that $x$ is fixed on $\tau$ ．

Proof．We prove only the case $x \in \mathrm{~N}_{\mathrm{U}}$ ，for the case $x \in \mathrm{~N}_{\mathrm{R}}$ is analogous．
If $\pi$ is empty or has only one vertex there is nothing to prove，so assume otherwise．Let then $\pi=\left(u_{i}\right)_{i \leq n}$ ，with $n>0$ ，and let $S_{i}=\Omega_{i} ; \Theta_{i} \dashv \Gamma_{i} \Rightarrow \Delta_{i}$ be the label of $u_{i}$ for every $i \leq n$ ．Since $x$ is fixed on $\pi$ and $x$ is a U －name，by the definition of nominal controls there is a formula $w: \alpha^{x} \in \Gamma_{n}$ ．It suffices to find a formula $w^{\prime}: \beta^{x} \in \Gamma_{n-1}$ such that $\left(w^{\prime}: \beta^{x}, 0\right) \triangleright\left(w: \alpha^{x}, 0\right)$ ，for then repeating the same argument finitely many times yields the desired trace $\tau$ ．

Towards a contradiction，suppose that there is no such formula $w^{\prime}: \beta^{x} \in \Gamma_{n-1}$ ． Let $w^{\prime \prime}: \gamma^{a} \in \Gamma_{n-1}$ be such that $w^{\prime \prime}: \gamma^{a} \triangleright w: \alpha^{x}$ ．Note that such a formula $w^{\prime \prime}: \gamma^{a}$ exists by the definition of $\oplus$ ．By assumption，$a \neq x$ ，so rule $L$ thin or $\mathrm{LU}_{1}$ is applied at $u_{n-1}$ with $w^{\prime \prime}: \gamma^{a}$ principal and $w: \alpha^{x}$ active．The former is impossible because then we would have $\Gamma_{n-1} \ni w: \alpha^{x} \triangleright w: \alpha^{x}$ ．So $\mathbf{L U}_{1}$ is applied at $u_{n-1}$ and $a=\varepsilon$ ，whence $x \notin \Theta_{n-1}$ ．This contradicts the fact that $x$ is fixed on $\pi$ ．

4．4．5．Lemma．Let $\mathcal{T}$ be an $\mathrm{iLTL}_{\circ}$ derivation，$\pi$ an infinite path through $\mathcal{T}^{\circ}$ ，and $x \in \mathrm{~N}$ any name．If there are infinitely many $n<\omega$ for which there exists a trace on $\pi_{\leq n}$ on which $x$ is fixed，then there is an infinite trace on $\pi$ on which $x$ is fixed．

Proof．We prove only the case $x \in \mathbf{N}_{\mathrm{U}}$ ，for the case $x \in \mathbf{N}_{\mathbf{R}}$ is analogous．
For every formula $w: \varphi^{x}$ in the label of $\pi(0)$ and every $n<\omega$ ，let $F\left(w: \varphi^{x}, n\right)$ be the collection of all traces on $\pi_{\leq n}$ starting from $\left(w: \varphi^{x}, 0\right)$ and on which $x$ is fixed．As the label of $\pi(0)$ is finite，there is a formula $w: \varphi^{x}$ in the label of $\pi(0)$ such that $F\left(w: \varphi^{x}, n\right) \neq \varnothing$ for every $n<\omega$ ．Let $F:=\bigcup_{n<\omega} F\left(w: \varphi^{x}, n\right)$ ．Then， $(F, \sqsubset)$ is a tree of height $\omega$ whose levels are all finite．By Kőnig＇s lemma，$(F, \sqsubset)$ has an infinite branch，whence there exists an infinite trace on $\pi$ starting from $\left(w: \varphi^{x}, 0\right)$ and on which $x$ is fixed．

4．4．6．Proposition．Let $\mathcal{T}$ be an iLTL。proof，and $\pi$ an infinite path over $\mathcal{T}^{\circ}$ ． There is a repeat $l \in \operatorname{Rep}_{\mathcal{T}} \cap \operatorname{Inf}(\pi)$ and an infinite trace on $\pi$ on which the last name in $\operatorname{inv}(l)$ is eventually fixed．

Proof．Let $\pi^{\prime}:=\left(u_{i}\right)_{i<\omega}$ be a tail of $\pi$ such that each $u_{i}$ occurs infinitely often on $\pi$ and $u_{0} \in \operatorname{Rep}_{\mathcal{T}}$ ．We may then write

$$
\pi^{\prime}=l_{0} \frown\left[c_{0}, l_{1}\right]_{\mathcal{T}} \frown\left[c_{1}, l_{2}\right]_{\mathcal{T}} \smile \cdots,
$$

where each $l_{i}$ is a（successful）repeat with companion $c_{i}$ ．Note that $l_{i} \triangleleft l_{i+1}$ for every $i<\omega$ ．By Proposition 1．2．11，there is some $k \geq 0$ such that $l_{k} \preccurlyeq l_{i}$ for every $i<\omega$ ．Since $l_{k}$ is successful， $\operatorname{inv}\left(l_{k}\right)=w x$ for some $w \in \mathbf{N}^{<\omega}$ and some name $x$ ．By Proposition 1．2．12，$w x$ is a prefix of each nominal control on $\pi^{\prime}$ ，and thus by Lemma 4．4．4 for every $j<\omega$ there is a trace on $\left(u_{0}, \ldots, u_{j}\right)$ on which $x$ is fixed．Therefore，by Lemma 4．4．5 there exists an infinite trace on $\pi^{\prime}$ on which $x$ is fixed．

4．4．7．Proposition（Soundness of iLTL。）．For every formula $\varphi$ ，if $\mathrm{iLTL} 。 \vdash \varphi$ ， then $\mathrm{iLTL} \models \varphi$ ．

Proof．Let $\mathcal{T}=\left(T,<_{T}, \lambda_{T}, l \mapsto c_{l}\right)$ be an iLTL。proof of $\varphi$ ．Let $\mathcal{T}_{r}:=\left(T,<_{T}, \lambda_{r}, l \mapsto\right.$ $\left.c_{l}\right)$ be given by setting $\lambda_{r}(u):=\mathrm{b}\left(\lambda_{T}(u)\right)$ for every $u \in T$ ．That is to say， $\mathcal{T}_{r}$ results from replacing every sequent $S$ labelling a vertex of $\mathcal{T}$ by its base $\mathrm{b}(S)$ ．We claim that $\mathcal{T}_{r}$ is an $\mathrm{LLTL}_{\text {reg }}$ proof of $\varphi$ ．

Let us first show that $\mathcal{T}_{r}$ is an $\mathrm{iLTL}_{\text {reg }}$ derivation of $\varphi$ ．It suffices to see that instances of iLTL。rules in $\mathcal{T}$ turn into instances of iLTL ${ }_{\text {reg }}$ rules in $\mathcal{T}_{r}$ ．Let $u \in T_{r}$ be a non－final vertex of $\mathcal{T}_{r}$ ．Then，$u$ is non－final in $\mathcal{T}$ as well．Let R be the iLTL。 rule applied at $u$ in $\mathcal{T}$ ．If R is among $\mathrm{L} \wedge, \mathrm{R} \wedge, \mathrm{L} \vee, \mathrm{R} \vee, \mathrm{L} \rightarrow, \mathrm{R} \rightarrow, \mathrm{X}, \mathrm{RU}, \mathrm{LR}$ ， refl，trans， $\mathrm{Lm}, \mathrm{Rm}, \mathrm{wk}_{\S}$ ，then R is applied at $u$ in $\mathcal{T}_{r}$ as well．If $\mathrm{R} \in\left\{\mathrm{LU}_{0}, \mathrm{LU}_{1}\right\}$ $\left(\mathrm{R} \in\left\{\mathrm{RR}_{0}, \mathrm{RR}_{1}\right\}\right)$ ，then rule LU （respectively， RR ）is applied at $u$ in $\mathcal{T}_{r}$ ．Suppose that $\mathrm{R}=\mathrm{Lwk}$ ．Let $w: \varphi^{a}$ be the unique principal formula at $u$ in $\mathcal{T}$ ．If there is a side formula $w^{\prime}: \psi^{b}$ in the antecedent of the sequent labelling $u$ in $\mathcal{T}$ such that $\mathrm{b}\left(w^{\prime}: \psi^{b}\right)=\mathrm{b}\left(w: \varphi^{a}\right)$ ，then Lwk is applied preservingly at $u$ in $\mathcal{T}_{r}$ ．Otherwise， Lwk is applied discardingly at $u$ in $\mathcal{T}_{r}$ ．The case $\mathrm{R}=\mathrm{Rwk}$ is analogous．Finally， instances of Lthin and Ldel（Rthin and Rdel）in $\mathcal{T}$ become preserving instances of Lwk（respectively，Rwk）in $\mathcal{T}_{r}$ ．This establishes that $\mathcal{T}_{r}$ is an iLTL reg derivation．$^{\text {d }}$ d And，since the roots of $\mathcal{T}$ and $\mathcal{T}_{r}$ have identical labels， $\mathcal{T}_{r}$ is an iLTL reg derivation of $\varphi$ ．

Every leaf of $\mathcal{T}_{r}$ which is not a repeat is clearly axiomatic．It only remains to see that every infinite path through $\mathcal{T}_{r}^{\circ}$ contains a good trace．Let $\pi_{r}=\left(u_{n}\right)_{n<\omega}$ be an infinite path through $\mathcal{T}_{r}^{\circ}$ ．Then，$\pi:=\left(u_{n}\right)_{n<\omega}=\pi$ is an infinite path through $\mathcal{T}^{\circ}$ ．By Proposition 4．4．6，there is a repeat $l \in \operatorname{Rep}_{\mathcal{T}} \cap \operatorname{Inf}(\pi)$ and an infinite trace $\tau=\left(\left(w_{n}: \varphi^{a_{n}}, b_{n}\right)\right)_{n<\omega}$ on $\pi$ on which the last name $x \operatorname{in} \operatorname{inv}(l)$ is eventually fixed． By the definition of traces in the thinning rules，then，$\tau_{r}:=\left(\left(w_{n}: \varphi, b_{n}\right)\right)_{n<\omega}$ is an
infinite trace on $\pi_{r}$ ．If $x \in \mathrm{~N}_{\mathrm{U}}$ ，then $\tau_{r}$ is a left U －trace．And if $x \in \mathrm{~N}_{\mathrm{R}}$ ，then $\tau_{r}$ is a right R－trace．We have thus found a good trace $\tau_{r}$ on $\pi_{r}$ ．

Therefore， $\mathcal{T}_{r}$ is an $\mathrm{iLTL}_{\text {reg }}$ proof of $\varphi$ ，so $\varphi$ is valid by Proposition 4．3．5．
Observe that in the proof of Proposition 4．4．7 we have furthermore established：
4．4．8．Proposition．For every formula $\varphi$ ，if $\mathrm{iLTL} \mathrm{L}_{\circ} \vdash \varphi$ ，then $\mathrm{iLTL}_{\text {reg }} \vdash \varphi$ ．
4．4．9．Corollary．If iLTL。is complete，then so is $\mathrm{iLTL}_{\text {reg }}$ ．
4．4．10．Remark．Like in the proof of the soundness of iLTL $\mathrm{r}_{\text {reg }}$ ，in the proof of Proposition 4．4．7 we relied on the contraction implicitly built into the rules of $\mathrm{i}^{\mathrm{LT}} \mathrm{L}_{\text {reg }}$（see Remark 4．3．6 above）．This is not necessary，but it simplifies the argument because it allows us to keep all the vertices of $\mathcal{T}$ in $\mathcal{T}_{r}$ ．

## 4．4．2 Completeness of iLTL。

We establish the completeness of iLTL。 by annotating $\mathrm{iLTL}_{\infty}$ proofs obtained via proof－search and folding them down to trees with back－edges．

For the remainder of this section，fix an arbitrary well－order $\leq_{N}$ on $N$ ，a valid formula $\varphi$ ，and an $\mathrm{iLTL}_{\infty}$ proof $\mathcal{T}$ of $\varphi$ given by Proposition 4．2．30 and Corol－ lary 4．2．60．In particular， $\mathcal{T}$ is an $\mathrm{iLTL}_{\infty}$ proof－search tree for $\varphi$ ，say guided by $\mathscr{G}=\left(\leq_{W}, \leq_{\text {iLTL }}\right)$ ．

Let $\Gamma$ be a set of annotated formulas and $n<\omega$ ．A non－annotated formula $w: \alpha$ is $n$－annotated in $\Gamma$ if there are pairwise different annotations $a_{1}, \ldots, a_{n}$ such that $w: \alpha^{a_{i}} \in \Gamma$ for every $1 \leq i \leq n$ ．A non－annotated formula is twice－annotated in $\Gamma$ if it is 2 －annotated in $\Gamma$ ．

We begin by inductively building a（possibly infinite）tree $\widetilde{\mathcal{T}}$ according to the rules of $\mathrm{LLTL}_{0}$ ，together with a function $f: \widetilde{T} \rightarrow T$ such that the following hold for all $u, v \in \widetilde{T}$ ：
（i）if $u<_{\widetilde{T}}^{0} v$ and $u$ is not thinning，then $f(u)<_{T}^{0} f(v)$ ；
（ii）if $u<_{\tilde{T}}^{0} v$ and $u$ is thinning，then $f(u)=f(v)$ ；
（iii）if $f(u)<_{T}^{0} f(v)$ ，then $u<_{\widetilde{T}}^{0} v$ ；
（iv）if $u$ has label $\Omega ; \Theta \dashv \Gamma \Rightarrow \Delta$ ，then $f(u)$ is labelled by $\Omega \dashv \mathrm{b}(\Gamma) \Rightarrow \mathrm{b}(\Delta)$ ．
For the base case，let the root of $\widetilde{\mathcal{T}}$ be labelled by the same sequent as the one labelling the root of $\mathcal{T}$ ，and map it via $f$ to the root of $\mathcal{T}$ ．For the inductive case， assume that a vertex $u \in \widetilde{T}$ has been defined，say with label $\Omega ; \Theta \dashv \Gamma \Rightarrow \Delta$ ，and that $f(u)$ is defined as well．We proceed as follows：

1. If a formula is twice-annotated in $\Gamma$, then we apply rule Lthin at $u$ with principal formulas $w: \alpha^{a}$ and $w: \alpha^{b}$, where $(w, \alpha, a, b)$ is the $\left(\leq_{W}, \leq_{\text {iLTL }}, \prec_{\Theta}, \prec_{\Theta}\right)$ least tuple such that $a \neq b$ and $w: \alpha^{a}, w: \alpha^{b} \in \Gamma$. We map the unique immediate successor of $u$ via $f$ to $f(u)$.
2. Else, if some formula is twice-annotated in $\Delta$, then we apply rule Rthin at $u$ with principal formulas $w: \alpha^{a}$ and $w: \alpha^{b}$, where $(w, \alpha, a, b)$ is the $\left(\leq_{W}, \leq_{\text {iLTL }}, \prec_{\Theta}, \prec_{\Theta}\right)$-least tuple such that $a \neq b$ and $w: \alpha^{a}, w: \alpha^{b} \in \Delta$. We map the unique immediate successor of $u$ via $f$ to $f(u)$.
3. Otherwise, by the inductive hypothesis the base function b induces bijections $\mathrm{b}: \Gamma \rightarrow \mathrm{b}(\Gamma)$ and $\mathrm{b}: \Delta \rightarrow \mathrm{b}(\Delta)$, and we distinguish cases according to the rule R applied at $f(u)$ :
a) Case $\mathrm{R}=\mathrm{LU}$, say with principal formula $w: \alpha$. Let $a$ be such that $b^{-1}(w: \alpha)=w: \alpha^{a}$. If $a=\varepsilon$, then we apply rule $\mathbf{L U}_{1}$ at $u$ with principal formula $w: \alpha$ and active name the $\leq_{N}$-least U -name not occurring in $\Theta$. Otherwise, we apply rule $\mathrm{LU}_{0}$ at $u$ with principal formula $w: \alpha^{a}$.
b) Case $\mathrm{R}=\mathrm{RR}$, say with principal formula $w: \alpha$. Let $a$ be such that $b^{-1}(w: \alpha)=w: \alpha^{a}$. If $a=\varepsilon$, then we apply rule $\mathrm{RR}_{1}$ at $u$ with principal formula $w: \alpha$ and active name the $\leq_{N}$-least R -name not occurring in $\Theta$. Otherwise, we apply rule $\mathrm{RR}_{0}$ at $u$ with principal formula $w: \alpha^{a}$.
c) In any other case we apply rule R at $u$ with principal and active formulas the $b^{-1}$-images of principal and active formulas, respectively, at $f(u)$, and principal and active relations the principal and active relations, respectively, at $f(u)$.

In all three cases $(a),(b)$ and $(c)$, we map each immediate successor of $u$ via $f$ to the corresponding immediate successor of $f(u)$.

Since the thinning rules are only applied in $\tilde{\mathcal{T}}$ to sequents containing twiceannotated formulas, the following is an immediate consequence of (i), (ii) and (iv):
4.4.11. Lemma. For every finite or infinite branch $\widetilde{\pi}=\left(u_{n}\right)_{n<N \leq \omega}$ of $\widetilde{\mathcal{T}}$, there is an $N^{\prime} \leq N$ and a strictly increasing sequence of natural numbers $\left(n_{i}\right)_{i<N^{\prime}}$ such that $\pi:=\left(f\left(u_{n_{i}}\right)\right)_{i<N^{\prime}}$ is a branch of $\mathcal{T}$. Moreover, $\pi$ is infinite if, and only if, so is $\tilde{\pi}$.

Abusing notation, for every infinite branch $\widetilde{\pi}$ of $\tilde{\mathcal{T}}$ we denote by $f(\widetilde{\pi})$ the corresponding infinite branch $\pi$ of $\mathcal{T}$ given by Lemma 4.4.11.

As a consequence of the definition of traces in the thinning rules, we additionally have:
4.4.12. Lemma. For every infinite branch $\widetilde{\pi}$ of $\widetilde{\mathcal{T}}$ and every infinite trace $\tau=$ $\left(\left(w_{n}: \varphi_{n}, b_{n}\right)\right)_{n<\omega}$ on $f(\widetilde{\pi})$, there is a trace $\widetilde{\tau}=\left(\left(w_{n}^{\prime}: \psi_{n}^{a_{n}}, b_{n}^{\prime}\right)\right)_{n<\omega}$ on $\widetilde{\pi}$ and a strictly increasing sequence of natural numbers $0=n_{0}<n_{1}<\cdots$ such that the following hold for all $i<\omega$ and $n_{i} \leq k<n_{i+1}$ :
(i) $w_{k}^{\prime}: \psi_{k}=w_{i}: \varphi_{i}$;
(ii) $b_{k}^{\prime}=b_{i}$.

Abusing notation, for every infinite branch $\widetilde{\pi}$ of $\widetilde{\mathcal{T}}$ and every trace $\tau$ on $f(\widetilde{\pi})$, we denote by $f^{-1}(\tau)$ the corresponding trace on $\widetilde{\pi}$ given by Lemma 4.4.12. Informally, $f^{-1}(\tau)$ is the trace that results from $\tau$ after the addition of annotations (and instances of the thinning rules) to $\mathcal{T}$ in the construction of $\tilde{\mathcal{T}}$.
4.4.13. ObSERVATION. Lemmas 4.4.11 and 4.4.12 provide a back-and-forth correspondence between $\mathcal{T}$ and $\widetilde{\mathcal{T}}$ : to every infinite branch $\pi$ of $\widetilde{\mathcal{T}}$ there corresponds an infinite branch $f(\pi)$ of $\mathcal{T}$, and then every trace $\tau$ on $f(\pi)$ yields a corresponding trace $f^{-1}(\tau)$ on $\pi$.

By inspection of the rules of iLTL。 and the priority given to the thinning rules in the construction of $\widetilde{\mathcal{T}}$, we have:
4.4.14. Lemma. Let $\Omega ; \Theta \dashv \Gamma \Rightarrow \Delta$ be any sequent labelling a vertex in $\tilde{\mathcal{T}}$. For every non-annotated formula $w: \alpha$, the following hold:
(i) $w: \alpha$ is not 3 -annotated in $\Gamma$;
(ii) $w: \alpha$ is not 3 -annotated in $\Delta$.
4.4.15. Corollary. Only finitely many pairwise different names occur in $\tilde{\mathcal{T}}$.

Proof. We prove the claim for U-names only; the proof for R -names is analogous. Let $n:=|\varphi|$. By Proposition 4.2.38, there is an $m<\omega$ such that only $m$-many pairwise different world labels occur in $\tilde{\mathcal{T}}$. By Lemma 4.4.14, then, any sequent labelling a vertex of $\widetilde{\mathcal{T}}$ contains at most $2 m n$-many pairwise different U-names. By the choice of new names when applying $L U_{1}$ in $\widetilde{\mathcal{T}}$, it follows that the $U$-names occurring in $\widetilde{\mathcal{T}}$ are all among the first $2 m n$-many $U$-names with respect to $\leq_{N}$.

As an immediate consequence of Proposition 4.2.38 and Corollary 4.4.15, we have:
4.4.16. Proposition. Only finitely many pairwise different annotated sequents occur in $\tilde{\mathcal{T}}$.

A demotion is a formula trace of the form $w: \alpha^{x} \triangleright w: \alpha^{y}$ with $x \neq y$. We say that $x$ is demoted to $y$. Observe that demotions are only due to thinning.

The following ensures that the management of the annotations on $\widetilde{\mathcal{T}}$ detects all good traces.
4.4.17. Lemma. Let $\pi$ be an infinite branch of $\tilde{\mathcal{T}}$. If there is a good trace $\tau$ on $f(\pi)$ of type O , for $\mathrm{O} \in\{\mathrm{U}, \mathrm{R}\}$, then some O -name is eventually fixed on $f^{-1}(\tau)$.

Proof. We only prove the case $\mathrm{O}=\mathrm{U}$, for the case $\mathrm{O}=\mathrm{R}$ follows analogously. Let $\pi=\left(u_{i}\right)_{i<\omega}$ and $\tau^{\prime}:=f^{-1}(\tau)=\left(\left(w_{i}: \varphi_{i}^{a_{i}}, b_{i}\right)\right)_{i<\omega}$. Since $\tau$ is a left, labelstable U-trace, there is a world label $w$, a U -formula $\psi$, and some $n<\omega$ such that $w_{i}: \varphi_{i} \in\{w: \psi, w: \mathbf{X} \psi\}$ and $b_{i}=0$ for every $i \geq n$.

Note that there are infinitely many $i \geq n$ such that rule $\mathrm{LU}_{0}$ or $\mathrm{LU}_{1}$ is applied at $u_{i}$ with principal formula $w: \psi^{a_{i}}$, and that by construction of $\tilde{\mathcal{T}}$ each such application produces a formula of the form $w: \mathbf{X} \psi^{y}$, where $y \in \mathbf{N}_{\mathbf{U}}$. The only way for $y$ not to remain fixed on $\tau_{>i}^{\prime}$ is to encounter an instance of Lthin on $\tau_{>i}^{\prime}$ which demotes $y$ to another name $y^{\prime}$. So it suffices to show that $\tau^{\prime}$ only passes through finitely many demotions.

Suppose that $n<i<j$ are such that $w: \varphi_{i}^{a_{i}} \triangleright w: \varphi_{i+1}^{a_{i+1}}$ and $w: \varphi_{j}^{a_{j}} \triangleright w:$ $\varphi_{j+1}^{a_{j+1}}$ are demotions and that $\tau^{\prime}$ encounters no demotion in between those two. Let $a_{i}=y, a_{i+1}=a_{j}=y^{\prime}$, and $a_{j+1}=y^{\prime \prime}$. We then have:

$$
\begin{gathered}
\text { Lthin } \frac{\Omega^{\prime} ; \Theta^{\prime \prime \prime} \dashv \Gamma^{\prime}, w: \varphi_{j+1}^{y^{\prime \prime}} \Rightarrow \Delta^{\prime}}{\Omega^{\prime} ; \Theta^{\prime \prime} \dashv \Gamma^{\prime}, w: \varphi_{j}^{y^{\prime}}, w: \varphi_{j+1}^{y^{\prime \prime}} \Rightarrow \Delta^{\prime}} \\
\vdots \\
\text { Lthin } \frac{\Omega ; \Theta^{\prime} \dashv \Gamma, w: \varphi_{i+1}^{y^{\prime}} \Rightarrow \Delta}{\Omega ; \Theta \dashv \Gamma, w: \varphi_{i}^{y}, w: \varphi_{i+1}^{y^{\prime}} \Rightarrow \Delta}
\end{gathered}
$$

As $y^{\prime} \prec_{\Theta} y$, we have $\Theta=a y^{\prime} b y c$. Analogously, $\Theta^{\prime \prime}=a^{\prime} y^{\prime \prime} b^{\prime} y^{\prime} c^{\prime}$ because $y^{\prime \prime} \prec_{\Theta^{\prime \prime}} y^{\prime}$. By assumption, there is no demotion in between those two with principal formula in $\tau^{\prime}$, so $y^{\prime}$ is fixed on $\left(\tau^{\prime}(i+1), \ldots, \tau^{\prime}(j)\right)$ and thus $\left|a^{\prime}\right|<\left|a^{\prime} y^{\prime \prime} b^{\prime}\right| \leq|a|$ because new names are always appended to the right end of nominal controls (reading the rules bottom-up). Therefore, $\tau^{\prime}$ encounters only finitely many demotions.

Completeness of iLTL。 now follows easily.
4.4.18. Proposition (Completeness of iLTL。). For any formula $\varphi$, if $\mathrm{iLTL} \models \varphi$, then $\mathrm{iLTL}_{\circ} \vdash \varphi$.

Proof. Let $\mathcal{T}$ be an $\mathrm{iLTL}_{\infty}$ proof of $\varphi$ given by Proposition 4.2.30 and Corollary 4.2.60, and let $\widetilde{\mathcal{T}}$ and $f: \widetilde{T} \rightarrow T$ be given as described above. By

Lemma 4．4．11，every leaf of $\widetilde{\mathcal{T}}$ is axiomatic．It thus suffices to show that every infinite branch of $\tilde{\mathcal{T}}$ passes through a successful repeat，for then pruning each in－ finite branch of $\widetilde{\mathcal{T}}$ at the encounter of the first successful repeat on the branch yields an iLTL。proof of $\varphi$ ．

Let then $\pi$ be an infinite branch of $\tilde{\mathcal{T}}$ ．By Lemma 4．4．11，$f(\pi)$ is an infinite branch of $\mathcal{T}$ ．So，since $\mathcal{T}$ is a proof，there is a good infinite trace $\tau$ on $f(\pi)$ ， say of type 0 ．By Lemmas 4．4．12 and 4．4．17，then，$f^{-1}(\tau)$ is an infinite trace on $\pi$ and there is an O－name which is eventually fixed on $f^{-1}(\tau)$ ．Therefore，by Propositions 4．2．41 and 4．4．16 there are infinitely many successful repeats in $\pi$ ．

Completeness of iLTL reg $_{\text {now }}$ follows from Corollary 4．4．9 and Proposition 4．4．18：
4．4．19．Corollary．For any formula $\varphi$ ，if $\mathrm{iLTL} \models \varphi$ ，then $\mathrm{iLTL}_{\text {reg }} \vdash \varphi$ ．
Putting Propositions 4．4．7 and 4．4．18 together，we get：
4．4．20．Theorem．An iLTL formula $\varphi$ is valid if，and only if，there is an iLTL。 proof of $\varphi$ ．

## 4．5 Conclusion

Intuitionistic linear－time temporal logic（iLTL）combines Pnueli＇s linear－time tem－ poral logic and（propositional）intuitionistic logic．Models for iLTL are thus＇two－ dimensional＇：every state has at least one temporal successor and zero or more intuitionistic successors．A simple confluence condition，expressing monotonicity of the temporal successor function with respect to the intuitionistic order，suffices to ensure that truth is preserved upwards in the intuitionistic dimension．

We have provided a cut－free，finitary cyclic system for iLTL．The calculus uses labelled formulas in order to accommodate the interplay between the temporal dimension，represented by the modal rule for the next operator $X$ ，and the intu－ itionistic dimension，corresponding to the right－implication rule $\mathrm{R} \rightarrow$ ．In ordinary intuitionistic calculi，$R \rightarrow$ is not invertible．Labels，in contrast，yield an invert－ ible right－implication rule．This appears to be necessary to obtaining regular ill－founded proofs，and thus in the end a cyclic calculus．

Presently，no axiom system for iLTL is known［10］．A natural continuation of our work，then，would be to study cycle elimination in iLTL。 and see whether it yields an axiomatisation of the logic．In $\mathrm{CTL}_{\circ}^{*}$ ，existential quantifiers made it difficult to remove all cycles．In the case of $\mathrm{iLTL}_{\circ}$ ，the difficulty lies in finding adequate intuitionistic inductive rules．

We could also consider variations of iLTL．In the semantics that we gave for the logic，we only required the temporal successor function to be forward confluent
with respect to the intuitionistic order: if $s \leq t$, then $S(s) \leq S(t)$. This is exactly the condition required for monotonicity of intuitionistic truth. Another confluence property considered in the literature is backward confluence: if $S(s) \leq t^{\prime}$, then there is a $t \geq s$ such that $S(t)=t^{\prime}$. Imposing both conditions yields a logic, iLTL , which is different than iLTL [10]. ${ }^{4}$ Consider the formula $(\mathrm{X} p \rightarrow \mathbf{X} q) \rightarrow \mathbf{X}(p \rightarrow q)$, for example. We showed in Figure 4.9 that it is not valid in iLTL. But it is valid in iLTL ${ }^{\text {p }}$ [10, Prop. 4.2]. Note that the countermodel depicted in Figure 4.9 is not backward confluent.

We could therefore try to adapt our labelled calculus to accommodate backward confluence. A natural proposal is generalising world labels to expressions of the form $s^{n} w$, where $w \in$ Worlds and $n<\omega$. Rule $\mathrm{R} \rightarrow$ would then become

$$
\mathrm{R} \rightarrow \frac{\Omega, w \preccurlyeq w^{\prime} \dashv \Gamma, s^{n} w^{\prime}: \varphi \Rightarrow s^{n} w^{\prime}: \psi, \Delta}{\Omega \dashv \Gamma \Rightarrow s^{n} w: \varphi \rightarrow \psi, \Delta},
$$

and we could replace $X$ with the invertible rules:

$$
\operatorname{LX} \frac{\Omega \dashv \Gamma, s^{n+1} w: \varphi \Rightarrow \Delta}{\Omega \dashv \Gamma, s^{n} w: \mathrm{X} \varphi \Rightarrow \Delta} \quad \text { and } \quad \operatorname{RX} \frac{\Omega \dashv \Gamma \Rightarrow s^{n+1} w: \varphi, \Delta}{\Omega \dashv \Gamma \Rightarrow s^{n} w: \mathrm{X} \varphi, \Delta}
$$

The labels of this new system allow one to reason under X , just like the nested sequents of the system in [5]. This might make it difficult or even impossible to always obtain 'exact' repeats in a proof-search; if this is the case, we could relax the notion of repeat to accommodate uniform label substitutions of the form $s^{n} w \mapsto s^{n+c} w$. We leave the investigation of this calculus for future work.

Looking at our completeness proofs for $\mathrm{iLTL}_{\infty}$ and $\mathrm{iLT} \mathrm{L}_{0}$, it seems likely that a decision procedure could be extracted from them. The combinatorics on labelled trees involved in proof-search, however, would probably yield non-elementary complexity bounds, thus no better than the ones obtained in [10], where it is shown that iLTL enjoys the effective finite model property.

Lastly, it would be interesting to apply the label-based approach to intuitionistic versions of other temporal and fixpoint logics, such as CTL* and the modal $\mu$-calculus.

[^34]
## Cyclic Proof Systems and Interpolation

## Chapter 5

## Uniform Interpolants from Cyclic Proofs

This chapter differs from the preceding ones in that we shall not design here cyclic or ill-founded proof systems, but rather use an existing one to build uniform interpolants for the modal $\mu$-calculus.

A logic has the (Craig) interpolation property if, informally, for every formulas $\alpha$ and $\beta$ such that $\alpha \rightarrow \beta$ is valid, there exists a formula $\iota$ in the common vocabulary ${ }^{1}$ of $\alpha$ and $\beta$ such that both $\alpha \rightarrow \iota$ and $\iota \rightarrow \beta$ are valid. This property has its origins in Craig's [30], where it was shown that first-order logic enjoys interpolation. Later, Lyndon [91] strengthened this result showing that the vocabulary can take polarities into account (so, for example, if a propositional letter occurs positively in the interpolant, then it must also occur positively in both $\alpha$ and $\beta$ ). This property came to be known as Lyndon interpolation.

In [107], Pitts proved a stronger result than Craig interpolation, called uniform interpolation, for intuitionistic propositional logic: for every formula $\alpha$ and every $V \subseteq \operatorname{Voc}(\alpha)$, where $\operatorname{Voc}(\alpha)$ denotes the vocabulary of $\alpha$, there exists a formula $\iota$ such that:
(i) $\operatorname{Voc}(\iota) \subseteq V$;
(ii) $\alpha \rightarrow \iota$ is valid;
(iii) for any $\beta$ such that $\operatorname{Voc}(\alpha) \cap \operatorname{Voc}(\beta) \subseteq V$, if $\alpha \rightarrow \beta$ is valid, then so is $\iota \rightarrow \beta$.

To see that uniform interpolation entails Craig interpolation, let $V:=\operatorname{Voc}(\alpha) \cap$ $\operatorname{Voc}(\beta)$.

Looking again at Craig interpolation, it stands to reason that if a sufficiently 'nice' proof of a valid implication $\alpha \rightarrow \beta$ is available, one may succeed in defining an interpolant by induction on the proof-tree, starting from the leaves and proceeding

[^35]to the implication at the root. This method has recently been applied even to fixpoint logics admitting cyclic proofs $[134,1]$.

In contrast, for uniform interpolation there is no single proof to work from but instead a collection of proofs to accommodate: a witness to each valid implication $\alpha \rightarrow \beta$, where the vocabulary of $\beta$ is constrained as above. Working over a set of prospective proofs and relying on the structural properties of sequent calculus is the essence of Pitts's aforementioned result on uniform interpolation for intuitionistic logic [107].

Proofs of uniform interpolation differ from one system to another. There have been efforts to find general frameworks to attack the problem. Notably, [70, 71, 148] identify sufficient conditions on the form of proof systems that entail uniform interpolation.

In this chapter we provide a proof of the uniform interpolation property for Kozen's modal $\mu$-calculus [81], a well-known extension of modal logic with explicit fixpoint quantifiers. The result was first established by D'Agostino and Hollenberg [32] by employing automata-theoretic tools to show the definability of bisimulation quantifiers in the logic. With this form of second-order quantification, uniform interpolants can readily be defined.

Our approach, in contrast, is purely proof-theoretic. We build uniform interpolants in an annotated, goal-oriented cyclic system due to Jungteerapanich [76] and Stirling [144]. A different cyclic system based on it was exploited in [1] to establish Lyndon interpolation for the modal $\mu$-calculus.

The main ideas that we present are not specific to the $\mu$-calculus but do rely on two of its features: the existence of (cyclic) analytic systems permitting 'uniform' proof-search; and the ability of the logic to express fixpoints. In the conclusion of the chapter we shall examine the applicability of our argument to other fixpoint logics.

Outline of the chapter. Section 5.1 introduces the modal $\mu$-calculus. Section 5.2 examines the Jungteerapanich-Stirling cyclic system. Section 5.3 proves the uniform interpolation property for the $\mu$-calculus by building (and verifying) uniform interpolants in the Jungteerapanich-Stirling system. Section 5.4 concludes the chapter and discusses some further lines of research based on the material therein.

### 5.1 The modal $\mu$-calculus

The modal $\mu$-calculus extends propositional (multi-)modal logic by adding two fixpoint quantifiers, $\mu$ and $\nu$. Syntactically, they behave like quantifiers in predicate
logic, in the sense that they bound occurrences of variables in formulas. Semantically, $\mu$ and $\nu$ denote, respectively, least and greatest fixed points of functions, and are thus a kind of monadic second-order quantifiers. ${ }^{2}$

In its modern form, the modal $\mu$-calculus was introduced by Kozen in [81]. It subsumes a wide range of temporal logics, such as Pnueli's linear-time temporal logic LTL [108]; Clarke and Emerson's computation tree logic CTL [26]; Emerson and Halpern's full computation tree logic CTL* [42];3 and Fischer and Ladner's propositional dynamic logic PDL [45, 46], among others. We assume that the reader is acquainted with the $\mu$-calculus. An introduction may be found in [38, Ch. 8], and [16] surveys a range of results about it and related logics.

The language of the (modal) $\mu$-calculus, denoted by $\mathscr{L}_{\mu}$, consists of the following: countably many propositional letters, (modal) actions and variables, drawn respectively from sets Prop, Act and Var; the constants $\perp$ (falsum) and $T$ (verum); the Boolean connectives $\wedge$ (conjunction), $\vee$ (disjunction) and $₹$ (negation); the modal operators [a] (box) and $\langle\mathrm{a}\rangle$ (diamond), for each $\mathrm{a} \in \mathrm{Act}$; and the fixpoint quantifiers $\mu$ and $\nu$. The formulas of the modal $\mu$-calculus are given by the following grammar:

$$
\varphi::=\top|\perp| p|\bar{p}| \mathrm{x}|(\varphi \wedge \varphi)|(\varphi \vee \varphi)|([\mathrm{a}] \varphi)|(\langle\mathrm{a}\rangle \varphi)|(\mu \mathrm{x} \varphi)|(\nu \mathrm{x} \varphi),
$$

where $p$ ranges over Prop, x over Var, and a over Act. Formulas are denoted by small Greek letters $\alpha, \beta, \varphi, \ldots$, and sets of formulas by capital Greek letters $\Gamma, \Delta, \Sigma, \ldots$ We use $\sigma$ to denote either $\mu$ or $\nu$. The collection of all $\mu$-calculus formulas is denoted by Form ${ }_{\mu}$, and the set of all subformulas of a formula $\varphi$, defined as usual (treating $\mu \mathrm{x}$ and $\nu \mathrm{x}$ like first-order quantifiers), is denoted by $\operatorname{Sub}(\varphi)$.

If no ambiguity arises, we drop the outer parenthesis and stipulate that [a] and $\langle a\rangle$ bind more strongly than $\wedge$ and $\vee$, and that these, in turn, bind more strongly than $\mu$ and $\nu$.

A literal is either $\top, \perp$, or a formula of the form $p$ or $\bar{p}$ for some $p \in$ Prop. A quantifier-free formula is a formula built from literals and variables by means solely of modal operators and Boolean connectives. A $\sigma$-formula, for $\sigma \in\{\mu, \nu\}$, is a formula of the form $\sigma \times \varphi$. A [a]-formula ( $\langle\mathrm{a}\rangle$-formula) is a formula of the form $[\mathrm{a}] \varphi$ (respectively, $\langle\mathrm{a}\rangle \varphi$ ). A [•]-formula $(\langle\cdot\rangle$-formula) is a [a]-formula (respectively, $\langle\mathrm{a}\rangle$ formula) for any $\mathrm{a} \in$ Act. A modal formula is either a $[\cdot]$ - or a $\langle\cdot\rangle$-formula. Given a set of formulas $\Gamma$, we define $[\mathrm{a}] \Gamma:=\{[\mathrm{a}] \gamma \mid \gamma \in \Gamma\}$ and $\langle\mathrm{a}\rangle \Gamma:=\{\langle\mathrm{a}\rangle \gamma \mid \gamma \in \Gamma\}$.

Observe that we allow negation to be applied to propositional letters only. This is not necessary and one could instead work with unrestricted negation and a smal-

[^36]ler language (for example, have $\mu$ as primitive and define $\nu x \varphi:=\neg \mu x \neg \varphi(\neg x / x)) .{ }^{4}$ Restricting negation to propositional letters is convenient when working with proof systems.

An occurrence of a variable x in a formula $\varphi$ is bound if it is within the scope of a quantifier $\sigma \times$ for some $\sigma \in\{\mu, \nu\}$, and it is free otherwise. A formula is closed if no variable occurs free in it. A set of formulas $\Gamma$ is closed if every formula in $\Gamma$ is closed. A formula $\varphi$ is well-named if no variable occurs both free and bound in $\varphi$ and, moreover, no variable is bound in $\varphi$ more than once. Hence, each bound variable x in a well-named formula $\varphi$ identifies a unique subformula $\sigma_{\times} \times \varphi_{\times}$of $\varphi$. When $\varphi$ is clear from context we express this correspondence as $x=\sigma_{\sigma_{x}} \varphi_{x}$. A finite set of formulas $\Gamma$ is well-named if the formula $\wedge \Gamma$ is well-named.

Modal $\mu$-calculus formulas are interpreted over labelled transition systems, essentially Kripke models with one or more accessibility relations. Informally, $\sigma \varphi$ denotes either the least $(\mu)$ or the greatest $(\nu)$ fixed point of the function represented by $\varphi(\mathrm{x})$.

A labelled transition system (LTS) is a triple $\mathcal{S}=(S,\{\xrightarrow{\mathrm{a}} \mid \mathrm{a} \in \mathrm{Act}\}, \lambda)$, where $S$ is a non-empty set of states, each $\xrightarrow{a} \subseteq S \times S$ is a transition relation, and $\lambda$ : Prop $\rightarrow 2^{S}$ is the labelling map of $\mathcal{S}$. A variable assignment for $\mathcal{S}$ is a function $V: \operatorname{Var} \rightarrow 2^{S}$. If $T \subseteq S$, we denote by $V[\mathrm{x} \mapsto T]$ the variable assignment for $\mathcal{S}$ which sends x to $T$ and every other variable $\mathrm{y} \neq \mathrm{x}$ to $V(\mathrm{y})$.

Given an $\operatorname{LTS} \mathcal{S}=(S,\{\xrightarrow{\mathrm{a}} \mid \mathrm{a} \in \operatorname{Act}\}, \lambda)$ and a variable assignment $V$ for $\mathcal{S}$, we inductively define the sets $\llbracket \varphi \rrbracket_{V}^{\mathcal{S}}$ as follows:
(i) $\llbracket\urcorner \rrbracket_{V}^{\mathcal{S}}:=S$ and $\llbracket \perp \rrbracket_{V}^{\mathcal{S}}:=\varnothing$;
(ii) $\llbracket p \rrbracket_{V}^{\mathcal{S}}:=\lambda(p)$, for every $p \in$ Prop;
(iii) $\llbracket \bar{p} \rrbracket_{V}^{\mathcal{S}}:=S \backslash \lambda(p)$, for every $p \in$ Prop;
(iv) $\llbracket \mathrm{x} \rrbracket_{V}^{\mathcal{S}}:=V(\mathrm{x})$, for every $x \in \operatorname{Var}$;
(v) $\llbracket \varphi \wedge \psi \rrbracket_{V}^{\mathcal{S}}:=\llbracket \varphi \rrbracket_{V}^{\mathcal{S}} \cap \llbracket \psi \rrbracket_{V}^{\mathcal{S}}$;
(vi) $\llbracket \varphi \vee \psi \rrbracket_{V}^{\mathcal{S}}:=\llbracket \varphi \rrbracket_{V}^{\mathcal{S}} \cup \llbracket \psi \rrbracket_{V}^{\mathcal{S}}$;
(vii) $\llbracket[a] \varphi \rrbracket_{V}^{\mathcal{S}}:=\left\{s \in S \mid s \xrightarrow{\text { a }} t\right.$ implies $t \in \llbracket \varphi \rrbracket_{V}^{\mathcal{S}}$ for all $\left.t \in S\right\}$;
(viii) $\llbracket\langle\mathrm{a}\rangle \varphi \rrbracket_{V}^{\mathcal{S}}:=\left\{s \in S \mid s \xrightarrow{\mathrm{a}} t\right.$ for some $\left.t \in \llbracket \varphi \rrbracket_{V}^{\mathcal{S}}\right\}$;
(ix) $\llbracket \mu \mathrm{x} \varphi \rrbracket_{V}^{\mathcal{S}}:=\bigcap\left\{T \subseteq S \mid \llbracket \varphi \rrbracket_{V[X \mapsto T]}^{\mathcal{S}} \subseteq T\right\}$;
(x) $\llbracket \nu \times \varphi \rrbracket_{V}^{\mathcal{S}}:=\bigcup\left\{T \subseteq S \mid T \subseteq \llbracket \varphi \rrbracket_{V[X \mapsto T]}^{\mathcal{S}}\right\}$.

[^37]We say that $s \in S$ satisfies $\varphi$ with respect to $V$, in symbols $\mathcal{S}, s \Vdash_{V} \varphi$, if $s \in \llbracket \varphi \rrbracket_{V}^{\mathcal{S}}$. We say that $\varphi$ is valid if we have $\mathcal{S}, s \Vdash_{V} \varphi$ for every LTS $\mathcal{S}$, every variable assignment $V$ for $\mathcal{S}$, and every state $s$ of $\mathcal{S}$. Finally, given any formulas $\varphi$ and $\psi$, we write $\varphi \equiv \psi$, and say that $\varphi$ and $\psi$ are equivalent, if for every $\operatorname{LTS} \mathcal{S}$, every variable assignment $V$ for $\mathcal{S}$ and every state $s$ of $\mathcal{S}$, we have $\mathcal{S}, s \Vdash_{V} \varphi$ if, and only if, $\mathcal{S}, s \Vdash_{V} \psi$.

By the well-known Knaster-Tarski theorem [150], $\llbracket \mu \times \varphi \rrbracket_{V}^{\mathcal{S}}$ and $\llbracket \nu \times \varphi \rrbracket_{V}^{\mathcal{S}}$ are, respectively, the least and the greatest fixed point of the function $T \mapsto \llbracket \varphi \rrbracket_{V[X \mapsto T]}^{\mathcal{S}}$. The dual of a formula $\varphi$, in symbols $\varphi^{\partial}$, is inductively defined as follows:

$$
\begin{array}{rlrl}
\perp^{\partial} & :=\top & \top^{\partial} & : \\
p^{\partial} & :=\perp \\
x^{\partial} & :=x & \bar{p}^{\partial} & :=p \\
(\varphi \wedge \psi)^{\partial} & :=\varphi^{\partial} \vee \psi^{\partial} & \\
([\mathrm{a}] \varphi)^{\partial} & :=\langle\mathrm{a}\rangle \varphi^{\partial} & (\varphi \vee \psi)^{\partial} & :=\varphi^{\partial} \wedge \psi^{\partial} \\
(\mu \times \varphi)^{\partial} & :=\nu \times \varphi^{\partial} & (\langle\mathrm{a}\rangle \varphi)^{\partial} & :=[\mathrm{a}] \varphi^{\partial} \\
& (\nu \times \varphi)^{\partial} & :=\mu \mathrm{x} \varphi^{\partial}
\end{array}
$$

We then define implication as $\varphi \rightarrow \psi:=\varphi^{\partial} \vee \psi$.
The following is easy to see:
5.1.1. Proposition. Let $\mathcal{S}$ be an LTS, $V$ a variable assignment for $\mathcal{S}$, and $s$ a state of $\mathcal{S}$. For every formula $\varphi$, we have $\mathcal{S}, s \Vdash_{V} \varphi$ if, and only if, $\mathcal{S}, s \Vdash_{V^{a}} \varphi^{\partial}$, where $V^{\partial}: \operatorname{Var} \rightarrow 2^{S}$ is given by $V^{\partial}(\mathrm{x}):=S \backslash V(\mathrm{x})$ for every $x \in \operatorname{Var}$.

A formula $\varphi$ is guarded if, for any subformula $\sigma \times \psi$ of $\varphi$, every occurrence of x in $\psi$ is within a modal subformula of $\psi$. The following is well known (see, e.g., [102] or [38, § 8.3.5]):

### 5.1.2. Proposition. Every formula is equivalent to a guarded one.

A finite set of formulas $\Gamma$ is guarded if the formula $\wedge \Gamma$ is guarded.
We shall frequently restrict ourselves to (closed and well-named) guarded formulas. In particular, the Jungteerapanich-Stirling proof system for the $\mu$-calculus, with which we shall build uniform interpolants below, assumes that formulas are guarded. Proposition 5.1.2 ensures that this carries no loss of generality. It is worth noting, nevertheless, that guarding a formula might yield an exponential blow-up in formula size (see, e.g., [38, Ex. 8.3.22]).

Bound variables in well-named formulas can be ordered in terms of their mutual dependencies. This is made precise in the following definition.
5.1.3. Definition (Subsumption order). Let $\varphi$ be a well-named formula, and $V$ the set of all bound variables in $\varphi$. The subsumption order of $\varphi$, in symbols $<_{\varphi}$, is the irreflexive partial ordering of $V$ defined by setting $\mathrm{x}<_{\varphi} \mathrm{y}$ if $\sigma_{\mathrm{y}} \mathrm{y} \varphi_{\mathrm{y}}$ is a proper subformula of $\sigma_{\mathrm{x}} \times \varphi_{\mathrm{x}}$.

If $\mathrm{x}<_{\varphi} \mathrm{y}$, we say that x subsumes y .
Intuitively, $\mathrm{x}<_{\varphi} \mathrm{y}$ if the evaluation of $\sigma_{\mathrm{y}} \mathrm{y} \varphi_{\mathrm{y}}$ potentially depends on the value of x , in the sense that x might occur free in $\sigma_{\mathrm{y}} \mathrm{y} \varphi_{\mathrm{y}}$. For example, if $\varphi=\mu \mathrm{x}(p \vee \nu \mathrm{y}(\mathrm{x} \vee \mathrm{y}))$, then $\mathrm{x}<_{\varphi} \mathrm{y}$. Note, however, that the same holds if $\varphi=\mu \mathrm{x}(\mathrm{x} \vee \nu \mathrm{y} \mathrm{y})$, despite there not being any real dependency of $\nu \mathrm{y} y$ on x .

Well-named formulas admit a natural presentation as systems of fixpoint equations. This alternative point of view will be convenient for our purposes. We provide a brief presentation of equational systems, referring the reader to [38, § 8.3.4] for more details.
5.1.4. Definition (Modal equational system). Let $V_{\mathcal{E}}$ be a finite set of variables. A modal equational system (MES) over $V_{\mathcal{E}}$ is a triple $\left(\varphi, \mathcal{E}, V_{\mathbf{E}}\right)$, where $\varphi$ is a quantifier-free formula over the set of variables $V_{\mathcal{E}}$ and $\mathcal{E}$ is a set of equations

$$
\left\{x=p_{p_{x}} \varphi_{x} \mid x \in V_{\mathcal{E}}\right\}
$$

where each $\varphi_{\mathrm{x}}$ is a quantifier-free formula over $V_{\mathcal{E}}$ and $p_{\mathrm{x}}<\omega$ for every $\mathrm{x} \in V_{\mathcal{E}}$. We call $p_{\mathrm{x}}$ the priority of x , and say that x has a higher priority than y if $p_{\mathrm{x}}<p_{\mathrm{y}} . \dashv$

Every well-named formula $\varphi$ determines a MES as follows. Let $V=\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}\right\}$ be the collection of bound variables in $\varphi$, where $\mathrm{x}_{i}<_{\varphi} \mathrm{x}_{j}$ implies $i<j$. For each $i=1, \ldots, n$, let $p_{i}:=2 i$ if $\sigma_{\mathrm{x}_{i}}=\nu$, and otherwise $p_{i}:=2 i+1$. Finally, let $\varphi_{i}$ be the result after replacing each subformula $\sigma_{\mathrm{x}_{j}} \mathrm{x}_{j} \varphi_{\mathrm{x}_{j}}$ by $\mathrm{x}_{j}$ in $\varphi_{\mathrm{x}_{i}}$. The MES corresponding to $\varphi$ is $S_{\varphi}=\left(\varphi^{*}, \mathcal{E}, V\right)$, where $\mathcal{E}:=\left\{\mathrm{x}_{i}={ }_{p_{i}} \varphi_{i} \mid i=1, \ldots, n\right\}$ and $\varphi^{*}$ results after replacing each subformula $\sigma_{\mathrm{x}_{j}} \mathrm{x}_{j} \varphi_{\mathrm{x}_{j}}$ by $\mathrm{x}_{j}$ in $\varphi$.
5.1.5. Example. Consider the formula $\varphi=\nu \mathrm{x} \mu \mathrm{y}(\mathrm{x} \vee \mathrm{y})$. The corresponding MES is $S_{\varphi}=\left(\mathrm{x},\left\{\mathrm{x}={ }_{2} \mathrm{y}, \mathrm{y}={ }_{5} \mathrm{x} \vee \mathrm{y}\right\},\{\mathrm{x}, \mathrm{y}\}\right)$

Conversely, there is a recursive algorithm which flattens every MES $S$ down to a $\mu$-calculus formula $\varphi_{S}$ and, moreover, in such a way that $\varphi_{S_{\varphi}}=\varphi$. We omit its definition and refer the reader to $[38, \S 8.3 .4]$, as the internal details of this procedure are for the most part irrelevant for our purposes. ${ }^{5}$ It suffices to point out that, as expected, the flattening of a MES commutes with the Boolean connectives and the modal operators, that odd priorities correspond to $\mu$ and even ones to $\nu$, and that the subsumption order of the resulting formula corresponds to the order of the priorities.

[^38]
### 5.2 The Jungteerapanich-Stirling proof system

Already in his presentation of the $\mu$-calculus, Kozen [81] proposed a natural axiomatisation of the logic in the form of an equational deductive system extending basic propositional multi-modal logic by the addition of the axiom

$$
\varphi(\mu \mathrm{x} \varphi / \mathrm{x}) \rightarrow \mu \mathrm{x} \varphi,
$$

expressing that $\mu \mathrm{x} \varphi$ is a pre-fixpoint of $\varphi(\mathrm{x})$, and the rule

$$
\frac{\varphi(\psi / \mathrm{x}) \rightarrow \psi}{\mu \mathrm{x} \varphi \rightarrow \psi}
$$

corresponding to Park's well-known fixpoint induction principle [105]. Together, they characterise $\mu \mathrm{x} \varphi$ as the least pre-fixpoint of $\varphi(\mathrm{x})$, and thus, by the KnasterTarski theorem [150], as the least fixpoint of $\varphi(\mathrm{x})$.

Kozen, however, was only able to establish in [81] the completeness of his axiomatisation for a proper fragment of the $\mu$-calculus (which he termed 'aconjunctive'). Later, he showed that the logic enjoys the finite model property and gave a sound and complete infinitary system with an $\omega$-rule based on that result [82]. Walukiewicz [156] proposed an alternative, finitary system based on the small model theorem for the $\mu$-calculus, which states that every satisfiable formula has a model of size exponential in the size of the formula [145].

The question of the completeness of Kozen's original axiomatisation remained open for several years until Walukiewicz settled it in the affirmative [157]. As a step towards this result, Niwiński and Walukiewicz [102] presented a tableau system for checking the unsatisfiability of formulas. The corresponding dual sequent calculus is a natural sound and complete ill-founded proof system for the logic (see [37]).

Kozen's infinitary system from [82] included a cut rule. A cut-free system with an $\omega$-rule is given in [73], and [146] presents an embedding of said system into an ill-founded calculus dual to Niwiński and Walukiewicz's tableau from [102].

More recently, Jungteerapanich [76] and Stirling [144] introduced a cut-free, finitary, sound and complete cyclic system for the $\mu$-calculus by incorporating into the system Safra's determinisation procedure for Büchi automata [123] in the form of 'names' annotating formulas (see, in particular, [77, § 4.3.5]). The annotations keep track of unfoldings of $\nu$-formulas and allow detecting good traces. This idea is further explored in [37], where determinisation procedures other than Safra's are considered. Jungteerapanich and Stirling's annotations are the ultimate source of inspiration for the annotations that we used above for CTL* and iLTL. The $\mu$ calculus, however, requires a considerably more involved annotation mechanism. This is in line with the fact that it corresponds to Safra's construction, well known to be far from trivial.

We shall work with a two-sided version of the Jungteerapanich-Stirling system. As shown in (the completeness proofs in) [76, 144], the system admits terminating proof-search as long as a few requirements are met (see Definition 5.2.5 below). This will allow us to work with proofs having essentially the same 'left-fragment', i.e., proofs that treat the antecedents of the sequents in the same way. This uniformity lies at heart of our proof of uniform interpolation.

A (plain $\mu$-calculus) sequent is a pair $(\Gamma, \Delta)$, henceforth written $\Gamma \Rightarrow \Delta$, where $\Gamma$ and $\Delta$ are finite sets of formulas. We call $\Gamma$ the antecedent of the sequent, and $\Delta$ the consequent or succedent.

A sequent $\Gamma \Rightarrow \Delta$ is closed (guarded, well-named) if the set $\Gamma \cup \Delta$ is closed (respectively, guarded, well-named). The interpretation of a sequent $\Gamma \Rightarrow \Delta$ is the formula $(\Gamma \Rightarrow \Delta)^{\sharp}:=\wedge \Gamma \rightarrow \bigvee \Delta$. A sequent $S$ is valid if $S^{\sharp}$ is valid.

For every $\mathrm{x} \in \mathrm{V}$ ar, let $\mathrm{N}_{\mathrm{x}}=\left\{x_{0}, x_{1}, \ldots\right\}$ be a countably infinite set of names for x such that $\mathrm{N}_{\mathrm{x}} \cap N_{y}=\varnothing$ if $\mathrm{x} \neq \mathrm{y}$. We denote names for variables $\mathrm{x}, \mathrm{y}, \mathrm{z}, \ldots$ by $x, y, z, \ldots$, respectively (possibly with indices), and let $\mathrm{N}:=\bigcup_{x \in \mathrm{~V}_{a r}} \mathrm{~N}_{\mathrm{x}}$. In addition, we assume that N is well-ordered.

An annotation is a (possibly empty) finite sequence of pairwise different names in N . An annotated formula is a pair $(\varphi, a)$, henceforth written $\varphi^{a}$, where $\varphi$ is a formula and $a$ is an annotation. The base of an annotated formula $\varphi^{a}$ is $\mathrm{b}\left(\varphi^{s}\right):=\varphi$. Similarly, the base of a set of annotated formulas $\Gamma$ is $\mathrm{b}(\Gamma):=\left\{\mathrm{b}\left(\varphi^{a}\right) \mid \varphi^{a} \in \Gamma\right\}$. A name $x$ occurs in a set of annotated formulas $\Gamma$ if $x$ occurs in the annotation of some formula in $\Gamma$.

An (annotated) sequent is a triple $(\Theta, \Gamma, \Delta)$, henceforth written $\Theta \dashv \Gamma \Rightarrow \Delta$, where $\Theta$ is an annotation and $\Gamma$ and $\Delta$ are finite sets of annotated formulas such that a name occurs in $\Theta$ if, and only if, it occurs $\Gamma \cup \Delta$. We call $\Theta$ the control of $\Theta \Rightarrow \Gamma \Delta$. Sequents with empty controls are identified with plain sequents. The base of an annotated sequent $\Theta \dashv \Gamma \Rightarrow \Delta$ is $\mathrm{b}(\Theta \dashv \Gamma \Rightarrow \Delta):=\mathrm{b}(\Gamma) \Rightarrow \mathrm{b}(\Delta)$.

Let $\varphi$ be closed, guarded, and well-named. Fix an arbitrary linear ordering of the bound variables in $\varphi$, say $x_{1} \prec \cdots \prec x_{n}$, compatible with the subsumption order of $\varphi$, i.e., such that $i<j$ implies $x_{i} \nless \varphi x_{j}$. If $\varphi$ is given as an equational system, $\prec$ can be chosen as any linear order such that $p_{x}<p_{\mathrm{y}}$ implies $\mathrm{x} \prec \mathrm{y}$. Given an annotation $a$ for bound variables in $\varphi$, we denote by $a\left\lceil\mathrm{x}_{i}\right.$ the result of removing from $a$ all names for $\mathrm{x}_{i+1}, \ldots, \mathrm{x}_{n}$.

We now define the JS sequent calculus. Its rules are given in Figures 5.1 to 5.3.
In rules $\mathbf{L} \square, \mathbf{R} \square, \mathbf{L} \mu, \mathbf{R} \mu, \mathbf{L} \nu, \mathbf{R} \nu$, Lthin, Rthin, Lres, Rres and $w k$, we denote by $\Theta^{\prime}$ the subsequence of $\Theta$ given by removing any name which does not occur in the sequent whose control is $\Theta^{\prime}$.

In $L \mu$ and $\mathrm{R} \nu, x$ is a name for the variable x not occurring in $\Theta$, and we define $\Theta^{\prime} x:=\Theta^{\prime}(x)$.

$$
\begin{array}{cc}
\mathrm{ax}_{\perp} \frac{\Theta \dashv \Gamma, \perp^{a} \Rightarrow \Delta}{\Theta} & \mathrm{ax}_{\top} \overline{\Theta \dashv \Gamma \Rightarrow \mathrm{T}^{a}, \Delta} \\
\mathrm{ax}_{p} \frac{\mathrm{ax}_{\bar{p}} \frac{\Theta \dashv \Gamma, p^{a} \Rightarrow p^{b}, \Delta}{\Theta \dashv \Gamma, \bar{p}^{a} \Rightarrow \bar{p}^{b}, \Delta}}{\mathrm{~L} \wedge \frac{\Theta \dashv \Gamma, \varphi^{a}, \psi^{a} \Rightarrow \Delta}{\Theta \dashv \Gamma,(\varphi \wedge \psi)^{a} \Rightarrow \Delta}} \\
\mathrm{~L} \vee \frac{\Theta \dashv \Gamma, \varphi^{a} \Rightarrow \Delta \quad \Theta \dashv \Gamma, \psi^{a} \Rightarrow \Delta}{\Theta \dashv \Gamma,(\varphi \vee \psi)^{a} \Rightarrow \Delta} & \mathrm{R} \wedge \frac{\Theta \dashv \Gamma \Rightarrow \varphi^{a}, \Delta \quad \Theta \dashv \Gamma \Rightarrow \psi^{a}, \Delta}{\Theta \dashv \Gamma \Rightarrow(\varphi \wedge \psi)^{a}, \Delta} \\
\mathrm{~L} \square \frac{\Theta^{\prime} \dashv \Gamma, \varphi^{b} \Rightarrow \Delta}{\Theta \dashv \Pi,[\mathrm{a}] \Gamma,\langle\mathrm{a}\rangle \varphi^{b} \Rightarrow\langle\mathrm{a}\rangle \Delta, \Sigma} & \mathrm{R} \vee \frac{\Theta \dashv \Gamma \Rightarrow \varphi^{a}, \psi^{a}, \Delta}{\Theta \dashv \Gamma \Rightarrow(\varphi \vee \psi)^{a}, \Delta} \\
\hline
\end{array} \quad \mathrm{R} \square \frac{\Theta^{\prime} \dashv \Gamma \Rightarrow \varphi^{b}, \Delta}{\Theta \dashv \Pi,[\mathrm{a}] \Gamma \Rightarrow[\mathrm{a}] \varphi^{b},\langle\mathrm{a}\rangle \Delta, \Sigma}
$$

Figure 5.1: Non-fixpoint, logical rules of the system JS.

In the reset rules Lres and Rres, the names $x, x_{1}, \ldots, x_{k}$ all name the same variable; the other annotations ( $a, a_{1}, \ldots, a_{k}$ ) are arbitrary. We say that $x$ is reset. Furthermore, in Lres the name $x$ may not occur in $\Gamma$, and in Rres the name $x$ may not occur in $\Delta$.

In the thinning rules Lthin and Rthin, the relation $\prec_{\Theta}$ is a total ordering on subsequences of $\Theta$ defined as follows. If $\Theta$ is an annotation and $a, b$ are subsequences of $\Theta$, set $a<_{\Theta} b$ if, and only if, $a$ precedes $b$ in the lexicographic ordering induced by $\Theta$. Then, let $a \prec_{\Theta} b$ if, and only if, either $a<_{\Theta} b$, or there is some variable x such that $b \upharpoonright \times \sqsubset a \upharpoonright \mathrm{x}$. We refer the reader to $[77, \S 4.3]$ for the proof that $\prec_{\Theta}$ is indeed total.

In the unfolding rules $\mathrm{L} \mu, \mathrm{L} \nu, \mathrm{R} \mu$ and $\mathrm{R} \nu$, we say that the variable x is unfolded to $\varphi$.

Our presentation of JS is essentially the two-sided version of the system in [144]. We have added an explicit weakening rule which is easily seen to be admissible by considering the ill-founded version of the system and the implicit weakening in the modal rules and the axioms. Additionally, our fixpoint unfolding rules use x and $\varphi(\mathrm{x})$ in place of $\varphi(\sigma \mathrm{x} \varphi)$, where $\mathrm{x}={ }_{\sigma} \varphi$. This can be considered to be a mere syntactic abbreviation, as done actually in [144].
5.2.1. Definition (JS derivation). A JS derivation of a closed, well-named and guarded plain sequent $\alpha \Rightarrow \beta$ is a tree with back-edges built according to the rules of JS and whose root has label $\alpha \Rightarrow \beta$.

A sequence of names $a$ is preserved on a path $\pi$ through a JS derivation if $a$ is a prefix of every control of a sequent labelling a vertex in $\pi$.

$$
\begin{array}{cc}
\mathrm{L} \sigma_{0} \frac{\Theta \dashv \Gamma, \mathrm{x}^{a} \Rightarrow \Delta}{\Theta \dashv \Gamma, \sigma \mathrm{x} \varphi^{a} \Rightarrow \Delta} & \mathrm{R} \sigma_{0} \frac{\Theta \dashv \Gamma \Rightarrow \mathrm{x}^{a}, \Delta}{\Theta \dashv \Gamma \Rightarrow \sigma \mathrm{x} \varphi^{a}, \Delta} \\
\mathrm{~L} \mu \frac{\Theta^{\prime} \mathrm{x} \dashv \Gamma, \varphi^{(a \mid \mathrm{x}) x} \Rightarrow \Delta}{\Theta \dashv \Gamma, \mathrm{x}^{a} \Rightarrow \Delta} \mathrm{x}={ }_{\mu} \varphi & \mathrm{R} \mu \frac{\Theta^{\prime} \dashv \Gamma \Rightarrow \varphi^{a \mid \mathrm{x}}, \Delta}{\Theta \dashv \Gamma \Rightarrow \mathrm{x}^{a}, \Delta} \mathrm{x}={ }_{\mu} \varphi \\
\mathrm{L} \nu \frac{\Theta^{\prime} \dashv \Gamma, \varphi^{a \mid \mathrm{x}} \Rightarrow \Delta}{\Theta \dashv \Gamma, \mathrm{x}^{a} \Rightarrow \Delta} \mathrm{x}={ }_{\nu} \varphi & \mathrm{R} \nu \frac{\Theta^{\prime} x \dashv \Gamma \Rightarrow \varphi^{(a \mid \mathrm{x}) x}, \Delta}{\Theta \dashv \Gamma \Rightarrow \mathrm{x}^{a}, \Delta} \mathrm{x}={ }_{\nu} \varphi
\end{array}
$$

Figure 5.2: Fixpoint rules of the system JS.

A proof in the JS calculus is a derivation for which all repeat leaves fulfil a correctness condition that we now specify.
5.2.2. Definition (Successful repeat). A repeat $l$ of a $J$ derivation $\mathcal{T}$ is successful if there is some name $x$ such that:
(i) $x$ occurs in all controls on the path $\left[c_{l}, l\right]_{\mathcal{T}}$;
(ii) $x$ is reset in $\left[c_{l}, l\right]_{\mathcal{T}}$.

Every successful repeat $l$ in a JS derivation $\mathcal{T}$ has an associated invariant, denoted by $\operatorname{inv}(l)$, defined as the shortest sequence of names $w x$ such that $w x$ is a prefix of every control in $\left[c_{l}, l\right]_{\mathcal{T}}$ and $x$ is reset on $\left[c_{l}, l\right]_{\mathcal{T}}$. The existence of invariants follows immediately from Definition 5.2.2 and the fact that, when reading JS rules bottom-up, new names are always appended to the right end of controls. We extend the invariant map inv to unsuccessful repeats by letting inv ( $l$ ) be the longest (possibly empty) common prefix of all controls on $\left[c_{l}, l\right]_{\mathcal{T}}$, for every unsuccessful repeat $l \in \operatorname{Rep}_{\mathcal{T}}$.

The invariant map inv induces the following (reflexive) quasi-order $\preccurlyeq$ on the successful repeats of $\mathcal{T}: l \preccurlyeq l^{\prime}$ if, and only if, $\operatorname{inv}(l) \sqsubseteq \operatorname{inv}\left(l^{\prime}\right)$.
5.2.3. Definition (JS proof). A JS proof is a JS derivation whose non-axiomatic leaves are all successful repeats.

Note that every repeat $l$ of a JS proof has an associated non-empty invariant $\operatorname{inv}(l)=w x$ such that $x$ is preserved along the path $\left[c_{l}, l\right]_{\mathcal{T}}$ and reset somewhere therein.

The following is straightforward to prove by reducing JS to its one-sided fragment and appealing to the soundness and completeness result in [144]:
5.2.4. Theorem. For every closed, well-named and guarded plain sequent $\Gamma \Rightarrow \Delta$, we have JS $\vdash \Gamma \Rightarrow \Delta$ if, and only if, $\Gamma \Rightarrow \Delta$ is valid.

$$
\begin{gathered}
\text { Lthin } \frac{\Theta^{\prime} \dashv \Gamma, \varphi^{a} \Rightarrow \Delta}{\Theta \dashv \Gamma, \varphi^{a}, \varphi^{b} \Rightarrow \Delta} a \prec_{\Theta} b \quad \quad \quad \text { Rthin } \frac{\Theta^{\prime} \dashv \Gamma \Rightarrow \varphi^{a}, \Delta}{\Theta \dashv \Gamma \Rightarrow \varphi^{a}, \varphi^{b}, \Delta} a \prec_{\Theta} b \\
\text { Lres } \frac{\Theta^{\prime} \dashv \Gamma, \varphi_{1}^{a x}, \ldots, \varphi_{k}^{a x} \Rightarrow \Delta}{\Theta \dashv \Gamma, \varphi_{1}^{a x x_{1} a_{1}}, \ldots, \varphi_{k}^{a x x_{k} a_{k}} \Rightarrow \Delta} \quad \text { Rres } \frac{\Theta^{\prime} \dashv \Gamma \Rightarrow \varphi_{1}^{a x}, \ldots, \varphi_{k}^{a x}, \Delta}{\Theta \dashv \Gamma \Rightarrow \varphi_{1}^{a x x_{1} a_{1}}, \ldots, \varphi_{k}^{a x x_{k} a_{k}}, \Delta} \\
\text { wk } \frac{\Theta^{\prime} \dashv \Gamma \Rightarrow \Delta}{\Theta \dashv \Gamma, \Pi \Rightarrow \Sigma, \Delta}
\end{gathered}
$$

Figure 5.3: Structural rules of the system JS.

To build (and verify) uniform interpolants, it will be convenient to work with JS derivations satisfying several constraints specified below, where we refer to the form of the rules given in Figures 5.1 to 5.3:
5.2.5. Definition (Normal derivation). A JS derivation $\mathcal{T}$ is normal if the following hold:
(i) There are no instances of $w k$ in $\mathcal{T}$.
(ii) Any vertex of $\mathcal{T}$ labelled by an axiomatic sequent is a leaf.
(iii) If a sequent $\Theta \dashv \Gamma \Rightarrow \Delta$ in $\mathcal{T}$ can be realised as the conclusion of an instance of Lthin, Rthin, Lres or Rres, then the sequent is the conclusion of such a rule in $\mathcal{T}$, with the thinning rules having precedence over reset rules.
(iv) In instances of $\mathrm{L} \mu$ and $\mathrm{R} \nu$ in $\mathcal{T}, x$ is the first name in $\mathrm{N}_{x}$ not occurring in $\Theta .{ }^{6}$
(v) In instances of $\mathrm{L} \square$ or $\mathrm{R} \square$ in $\mathcal{T}$, the set $\Pi$ consists only of $\top,\langle\cdot\rangle$-formulas, and [c]-formulas for $\mathrm{c} \neq \mathrm{a}$; and $\Sigma$ of only $\perp$, [•]-formulas, and $\langle\mathrm{c}\rangle$-formulas for $c \neq a$.
(vi) Any two non-repeat vertices of $\mathcal{T}$ labelled by the same sequent are labelled by the same instance of the same rule.

The constraints in Definition 5.2.5 have their origin in the proof-search carried out in [144], as well as in the dual construction in [76]. Therefore, the following is a direct consequence of the completeness proofs in [76, 144]:
5.2.6. Theorem. A closed, well-named and guarded sequent $\Gamma \Rightarrow \Delta$ is valid if, and only if, there exists a normal JS proof of $\Gamma \Rightarrow \Delta$.

[^39]The following can readily be established by considering the $\omega$-unravelling of a JS proof, dropping the annotations therein, and showing that the resulting (possibly infinite) tree is a proof in the system dual to Niwiński and Walukiewicz's [102] (for an explicit presentation of the proof system, see, e.g., [37]). The proof is a routine imitation of the arguments in Sections 3.4 and 4.4 for soundness of CTL。* and iLTL. , respectively.
5.2.7. Lemma. Let $\mathcal{T}$ be a JS proof, and $\Theta \dashv \Gamma \Rightarrow \Delta$ an annotated sequent labelling a vertex of $\mathcal{T}$. Then, $\mathrm{b}(\Gamma) \Rightarrow \mathrm{b}(\Delta)$ is valid.

### 5.3 Uniform interpolation

With the proof system JS now fixed, we present the statement of uniform interpolation that will be proved. The vocabulary of a formula $\varphi$, in symbols $\operatorname{Voc}(\varphi)$, is the set of modal actions and literals, other than $\top$ and $\perp$, occurring in $\varphi$. The vocabulary of a set of formulas $\Phi$ is $\operatorname{Voc}(\Phi):=\bigcup_{\varphi \in \Phi} \operatorname{Voc}(\varphi)$.
5.3.1. Theorem (Uniform interpolation). Let $\Gamma$ be a finite well-named set of closed, guarded formulas, and $V \subseteq \operatorname{Voc}(\Gamma)$. There exists a formula $\iota$ such that:
(i) $\operatorname{Voc}(\iota) \subseteq V$;
(ii) $\mathrm{JS} \vdash \Gamma \Rightarrow \iota$;
(iii) for every $\Delta$ such that the sequent $\Gamma \Rightarrow \Delta$ is closed, well-named and guarded, and $\operatorname{Voc}(\Delta) \cap \operatorname{Voc}(\Gamma) \subseteq V$, if JS $\vdash \Gamma \Rightarrow \Delta$, then $\mathrm{JS} \vdash \iota \Rightarrow \Delta$.

We call the formula $\iota$ of Theorem 5.3.1 the (uniform) interpolant of $\Gamma$ relative to $V$. Mention of $V$ may be suppressed when clear from context.

The Craig interpolation property is a special case of uniform interpolation:
5.3.2. Corollary (Craig interpolation). For every closed, well-named and guarded sequent $\Gamma \Rightarrow \Delta$, if $\mathrm{JS} \vdash \Gamma \Rightarrow \Delta$, then there is a formula $\iota$ such that $\operatorname{Voc}(\iota) \subseteq$ $\operatorname{Voc}(\Gamma) \cap \operatorname{Voc}(\Delta), \mathrm{JS} \vdash \Gamma \Rightarrow \iota$, and $\mathrm{JS} \vdash \iota \Rightarrow \Delta$.

Proof. Apply Theorem 5.3.1 with $V:=\operatorname{Voc}(\Gamma) \cap \operatorname{Voc}(\Delta)$.
The remainder of this section is concerned with the proof of Theorem 5.3.1.
The uniform interpolant for $\Gamma$ will be designed to encode all information relevant to proofs of sequents $\Gamma \Rightarrow \Delta$ for $\Delta$ satisfying the aforementioned vocabulary restriction. This will be achieved by expressing as a formula of the $\mu$-calculus an 'interpolation template' for the sequent $\Gamma \Rightarrow \varnothing$, essentially a proof-search for $\Gamma \Rightarrow \Delta$, where $\Delta$ is 'generic'.
5.3.3. Definition (Interpolation template). Let $\Gamma$ be a finite well-named set of closed and guarded formulas, and let $V \subseteq \operatorname{Voc}(\Gamma)$. An interpolation template for $\Gamma$ (and $V$ ) is a normal derivation $\mathcal{T}_{\Gamma}$ of $\Gamma \Rightarrow \varnothing$ such that:
(i) for every $v \in T_{\Gamma}$, if there is a vertex $u<_{T_{\Gamma}} v$ such that $u$ and $v$ are labelled by the same sequent, then $v$ is a leaf.
(ii) the branching rule $\square^{*}$ is applied in $\mathcal{T}$ instead of $\mathrm{L} \square$ and $\mathrm{R} \square:^{7}$

$$
\frac{\left\{\Theta_{i, \alpha^{b}} \dashv \Gamma_{i}, \alpha^{b} \Rightarrow \mid i \leq n, \alpha^{b} \in \Pi_{i}\right\} \quad\left\{\Theta_{i} \dashv \Gamma_{i} \Rightarrow \mid i \leq n, \mathrm{a}_{\mathrm{i}} \in V\right\} \quad \varnothing \Rightarrow}{\Theta \dashv\left[\mathrm{a}_{0}\right] \Gamma_{0},\left\langle\mathrm{a}_{0}\right\rangle \Pi_{0}, \ldots,\left[\mathrm{a}_{\mathrm{n}}\right] \Gamma_{n},\left\langle\mathrm{a}_{\mathrm{n}}\right\rangle \Pi_{n}, \Sigma \Rightarrow \varnothing},
$$

where $a_{0}, \ldots, a_{n}$ are distinct modal actions, each $\Theta_{i, \alpha^{b}}\left(\Theta_{i}\right)$ is the restriction of $\Theta$ to the names occurring in $\Gamma_{i}, \alpha^{b}$ (respectively, $\Gamma_{i}$ ), $\Sigma$ is a (non-axiomatic) set of literals, and we have omitted the empty consequents of the premises.

As mentioned previously, an interpolation template is, informally, a proofsearch for the sequent $\Gamma \Rightarrow \Delta$, where $\Delta$ is a 'generic', unspecified consequent. The uniform interpolant will be a formula representation of the template.

Unlike $\mathrm{L} \square$ and $\mathrm{R} \square$, rule $\square^{*}$ is branching and involves three kinds of premise:

- sequents $\Theta_{i, \alpha^{b}} \dashv \Gamma_{i}, \alpha^{b} \Rightarrow \varnothing$, for $i \leq n$ and $\alpha^{b} \in \Pi_{i}$, called active premises;
- sequents $\Theta_{i} \dashv \Gamma_{i} \Rightarrow \varnothing$ for $i \leq n$ and $\mathrm{a}_{\mathrm{i}} \in V$, called passive premises;
- the trivial premise $\varnothing \Rightarrow \varnothing$.

The active and passive premises encode instances of $\mathrm{L} \square$ and $\mathrm{R} \square$, respectively, assuming an appropriate (but unspecified) instantiation of the consequent. The trivial premise corresponds to an instance of $\mathrm{R} \square$ for an action label in Act $\backslash V$, as any such application of $\mathrm{R} \square$ yields a premise with empty antecedent. In practice, the trivial premise may be safely ignored because it takes no part in the construction of the uniform interpolant; its presence is merely a technical convenience for mapping paths through a proof of $\Gamma \Rightarrow \Delta$ onto the interpolation template.

A leaf of an interpolation template is empty if it has label $\varnothing \Rightarrow \varnothing$. By construction, empty leaves correspond exactly to trivial premises of $\square^{*}$.

The notion of successful repeat is defined for interpolation templates as expected from Definition 5.2.2.

The restriction to normal proofs has the effect that interpolation templates can be assumed to be finite. More precisely, conditions (iii) and (iv) of Definition 5.2.5 ensure that a maximal path through an interpolation template reaches either an axiom, the empty sequent, or a sequent which is repeated on the path. The argument is identical to the proof of termination of proof search in [76, 144].

[^40]5.3.4. Proposition. For every finite, well-named set of closed and guarded formulas $\Gamma$, and every $V \subseteq \operatorname{Voc}(\Gamma)$, there is a finite interpolation template for $\Gamma$ and $V$.

Henceforth we assume a fixed finite well-named set $\Gamma$ of closed guarded formulas, a fixed $V \subseteq \operatorname{Voc}(\Gamma)$, and a fixed finite interpolation template $\mathcal{T}_{\Gamma}$ for $\Gamma$ and $V$ given by Proposition 5.3.4.

We need another result which follows from the completeness arguments in [76, 144]. Informally, if $\Gamma \Rightarrow \Delta$ is valid, then we can build a normal proof of $\Gamma \Rightarrow \Delta$ whose left-fragment is essentially $\mathcal{T}_{\Gamma}$. More precisely:
5.3.5. Lemma. Let $\Gamma \Rightarrow \Delta$ be a valid closed, well-named and guarded sequent, with $\Delta$ such that $\operatorname{Voc}(\Gamma) \cap \operatorname{Voc}(\Delta) \subseteq V$. There exists a normal proof $\mathcal{T}$ of $\Gamma \Rightarrow \Delta$ such that for every finite path $\left(v_{i}\right)_{i \leq N}$ through $\mathcal{T}$ there is a sequence of vertices $\left(u_{i}\right)_{i \leq N^{\prime} \leq N}$ of $\mathcal{T}_{\Gamma}$ and a strictly increasing sequence of natural numbers $\left(k_{i}\right)_{i \leq N^{\prime}}$ such that the following hold for each $i<N^{\prime}$, where $\Theta_{i} \dashv \Gamma_{i} \Rightarrow \Delta_{i}$ is the label of $v_{i}$ :
(i) either $u_{i+1}$ is an immediate successor of $u_{i}$, or $u_{i}$ is a repeat and $u_{i+1}$ is an immediate successor of the companion of $u_{i}$, or $u_{i}$ is an empty leaf and $u_{i+1}=u_{i+2}=\cdots=u_{N^{\prime}}=u_{i}$;
(ii) $u_{i}$ has label $\Theta_{k_{i}}^{\prime} \dashv \Gamma_{k_{i}} \Rightarrow \varnothing$, where $\Theta_{k_{i}}^{\prime}$ is the restriction of $\Theta_{k_{i}}$ to names for variables in $\Gamma_{k_{i}}$;
(iii) for each $j<k_{i+1}-k_{i}$, we have $\Theta_{k_{i}+j}^{\prime}=\Theta_{k_{i}}^{\prime}$ and $\Gamma_{k_{i}+j}=\Gamma_{k_{i}}$.

We are now ready to construct the uniform interpolant for $\Gamma$ relative to $V$. The definition proceeds in two stages. First, we assign to each $u \in T_{\Gamma}$ a formula $\iota_{u}$, called the pre-interpolant for $u$. These are defined by recursion through $\mathcal{T}_{\Gamma}$, from the leaves downwards to the root. Second, by considering the collection of all pre-interpolants we isolate a uniform interpolant for $\Gamma$.

For every set of formulas $\Pi$, let $\ell_{V}(\Pi)$ be the collection of literals, other than $\top$ and $\perp$, occurring in $V \cap \Pi$, without their annotations.

Empty leaves are assigned pre-interpolant $T$. Every instance of ax ${ }_{\perp}$, say with label $\Theta \dashv \Pi, \perp^{a} \Rightarrow \varnothing$, is associated pre-interpolant $\perp \wedge \ell_{V}(\Pi)$. Every repeat $l \in$ $\operatorname{Rep}_{\mathcal{T}_{\Gamma}}$ is pre-interpolated by a unique, fresh variable $x_{l}$. We refer to each $x_{l}$ as an interpolation variable.

Once we have decided on pre-interpolants for the leaves of $\mathcal{T}_{\Gamma}$, it is convenient to deal with interpolants for some instances of $\square^{*}$ as a special case, before the more general recursive construction. If $u \in T_{\Gamma}$ is the conclusion of an application of $\square^{*}$ in $\mathcal{T}_{\Gamma}$ such that one of the active premises is provable in JS as a plain sequent, let $\iota_{u}:=\perp .{ }^{8}$ We call such instances of $\square^{*}$ trivial.

[^41]With the trivial instances of $\square^{*}$ pre-interpolated, we proceed with the recursive construction. Suppose that $u \in T_{\Gamma}$ has not yet been assigned a pre-interpolant. If there is a $v<_{T_{\Gamma}} u$ such that $v$ is the conclusion of a trivial instance of $\square^{*}$, let $\iota_{u}:=\perp$.

Suppose now that $u$ is the conclusion of a non-trivial application of $\square^{*}$ in $T_{\Gamma}$, say:

$$
\frac{\left\{\Theta_{i, \alpha^{b}} \dashv \Gamma_{i}, \alpha^{b} \Rightarrow \mid i \leq n, \alpha^{b} \in \Pi_{i}\right\} \quad\left\{\Theta_{i} \dashv \Gamma_{i} \Rightarrow \mid i \leq n, \mathrm{a}_{\mathrm{i}} \in V\right\} \quad \varnothing \Rightarrow}{\Theta \dashv\left[\mathrm{a}_{0}\right] \Gamma_{0},\left\langle\mathrm{a}_{0}\right\rangle \Pi_{0}, \ldots,\left[\mathrm{a}_{\mathrm{n}}\right] \Gamma_{n},\left\langle\mathrm{a}_{\mathrm{n}}\right\rangle \Pi_{n}, \Sigma \Rightarrow \varnothing}
$$

Let the actions be ordered such that $V=\left\{\mathrm{a}_{0}, \ldots, \mathrm{a}_{\mathrm{k}-1}\right\}$ for some $k \leq n$. For each $i \leq n$ and $\alpha^{b} \in \Pi_{i}$, let $v_{i, \alpha^{b}}$ be the immediate successor of $u$ for the active premise $\Theta_{i, \alpha^{b}} \dashv \Gamma_{i}, \alpha^{b} \Rightarrow \varnothing$. And for each $i \leq n$ with $\mathrm{a}_{\mathrm{i}} \in V$, let $v_{i}$ the immediate successor for the passive premise $\Theta_{i} \dashv \Gamma_{i} \Rightarrow \varnothing$. We let

$$
\iota_{u}:=\ell_{V}(\Sigma) \wedge \bigwedge_{i<k}\left(\left[\mathrm{a}_{\mathrm{i}}\right] \iota_{v_{i}} \wedge \bigwedge_{\alpha^{b} \in \Pi_{i}}\left\langle\mathrm{a}_{\mathrm{i}}\right\rangle \iota_{v_{i, \alpha^{b}}}\right)
$$

Restricting to $i<k$ ensures that modal actions in pre-interpolants are all in $V$.
Suppose now that $u$ is the conclusion of a (non-axiomatic) rule R other than $\square^{*}$. If $\mathrm{R} \in\left\{\mathrm{L} \wedge, \mathrm{L} \sigma_{0}, \mathrm{~L} \mu, \mathrm{~L} \nu, \mathrm{~L}\right.$ thin, Lres$\}$, we let $\iota_{u}:=\iota_{v}$, where $v$ is the unique immediate successor of $u$. Finally, suppose that $\mathrm{R}=\mathrm{LV}$, and let $\Theta \dashv \Pi \Rightarrow \varnothing$ be the label of $u$. We let $\iota_{u}:=\ell_{V}(\Pi) \wedge\left(\iota_{v_{1}} \vee \iota_{v_{2}}\right)$, where $v_{1}, v_{2}$ are the two immediate successors of $u$.

We thus have a pre-interpolant $\iota_{u}$ for each $u \in T_{\Gamma}$. By construction, $\iota_{u}$ is a quantifier-free formula in the variables $\mathrm{x}_{l_{1}}, \ldots, \mathrm{x}_{l_{k}}$, where $l_{1}, \ldots, l_{k}$ are the repeats in $[u, \rightarrow)_{\mathcal{T}_{\Gamma}}$. Additionally, either $\iota_{u} \in\{\top, \perp\} \cup \operatorname{Var}$, or $\iota_{u}$ is of the form $\ell_{V}(\Pi) \wedge \iota$, where $\Pi$ is the set of formulas in the label of $u$.

Fix an enumeration $\left(l_{1}, \ldots, l_{n}\right)$ of $\operatorname{Rep}_{\tau_{\Gamma}}$ such that the following hold:
(i) if $\operatorname{inv}\left(l_{i}\right) \preccurlyeq \operatorname{inv}\left(l_{j}\right)$, then $i \leq j$;
(ii) if $\operatorname{inv}\left(l_{i}\right)=\operatorname{inv}\left(l_{j}\right)$ and $i<j$, then either $l_{i}$ is successful, or $l_{j}$ is unsuccessful.

Define $p_{l_{i}}:=2 i-1$ if $l_{i}$ is successful, and $p_{l_{i}}:=2 i$ otherwise.
Let $r$ be the root of $\mathcal{T}_{\Gamma}$. The uniform interpolant for $\Gamma$ relative to $V$ is defined as the formula represented by the modal equational system

$$
\iota_{\Gamma}=\left(\iota_{r}, \mathcal{E}_{\Gamma}\right), \text { where } \mathcal{E}_{\Gamma}:=\left\{\mathrm{x}_{l}=p_{p_{l}} \iota_{c_{l}} \mid l \in \operatorname{Rep}_{\mathcal{T}_{\Gamma}}\right\} .
$$

5.3.6. Remark. In the construction of $t_{\Gamma}$ we distinguished between trivial and non-trivial instances of $\square^{*}$ by appealing to provability of the premises thereof (as plain sequents). This can be checked by carrying out a proof-search in accordance
with the constraints in Definition 5.2 .5 (for the details, see the completeness proofs in $[76,144])$.

Since $\mathcal{T}_{\Gamma}$ is normal, it seems reasonable to suppose that provability of premises of $\square^{*}$ could be established by inspection of $\mathcal{T}_{\Gamma}$ alone. This is indeed the case and it is not difficult to see; however, precisely because of the normality of $\mathcal{T}_{\Gamma}$, for all intents and purposes said inspection is a proof-search.

We now turn to the verification of the interpolant.

### 5.3.1 Verification

We verify that the formula $\iota_{\Gamma}$ built from the template $\mathcal{T}_{\Gamma}$ is in fact a uniform interpolant for $\Gamma$ (with respect to $V$ ). By construction, it is clear that $\operatorname{Voc}\left(\iota_{\Gamma}\right) \subseteq V$. It remains to see that JS $\vdash \Gamma \Rightarrow \iota_{\Gamma}$ and that $\mathrm{JS} \vdash \iota_{\Gamma} \Rightarrow \Delta$, for an arbitrary $\Delta$ satisfying the conditions in Theorem 5.3.1.
5.3.7. Remark. In what follows, we work in JS with the equational presentation of $\iota_{\Gamma}$ given above. This is merely an abbreviation (which greatly improves readability, though), made possible by the unfolding rules of JS and the fact that the flattening of an equational system commutes with Boolean connectives and modal operators.

In order to establish $\mathrm{JS} \vdash \Gamma \Rightarrow \iota_{\Gamma}$ we begin by inductively building a (possibly infinite) JS derivation $\mathcal{P}_{\Gamma}$ with conclusion $\Gamma \Rightarrow \iota_{\Gamma}$ from the interpolation template $\mathcal{T}_{\Gamma}$, together with a partial map $\tau: P_{\Gamma} \rightarrow T_{\Gamma}$ such that the following hold for every $u$ in the domain of $\tau$ :
(i) if $u<_{P_{\Gamma}}^{0} v$ and $v$ is in the domain of $\tau$, then either $\tau(u)<_{T_{\Gamma}}^{0} \tau(v)$, or $\tau(u) \in \operatorname{Rep}_{\tau_{\Gamma}}$ and $\tau(v)$ is the companion of $\tau(u)$;
(ii) $\tau(u)$ has a label of the form $\Theta \dashv \Lambda \Rightarrow \varnothing$, with $\Lambda \neq \varnothing$, and $u$ has a label of the form $\Omega \dashv \Lambda \Rightarrow \iota_{\tau(u)}^{a}$, where $\Theta$ results from removing the names in $\Omega$ that occur in $a$.
Let the root of $\mathcal{P}_{\Gamma}$ have label $\Gamma \Rightarrow \iota_{\Gamma}$ and map it via $\tau$ to the root of $\mathcal{T}_{\Gamma}$. For the inductive case, assume that $u \in P_{\Gamma}$ has been defined. We distinguish several cases:
(i) $\tau(u)$ is an axiomatic leaf. Then, $u$ is an instance of $\mathrm{ax}_{\perp}$ and we stop.
(ii) $\tau(u)$ is a repeat, say $\tau(u)=l \in \operatorname{Rep}_{\mathcal{T}_{\Gamma}}$ with companion $c$. By the inductive hypothesis, $u$ has label $\Omega \dashv \Lambda \Rightarrow \mathrm{x}_{l}^{a}$. Apply $\mathrm{R} \mu$ or $\mathrm{R} \nu$ at $u$, obtaining $\Omega^{\prime} \dashv \Lambda \Rightarrow \iota_{c}^{a^{\prime} b}$, where $a^{\prime}:=a\left\lceil\mathrm{x}_{l}\right.$, and $b=\varnothing$ if $\mathrm{x}_{l}$ is of type $\mu$ and otherwise $b$ is the first name for $\mathrm{x}_{l}$ not occurring in $\Omega$. Let $v$ be the unique immediate successor of $u$. If Rres is not applicable at $t$, let $\tau(t):=c$. Otherwise, apply Rres at $t$ and map both $t$ and its unique immediate successor via $\tau$ to $c$.
(iii) A rule R other than $\square^{*}$, $\mathrm{L} \vee$ is applied at $\tau(u)$. Apply R at $u$ and map the unique immediate successor of $u$ to the unique immediate successor of $\tau(u)$.
(iv) Rule $\mathrm{L} V$ is applied at $\tau(u)$. The label of $\tau(u)$ is then of the form

$$
\Theta \dashv \Lambda,\left(\varphi_{0} \vee \varphi_{1}\right)^{a} \Rightarrow \varnothing,
$$

where $\left(\varphi_{0} \vee \varphi_{1}\right)^{a}$ is the principal formula. By the inductive hypothesis, $u$ has label $\Omega \dashv \Lambda,\left(\varphi_{0} \vee \varphi_{1}\right)^{a} \Rightarrow \ell_{V}(\Lambda) \wedge\left(\iota_{0} \vee \iota_{1}\right)^{b}$, where $\iota_{i}$ is the pre-interpolant assigned to the immediate successor $v_{i}$ of $\tau(u)$ with label $\Theta \dashv \Lambda, \varphi_{i}^{a} \Rightarrow \varnothing$. We apply the following rules at $u$ :

The omitted vertices are all axiomatic. Let $u_{i}$ be the vertex with label $\Omega \dashv \Lambda, \varphi_{i}^{a} \Rightarrow \iota_{i}^{b}$, for $i \leq 1$, and let $\tau\left(u_{i}\right):=v_{i}$.
(v) Rule $\square^{*}$ is applied at $\tau(u)$. In $\mathcal{T}_{\Gamma}$ we then have:

$$
\square^{*} \frac{\left\{\Theta_{i, \alpha^{b}} \dashv \Gamma_{i}, \alpha^{b} \Rightarrow \varnothing \mid i \leq n, \alpha^{b} \in \Pi_{i}\right\} \quad\left\{\Theta_{i} \dashv \Gamma_{i} \Rightarrow \varnothing \mid i \leq n, \mathrm{a}_{\mathrm{i}} \in V\right\}}{\Theta \dashv\left[\mathrm{a}_{0}\right] \Gamma_{0},\left\langle\mathrm{a}_{0}\right\rangle \Pi_{0}, \ldots,\left[\mathrm{a}_{\mathrm{n}}\right] \Gamma_{n},\left\langle\mathrm{a}_{\mathrm{n}}\right\rangle \Pi_{n}, \Sigma \Rightarrow \varnothing},
$$

where we have omitted the empty leaf. Let $v_{i, \alpha^{b}}$ be the immediate successor of $\tau(u)$ for the active premise $\Theta_{i, \alpha^{b}} \dashv \Gamma_{i}, \alpha^{b} \Rightarrow \varnothing$, and $v_{i}$ the immediate successor for the passive premise $\Theta_{i} \dashv \Gamma_{i} \Rightarrow \varnothing$. Also, let $\Phi$ be the antecedent of the label of $\tau(u)$. Let $\iota:=\iota_{\tau(u)}$. By the inductive hypothesis, $u$ has a label of the form $\Omega \dashv \Phi \Rightarrow \iota^{a}$. We distinguish two subcases.

Case 1: some active premise $v_{i, \alpha^{b}}$ of $\tau(u)$ is provable (as a plain sequent). Then, $\iota=\perp$. We proceed from $u$ as follows:

$$
\operatorname{L} \square \frac{\Theta_{i, \alpha^{b}} \dashv \Gamma_{i}, \alpha^{b} \Rightarrow \varnothing}{\Omega \dashv\left[\mathrm{a}_{0}\right] \Gamma_{0},\left\langle\mathrm{a}_{0}\right\rangle \Pi_{0}, \ldots,\left[\mathrm{a}_{\mathrm{n}}\right] \Gamma_{n},\left\langle\mathrm{a}_{\mathrm{n}}\right\rangle \Pi_{n}, \Sigma \Rightarrow \perp^{a}}
$$

Let $u^{\prime}$ be the unique immediate successor of $u$. Note that $u^{\prime}$ and $v_{i, \alpha^{b}}$ have the same label. Let $\mathcal{T}$ be a JS proof of $\mathrm{b}\left(\Gamma_{i}\right), \alpha \Rightarrow \varnothing$. We insert a copy of $\mathcal{T}$ on top of $u^{\prime}$, propagating the annotations in $u^{\prime}$ upwards and ignoring them in the copy of $\mathcal{T}$. It is easy to see that every leaf in the resulting cone
$C:=\left[u^{\prime}, \rightarrow\right)_{\mathcal{P}_{\Gamma}}$ is either axiomatic or a successful repeat with companion in $C$.

Case 2: no active premise of $\tau(u)$ is provable. Then, assuming the modal actions to be ordered such that $V=\left\{\mathrm{a}_{0}, \ldots, \mathrm{a}_{\mathrm{k}-1}\right\}$ for some $k \leq n$, we have:

$$
\iota_{u}:=\ell_{V}(\Sigma) \wedge \bigwedge_{i<k}\left(\left[\mathrm{a}_{\mathbf{i}} \iota_{v_{i}} \wedge \bigwedge_{\alpha^{b} \in \Pi_{i}}\left\langle\mathrm{a}_{\mathbf{i}}\right\rangle \iota_{v_{i, \alpha^{b}}}\right)\right.
$$

At $u$, we break down $\iota_{u}$ by successive applications of $\mathrm{R} \wedge$, obtaining the following sequents: $\Omega \dashv \Phi \Rightarrow \ell$, for $\ell \in \ell_{V}(\Sigma) ; \Omega \dashv \Phi \Rightarrow\left\langle\mathrm{a}_{\mathrm{i}}\right\rangle \ell_{v_{i, \alpha}{ }^{b}}^{a}$, for $i \leq n$ and $\alpha^{b} \in \Pi_{i}$; and $\Omega \dashv \Phi \Rightarrow\left[\mathrm{a}_{\mathrm{i}}\right\rfloor_{v_{i}}^{a}$, for $i<k$.

At each $\Omega \dashv \Phi \Rightarrow\left\langle\mathrm{a}_{\mathrm{i}}\right\rangle \iota_{v_{i, \alpha^{b}}}^{a}$ we apply $\mathrm{L} \square$ with premise $\Omega^{\prime} \dashv \Gamma_{i}, \alpha^{b} \Rightarrow \iota_{v_{i, \alpha}{ }^{b}}^{a}$, and map the resulting vertex via $\tau$ to $v_{i, \alpha^{b}}$.

Similarly, at each $\Omega \dashv \Phi \Rightarrow\left[\mathrm{a}_{\mathrm{i}}\right] \iota_{v_{i}}^{a}$ we apply R $\square$ with premise $\Omega^{\prime \prime} \dashv \Gamma_{i} \Rightarrow \iota_{v_{i}}^{a}$, and map the resulting vertex via $\tau$ to $v_{i}$.
We are now ready to establish that JS $\vdash \Gamma \Rightarrow \iota_{\Gamma}$.
By construction, $\mathcal{P}_{\Gamma}$ is a possibly infinite tree with conclusion $\Gamma \Rightarrow \iota_{\Gamma}$ and such that every leaf of $\mathcal{P}_{\Gamma}$ is axiomatic or a successful repeat. We show that every infinite branch $\pi$ in $\mathcal{P}_{\Gamma}$ passes through a successful repeat, whence it follows that $\mathcal{P}_{\Gamma}$ can be pruned into a JS proof of $\Gamma \Rightarrow \iota_{\Gamma}$.

Let $\left(x_{0}, x_{1}, \ldots\right)$ be the infinite sequence of interpolation variables unfolded, in that order, in $\pi$. For every $i<\omega$, let $l_{i}$ be the repeat in $\mathcal{T}_{\Gamma}$ pre-interpolated by $\mathrm{x}_{i}$, and let $c_{i}$ and $p_{i}$ abbreviate $c_{l_{i}}$ and $p_{\mathrm{x}_{i}}$, respectively. Note that $l_{i} \triangleleft l_{i+1}$ for every $i<\omega$. Let $N \geq 0$ be such that all variables $\mathrm{x}_{N}, \mathrm{x}_{N+1}, \ldots$ are unfolded infinitely often in $\pi$, say in a tail $\pi^{\prime}$ of $\pi$ such that all variables unfolded on $\pi^{\prime}$ are among $\mathrm{x}_{N}, \mathrm{x}_{N+1}, \ldots$ By Proposition 1.2.11, there is some $k \geq N$ such that $l_{k} \preccurlyeq l_{N}, l_{N+1}, \ldots$ Moreover, we may assume that $p_{k}<p_{i}$ for every $i \geq N$ with $\mathrm{x}_{k} \neq \mathrm{x}_{i}$.

Let $N \leq m<n$ be such that $\mathrm{x}_{m}=\mathrm{x}_{n}=\mathrm{x}_{k}$, and let $\pi^{\prime \prime}$ be the finite subsequence of $\pi^{\prime}$ from the $m$-th unfolding in $\pi$ of an interpolation variable up to, and including, the $n$-th one. We distinguish two cases.

Case 1: $x_{k}$ is of type $\nu$. The consequents at the first unfolding of $x_{k}$ in $\pi^{\prime \prime}$ have the form $\mathrm{x}_{k}^{a}, \iota_{k}^{a^{\prime} x}$, where $\iota_{k}=\iota_{c_{k}}, a^{\prime}:=a \mid \mathrm{x}_{k}$, and $x$ is the first name for $\mathrm{x}_{k}$ not occurring in the control.

Suppose that Res is not applied after the unfolding. Looking at the unfoldings of interpolation variables, the consequents in $\pi^{\prime \prime}$ then look like this:

$$
\mathrm{x}_{k}^{a}, \iota_{k}^{a^{\prime} x}, \ldots, \mathrm{x}_{m+1}^{a^{\prime} x}, \iota_{m+1}^{a^{\prime} x b_{m+1}}, \ldots, \mathrm{x}_{n-1}^{a^{\prime} x b_{n-2}}, \iota_{n-1}^{a^{\prime} x b_{n-1}}, \ldots, \mathrm{x}_{k}^{a^{\prime} x b_{n-1}}, \iota_{k}^{a^{\prime} x x^{\prime}}
$$

Note that $a^{\prime} x$ is preserved due to the priority of $\mathrm{x}_{k}$. By construction, the name $x$ is reset at the last step, yielding a successful repeat with companion the second vertex in $\pi^{\prime \prime}$.

Suppose now that Rres is applied after the first unfolding of $x_{k}$ in $\pi^{\prime \prime}$. In this case we have $a^{\prime}=a^{\prime \prime} x^{\prime}$ for some $a^{\prime \prime}$, and the consequents in $\pi^{\prime \prime}$ look like this, again paying attention only at unfoldings of interpolation variables:

$$
\mathrm{x}_{k}^{a}, \iota_{k}^{a^{\prime \prime} x^{\prime} x}, \iota_{k}^{a^{\prime \prime} x^{\prime}}, \ldots, ⿺_{n-1}^{a^{\prime \prime} x^{\prime} b_{n-2}}, \iota_{n-1}^{a^{\prime \prime} x^{\prime} b_{n-1}}, \ldots, x_{k}^{a^{\prime \prime} x^{\prime} b_{n-1}}, \iota_{k}^{a^{\prime \prime} x^{\prime} x^{\prime \prime}} .
$$

As before, $a^{\prime \prime} x^{\prime}$ is preserved due to the priority of $\mathrm{x}_{k}$. By construction, $x^{\prime}$ is reset again at the last step, yielding a successful repeat with companion the third vertex in $\pi^{\prime \prime}$.

Case 2: $x_{k}$ is of type $\mu$. The consequents at the first unfolding of $x_{k}$ in $\pi^{\prime \prime}$ have the form $\mathrm{x}_{k}^{a}, \iota_{k}^{a^{\prime}}$, where $a^{\prime}:=a \mid \mathrm{x}_{k}$. As Rres is not applied after the unfolding because no name is introduced, the consequents in $\pi^{\prime \prime}$ look like this, again paying attention only unfoldings of interpolation variables:

$$
\mathrm{x}_{k}^{a}, \iota_{k}^{a^{\prime}}, \ldots, \mathrm{x}_{m+1}^{a^{\prime}}, \iota_{m+1}^{a^{\prime} b_{m+1}}, \ldots, \mathrm{x}_{n-1}^{a^{\prime} b_{n-2}}, \iota_{n-1}^{a^{\prime} b_{n-1}}, \ldots, \mathrm{x}_{k}^{a^{\prime} b_{n-1}}, \iota_{k}^{a^{\prime}}
$$

As before, $a^{\prime}$ is preserved due to the priority of $x_{k}$. We claim that this last repetition is successful with companion the second vertex in $\pi^{\prime \prime}$.

Since $\mathrm{x}_{k}$ is a $\mu$-variable, we know that $\operatorname{inv}\left(l_{k}\right)$ is of the form $w x$, where $x$ is preserved and reset in $\left[c_{k}, l_{k}\right]_{\mathcal{T}_{\Gamma}}$. Also, $\tau\left(\pi^{\prime \prime}\right)$ is a path through $\mathcal{T}_{\Gamma}$ of the form

$$
\tau\left(\pi^{\prime \prime}\right)=\left(l_{k}\right) \frown\left[c_{k}, l_{m+1}\right]_{\tau_{\Gamma}} \frown \ldots \frown\left[c_{n-2}, l_{n-1}\right]_{\mathcal{T}_{\Gamma}} \frown\left[c_{n-1}, l_{k}\right]_{\mathcal{T}_{\Gamma}} .
$$

By Proposition 1.2.12, $x$ is preserved throughout $\tau\left(\pi^{\prime \prime}\right)$ because $l_{k} \preccurlyeq l_{m+1}, \ldots, l_{n}$, so $x$ is also preserved throughout $\pi^{\prime \prime}$. Finally, by Proposition 1.2.3 $\left[c_{k}, l_{k}\right]_{T_{\Gamma}} \subseteq \tau\left(\pi^{\prime \prime}\right)$, whence $x$ is reset in $\pi^{\prime \prime}$.

We have thus established:
5.3.8. Proposition. JS $\vdash \Gamma \Rightarrow \iota_{\Gamma}$.

It only remains to verify that $\mathrm{JS} \vdash \iota_{\Gamma} \Rightarrow \Delta$ for a $\Delta$ given as in Theorem 5.3.1. In particular, $\operatorname{Voc}(\Gamma) \cap \operatorname{Voc}(\Delta) \subseteq V$.

Fix a normal JS proof $\mathcal{P}$ of $\Gamma \Rightarrow \Delta$ given by Lemma 5.3.5, and let $\mathcal{P}^{\bullet}$ be the result after identifying each repeat $l \in \operatorname{Rep}_{\mathcal{P}}$ and its companion $c_{l} .{ }^{9}$ We define $\mathcal{T}_{\Gamma}^{\bullet}$ analogously.

If $w$ is a prefix of the control of a sequent $\Theta \dashv \Pi \Rightarrow \Sigma$, we denote by $w_{L}\left(w_{R}\right)$ the result after removing from $w$ all names for variables in $\Sigma$ (respectively, $\Pi$ ).

We inductively build a (possibly infinite) JS derivation $\mathcal{P}_{\Delta}$ with conclusion $\iota_{\Gamma} \Rightarrow \Delta$, together with partial maps $\gamma: \mathcal{P}_{\Delta} \rightarrow \mathcal{T}_{\Gamma}$ and $\delta: \mathcal{P}_{\Delta} \rightarrow \mathcal{P}^{\bullet}$ such that the following hold for every $u \in P_{\Delta}$ :

[^42](i) The label of $\delta(u)$ is of the form $\Theta \dashv \Lambda \Rightarrow \Xi$, where $\Lambda$ is such that $\gamma(u)$ has label $\Theta_{L} \dashv \Lambda \Rightarrow \varnothing$. If $\Lambda=\varnothing$, then $u$ has label $\Theta \dashv \varnothing \Rightarrow \Xi$, and otherwise the label of $u$ is of the form $\Omega \dashv \iota_{\gamma(u)}^{a} \Rightarrow \Xi$, where $\Omega_{R}=\Theta_{R}$.
(ii) If $\pi$ is a path through $\mathcal{P}_{\Delta}$, then $\delta(\pi)$ is a path through $\mathcal{P}^{\bullet}$ and $\gamma(\pi)$ is the path on $\mathcal{T}_{\Gamma}^{\circ}$ corresponding to $\delta(\pi)$ given by Lemma 5.3.5. ${ }^{10}$

Let the root of $\mathcal{P}_{\Delta}$ have label $\iota_{\Gamma} \Rightarrow \Delta$, and map it via $\gamma$ to the root of $\mathcal{T}_{\Gamma}$ and via $\delta$ to the root of $\mathcal{P}^{\boldsymbol{\bullet}}$. For the inductive case, assume that $u \in P_{\Delta}$ has been defined. We distinguish several cases, ordered below from greatest to lowest priority in the construction of $\mathcal{P}_{\Delta}$ :
(i) $\delta(s)$ is a leaf. Note that $\delta(s)$ must be axiomatic by the definition of $\mathcal{P}^{\bullet}$ and the fact that $\mathcal{P}$ is a proof.

If $\delta(u)$ is an instance of $\mathrm{ax}_{\ell}$ for a literal $\ell \notin\{\perp, \top\}$, then $\ell \in \operatorname{Voc}(\Gamma) \cap$ $\operatorname{Voc}(\Delta) \subseteq V$, whence by the construction of pre-interpolants we may apply $\mathrm{L} \wedge$ finitely many times at $u$ to reach an instance of ax .

If $\delta(u)$ is an instance of $\mathrm{ax}_{\mathrm{T}}$, then by the inductive hypothesis so is $u$. Otherwise, $\delta(u)$ is an instance of $\mathrm{ax}_{\perp}$ and thus so is $\gamma(s)$, whence $\iota_{\gamma(s)}=\perp$ and $u$ is also an instance of $a x_{\perp}$.
(ii) $\gamma(u)$ is an axiomatic leaf (so an instance of $a x_{\perp}$ ). As before, $u$ is an instance of $\mathrm{ax}_{\perp}$.
(iii) $\gamma(u)$ is a repeat, say $\gamma(u)=l \in \operatorname{Rep}_{\mathcal{T}_{\Gamma}}$ with companion $c$. By the inductive hypothesis, $u$ has label $\Omega \dashv x_{l}^{a} \Rightarrow \Xi$. We unfold $\mathrm{x}_{l}$ by applying $\mathrm{L} \mu$ or $\mathrm{L} \nu$ at $u$, obtaining $\Omega^{\prime} \dashv \iota_{c}^{a^{\prime} b} \Rightarrow \Xi$, where $a^{\prime}:=a \mid \mathrm{x}_{l}$, and $b=\varnothing$ if $\mathrm{x}_{l}$ is of type $\nu$ and otherwise $b$ is the first name for $\mathrm{x}_{l}$ not occurring in $\Omega$. Let $v$ be the unique immediate successor of $u$. If Lres is not applicable at $v$, let $\delta(v):=\delta(u)$ and $\gamma(v):=c$. Otherwise, apply Lres at $v$ and map both $v$ and its unique immediate successor to $\delta(u)$ via $\delta$, and to $c$ via $\gamma$.
(iv) A rule R among $\mathrm{R} \wedge, \mathrm{R} \vee, \mathrm{R} \sigma_{0}, \mathrm{R} \mu, \mathrm{R} \nu$, Rthin, Res and wk is applied at $\delta(u)$. Note that wk cannot affect the antecedent because it is not applied anywhere in $\mathcal{T}_{\Gamma}$. We apply R at $u$. For every immediate successor $v$ of $u$, let $\delta(v)$ be the corresponding successor of $\delta(v)$ and set $\gamma(v):=\gamma(u)$.
(v) A rule R among $\mathrm{L} \wedge, \mathrm{L} \sigma_{0}, \mathrm{~L} \mu, \mathrm{~L} \nu$, Lthin, Lres is applied on the left at $\delta(u)$. By the inductive hypothesis, the label of $u$ is of the form $\Omega \dashv \iota \Rightarrow \Xi$. We apply wk at $u$ with premise $\Omega \dashv \iota \Rightarrow \Xi .{ }^{11}$ Let $v$ be the unique immediate

[^43]successor of $u$. We let $\gamma(v)(\delta(v))$ be the unique immediate successor of $\gamma(u)$ (respectively, $\delta(u)$ ).
(vi) Rule LV is applied at $\delta(u)$. The label of $\delta(u)$ is of the form
$$
\Theta \dashv \Lambda,\left(\varphi_{0} \vee \varphi_{1}\right)^{a} \Rightarrow \Xi,
$$
and by the inductive hypothesis $u$ has label $\Omega \dashv \ell_{V}(\Lambda) \wedge\left(\iota_{0} \vee \iota_{1}\right)^{a} \Rightarrow \Xi$ and $\mathrm{L} \vee$ is applied at $\gamma(u)$. We first apply $\mathrm{L} \wedge$ and wk at $u$ to obtain the sequent $\Omega \dashv\left(\iota_{0} \vee \iota_{1}\right)^{a} \Rightarrow \Xi$. Let $u_{0}$ and $u_{1}$ be the vertices thus created, with $u_{0}<_{P_{\Delta}}^{0}$ $u_{1}$. We apply $\mathrm{L} \vee$ at $u_{1}$ and let $v_{i}$ be the immediate successor of $u_{1}$ with label $\Omega \dashv \iota_{i}^{a} \Rightarrow \Xi$, for $i \leq 1$. Let $\gamma\left(u_{0}\right):=\gamma\left(u_{1}\right):=(u), \delta\left(u_{0}\right):=\delta\left(u_{1}\right):=\delta(u)$. Finally, let $\delta\left(v_{i}\right)$ be the immediate successor of $\delta(u)$ with label $\Theta \dashv \Lambda, \varphi_{i}^{a} \Rightarrow \Xi$, and let $\gamma\left(v_{i}\right)$ be the immediate successor of $\gamma(u)$ with label $\Theta_{L} \dashv \Lambda, \varphi_{i}^{a} \Rightarrow \varnothing$.
(vii) Rule $\mathrm{R} \square$ is applied at $\delta(u)$. Then, in $\mathcal{P}^{\bullet}$ we have:
$$
\mathrm{R} \square \frac{\Theta^{\prime} \dashv \Lambda \Rightarrow \varphi^{e}, \Xi}{\Theta \dashv[\mathrm{~b}] \Lambda, \Phi \Rightarrow[\mathrm{b}] \varphi^{e},\langle\mathrm{~b}\rangle \Xi, \Psi}
$$

Note that $\mathbf{b} \in \operatorname{Voc}(\Delta)$. By the inductive hypothesis, $\square^{*}$ is applied at $\gamma(u)$. If $\gamma(u)$ has pre-interpolant $\perp$, then by the inductive hypothesis $u$ is an instance of $\mathrm{ax}_{\perp}$ and we stop, so assume that no active premise of $\gamma(u)$ is provable. In $\mathcal{T}_{\Gamma}$ we have:

$$
\square^{*} \frac{\left\{\Theta_{i, \alpha^{c}} \dashv \Gamma_{i}, \alpha^{c} \Rightarrow \varnothing \mid i \leq n, \alpha^{c} \in \Pi_{i}\right\} \quad\left\{\Theta_{i} \dashv \Gamma_{i} \Rightarrow \varnothing \mid i \leq n, \mathrm{a}_{\mathrm{i}} \in V\right\}}{\Theta \dashv\left[\mathrm{a}_{0}\right] \Gamma_{0},\left\langle\mathrm{a}_{0}\right\rangle \Pi_{0}, \ldots,\left[\mathrm{a}_{\mathrm{n}}\right] \Gamma_{n},\left\langle\mathrm{a}_{\mathrm{n}}\right\rangle \Pi_{n}, \Sigma \Rightarrow \varnothing},
$$

where we have omitted the empty leaf. Let $v_{i, \alpha^{c}}$ be the immediate successor of $\gamma(u)$ for the active premise $\Theta_{i, \alpha^{c}} \dashv \Gamma_{i}, \alpha^{c} \Rightarrow \varnothing$, and $v_{i}$ the immediate successor for the passive premise $\Theta_{i} \dashv \Gamma_{i} \Rightarrow \varnothing$.

Assuming the modal actions to be ordered such that $V=\left\{a_{0}, \ldots, a_{k-1}\right\}$ for some $k \leq n$, we have

$$
\iota:=\iota_{\gamma(s)}=\ell_{V}(\Sigma) \wedge \bigwedge_{i<k}\left(\left[\mathrm{a}_{\mathrm{i}}\right] \iota_{v_{i}} \wedge \bigwedge_{\alpha^{c} \in \Pi_{i}}\left\langle\mathrm{a}_{\mathrm{i}}\right\rangle \iota_{v_{i, \alpha^{c}}}\right)
$$

We distinguish two further cases:
a) $\mathbf{b} \in \operatorname{Voc}(\Gamma)$. Since $\boldsymbol{b} \in \operatorname{Voc}(\Delta)$, it follows that $\boldsymbol{b}=\mathrm{a}_{\mathrm{i}}$ for some $i<k$. We apply the following rules at $u$, where the double line indicates finitely many applications of $\mathrm{L} \wedge$ and in the end an instance of wk to remove $\ell_{V}(\Sigma):$

$$
\mathrm{R} \square \frac{\Omega^{\prime} \dashv \iota_{v_{i}}^{a} \Rightarrow \varphi^{e}, \Xi}{\Omega \dashv\left\{\left\langle\mathrm{a}_{\mathrm{i}}\right\rangle \iota_{v_{i, \alpha^{c}}^{a}}^{a} \mid i<k, \alpha^{c} \in \Pi_{i}\right\},\left\{\left[\mathrm{a}_{\mathrm{i}} \iota_{v_{i}}^{a} \mid i<k\right\} \Rightarrow[\mathrm{b}] \varphi^{e},\langle\mathrm{~b}\rangle \Xi, \Psi\right.} \frac{\Omega \dashv \iota^{a} \Rightarrow[\mathrm{~b}] \varphi^{e},\langle\mathrm{~b}\rangle \Xi, \Psi}{\xlongequal{\Omega}}
$$

We map the vertex at the top via $\delta$ to the unique immediate successor of $\delta(u)$, and via $\gamma$ to $v_{i}$. All intermediate vertices are mapped to $\gamma(u)$ via $\gamma$ and to $\delta(u)$ via $\delta$.
b) $b \notin \operatorname{Voc}(\Gamma)$, i.e., $b \neq a_{i}$ for all $i \leq n$. We apply the following rules at $u$, where the double line is as in the previous case:

$$
\mathrm{R} \square \frac{\frac{\Omega^{\prime} \dashv \varnothing \Rightarrow \varphi^{e}, \Xi}{\Omega \dashv\left\{\left\langle\mathrm{a}_{\mathrm{i}}\right\rangle \iota_{v_{i, \alpha^{c}}}^{a} \mid i<k, \alpha^{c} \in \Pi_{i}\right\},\left\{\left[\mathrm{a}_{\mathrm{i}}\right] \iota_{v_{i}}^{a} \mid i<k\right\} \Rightarrow[\mathrm{b}] \varphi^{v},\langle\mathrm{~b}\rangle \Xi, \Psi}}{\Omega \dashv \iota^{a} \Rightarrow[\mathrm{~b}] \varphi^{e},\langle\mathrm{~b}\rangle \Xi, \Psi}
$$

We map the vertex at the top via $\delta$ to the unique immediate successor of $\delta(u)$, and via $\gamma$ to the immediate successor of $\gamma(u)$ for the trivial premise $\varnothing \Rightarrow \varnothing$. All intermediate vertices are mapped to $\gamma(u)$ via $\gamma$ and to $\delta(u)$ via $\delta$.
(viii) Rule $\mathrm{L} \square$ is applied at $\delta(u)$. Then, in $\mathcal{P}^{\bullet}$ we have:

$$
\mathrm{L} \square \frac{\Theta^{\prime} \dashv \Lambda, \varphi^{e} \Rightarrow \Xi}{\Theta \dashv[\mathrm{~b}] \Lambda, \Phi,\langle\mathrm{b}\rangle \varphi^{e} \Rightarrow\langle\mathrm{~b}\rangle \Xi, \Psi}
$$

By the inductive hypothesis, $\square^{*}$ is applied at $\gamma(u)$. If $\gamma(u)$ has pre-interpolant $\perp$, then by the inductive hypothesis $u$ is an instance of $a x_{\perp}$ and we stop. Assume, then, that no active premise of $\gamma(u)$ is provable.

In $\mathcal{T}_{\Gamma}$ we have:

$$
\square^{*} \frac{\left\{\Theta_{i, \alpha^{c}} \dashv \Gamma_{i}, \alpha^{c} \Rightarrow \varnothing \mid i \leq n, \alpha^{c} \in \Pi_{i}\right\}\left\{\Theta_{i} \dashv \Gamma_{i} \Rightarrow \varnothing \mid i \leq n, \mathrm{a}_{\mathrm{i}} \in V\right\}}{\Theta \dashv\left[\mathrm{a}_{0}\right] \Gamma_{0},\left\langle\mathrm{a}_{0}\right\rangle \Pi_{0}, \ldots,\left[\mathrm{a}_{\mathrm{n}}\right] \Gamma_{n},\left\langle\mathrm{a}_{\mathrm{n}}\right\rangle \Pi_{n}, \Sigma \Rightarrow \varnothing},
$$

where we have omitted the empty leaf. Let $v_{i, \alpha^{c}}$ be the immediate successor of $\gamma(u)$ for the active premise $\Theta_{i, \alpha^{c}} \dashv \Gamma_{i}, \alpha^{c} \Rightarrow \varnothing$, and $v_{i}$ the immediate successor for the passive premise $\Theta_{i} \dashv \Gamma_{i} \Rightarrow \varnothing$.

Assuming the modal actions to be ordered such that $V=\left\{\mathrm{a}_{0}, \ldots, \mathrm{a}_{\mathrm{k}-1}\right\}$ for some $k \leq n$, we have

$$
\iota:=\iota_{\gamma(u)}=\ell_{V}(\Sigma) \wedge \bigwedge_{i<k}\left(\left[\mathrm{a}_{\mathrm{i}}\right] \iota_{v_{i}} \wedge \bigwedge_{\alpha^{c} \in \Pi_{i}}\left\langle\mathrm{a}_{\mathrm{i}}\right\rangle \iota_{v_{i, \alpha^{c}}}\right) .
$$

Note that, by the inductive hypothesis, $\mathrm{b}=\mathrm{a}_{\mathrm{i}}$ for some $i \leq n$ and $\Lambda=$ $\Gamma_{i}$. We claim that, moreover, $\mathrm{a}_{\mathrm{i}} \in V$. Suppose not. Then, $\mathrm{a}_{\mathrm{i}} \notin \operatorname{Voc}(\Delta)$
because $\operatorname{Voc}(\Delta) \cap \operatorname{Voc}(\Gamma) \subseteq V$, so the immediate successor of $\delta(u)$ has label $\Theta_{i, \varphi^{e}} \dashv \Gamma_{i}, \varphi^{e} \Rightarrow \varnothing$. By Lemma 5.2.7 and Theorem 5.2.4, $\mathrm{b}\left(\Gamma_{i}\right), \varphi \Rightarrow \varnothing$ is provable in JS, contradicting the assumption that no active premise of $\gamma(u)$ is provable (as a plain sequent). Hence, $\mathrm{b}=\mathrm{a}_{\mathrm{i}} \in V$.

We apply the following rules at $u$, where the double line is as in the previous case:

$$
\mathrm{wk} \frac{\mathrm{~L} \square \frac{\Omega^{\prime \prime} \dashv \iota_{v_{i, \varphi^{e}}}^{a} \Rightarrow \Xi}{\Omega^{\prime} \dashv\langle\mathrm{b}\rangle \iota_{v_{i, \varphi^{e}}}^{a} \Rightarrow\langle\mathrm{~b}\rangle \Xi, \Psi}}{\frac{\Omega \dashv\left\{\left\langle\mathrm{a}_{\mathrm{i}}\right\rangle \iota_{v_{i, \alpha^{c}}}^{u} \mid i<k, \alpha^{c} \in \Pi_{i}\right\},\left\{\left[\mathrm{a}_{\mathrm{i}}\right\rangle \iota_{v_{i}}^{a} \mid i<k\right\} \Rightarrow\langle\mathrm{b}\rangle \Xi, \Psi}{\Omega \dashv \iota^{a} \Rightarrow\langle\mathrm{~b}\rangle \Xi, \Psi}}
$$

We map the vertex at the top via $\delta$ to the unique immediate successor of $\delta(u)$, and via $\gamma$ to $v_{i, \varphi^{e}}$. All intermediate vertices are mapped to $\gamma(u)$ via $\gamma$ and to $\delta(u)$ via $\delta$.

The following proposition captures the relation between the repeats in $\mathcal{P}$ and the repeats in $\mathcal{T}_{\Gamma}$ :
5.3.9. Proposition. Let $l \in P$ be a repeat with companion c. If $u, v \in P_{\Delta}$ are such that $u<_{P_{\Delta}} v$ and $\delta(u)=\delta(v)=l$, then there are repeats $l_{0}, l_{1}, \ldots, l_{n}$ in $\mathcal{T}_{\Gamma}$ such that:
(i) $l_{0} \triangleleft l_{1} \triangleleft \cdots \triangleleft l_{n}$;
(ii) $\gamma\left([u, v]_{P_{\Delta}}\right)=\left[\gamma(u), l_{0}\right]_{\mathcal{T}_{\Gamma}}{ }^{\complement}\left(c_{0}, l_{1}\right]_{\mathcal{T}_{\Gamma}}{ }^{\complement} \ldots \smile\left(c_{n-1}, l_{n}\right]_{\mathcal{T}_{\Gamma}}{ }^{\complement}\left(c_{n}, \gamma(v)\right]_{\mathcal{T}_{\Gamma}},{ }^{12}$
where $c_{i}$ abbreviates $c_{l_{i}}$.
Proof. By construction, the labels of $\gamma(u)$ and $\gamma(v)$ are identical, so either $\gamma(v)$ is a repeat with companion $\gamma(u)$, or $\gamma$ loops back from some repeat to its companion when going from $\gamma(u)$ to $\gamma(v)$, because every branch in $\mathcal{T}_{\Gamma}$ ends at the first encounter of an axiom or a repeated label. In either case, there is some vertex in $[u, v]_{\mathcal{P}_{\Delta}}$ whose $\gamma$-image is a repeat in $\mathcal{T}_{\Gamma}$.

Let $\left(u_{0}, \ldots, u_{n}\right)$ be the list of all such vertices in order of appearance in $[u, v]_{\mathcal{P}_{\Delta}}$. Let $l_{i}:=\gamma\left(u_{i}\right)$, and let $c_{i}$ be the companion of $l_{i}$. Then, $\gamma\left([u, v]_{\mathcal{P}_{\Delta}}\right)$ is the path

$$
\left[\gamma(u), \gamma\left(u_{0}\right)\right]_{\mathcal{T}_{\Gamma}} \frown\left(\gamma\left(u_{0}\right), \gamma\left(u_{1}\right)\right]_{\mathcal{T}_{\Gamma}} \frown \ldots \frown\left(\gamma\left(u_{n-1}\right), \gamma\left(u_{n}\right)\right]_{\mathcal{T}_{\Gamma}}{ }^{\complement}\left(\gamma\left(u_{n}\right), \gamma(v)\right]_{\mathcal{T}_{\Gamma}},
$$

[^44]whence by construction of $\gamma$ we have:
$$
\gamma\left([u, v]_{\mathcal{P}_{\Delta}}\right)=\left[\gamma(u), l_{0}\right]_{\mathcal{T}_{\Gamma}} \frown\left(c_{0}, l_{1}\right]_{\mathcal{T}_{\Gamma}} \frown \ldots \frown\left(c_{n-1}, l_{n}\right]_{\mathcal{T}_{\Gamma}} \frown\left(c_{n}, \gamma(v)\right]_{\mathcal{T}_{\Gamma}} .
$$

Clearly, $l_{0} \triangleleft l_{1} \triangleleft \cdots \triangleleft l_{n}$.
Finally, we are ready to show that $\mathrm{JS} \vdash \iota_{\Gamma} \Rightarrow \Delta$.
By construction, $\mathcal{P}_{\Delta}$ is a possibly infinite JS derivation with conclusion $\iota_{\Gamma} \Rightarrow \Delta$. Moreover, all leaves of $\mathcal{P}_{\Delta}$ are axiomatic. It thus suffices to show that any infinite branch $\pi$ of $\mathcal{P}_{\Delta}$ passes through a successful repeat.

We say that a repeat $l \in \operatorname{Rep}_{\mathcal{P}}$ is encountered in $\pi$ if $\pi$ passes through some vertex $u$ such that $\delta(u)=l$.

Case 1: there is a tail $\pi^{\prime}$ of $\pi$ where all vertices have labels with empty antecedent. This is the case if, and only if, $\gamma(\pi)$ is finite (terminating at a trivial premise $\varnothing \Rightarrow \varnothing$ of some $\square^{*}$ vertex). Let $\left(l_{0}, l_{1}, \ldots\right)$ be the infinite sequence of repeats in $\mathcal{P}$ that are encountered, in that order, in $\pi^{\prime}$. Since $\pi^{\prime}$ is infinite, there is some $N \geq 0$ such that $l_{N}, l_{N+1}, \ldots$ are all encountered in $\pi^{\prime}$ infinitely often and every repeat of $\mathcal{P}$ encountered in $\pi^{\prime}$ is among $l_{N}, l_{N+1}, \ldots$ Note that we have $l_{N} \triangleleft l_{N+1} \triangleleft \cdots$, so by Proposition 1.2.11 there is some $k \geq N$ such that $l_{k} \preceq l_{N}, l_{N+1}, \ldots$, that is, $\operatorname{inv}\left(l_{k}\right)$ is a prefix of $\operatorname{inv} l_{i}$ for all $i \geq N$.

Let $\pi^{\prime \prime}$ be the finite subsequence of $\pi^{\prime}$ from the first encounter of $l_{k}$ in $\pi^{\prime}$ up to, and including, the next encounter of $l_{k}$ in $\pi^{\prime}$. Since every label of a vertex in $\pi$ has empty antecedent, the first and last vertices of $\pi^{\prime}$ are labelled with the same annotated sequent, so it suffices to show that some name is preserved and reset in $\pi^{\prime}$. Let us write $\operatorname{inv} l_{k}=w x$, where $x$ is preserved and reset in $\left[c_{l_{k}}, l_{k}\right]_{\mathcal{P}}$. By Proposition 1.2.12, $\operatorname{inv} l_{k}$ is preserved in $\left[c_{l_{i}}, l_{i}\right]_{\mathcal{P}}$ for every $i \geq N$, whence $x$ is preserved in $\pi^{\prime}$. And $\left[c_{l_{k}}, l_{k}\right]_{\mathcal{P}} \subseteq \pi^{\prime}$ by Proposition 1.2.3, so $x$ is also reset in $\pi^{\prime}$ and we are done.

Case 2: all the vertices in $\pi$ have labels with non-empty antecedent. In this case, $\gamma(\pi)$ is an infinite path through $\mathcal{T}_{\Gamma}^{\circ}$, so let $\left(\mathrm{x}_{0}, \mathrm{x}_{1}, \ldots\right)$ be the infinite sequence of interpolation variables unfolded, in that order, in $\pi$. Let $l_{i}$ be the leaf in $\mathcal{T}_{\Gamma}$ pre-interpolated by $x_{i}$, and let $p_{i}$ and $c_{i}$ abbreviate, respectively, $p_{x_{i}}$ and $c_{l_{i}}$. As before, we have $l_{i} \triangleleft l_{i+1}$ for every $i<\omega$. Let $N \geq 0$ be such that all variables $\mathrm{x}_{N}, \mathrm{x}_{N+1}, \ldots$ are unfolded infinitely often in $\pi$, say on a tail $\pi^{\prime}$ of $\pi$ such that every interpolation variable unfolded on $\pi^{\prime}$ is among $\mathrm{x}_{N}, \mathrm{x}_{N+1}, \ldots$. By Proposition 1.2.11, there is some $k \geq N$ such that $l_{k} \preccurlyeq l_{N}, l_{N+1}, \ldots$ and $p_{k}<p_{i}$ for every $i \geq N$ with $\mathrm{x}_{i} \neq \mathrm{x}_{k}$. We distinguish two further cases.

Case 2.1: $\mathbf{x}_{k}$ is of type $\mu$. Since $\mathcal{P}$ is finite, there are $k \leq m<n$ such that:
(i) $\mathrm{x}_{k}=\mathrm{x}_{m}=\mathrm{x}_{n}$;
(ii) the $m$-th and $n$-th unfoldings of interpolation variables in $\pi$ occur at vertices whose labels have identical consequent.

Let $\pi^{\prime \prime}$ be the finite subsequence of $\pi$ from the $m$-th unfolding of an interpolation variable up to, and including, the $n$-th one. The antecedents at the first unfolding of $\mathrm{x}_{k}$ in $\pi^{\prime \prime}$ have the form $\mathrm{x}_{k}^{a}, \iota_{k}^{a^{\prime} x}$, where $\iota_{k}$ is the pre-interpolant of $c_{k}, a^{\prime}:=a\left\lceil\mathrm{x}_{k}\right.$, and $x$ is a name for $\mathrm{x}_{k}$. Suppose that $a^{\prime}$ does not end in a name for $\mathrm{x}_{k}$, so that Lres is not applied immediately after the unfolding. Then, the antecedents in $\pi^{\prime \prime}$ look as follows, again paying attention only at unfoldings of interpolation variables:

$$
\mathrm{x}_{k}^{a}, \iota_{k}^{a^{\prime} x}, \ldots, \mathrm{x}_{m+1}^{a^{\prime} x}, \iota_{m+1}^{a^{\prime} x b_{1}}, \ldots, \mathrm{x}_{n-1}^{a^{\prime} x x_{n-m-2}^{\prime}}, \iota_{n-1}^{a^{\prime} x b_{n-m-1}}, \ldots, \mathrm{x}_{k}^{a^{\prime} x b_{n-m-1}^{\prime}}, \iota_{k}^{a^{\prime} x x^{\prime}}
$$

The sequence $a^{\prime} x$ is preserved because $p_{k}<p_{m+1}, \ldots, p_{n-1}$. By construction, $x$ is reset at the last step, yielding a successful repeat with companion the second vertex in $\pi^{\prime \prime}$. The case when $a^{\prime}$ ends in a name for $\mathrm{x}_{i}$ is similar.

Case 2.2: $\mathrm{x}_{k}$ is of type $\nu$. Let $\left(g_{0}, g_{1}, \ldots\right)$ be the infinite sequence of repeats in $\mathcal{P}$ that are encountered infinitely often, in that order, in a tail $\pi^{\prime \prime}$ of $\pi^{\prime}$ such that every repeat in $\mathcal{P}$ encountered in $\pi^{\prime \prime}$ is among $g_{0}, g_{1}, \ldots$ We have $g_{i} \triangleleft g_{i+1}$ for all $i<\omega$, so by Proposition 1.2 .11 there is a $j \geq 0$ such that $g_{j} \preccurlyeq g_{0}, g_{1}, \ldots$. Let us write inv $g_{j}=w x$ and denote by $(w x)_{L}$ the restriction of $w x$ to names for variables in $\Gamma$.

We claim that $x$ is a name for a variable in the consequent (i.e., in $\Delta$ ). Suppose not. Let $\pi^{\prime \prime \prime}:=\pi^{\prime \prime} \cap \delta^{-1}\left(\bigcup_{i<\omega}\left(c_{g_{i}}, g_{i+1}\right]_{\mathcal{P}}\right)$. Observe that $\pi^{\prime \prime \prime}$ is a tail of $\pi^{\prime \prime}$. By Proposition 1.2.12, wx is preserved in $\left[c_{g_{i}}, g_{i+1}\right]_{\mathcal{P}}$ for every $i \geq 0$, so $w x$ is preserved in $\pi^{\prime \prime \prime}$.

Since all variables $\mathrm{x}_{N}, \mathrm{x}_{N+1}, \ldots$ are unfolded infinitely often in $\pi^{\prime \prime \prime}$, by Proposition 1.2.3 we have $\left[c_{i}, l_{i}\right]_{\tau_{\Gamma}} \subseteq \gamma\left(\pi^{\prime \prime \prime}\right)$ for every $i \geq N$. Hence, by assumption $(w x)_{L}=w_{L} x$ is preserved in $\left[c_{i}, l_{i}\right]_{\Gamma}$ for all $i \geq N$. In particular, $w_{L} x$ is preserved in $\left[c_{k}, l_{k}\right]_{\mathcal{T}_{\Gamma}}$. So, since $\mathrm{x}_{k}$ is of type $\nu, w_{L} x$ is a prefix $\left.\operatorname{of~}_{\operatorname{inv}}^{\mathcal{T}_{\Gamma}}{ }^{( } l_{k}\right)$, where $\operatorname{inv}_{\mathcal{T}_{\Gamma}}$ denotes the invariant map for $\mathcal{T}_{\Gamma}$.

We shall now find a successful repeat $l_{i} \in \operatorname{Rep}_{\tau_{\Gamma}}$ such that $\operatorname{inv}_{\tau_{\Gamma}}\left(l_{i}\right)$ is a prefix of $w_{L} x$, and thus of $\operatorname{inv}_{\mathcal{T}_{\Gamma}}\left(l_{k}\right)$ as well. This will contradict the minimality of $p_{k}$ and conclude the proof that $x$ must name a variable in $\Delta$. We find such a repeat $l_{i}$ by tracing onto $\mathcal{T}_{\Gamma}^{\circ}$ a path on $\mathcal{P}^{\circ}$ starting and ending at the repeat $g_{j}$. We know that $x$ is preserved and reset in $\left[c_{g_{j}}, g_{j}\right]_{\mathcal{P}}$, and we are assuming that $x$ names a variable in $\Gamma$. Hence, $x$ will also be preserved and reset on the path traced on the template.
 there are repeats $l_{0}^{\prime}, \ldots, l_{n}^{\prime}$ in $\mathcal{T}_{\Gamma}$ such that:
(i) $l_{0}^{\prime} \triangleleft l_{1}^{\prime} \triangleleft \cdots \triangleleft l_{n}^{\prime}$;
(ii) $\gamma\left([u, v]_{\mathcal{P}_{\Delta}}\right)=\left[\gamma(u), l_{0}^{\prime}\right]_{\mathcal{T}_{\Gamma}}{ }^{\complement}\left(c_{0}^{\prime}, l_{1}^{\prime}\right]_{\mathcal{T}_{\Gamma}}{ }^{\complement} \ldots \subsetneq\left(c_{n-1}^{\prime}, l_{n}^{\prime}\right]_{\mathcal{T}_{\Gamma}}{ }^{\complement}\left(c_{n}^{\prime}, \gamma(v)\right]_{\mathcal{T}_{\Gamma}}$,
where $c_{i}^{\prime}$ abbreviates $c_{l_{i}^{\prime}}$. For every $0 \leq i \leq n$, let $\mathrm{y}_{i}$ be the interpolation variable assigned to $l_{i}^{\prime}$. Note that every $\mathrm{y}_{i}$ occurs in the sequence ( $\mathrm{x}_{N}, \mathrm{x}_{N+1}, \ldots$ )

Since $\gamma\left([u, v]_{\mathcal{P}_{\Delta}}\right) \subseteq \gamma\left(\pi^{\prime \prime \prime}\right), w_{L} x$ is preserved in $\gamma\left([u, v]_{\mathcal{P}_{\Delta}}\right)$. And $x$ is reset in $\left[c_{g_{j}}, g_{j}\right]_{\mathcal{P}}$, which is included in $\delta\left([u, v]_{\mathcal{P}_{\Delta}}\right)$ by Proposition 1.2.3. Hence, $x$ is reset at some vertex $p \in \gamma\left([u, v]_{\mathcal{P}_{\Delta}}\right)$. Let us see that there is some $i \geq N$ such that $p \in\left[c_{i}, l_{i}\right]_{T_{\Gamma}}$.

Suppose that $p \in\left[\gamma(u), l_{0}^{\prime}\right]_{\tau_{\Gamma}}$. If $\gamma(v) \notin[p, \rightarrow)_{\mathcal{T}_{\Gamma}}$, then there is some $i \geq N$ such that $l_{i} \in[p, \rightarrow)_{\mathcal{T}_{\Gamma}}$ and $c_{i} \notin[p, \rightarrow)_{T_{\Gamma}}$, so $p \in\left[c_{i}, l_{i}\right]_{\mathcal{T}_{\Gamma}}$. And if $\gamma(v) \in[p, \rightarrow)_{\mathcal{T}_{\Gamma}}$, then $\gamma(v)$ is a repeat with companion $\gamma(u)$ and, since $\gamma(v) \in \gamma\left([u, v]_{T_{\Gamma}}\right) \subseteq \gamma\left(\pi^{\prime \prime \prime}\right)$, there is some $i \geq N$ such that $\mathbf{x}_{i}$ is the interpolation variable assigned to $\gamma(v)$, whence again $p \in\left[c_{i}, l_{i}\right]_{\tau_{\Gamma}}$. Now suppose that $p \in\left(c_{m}^{\prime}, l_{m+1}^{\prime}\right]_{\tau_{\Gamma}}$ for some $0 \leq m \leq n-1$. If $p \in\left[c_{m}^{\prime}, l_{m}^{\prime}\right]_{\mathcal{T}_{\Gamma}}$ we are done because $\mathrm{y}_{m}=\mathrm{x}_{i}$ for some $i \geq N$. Otherwise $l_{m}^{\prime} \notin$ $[p, \rightarrow)_{\mathcal{T}_{\Gamma}}$ and thus, since we unfold $\mathrm{y}_{m}$ infinitely often in $\pi^{\prime \prime \prime}$, there must be some $i \geq N$ such that $l_{i} \in[p, \rightarrow)_{\mathcal{T}_{\Gamma}}$ and $c_{i} \notin[p, \rightarrow)_{\mathcal{T}_{\Gamma}}$, whence $p \in\left[c_{i}, l_{i}\right]_{\mathcal{T}_{\Gamma}}$. Finally, suppose that $p \in\left(c_{n}^{\prime}, \gamma(v)\right]_{\tau_{\Gamma}}$. We reason as in the previous case but with $c_{n}^{\prime}$ and $l_{n}^{\prime}$ in place of $c_{m}^{\prime}$ and $l_{m}^{\prime}$, respectively.

We have thus found some $i \geq N$ such that $x$ is preserved and reset in $\left[c_{i}, l_{i}\right]_{T_{\Gamma}}$. Hence, $l_{i}$ is a successful repeat in $\mathcal{T}_{\Gamma}$, so $\operatorname{inv}_{T_{\Gamma}}\left(l_{i}\right)$ is a prefix of $w_{L} x$ and $p_{i}<p_{k}$. This contradicts the minimality of $p_{k}$. Therefore, $x$ cannot be a name for a variable in $\Gamma$.

Finally, we show that $x$ witnesses a successful repetition on the infinite branch $\pi$. Since $\mathcal{P}$ is finite, let $u, v \in \pi^{\prime \prime \prime}$ be such that:
(i) $u<_{P_{\Delta}} v$;
(ii) $\mathrm{x}_{k}$ is unfolded at $u$ and at $v$;
(iii) the labels of $u$ and $v$ have identical consequent.
(iv) $x$ is reset in $[u, v]_{\mathcal{P}_{\Delta}}$.

The unfolding of $\mathrm{x}_{k}$ at $u$ has the form $\mathrm{x}_{k}^{a}, \iota_{k}^{a^{\prime}}$, where $a^{\prime}:=a\left\lceil\mathrm{x}_{k}\right.$, and the unfolding of $x_{k}$ at $v$ looks like $x_{k}^{a^{\prime} b}, \iota_{k}^{a^{\prime}}$. Note that $a^{\prime}$ is preserved due to the priority of $\mathrm{x}_{k}$. Therefore, the unique immediate successor of $v$ is a successful repeat with companion the unique immediate successor of $u$.

Conclusion: every infinite branch in $\mathcal{P}_{\Delta}$ passes through a successful repeat.
We have thus established:
5.3.10. Proposition. For every $\Delta$ such that the sequent $\Gamma \Rightarrow \Delta$ is closed, wellnamed and guarded, and $\operatorname{Voc}(\Delta) \cap \operatorname{Voc}(\Gamma) \subseteq V$, if $\mathrm{JS} \vdash \Gamma \Rightarrow \Delta$, then $\mathrm{JS} \vdash \iota \Rightarrow \Delta$.

Putting Propositions 5.3.8 and 5.3.10 together yields the uniform interpolation theorem stated above (Theorem 5.3.1).

### 5.4 Conclusion

Uniform interpolation for the $\mu$-calculus was first established in [32] by automatatheoretic means. We have provided a purely proof-theoretic construction (and verification) of uniform interpolants in the cyclic system due to Jungteerapanich [76] and Stirling [144]. From a proof-search with generic consequent, a modal equational system is obtained the solution of which is the desired uniform interpolant.

Our strategy readily yields uniform interpolants for the Gödel-Löb provability logic GL by means of Shamkanov's cyclic system [134] examined in Chapter 2. ${ }^{13}$ As in the case of the modal $\mu$-calculus, uniform interpolants are represented as equational systems, solutions for which may be computed following a simple, purely syntactic algorithm relying on the well-known fixpoint theorem for GL, ${ }^{14}$ for instance the method due to Reidhaar-Olson [114].

One subtle difference between the cases of GL and the modal $\mu$-calculus is that the verification of the interpolant in GL utilises an extension of the cyclic calculus with the rule:

$$
\equiv \frac{\Gamma, \psi}{\Gamma, \varphi} \varphi \equiv \psi
$$

This extension merely addresses the lack of explicit fixpoint quantifiers in GL.
The other cyclic systems examined in Chapter 2, however, do not seem adequate for this construction. Indeed, GL seems to be the exception rather than the norm.

Consider S4Grz, for instance, and the cyclic system Grz $_{\text {circ }}$ for the logic due to Savateev and Shamkanov [130]. An appropriate notion of template can be defined, and the equational systems can be solved by appealing to the fixpoint theorem of S4Grz [93]. However, the fact that the (transitive) modal rule of $\mathrm{Grz}_{\text {circ }}$ has two premises, only one of which yielding 'good' cycles, coupled with the lack of explicit fixpoint quantifiers in S 4 Grz , does not allow the verification process to go through. We conjecture that similar problems arise for K4Grz.

Craig interpolation for iGL was recently shown in [57]. It is a syntactic proof relying on a cut-free sequent calculus for iGL. Uniform interpolation for iGL, on the other hand, remains an open problem (see [56, Ch. 3]). A cyclic calculus for iGL can be readily obtained from Shamkanov's system for GL [69, 136]. Our method will probably not work in this setting either, for the same reasons that it fails for S4Grz.

We leave for future work investigating the adaptability of our strategy to these and similar logics.

[^45]Another natural continuation of our work in this chapter is to study whether our method yields uniform Lyndon interpolants for the $\mu$-calculus, i.e., interpolants that respect the polarities of the literals.

## Conclusion

Cyclic and ill-founded proof-theory allow proofs with infinite branches or paths, as long as they satisfy some correctness conditions ensuring the validity of the conclusion. In this dissertation we have designed a few cyclic and ill-founded systems: a cyclic one for the modal logic K4Grz; and ill-founded and cyclic ones for the temporal logics CTL* and iLTL. Lastly, we have used a cyclic system for the modal $\mu$-calculus to obtain a proof of the uniform interpolation property for the logic which differs from the original, automata-based one [32].

Adding cycles to ordinary sequent calculi for K 4 and S 4 yields cyclic proof systems for the Gödel-Löb provability logic (GL) and the Grzegorczyk logic (S4Grz), respectively [134, 130]. Rather than isolated contrivances, we argued in Chapter 2 that these systems arise from a natural correspondence between cycles in proofs and infinite chains in frames that enables the former to capture frame conditions involving the latter. We proposed to understand cyclic companionship by a combination of proof-theoretic and semantical considerations. According to our explanation, one should be able to obtain a cyclic system for the weak Grzegorczyk logic K4Grz by adding cycles to a system for K4. We showed that this is indeed the case, thus establishing that K4Grz, like GL, is a cyclic companion of K4.

Our work in Chapter 2 likely applies to logics with frame conditions similar to the ones of GL, S4Grz and K4Grz, for example S4.2Grz and S4.3Grz. But we suspect that not all flavours of converse well-foundedness are amenable to the cyclic approach. In this regard, an interesting line of research seems to us to be the study of the relation between cyclic companionship and modal definability.

In the first part of Chapter 3, we introduced a cut-free, cyclic hypersequent calculus for the full computation tree logic CTL*. Local soundness of inferences is immediate, and a global correctness condition ensures that cycles yield valid conclusions. Hypersequents offer a natural framework for accommodating the existential (E) and universal (A) path quantifiers of the logic, as well as their
interplay with the next operator X. Each 'sequent' in a hypersequent is a labelled set of formulas, either $A \Phi$ or $E \Phi$, interpreted as 'along all paths, $\bigvee \Phi$ is the case' and 'along some path, $\Lambda \Phi$ is the case', respectively. Through this interpretation, a natural system of ill-founded proofs arises wherein every infinite path of a proof must contain either an infinite sequent trace of type A through which some infinite formula trace stabilises (on a release operator), or an infinite trace of type $E$ in which all infinite formula traces stabilise.

A simple annotation mechanism on formulas allows us to isolate a finitary condition which suffices to guarantee that a derivation is a proof. Annotations, however, do not seem capable of handling all of the complexity of infinite branches in ill-founded derivations. Indeed, purely existential branches, i.e., those the success of which is not witnessed by any universal trace, seem beyond the scope of the simple annotations that we have used.

A promising alternative is provided by automata theory. Correctness conditions on branches are $\omega$-regular, so it seems reasonable to suppose that one could encode a deterministic automaton recognising infinite branches in the syntax of the system, by means of a more complex annotating mechanism than the one we have used. This idea is partially applied in [47] to a tableau for satisfiability of CTL* formulas, and [37] investigates the correspondence between annotations for the $\mu$-calculus and automata determinisation procedures.

In the second half of Chapter 3, we isolated a class of 'inductible' cyclic proofs whose cycles can be transformed into inductive arguments based on the following Park-style characterisation of until:

$$
\overline{(\beta \vee(\alpha \wedge \mathbf{X}(\alpha \mathbf{U}))) \rightarrow \alpha \mathbf{U} \beta} \quad \frac{(\beta \vee(\alpha \wedge \mathbf{X} \gamma)) \rightarrow \gamma}{\alpha \mathbf{U} \rightarrow \gamma}
$$

In the end, we arrived at a Hilbert-style system and compared it to a fragment of a known axiomatisation for the full logic due to Reynolds [115]. Our axiom system is complete for a well-known variant of CTL* obtained by allowing the evaluation of formulas in a bigger class than serial models.

Chapter 4 introduced a cut-free cyclic proof system for the intuitionistic lineartime temporal logic iLTL, with a fully finitary correctness condition. The calculus uses labelled formulas in order to accommodate the interplay between the 'temporal dimension', represented by the modal rule for the next operator $X$, and the 'intuitionistic dimension', corresponding to the right-implication rule $R \rightarrow$. Simple annotations on release and until formulas suffice to provide a finitary characterisation of good infinite branches. The most natural continuation of the work in Chapter 4 is to try to adapt our system to the version of iLTL obtained by imposing not only forwards confluence, but backwards too.

Lastly, in Chapter 5 we gave a proof of the uniform interpolation theorem for the modal $\mu$-calculus which differs from the original, automata-based one [32]. We
constructed uniform interpolants from cyclic derivations in the system for the $\mu$ calculus due to Jungteerapanich [76] and Stirling [144]. The approach works also for GL by means of Shamkanov's cyclic system [134], but this seems to be the exception rather than the norm. In the absence of explicit fixpoint quantifiers, or so it seems, our method cannot be applied to systems more complex than Shamkanov's.
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## Samenvatting

Dit proefschrift, waarvan de titel in het Nederlands luidt Cyclische Bewijssystemen voor Modale Dekpuntlogica's, gaat over cyclische en niet-welgefundeerde bewijssystemen voor modale dekpuntlogica's, met of zonder expliciete dekpuntkwantoren.

In de cyclische en niet-welgefundeerde bewijstheorie zijn bewijzen toegestaan met oneindige vertakkingen of paden, zolang ze maar voldoen aan bepaalde correctheidsvoorwaarden die de geldigheid van de conclusie garanderen. In dit proefschrift ontwerpen we een aantal cyclische en niet-welgefundeerde systemen: een cyclisch systeem voor de zwakke Grzegorczyk modale logica K4Grz, gebaseerd op onze uitleg van het verschijnsel van cyclische kompanen; en niet-welgefundeerde en cyclische systemen voor de volledige berekeningsboom-logica CTL* en de intuïtionistische lineaire temporele logica iLTL. Alle systemen zijn snedevrij, en de cyclische systemen voor K4Grz en iLTL hebben volstrekt eindige correctheidsvoorwaarden.

Ten slotte gebruiken we een cyclisch systeem voor de modale $\mu$-calculus om een bewijs te verkrijgen van de uniforme interpolatie-eigenschap voor deze logica dat verschilt van het originele, op automaten gebaseerde bewijs.

## Abstract

This thesis is about cyclic and ill-founded proof systems for modal fixpoint logics, with and without explicit fixpoint quantifiers.

Cyclic and ill-founded proof-theory allow proofs with infinite branches or paths, as long as they satisfy some correctness conditions ensuring the validity of the conclusion. In this dissertation we design a few cyclic and ill-founded systems: a cyclic one for the weak Grzegorczyk modal logic K4Grz, based on our explanation of the phenomenon of cyclic companionship; and ill-founded and cyclic ones for the full computation tree logic CTL* and the intuitionistic linear-time temporal logic iLTL. All systems are cut-free, and the cyclic ones for K4Grz and iLTL have fully finitary correctness conditions.

Lastly, we use a cyclic system for the modal $\mu$-calculus to obtain a proof of the uniform interpolation property for the logic which differs from the original, automata-based one.
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[^0]:    ${ }^{1}$ Existence of LFP $f$ is guaranteed by the well-known Knaster-Tarski theorem [150], for $f$ is monotone.

[^1]:    ${ }^{2}$ We elaborate on this idea in Chapter 2.

[^2]:    ${ }^{1}$ Sequent calculi were originally introduced by Gentzen [54, 55] in the 1930s, together with natural deduction calculi.

[^3]:    ${ }^{2}$ This is relevant only for the logic CTL* considered in Chapter 3, because it is not closed under substitution.

[^4]:    ${ }^{3}$ This is a rough description of a cyclic calculus. As mentioned previously, more polished definitions are given in the chapters to follow. Additionally, the reader may consult [17, 2] for abstract definitions of cyclic proofs.

[^5]:    ${ }^{4}$ It would be more natural to define finite games 'from below', i.e., as finite sequences of positions satisfying the requirements imposed on total plays. The two approaches coincide due to the surjectivity of the predecessor map.

[^6]:    ${ }^{1}$ See also Chapters 3 and 4 below, where we introduce a hypersequent calculus for the temporal logic CTL* and a labelled calculus for the intuitionistic temporal logic iLTL, respectively.

[^7]:    ${ }^{2}$ The cut-elimination proof in [85], however, contained a mistake that was identified and corrected in $[154,8]$. See also [64], where the cut-elimination proof from [154] is clarified and adapted to the multiset formulation of the calculus.
    ${ }^{3}$ As we shall see, the cyclic system for GL also comes with a correctness condition, yet an implicit one that every cycle satisfies. The condition, however, must be made explicit if one adds weakening and contraction rules to the system.

[^8]:    ${ }^{4}$ The last equality was first proved in [132], and the first one in [12].

[^9]:    ${ }^{5}$ Recall the definition of (cyclic) derivation given in Section 1.3.

[^10]:    ${ }^{6}$ And, in fact, they are mostly concerned with the ill-founded version of the system $\mathrm{Grz}_{\text {circ }}$, to the extent that $\mathrm{Grz}_{\text {circ }}$ is not given a name in [130].

[^11]:    ${ }^{7}$ Like Proposition 2.2.12 above, the fact that K4Grz is a cyclic companion of K4 does not follow from the work in [69] because the rule $\square_{\mathrm{K} 4}^{\circ}$, defined below, does not satisfy the constraints imposed in [69] on modal rules.
    ${ }^{8}$ An ordinary, acyclic calculus for K4Grz was first given in [7].
    ${ }^{9}$ An ill-founded calculus for K4Grz resembling the ill-founded version of our cyclic system was introduced by Savateev and Shamkanov in [129]. As in [130], they establish soundness and

[^12]:    ${ }^{10}$ Each $\Phi_{i}$ is a multiset.

[^13]:    ${ }^{11} \mathrm{~A}$ logic L is decidable if there is an algorithm which, for every formula $\varphi$, decides in finitely many steps whether $\mathrm{L} \vdash \varphi$ or $\mathrm{L} \nvdash \varphi$.

[^14]:    ${ }^{12}$ The Diodorean (temporal) reading of $\square p$, named after the ancient Greek logician Diodorus Cronus, is: ' $p$ is the case now and will always remain the case'. To the best of our knowledge, the usage of the term in modern logic originates, under a slightly different spelling, in Prior's [110].
    ${ }^{13}$ In the literature, S4.2Grz is also know as Grz. 2 (see, e.g., [48]). Contrary to Grz.1, Grz. 2 is an extension of Grz . We use the alternative name S 4.2 Grz simply for consistency.

[^15]:    ${ }^{14} \mathrm{~A}$ cut-free, ordinary sequent calculus for S4.2Grz was first obtained in [113], where S4.2Grz is referred to as Gr.2.
    ${ }^{15}$ In the literature, S4.3Grz is also know as Grz. 3 (see, e.g., [63, 24, 48]).

[^16]:    ${ }^{1}$ The until operator U , which had been earlier studied by Kamp [78], was only added to the logic in [50].

[^17]:    ${ }^{2}$ For a discussion on cut-free sequent systems for temporal logic, see, e.g., [19].

[^18]:    ${ }^{3}$ Recall the definition of Kripke model given in Section 2.1.

[^19]:    ${ }^{4}$ This conjunction is unrelated to the interpretation of the sequent $Q \Phi$; it is simply used to bring the formulas in $\Phi$ together.

[^20]:    ${ }^{5}$ This observation will be used repeatedly in what follows.

[^21]:    ${ }^{6}$ Recall (see Section 1.1) that we write $h(\pi)$ for $(h(\pi(n)))_{n<\omega}$.

[^22]:    ${ }^{7}$ Natural generalisations of Büchi automata to countably infinite alphabets have been considered in the literature (e.g., [106]). However, it does not seem that we can use them without assuming the topological result that we seek to derive.

[^23]:    ${ }^{8}$ Recall that the construction of the Büchi automaton $\mathcal{A}_{g}$ in Section 3.2.2 involved the complement of the automaton $\mathcal{A}_{U}$ precisely to detect the absence of infinite U -traces.

[^24]:    ${ }^{9}$ We shall consider such instances of (our version of) eThin in Section 3.5.

[^25]:    ${ }^{10}$ No relation to the invariants given by $\operatorname{inv}(\cdot)$.

[^26]:    ${ }^{11}$ I am thankful to Sebastian Enqvist for suggesting this line of research as a continuation of the work in [6].

[^27]:    ${ }^{12} \mathrm{~A}$ rule is sound if its conclusion is valid whenever all premises are.

[^28]:    ${ }^{13}$ We shall work at the same time in CTL.* and CTL ${ }_{\text {ind }}^{*}$. The presence of controls or the absence thereof always distinguishes the two systems.

[^29]:    ${ }^{14}$ Recall the definition of S4 from Chapter 2.

[^30]:    ${ }^{15}$ Strictly speaking, we only defined the notion of $C T L_{\text {ind }}^{*}$ proof for formulas. It extends to sequents and hypersequents in the obvious manner.

[^31]:    ${ }^{1} \mathrm{~A}$ rule is semantically invertible if its premises are valid when its conclusion is.

[^32]:    ${ }^{2}$ Recall that $\leq_{\mathcal{R}}$ is the intuitionistic order of the model $\mathcal{M}_{\mathcal{R}}$.

[^33]:    ${ }^{3}$ Care would be needed to handle preserving instances of weakening．

[^34]:    ${ }^{4}$ We borrow the name iLTLP from [10].

[^35]:    ${ }^{1}$ This notion differs slightly from logic to logic. In predicate logic, for example, it is the collection of all non-logical symbols in a formula.

[^36]:    ${ }^{2}$ In fact, the modal $\mu$-calculus is the bisimulation-invariant fragment of monadic second-order logic [74].
    ${ }^{3}$ The translation from CTL* into the $\mu$-calculus is far from straightforward. A direct translation is due to Dam [33].

[^37]:    ${ }^{4}$ A triple negation is necessary to ensure the monotonicity of the function represented by $\neg \varphi(\neg \mathrm{x} / \mathrm{x})$, and thus the existence of least and greatest fixed points of the function.

[^38]:    ${ }^{5}$ Note that, in [38], our $\mathrm{x}<_{\varphi} \mathrm{y}$ is written $\mathrm{x}>_{\varphi} \mathrm{y}$ and higher priorities correspond to bigger natural numbers.

[^39]:    ${ }^{6}$ Recall that we fixed an arbitrary well-order on N .

[^40]:    ${ }^{7}$ We assume that Definition 5.2.5 is generalised to derivations with $\square$. No additional restrictions are necessary to accommodate this rule.

[^41]:    ${ }^{8}$ See Remark 5.3.6 below.

[^42]:    ${ }^{9}$ Note the difference between $\mathcal{P}^{\bullet}$ and $\mathcal{P}^{\circ}$ : the former identifies repeats and companions, whereas the latter does not.

[^43]:    ${ }^{10}$ Strictly speaking, Lemma 5.3 .5 yields paths on $\mathcal{T}_{\Gamma}^{\bullet}$. But, clearly, every such path determines a unique path through $\mathcal{T}_{\Gamma}^{\circ}$.
    ${ }^{11}$ This 'degenerate' application of wk is needed for paths on $\mathcal{P}_{\Delta}$ to be mapped to paths on $\mathcal{T}_{\Gamma}^{\bullet}$ and $\mathcal{P}^{\bullet}$.

[^44]:    ${ }^{12}$ For simplicity, we implicitly assume that multiple contiguous occurrences of a vertex in $\gamma\left([u, v]_{P_{\Delta}}\right)$ are counted and treated as a single occurrence. This is clearly innocuous.

[^45]:    ${ }^{13}$ That GL enjoys uniform interpolation was first shown by Shavrukov [135].
    ${ }^{14}$ First proved, independently, by de Jongh and Sambin [124].

