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Chapter 1

Overview

This dissertation collects together five papers which focus primarily on the expressive
power, axiomatizations, and proof theory of propositional and modal logics with team
semantics.

In team semantics, formulas are interpreted with respect to sets of evaluation points
called teams rather than single evaluation points as in standard Tarskian semantics. The
basic idea can be adapted to multiple settings: teams can be for instance, sets of first-
order assignments, sets of propositional valuations, or sets of possible worlds. Team
semantics was introduced by Hodges [78, 79] to provide a compositional semantics
for Hintikka and Sandu’s independence-friendly logic (IF) [77, 75]. It was later further
developed by Viaidninen in his work on dependence logic (D) [119]; this gave rise to
a research programme focused in particular on so-called logics of dependency—Ilogics
with team semantics such as dependence logic, inclusion logic [51, 54], and indepen-
dence logic [59] furnished with atoms of dependency expressing that certain relation-
ships hold between the values of the elements in a team. Independently, Ciardelli,
Groenendijk, and Roelofsen (building in particular on ideas in dynamic semantics [68,
61, 117, 123]) developed inquisitive logic [60, 41, 38, 35] which also essentially em-
ploys team semantics (see [133, 34]).

Teams can have different interpretations—they can represent, for instance, data-
bases, data sets, and information states; accordingly, team semantics and team-based
logics have found application in many different fields. The atoms of dependency men-
tioned above, for instance, correspond to dependency notions studied in relational
database theory, and axiomatizations and implication problems involving these no-
tions can be studied in the setting of team logics [65, 66]. Other areas these logics have
been applied to include formal semantics and philosophical logic [38, 33, 67, 101, 7]),
quantum information theory [83, 4, 1], and social choice theory [102].

One of the primary motivations for the development and study of logics with team
semantics has been the capacity of teams to represent, in a perspicuous and simple man-
ner, phenomena that would be difficult or impossible to model (at least in an equally

1



2 Chapter 1. Overview

satisfactory way) in a setting based on standard singleton evaluation points. By way
of example, let us consider propositional dependence logic [139]. This logic extends
classical propositional logic with dependence atoms =(p,q) expressing that the truth
value of g is functionally dependent on that of p. Consider the following table, which
represents a propositional team 7 = {v,v,,v3 }—a set of valuations v{,v;, v3 over a finite
set {p,q,r} of propositional variables:

plalr
Vi 11011
1%} 11010
v3 | 0110

The atom =(p, q) is true in this team because the value of ¢ is functionally dependent
on that of p in that there is a function f from the set t[p] = {v(p) | v €t} of truth values
of p in the team to the set of truth values of ¢ such that f(v(p)) =v(q) for all v e¢: for
any valuation v with v(p) = 1, we have v(q) =0, and for any valuation v with v(p) =0,
we have v(g) = 1. On the other hand, the atom =(p,r) is not true, because if v(p) =1,
v(r) might be 1 or 0.

A dependence atom, then, expresses directly that such a functional dependence fact
holds at a (team-semantic) evaluation point, and this is only meaningful due to the fact
that the evaluations points are sets rather than singletons: a single valuation assigns a
single value to each propositional variable, so functional dependence can never fail at
a single valuation.

In other words, the semantics of the dependence atom leverages the nature of the
evaluation points as sets to directly express a phenomenon—functional dependence—
that can be naturally represented using sets. Many other team-semantic atoms and con-
nectives function in a similar way: their truth conditions at an evaluation point (a team)
make use not only of the values assigned to variables at that point, but also the second
dimension provided by the nature of the evaluation point as a set—a multitude—and
the structure of the set itself (its cardinality, etc.), as well as the interactions between
these dimensions (as we saw in the dependence atom example: =(p,q) is true in a team
just in case any pair of elements in the team which agree on the truth value of p also
agree on the truth value of g).

Let us consider another example. Propositional inquisitive logic [41, 38, 35] em-
ploys the global or inquisitive disjunction Vv (see also [2]) to formalize questions:
p\V - p, for instance, represents the question as to whether or not p is the case. This
disjunction has the standard disjunction semantics, defined with respect to teams:

TEQVY < tE@ortE V.

Valuations represent possible states of affairs or possible worlds in the familiar way,
whereas teams—sets of valuations—represent information states: if, for instance, it
is raining according to all worlds in a team/information state, then according to the
information embodied in this state, it is raining. A propositional variable p is satisfied



by a team just in case it is satisfied by all valuations in the team; its satisfaction by
a team represents the fact that the sentence corresponding to p is established in the
corresponding information state as described above. (A negated variable - p, similarly,
is satisfied by a team just in case it is satisfied by all valuations in the team in the usual
way.) On the other hand, if a question such as p\ - p is satisfied by a team, this
represents the fact that the question can be truthfully resolved given the information in
the state—the information in the state implies that one of the possible answers to the
question is true. The formula p\ - p is satisfied by a team just in case p is satisfied
by the team, or - p is—the question as to whether p can be truthfully resolved in
an information state just in case either the information state establishes that p, or it
establishes that not p. Consider the following figure, where the nodes are valuations
(labelled according to what they make true/false: v,z(p) =1 and v,5(q) = 0, etc.), and
the encircled areas are teams:

)
Vpq Vpg
Vbq Vpq
-

Here the team {v,,,v,5} satisfies p because all valuations in the team evaluate p as
true. The corresponding information state therefore establishes that p, and hence the
question p\V - p can be resolved in the affirmative in this state. The team {v,4,v54}
does not satisfy p (because it contains the valuation v5,, with v5,(p) = 0), and it does
not satisfy - p (because it contains the valuation v,,, with v,,(-p) =0), and hence
there is not enough information in the corresponding state to resolve this question.

The information state-interpretation leverages the nature of the evaluation points
as sets in that sets can incorporate multiple possibilities, thus representing uncertainty
or lack of information. A single possible world assigns a single definite truth value to
each propositional variable, which represents every fact being settled in such a world:
for each propositional variable, either v(p) =1, or v(p) =0 (whence v(-p) = 1). As we
saw above, a team need not satisfy one of p and - p because it can contain possibilities
instantiating both options—this represents uncertainty concerning p.

The interpretation of \v builds on the information-state interpretation and exploits
the sethood of teams in a further way: notice that given the standard Tarskian seman-
tics, there is only one way for a formula o to be satisfied in that there is a single
maximal information state {v|v = o} that establishes c. All further refinements of this
state—all subsets of the set—also establish ¢, and hence whatever information they
add is superfluous to the truth value of &. For a question such as p\ - p, on the other
hand, there is no such single maximal information state—a team satisfies p\ - p just
in case it is either a subset of {v | v p}, or a subset of {v|vE -p}. The two ways in



4 Chapter 1. Overview

which the formula can be satisfied represent the two distinct ways the question can be
resolved—the two possible answers to the question.

Now, one basic structural feature of sets is emptiness/nonemptiness: a team, unlike
a valuation, can be empty. Four of the five papers in this dissertation focus mainly
on logics leveraging this particular feature of teams in some way, so it functions as a
loose guiding theme for this dissertation and overview. The two most prominent types
of team-based logic introduced above which inspired much of the subsequent work in
team semantics—dependence logic and inquisitive logic—do not exploit this feature
in any significant way (in a sense we explain directly below). There are, however, a
large number of logics that do make significant use of emptiness/nonemptiness, and
they come with their own conceptual and technical motivations for embracing the use
of this feature.

Before discussing logics which do make use of emptiness/nonemptiness, let us ex-
plain the sense in which dependence logic and inquisitive logic do not make use of
this particular structural feature of sets. This is reflected in the team-semantic closure
properties satisfied by the formulas of these logics (or, simply, by these logics). The
closure properties describe how formulas of team-based logics interact with the struc-
tural properties of teams, and they play an important conceptual and technical role in
the study of these logics—as we discuss presently, many of the results in this disserta-
tion concern expressive completeness results with respect to classes of team properties
satisfying certain closure properties. The closure properties of dependence logic and
inquisitive logic relevant to our present purposes are the empty team property—each
formula of either of these logics is true in the empty team—and the downward closure
property: if a formula of one of these logics is true in a team ¢, it is also true in all
subteams of .

The empty team property directly reflects the fact that the emptiness/nonemptiness
of the evaluation team is not exploited in the semantics of these logics in a way that
would allow formulas to express that the evaluation team is nonempty. More simply,
nonemptiness cannot be expressed in the languages of these logics because all their
formulas are true in the empty team. Due to this property, the empty team, from the
point of view of these logics, is simply a state of absurdity in which even contradictions
are true.! One of the reasons these logics abide by the empty team property has to
do with the conceptual difficulties associated with apprehending the empty team as
anything but an absurdity state that makes everything true. Consider, for instance, the
following passage from Rénnholm [109, p. 192]:

By interpreting teams as epistemic sets of uncertainty, the empty team
does not make much sense. This is because (at least) the “real” state of
affairs should always be included in the set of all possibilities. Moreover,

Tt is interesting to note that 1, the syntactic representation of contradiction, while true in no eval-
uation point whatsoever in classical logics with standard Tarskian semantics, has the following truth
conditions in these logics, and indeed in most team-based logics: 1 is true in ¢ just in case ¢ = &.



by interpreting teams as databases, the empty team would mean not having
a database at all. . .

While the empty team property can be seen as reflecting the fact that the empti-
ness/nonemptiness of the evaluation team itself is not exploited in the semantics of
these logics, downward closure, on the other hand, reflects the fact that the truth condi-
tions of these logics do not include conditions to the effect that in order for a formula to
be true in the evaluation team, the team must contain elements (or non-empty subsets)
satisfying certain properties. This type of condition can also be seen as a condition
involving emptiness/nonemptiness, albeit in a less direct way.

Let us consider an example. Many of the papers in this dissertation are concerned
with operators which can be used to represent epistemic modals such as the ‘might’
in ‘It might be raining’. One such operator is the operator V (introduced in [73], and
studied in Chapter 5), which has the following truth conditions:

tEVQ < [t=gordsct:s+@and sE @].

That is, V@ is true in a team just in case the team is empty, or it contains a nonempty
subteam that satisfies ¢@. How does this represent an epistemic modal? Recalling the
information state-interpretation of teams, the idea is that if, for instance, there are some
worlds in an information state according to which it is raining—or, equivalently, there
is a nonempty substate of the state consisting of such worlds—then, for all that one
knows given the information embodied in the state, it might be raining.? It is easy to
see that while V¢ always has the empty team property, we have, for instance, that Vp
is not downward closed (where, as above, p is true in a team ¢ just in case it is true in
all v et). Therefore, operators such as V are not expressible in dependence logic or in
inquisitive logic, which are downward closed.

In many frameworks (see, e.g., [35, 123, 25, 67]), downward closure is called
persistency. This has to do with the fact that, on the information state-interpretation,
downward closure corresponds to the following property of the information or content
communicated by formulas: if one is in an information state that establishes some
specific piece of information, then the process of becoming more informed by ruling
out more possibilities (i.e., moving to a substate of the initial information state) does
not cause one to lose the piece of information that had already been established. The
content communicated by formulas which are not downward closed is not persistent in
this way—we discuss this briefly in Chapter 4.

We now move on to logics which do make use (in the sense characterized above)
of the emptiness/nonemptiness feature of teams. As expected, these logics break the
empty team property or downward closure, or both. We mention one important family
of logics from the literature before discussing the logics we focus on in this dissertation.

%It seems that the first account of epistemic modals along these lines was in Veltman’s dynamic
framework in [123]. See also [117, 129, 25, 73, 107, 140, 67]. We consider multiple different ‘might’-
operators in Chapters 3, 4, and 5.
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Consider the Boolean or contradictory negation ~, with the semantics
tE~NQ <= tHF Q.

That is, the Boolean negation of ¢ is true in a team just in case ¢ is not true—this nega-
tion is the classical negation with respect to teams. Clearly, for instance, ~ p neither has
the empty team property nor is downward closed. The Boolean negation was essen-
tially considered already by Hintikka, who developed an extension of independence-
friendly logic (IF) with this negation in order to compensate for some of the apparent
shortcomings of the dual negation of IF [75] (discussed in Chapter 4). Viéédninen, sim-
ilarly, introduced team logic3, an extension of first-order dependence logic (D) with ~.
This connective is much more powerful than the others we consider here (clearly it can
capture much more than only emptiness/nonemptiness phenomena); for instance, while
D is expressively equivalent to existential second-order order logic over sentences [48,
124, 119], team logic is equivalent to full second-order logic [91]. For more on logics
featuring this negation, see [96, 97].

Two of the logics of dependency mentioned above, inclusion logic and indepen-
dence logic, have the empty team property but are not downward closed. Their se-
mantics include conditions of the kind described above that mandate the existence of
elements satisfying certain properties in teams. For instance, in Chapter 5 we study ex-
tended modal inclusion logic (introduced in [73]). This logic extends classical modal
logic with inclusion atoms o ¢ B (where o and f are classical formulas, interpretable
on single worlds), where

rEacCf < [Vwet:ver:wea < vEP].

That is, & € B is true in a team 7 just in case for all worlds w in ¢, there exists a world
v in ¢ that gives the same truth value to 3 as w does to o. These atoms import the
notion of inclusion dependencies from database theory into team semantics (just as
dependence atoms may be seen as importing the notion of functional dependencies).
While the contribution of nonemptiness in the semantics of these atoms is less direct,
we will see in Chapter 5 that this logic is equivalent in expressive power to an extension
of classical modal logic with the operator V discussed above (indeed, observe that for
classical o, Va is definable using these atoms: V=T c .)

Finally, and most crucially for our purposes, we have the nonemptiness atom NE
(introduced in [121, 140])—which this dissertation is named after—with the semantics:

tENE <— t + J.

That is, NE is true in a team just in case the team is nonempty. This atom, then, isolates
the emptiness/nonemptiness feature of teams, and expresses nothing but nonemptiness

3The term ‘team logic’ is ambiguous. In this dissertation, we generally use it to refer to any logic
primarily intended to be interpreted using team semantics.



facts. Given that, as discussed above, it is not immediately clear from the interpreta-
tions of team semantics what it would mean for the empty team to fail to make some-
thing true, not much use has been made in the literature of this atom.

Recently, however, Aloni [6] introduced bilateral state-based modal logic, an ex-
tension of classical modal logic (interpreted on teams) with NE. Aloni employs BSML
to account for free choice inferences (see, e.g., [128, 87]) and related linguistic phe-
nomena. In these inferences, conjunctive meanings are unexpectedly derived from
disjunctive sentences; for instance:

You may go to the beach or to the cinema.
~ You may go to the beach and you may go to the cinema.

That is, upon hearing the first of these sentences, people are inclined to infer the sec-
ond. On Aloni’s account, speakers, when interpreting language, create mental struc-
tures that represent reality; and inferences such as the above are due to a tendency
in human cognition to disregard empty structures in this process of interpretation (the
neglect-zero tendency). This tendency is modelled using a pragmatic enrichment func-
tion which, given a formula a of classical modal logic, recursively appends ‘ANE’ to
each subformula of ¢. We discuss this account in more detail in Chapter 2.

The bulk of this dissertation is dedicated to the study of the logic and expressive
import of nonemptiness, carried out via an investigation of the mathematical proper-
ties of BSML and related logics. Most of the results are technical*; they concern,
as mentioned above, the expressive power, axiomatizations, and proof theory of these
logics.

An important role is played by expressive completeness theorems with respect to
the team-semantic closure properties (such as downward closure). To give an exam-
ple of such a theorem, propositional dependence logic is expressively complete with
respect to the class of all downward-closed team properties with the empty team prop-
erty [139] (where a team property is a class of teams). This means that the class of
properties definable by formulas of propositional dependence logic (where ¢ defines
the property consisting of all teams in which ¢ is true) is precisely the class of all
downward-closed properties with the empty team property (the definitions of the clo-
sure properties can be extended to team properties in a natural and obvious way). These
theorems allow for concise and tractable characterizations and classification of these
logics, and provide an effective tool, as we will see, for proving definability results,
completeness of axiomatizations (see, e.g., [139, 140]), and other properties such as
uniform interpolation [43].

We conclude by giving a brief summary of the contents of each paper.

In the first paper, State-based Modal Logics for Free Choice [7] (Chapter 2), we fo-
cus on Aloni’s BSML. We introduce two extensions of BSML: BSML?, or BSML with

*Chapter 4 also includes some conceptual discussion; note in particular that we touch there on the
failure of persistency (Sections 4.4.2 and 4.4.3), and, somewhat indirectly, on the interpretation of NE
and hence on what it might mean to simply express that a team is nonempty (Section 4.4.3).
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the emptiness operator @, an operator which can be used to cancel the effects of NE,
and BSML" , or BSML with the global disjunction \. We prove expressive complete-
ness theorems for these extensions: we show that BSML" is expressively complete
for the class of all modal team properties invariant under bounded team bisimulation.
We also show that BSMIL? is expressively complete for the class of all union-closed
modal properties invariant under bounded team bisimulation, where a formula is union
closed if its truth in a nonempty collection of teams implies its truth in the union of the
collection (and similarly for team properties).

Building on the propositional axiomatizations in [140], and following a strategy
commonly used for axiomatizing propositional and modal team-based logics (see, e.g.,
[139, 140]), we make use of normal forms obtained from the expressive completeness
theorems to provide natural deduction axiomatizations for the extensions as well as for
BSML.

While we obtain expressive completeness theorems for extensions of BSML in the
first paper, the expressive power of BSML itself is left as an open problem in that paper.
This is solved in the second paper, Convex Propositional and Modal Team Logics [16]
(Chapter 3). In this paper, we focus more generally on expressive completeness results
involving the closure property of convexity—a formula is convex just in case if it is true
in two teams, then it is also true in all the teams between these two teams with respect
to set inclusion. While convexity has been extensively studied in formal semantics
(and other fields) [19, 23, 55], it has thus far not received much attention in the team
semantics literature (with the exception of [72, 36]). Convexity is a natural extension of
downward closure to a setting in which the empty team property fails in that a formula
is downward closed if and only if it is convex and additionally has the property that if
it is true in any team whatsoever, it is also true in the empty team, and hence has the
empty team property.

We show that BSML is expressively complete for the class of all convex and union-
closed modal properties (invariant under bounded bisimulation), and we show an anal-
ogous result for the propositional fragment of BSML as well as for another modal
extension of this fragment.

We also introduce propositional and modal logics which we prove to be expres-
sively complete with respect to the class of all convex propositional/modal properties.
The connective involved in expressing emptiness/nonemptiness facts in these convex
logics is a variant # of the might-operator V discussed above.

There is an interesting sense, related to the failure of closure under uniform sub-
stitution in team-based logics, in which one of our novel convex propositional logics
extends propositional dependence logic, and in which another of them extends propo-
sitional inquisitive logic; we generalize the notion of uniform definability [32, 52, 133,
135, 37, 72] from the team semantics literature to make this notion of extension precise.

In the third paper, Further Remarks on the Dual Negation in Team Logics [13]
(Chapter 4), we take a closer look at the bilateral negation of BSML. This is essentially



the same notion as the dual or game-theoretical negation of independence-friendly
logic and early formulations of dependence logic. In IF and D, the dual negation ex-
hibits an extreme degree of semantic indeterminacy in that for any pair of sentences ¢
and y of IF/D, if ¢ and y are incompatible in the sense that they share no models, there
is a sentence 6 of IF/D such that ¢ = 6 and y = -0 (as shown originally by Burgess
[29] in the context of the prenex fragment of Henkin quantifier logic [74], which is
equivalent in expressive power to IF/D [48, 124, 75, 119]; and later generalized to
arbitrary formulas by Kontinen and Viaidnénen [94]).

The most natural analogue of Burgess’ notion of incompatibility in the setting of
modal team semantics of BSML is what we call L-incompatibility: two formulas ¢
and y are l-incompatible just in case if they are both jointly true in a team, the team
must be empty, i.e., @,y = L. While the negation - of BSML does conform to this
notion of incompatibility in the sense that ¢ and —¢ are always L-incompatible, it
can be shown that a BSML-formula and its negation also conform to another, stronger
notion of incompatibility: ¢ and v are ground-incompatible if the truth of ¢ in ¢ and
of ¥ in s implies that the intersection of # and s is empty. Ground-incompatibility is a
notion that is sensitive to the emptiness/nonemptiness information in formulas which
are not downward closed: we show that while ground-incompatibility is equivalent to
L-incompatibility in a downward-closed setting, it is strictly stronger when downward
closure fails (that is, a ground-incompatible pair is always 1l-incompatible, but the
converse implication fails in a non-downward-closed setting). We proceed to show that
an analogue of Burgess’ theorem holds for BSML if we employ ground-incompatibility
as our notion of incompatibility, while no such analogue holds if L-incompatibility is
used.

We then go on to prove analogues of Burgess’ theorem for multiple different propo-
sitional and modal team-based logics, defining new notions of incompatibility as re-
quired. These notions are, more properly, pair properties: classes of ordered pairs of
team properties. Together with its converse, a Burgess-theorem analogue can be seen
as an expressive completeness theorem with respect to the relevant pair property; we
make this precise by defining the notion of bicompleteness.

We also consider some intuitive interpretations of the incompatibility notions we
define, connecting some of them with epistemic contradictions such as ‘It is raining
but it might not be raining’, and some with what we call pragmatic contradictions—
contradictions obtained using Aloni’s pragmatic enrichment function.

In the fourth article, Axiomatizing Modal Inclusion Logic and its Variants [14]
(Chapter 5), we consider extended modal inclusion logic, already introduced above—
the extension of classical modal logic with inclusion atoms & ¢ 3 (a logic which has
the empty team property, but breaks downward closure). We recall the expressive com-
pleteness theorem for this logic (it is complete for the class of all union-closed modal
properties with the empty team property which are invariant under bounded bisimula-
tion) given in [73], and refine this proof slightly using formulas defined in [89]. We
then leverage expressive completeness to provide a natural deduction axiomatization
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for this logic, making use of essentially the same strategy as that employed in Chap-
ter 2. We similarly recall (likewise from [73]) the expressive completeness theorem
for the extension of classical modal logic with the V-operator, which is expressively
equivalent to extended modal inclusion logic, and axiomatize this extension as well.
Finally, we introduce yet another variant ¥V of V, and show the expressive complete-
ness of and axiomatize the extension of classical modal logic with V (this extension is
also expressively equivalent to modal inclusion logic).

In the fifth article, A Deep-Inference Sequent Calculus for a Propositional Team
Logic [15] (Chapter 6), we provide a sequent calculus for PL(\V) (see, e.g., [112, 139,
33, 138]), the team-based propositional logic with both the split disjunction v and
the global disjunction V—a logic similar to both propositional dependence logic and
propositional inquisitive logic. This logic has the empty team property and is down-
ward closed.

While there are many natural deduction- and Hilbert-style axiomatizations of propo-
sitional team logics in the literature (see, e.g., [41, 112, 107, 139, 33, 140, 96, 39, 137]),
the development of sequent calculus systems and of proof theory in general for these
logics has been slower. One of the main reasons for this is that typically these logics
are not closed under uniform substitution. Many proof-theoretic techniques depend
on the universal applicability of rules, but given the failure of closure under uniform
substitution in team logics, the axiomatizations of these logics typically feature rules
with syntactic restrictions which are not sound for all formulas.

Our solution to this issue is to employ a standard classical G3-style sequent cal-
culus for the fragment of PL(\) corresponding to classical propositional logic (the
\v-free fragment), with syntactic restrictions limiting some of these rules to classical
formulas. This classical subsystem is supplemented with deep-inference (see, e.g., [62,
27, 28]) rules for the global disjunction \—that is, rules which allow one to introduce
the global disjunction (almost) anywhere within a formula, rather than only as its main
connective. The deep-inference rules allow us to work around the difficulties engen-
dered by the syntactically restricted rules. The resulting system is a simple minimal
extension of the classical G3-style subsystem, and we show that it satisfies various de-
sirable properties: it admits height-preserving weakening, contraction and inversion; it
supports a procedure for constructing cutfree proofs and countermodels similar to that
for G3cp; and cut elimination holds as a corollary of cut elimination for the G3-style
subsystem together with a normal form theorem for cutfree derivations in the system.



Chapter 2
State-based Modal Logics for Free Choice

This chapter is based on:

Maria Aloni, Aleksi Anttila, and Fan Yang. “State-Based Modal Logics for Free
Choice”. In: Notre Dame J. Formal Logic (2024), pp. 1-47. URL: https://doi.
org/10.1215/00294527-2024-0027

Abstract We study the mathematical properties of bilateral state-based
modal logic (BSML), a modal logic employing state-based semantics (also
known as team semantics), which has been used to account for free choice
inferences and related linguistic phenomena. This logic extends classical
modal logic with a nonemptiness atom which is true in a state if and only
if the state is nonempty. We introduce two extensions of BSML and show
that the extensions are expressively complete, and develop natural deduc-
tion axiomatizations for the three logics.

2.1 Introduction

In this article, we study bilateral state-based modal logic (BSML), a modal logic em-
ploying tfeam semantics. BSML was introduced by Aloni in [6] to account for free
choice (FC) inferences. In FC-inferences, conjunctive meanings are unexpectedly de-
rived from disjunctive sentences:

(1) Free choice (see Kamp [87], von Wright [128])

(a) You may go to the beach or to the cinema.
~ You may go to the beach and you may go to the cinema.

(b) O(bve)~Obadce

The novel hypothesis at the core of the account in [6] is that FC and other related
inferences are a consequence of a tendency in human cognition to disregard structures
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[m,m,m] [m,0,m] [ [2,8,8]:[0, A, 6]
(a) Verifier (b) Falsifier (¢) Zero-models

Figure 2.1: Models for the sentence Every square is black.

that verify sentences by virtue of some empty configuration (neglect-zero tendency);
see Bott, Schlotterbeck, and Klein [26]. Models that verify sentences by virtue of an
empty witness-set are called zero-models (see Figure 2.1 for an illustration).

BSML is introduced as a framework allowing for the formalization of the neglect-
zero tendency and the rigorous study of its impact on linguistic interpretation. It ex-
tends classical modal logic (ML) with a special nonemptiness atom (NE) requiring
the adoption of feam semantics. In team semantics (introduced originally by Hodges
[78, 79] and developed further in the literature on dependence logic by Viéidninen
[119, 120]), formulas are interpreted with respect to sets of evaluation points called
teams, rather than single points. In the type of modal team semantics employed by
BSML, teams are sets of possible worlds. In [6], teams are also called states since
they represent speakers’ information states; we will use these terms interchangeably.
The atom NE (introduced by Yang and Véinénen in [121] and [140]) is true (or sup-
ported) in a state if and only if the state is not empty: s = NE iff s # @. This atom
is used, in [6], to define a pragmatic enrichment function [ ]* whose core effect is
to disallow zero-models; it is then shown that pragmatic enrichment yields nontriv-
ial effects including the prediction (given certain preconditions) of both narrow-scope
(O(bve) ~ ObAadce) and wide-scope (Obv Oce ~ ObAOce) FC-inferences, as well
as their cancellation under negation (see (2) below). See Figure 2.2 for illustrations of
zero-models and the narrow-scope FC-prediction in BSML.! See [6] for more discus-
sion and for comparisons with other accounts of FC.

(2) Cancellation of FC under negation (see Alonso-Ovalle [10])

(a) You are not allowed to eat the cake or the ice cream.
~ You are not allowed to eat either one.

(b) ~O(avp) ~ ~Can-Op

BSML is closely related to modal logics in the lineage of dependence logic (see
[119]), such as modal dependence (see Hella et al. [71], Véédninen [120], Yang [134]),

!The state {w,} in Figure 2.2(a) supports p Vv q. This is because we can find substates of {w,}
supporting each disjunct: {w,} itself supports ¢, and the empty state vacuously supports p. But {w,} is
a zero-model for p v g because no nonempty substate supports the first disjunct. Pragmatic enrichment
has the effect of ruling out this zero-model—{w,} does not support [pv ¢]*. The state {w,,w,} in
Figure 2.2(b) is a nonzero verifier for p v g, so it supports [pVv ¢]*. The state {wg} in Figure 2.2(c) is
a zero-model for &(p v ¢g), and it does not support & p A &g. The state {w,,}, on the other hand, is
a nonzero verifier for &G(pvg). We will see that such a verifier must also verify <& p A & g—in other
words, narrow-scope FC is predicted by the fact that [O(pvq)]T E O pA<g. (See Section 2.2 for the
definition of the pragmatic enrichment function and more details.)
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zero-model for pv g non-zero verifier for pvg  {wp,} E[O(pvq)]*

Figure 2.2: Zero-models and FC in BSML. Worlds are labelled according to what is
true in them: w), stands for a world where only p is true, w,, for one in which only p
and g are, etc. The accessibility relation is depicted using arrows.

inclusion (see Anttila, Haggblom, and Yang [14], Hella and Stumpf [73], Kontinen
et al. [89]), independence (see Kontinen et al. [90]), and team logic (see [89], Liick
[97], Miiller [99]). It is also similar to modal inquisitive logic (see Ciardelli [34, 35]).
However, the specific combination of connectives (NE,V,<,-) on which the account
of FC in [6] depends is unique to BSML. Let us briefly discuss each of these in turn.

The most crucial component in the account of FC is the nonemptiness atom NE.
This atom also sets BSML apart from dependence and inquisitive logic in that formulas
containing NE might not be downward closed and might not have the empty state (or
empty team) property. Logics which violate these properties are commonly known
as team logics (see, e.g., [119, 140, 97]). Most team logics incorporate the Boolean
negation ~ (s =~ @ iff s # @). This negation is very strong in terms of expressive power:
the extension of classical modal logic ML with ~ (known as modal team logic (MTL))
can express all modally definable state properties (see [89]). BSML, being essentially
ML together with NE, is a more modest extension. The propositional fragment of
BSML (i.e., classical propositional logic extended with NE) was studied already in
[140].

The disjunction v in BSML is the standard disjunction in the dependence logic
lineage, commonly referred to as the tensor disjunction or local disjunction. Inquisitive
logic makes use of a different disjunction, the global disjunction v (also known as the
inquisitive disjunction):

SEQVY iff there are t,ucss.t. s=tuuandt = @ and u = y;
SEQVY iff SEQ@OrsE VY.

The predictions in [6] rely on the use of v, but it is interesting to note that alterna-
tive accounts of FC have been given in inquisitive semantics, making use of v instead
of v (see, e.g., Aloni [5], Aloni and Ciardelli [8], Nygren [101]; see also [6] for a
comparison).

The modalities < and O of BSML (essential for the FC-predictions) are equivalent
to ones considered in an early version of modal inquisitive logic (see [34]), and are
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closely related to the modalities in possibility semantics (see Humberstone [81]). They
are distinct from the standard modalities of modal team semantics—we refer the reader
to Anttila [12] for a comparison.

For its predictions involving negation (such as (2)), BSML relies on a bilateral
semantics: in addition to support/assertion conditions, each formula is also provided
with anti-support/rejection conditions. The semantics of the bilateral negation — are
then defined using the anti-support conditions.?

In this article, we study the logical properties of BSML, as well as two new exten-
sions of BSML: BSML with the global disjunction v (BSML" ), and BSML with the
novel emptiness operator @ (BSML?). The emptiness operator is a natural counterpart
to NE which can be used to cancel out its effects: a state s supports @ @ if and only if s
supports @ or s is empty (s = @ @ iff s = @ or s = @), meaning that, for instance, @ NE is
always supported. While these extensions may prove to have interesting applications
of their own (we return to this in the conclusion), our introduction of them is motivated
primarily by technical considerations: as we show in the first part of the article, each
extension is expressively complete for a natural class of state properties. Moreover, in
the second part of the article we axiomatize each of the three logics, and the expressive
completeness of the extensions plays a crucial role in our proof of the completeness of
these axiomatizations.

In the first part, then, we focus on expressive power. We characterize the expres-
siveness of our logics in terms of the notion of state (or team) bisimulation as intro-
duced in the literature on modal team semantics (see [71, 89]; cf. inquisitive bisim-
ulation in Ciardelli and Otto [40]). We show that BSML" is expressively complete
for the class of all state properties invariant under bounded bisimulation (meaning that
BSML" and MTL are equivalent in expressive power; see [89]), and that BSML? is
expressively complete for the class of all union-closed state properties invariant under
bounded bisimulation. These results build on similar results in, for instance, [71], [73],
[89], and Sevenster [114]. BSML, as we will demonstrate, is union closed but cannot
express all union-closed properties.

In the second part, we develop natural deduction axiomatizations for each of the
three logics. These systems build on systems presented in [140] for logics which are
essentially the propositional fragments of BSML and BSML" . For other similar natu-
ral deduction axiomatizations for modal state-based logics, see, for instance, [14] and
[134].

ZBilateralism is typically associated with inferentialism in the proof-theoretic tradition (see, e.g.,
Price [104], Smiley [115], Rumfitt [110], Restall [108], Wansing [125], Incurvati and Schldder [86], and
Wansing and Ayhan [126]; see also Schroeder-Heister [113] for an overview). Other systems employing
bilateral semantics include first-degree entailment logic (FDE) (see Anderson and Belnap [11], Dunn
[46], and Belnap [21, 22]) and truthmaker semantics (see van Fraassen [122], and Fine [49]). Recently,
Aher [3] and Willer [127] presented bilateral accounts of FC in an inquisitive and a dynamic setting,
respectively. The bilateral negation in BSML is essentially the same notion as the dual or game-theoretic
negation of independence-friendly logic (see Hintikka and Sandu [77], and Hintikka [75]) and some
formulations of dependence logic (see [119, 120]).
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The article is structured as follows. In Section 2.2, we define the syntax and seman-
tics of BSML and the extensions, and discuss some basic properties of these logics. In
Section 2.3, we show the expressive power results described above. We also derive
some simple consequences of these results such as the finite model property (for each
of the logics) and uniform interpolation (for BSML" and BSML?). In Section 2.4,
we present our natural deduction axiomatizations, and in Section 2.5 we conclude by
noting some open problems. Our work is partly based on Anttila’s M.Sc. thesis [12]
(supervised by Aloni and Yang), which contains preliminary versions of some of the
results.

2.2 Bilateral State-Based Modal Logic

In this section, we define the syntax and semantics of BSML and its extensions, discuss
the basic properties of these logics, and recall standard notions and results from team
semantics.

2.2.1. DEFINITION (Syntax). Fix a (countably infinite) set Prop of propositional vari-
ables. The set of formulas of bilateral state-based modal logic BSML 1is generated
by

pu=plL[-~@|[(ere)|(pve)| OC@|NE,

where p € Prop. Classical modal logic ML is the NE-free fragment of BSML.
BSML" is BSML extended with the global disjunction v: the set of formulas of
BSML" is generated by the definition for BSML augmented with the case @\ .
BSMI? is BSML extended with the emptiness operator @: the set of formulas of
BSMI? is generated by the definition for BSML augmented with the case @ ¢.

Throughout the article, we use the first Greek letters o, 3,7, ... to stand for formu-
las of ML (also called classical formulas). We write P(¢) for the set of propositional
variables in ¢ and @(py,...,p,) if P(@) < {p1,...,pn}. We write ¢(y/p) for the result
of replacing all occurrences of p in ¢ by y.

2.2.2. DEFINITION. A (Kripke) model (over X ¢ Prop) is a triple M = (W,R,V'), where
— W is a nonempty set, whose elements are called (possible) worlds;
— Rc W xW is a binary relation, called the accessibility relation;
— V:X = (W) is a function, called the valuation.

We call a subset s €W of W a state on M.
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For any world w in M, define, as usual, R[w]:= {ve W |wRv}. Similarly, for any state
s on M, define R[s] := Upes R[W].

In the standard world-based Kripke semantics for modal logic, formulas are eval-
uated with respect to worlds: one writes M,w = @ if @ is true in the world w in the
model M. In our state-based semantics, formulas are instead evaluated with respect to
states. We will also make use of two fundamental semantic notions—support and anti-
support—rather than one. As noted in Section 2.1, states in BSML represent speakers’
information states. Support of a formula by (or in) a state represents that what the for-
mula expresses is assertible given the information in the state; anti-support, similarly,
represents rejectability in a state.

2.2.3. DEFINITION (Semantics). For a model M = (W,R,V) over X, a state s on M, and
formula ¢ with P(¢) < X, the notions of ¢ being supported/anti-supported by s in M,
written M, s = @/M,s = ¢ (or simply s = ¢/s = ¢), are defined recursively as follows:

M,s=p i< forallwes:weV(p);

M,s=p i< forallwes:w¢V(p);

M,se1 = 5=

M,s=1 always the case;

M,s = NE = S*J;

M,s 4 NE = s=0;

M,sE-¢@ = M,s4H0;

M,s=-¢ = M,sEQ;

M, sepAy <= M,seE@andM,sEy;

M,s4oAy <= thereexistt,us.t. s=tuuand M,t =@ and M,u= y;
M,s=Epovy <= thereexistt,us.t. s=tuuand M,t= @ and M,ukE y;
Ms2ovy < M, s=a3@andM,s=y;

M,sepovy < M sE@orM,sEVy;

M,s2ovy <= M,s=@andM,s=y;

M,sECQ :<—= forall westhere existst CR[w]s.t. t + @ and Mt E @;
M,s4O0Q i< forallwes:M,R[w]=o;

M,s=o¢@ = M,sE@Qors=3;

M,sH40¢ = M,s40.
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For a set ® of formulas, we write M,s E ® if M,s = ¢ for all ¢ € . We say that ®
entails y, written ® £ v, if for all models M and states s on M: M,s = ® implies
M,s = y. We also write simply @y,...,¢, =y for {@y,...,¢,} =y, and @, ¢ £ y for
du{p} = y. We write £ ¢ for @ = @ and in this case say that @ is valid. If both ¢ £ y
and ¥ = @, then we write ¢ = y and say that ¢ and y are equivalent. If both ¢ = y and
- @ = -y, then ¢ and y are said to be strongly equivalent, written ¢ 8 Y.

The box modality O is defined as the dual of the diamond: TO@ := - - @; the
resulting support/anti-support clauses are:

M,sE0@ < forallwes: M, R[w]E @;
M,s=0¢ <= forall westhereexistst CR[w]s.t. t @ and M, =5 ¢.

We refer to the atom 1 as the weak contradiction. The original syntax for BSML in
[6] does not include L, but rather defines it as 1 := p A - p for some fixed p. Including
1 in our syntax allows us to simplify parts of our exposition. We also define the strong
contradiction 1l := | ANE, and the strong tautology T := - L. The weak contradiction is
supported only in the empty state, the strong contradiction in no state, and the strong
tautology in all states. The atom NE (supported in all nonempty states) can also be
viewed as the weak tautology T; accordingly, we let T := NE. Note that we have the
following equivalences:

1=, -T=1, -L=T, ~T=1.

We use these contradictions and tautologies to interpret the empty disjunctions and
conjunction:

\@:=1, \V@:=1, ND:=T.

We now give some examples to illustrate the semantics—consider Figure 2.3. A
(local) disjunction ¢ v y is supported in s if s can be split into two states ¢ and u such
that t = @ and u = y. Note that one or both of these substates might be empty; for
instance, in Figure 2.3(a) we have {w,} = pvg. One can force these substates to be
nonempty using NE: we have {w,} ¥ (p ANE) v (¢ ANE), whereas {w,,w,} E (pA
NE) V(¢ ANE). A global disjunction, on the other hand, is supported if either disjunct
is supported: {w,} = (pANE) v (gANE), whereas {w,,w,} # (p ANE) V(g ANE). The
emptiness operator @ is essentially a restricted variant of v in that @ ¢ = @ L: {w,}
o(pANE)Vo(gANE) and {w,,w,} £ @(pANE)VO(gANE). A diamond formula ¢ ¢
is supported in s if for each world w in s there is a nonempty substate ¢ of the state
of all worlds R[w] accessible from w that supports ¢; for example, in Figure 2.3(b)
we have 55, = &g and s, ¥ O p. A box formula 0@ is supported in s if for each w € s,
R[w] as a whole supports ¢: s, # Oq and s, E OpVvOg. It is easy to verify that the
conjunction and (local) disjunction distribute over the global disjunction: @ A (Y ) =
(pry)v(pay)and v (yvy)=(@vy)v(eVy); whereas the modalities do not
distribute over v, as, for example, s, = O(pV gq) but s, ¥ OpvOg. We have instead

S(pvy)=Covoyando(ey y) =0 vOoy.
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\ \
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(@) {wg} Epvq {wp.wy}E (b) spEOq ©) sc=[O(pve)]”
(PANE)V (gANE)

Figure 2.3: Examples of the semantics

Let us also revisit the pragmatic enrichment function [ ]* : ML - BSML described
in Section 2.1, which can now be formally and recursively defined as:

[p]* = P ANE;
[oa]* = o([a]*)ANE foroe{-,¢,0};
[ 2 B]* = ([a]* 2 [B]") ANE for & € {A,Vv}.

It is easy to see that [ ]* disallows zero-models as described in Section 2.1. Consider,
for instance, [pVv¢q]* = ((pANE)V(gANE))ANE = (pANE) V(g ANE). The state {w,}
is a zero-model for pv g since {w,} = pvq but {w,} # (p ANE) v (¢ ANE), whereas
{wp,wy} is a nonzero verifier since {w,,w,} = (p ANE) Vv (¢gANE). For a formula
& (av ) as in the antecedent of a narrow-scope FC-inference, we have [O(av )] =
O((ANE) V(B ANE)) ANE. Itis then also easy to see that [O(a v B)]|TECaAAO B—
a nonzero verifier for & (o v B) must verify & oo A< B. In Figure 2.3, s, is a zero-model
for &(pvq) and s, is a nonzero verifier: we have s, = pvg, s # O((pANE) vV (gANE)),
and s, ¥ O pA<Oq; whereas s E O((pANE) V (gANE)) and s. E O pAOg.

Similarly, to many other logics employing team semantics (see, e.g., Ciardelli and
Roelofsen [41], Yang and Viinédnen [140]), BSML and its extensions do not admit
uniform substitution: @(p) = w(p) need not imply ¢@(x/p) = w(x/p). For instance,
we have £ pv-pand pv pE p, whereas ¥ NEV-NE and (pv -p) Vv (pV -p)# pv -p.

Closely related is the failure of preservation of equivalence under replacement:
¢ = v need not imply 6(¢/p) = 0(y/p). For instance, we have =(@ Vv y) = =(@v v)
but -=(@vy)=@ovy Qv y=--(@pVvy),and L =-NE but -1 =T # NE = --NE.
This failure is occasioned by the bilateral negation: it is easy to show that if p is not
within the scope of -, then it does follow that 8(¢/p) = 6(y/p). Strong equivalence,
on the other hand, is preserved under replacement, as we prove in the following propo-
sition (cf. a similar replacement theorem in [119, Lemma 3.25]). We write @[] (and
sometimes simply [y ] or y) to refer to a specific occurrence of the subformula y in
@, and @[y/y] for the result of replacing this occurrence of y in ¢@ with y. This
notation is also extended to sequences of occurrences @[x1,..., X, ] and sequences or
replacements @[ y1/x1,. .., Wu/Xn] in the obvious way.
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2.2.4. PROPOSITION (Replacement with respect to strong equivalence). For any formu-
las 8,9, and y, if &y, then 8[@/p]a 6[y/p].

Proof:
This is by induction on 8. We only give a detailed proof for a few interesting cases.

Case I: 6 = -n. By the induction hypothesis, n[@/p] e n[y/p], so -n[e/p] =
~n[y/p] and =-~n[¢/p] =nle/p] =nly/p]=~-nly/p]. Therefore, -n[¢p/p]=

~n[v/p].
Case 2: 0 = & 1. By the induction hypothesis, we have n[@/p]en[y/p]. To show

onle/pl=<onlw/p], assume s = >n@/p]. Then for all w e s there is a nonempty
t € R[w] such thatz = n[@/p]. But then also for each such t we have r = n[y/p], so sk
& n[y/p]. The proof of ON[y/p]E ONle/p] is analogous. To show ~On[e/pl =
~on[y/pl, assume s = -ON[@/p]. Then R[w] E -n[¢/p] for all wes. But then
also R[w] E -n[y/p] for all wes, so s = -On[y/p]. The proof of ~On[y/p] E
- n[e/p] is analogous.

Case 3: 6 = @ 1. By the induction hypothesis, we have n[¢/p] e n[y/p]. We then
have on[¢@/p]=nle/p]v L1=nly/p]vL=0only/p] and ~on[e/p]=-n[e/p] =
-nly/rl=-onlv/p]. O

An easy induction shows that a formula ¢ and its negation — ¢ are incompatible
in the sense that if M,s = ¢ and M,t = - ¢, then sn¢ = @ (for a proof, see [12, Propo-
sition 3.3.9]). It also appears (see Anttila [13], or Theorem 4.2.19 in Chapter 4) that
one can prove the converse of (a reformulation of) this fact: if M,s= ¢ and M,t =y
implies snt = &, then there is a formula 6 such that ¢ = 8 and y = -0 (cf. the similar
results for Henkin sentences and their contraries in Burgess [29] and for dependence
logic with the dual negation in Kontinen and Viinédnen [94]).

As usual, each formula can be transformed into an equivalent formula in negation
normal form; that is, a formula in each occurrence of negation directly precedes a
propositional variable p or the atom NE, or is part of the defined connective O1.

2.2.5. FACT (Negation normal form). For any formula ¢, there exists a formula ¢’ in
negation normal form such that ¢ = ¢’. Moreover, if ¢ ¢ BSML, then ¢ 5 ¢’.

Proof:

Follows easily from the following (strong) equivalences:
-8, -(pAry)B-0V-Y,; -(pvy)=-@oAr-y;
-oQBaO-@; -(pvy);e-0oAr-y; Q@ =-0. |

Throughout the article, we make extensive use of the following properties.

2.2.6. DEFINITION. We say that a formula ¢
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is downward closed, provided that [M,s = ¢ and 1 Cs] = M,t E ¢;

is union closed, provided that [M,s = ¢ forall se S + @] =— M,USE ¢;

— has the empty state property, provided that M, @ = ¢ for all M,

is flat, provided that M, s £ ¢ < M,{w}E @ forall wes.

It is easy to check that a formula is flat if and only if it is downward closed, union
closed, and has the empty state property. A simple induction shows the following.

2.2.7. FACT. If a formula ¢ does not contain NE, then it is downward closed and has
the empty state property. If ¢ does not contain v, then it is union closed.

In particular, formulas of BSML and BSMI? are union closed; formulas of ML are
flat (as they are downward and union closed, and have the empty state property).

It is also easy to verify that & ¢ and O ¢ are always flat. It follows from the flatness
of ML-formulas that the state-based semantics for ML correspond with the standard
(single-world) Kripke semantics in the sense of the following fact.

2.2.8. FACT. For any formula o € ML,

Msea <— M{wleaforallwes <= M, weaoforallwes.

Proof:
The first equivalence follows from flatness, and the second from {w} £ o iff w E o
(proved by an easy induction). O

As an immediate consequence of Fact 2.2.8, we have that for any set Au{a} of
ML-formulas, A E & in the state-semantics sense if and only if A = ¢ in the usual single-
world-semantics sense. For this reason, when discussing ML-formulas, we simply use
the notation k to refer to both state-based and world-based entailment (similarly for

=).

2.3 Expressive Power and Normal Forms

In this section, we study the expressive power of BSML and its extensions. We measure
the expressive power of the logics in terms of the properties—sets of pointed models—
they can express. It is well known that the expressive power of classical modal logic
ML is characterized by bisimulation-invariance: the properties expressible in ML are
invariant (closed) under bisimulation. This also holds in the state-based modal setting:
our logics are invariant under state bisimulation. In Section 2.3.1, we introduce state
bisimulation and prove bisimulation-invariance; in Section 2.3.2, we apply this notion
to show expressive completeness results for our logics.
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2.3.1 Bisimulation

We briefly recall some standard results concerning bisimulation for classical modal
logic and standard Kripke semantics. (For more comprehensive discussion, we refer
the reader to, for instance, Blackburn, de Rijke, and Venema [24], Goranko and Otto
[56]).

Throughout this section, we fix a finite set X € Prop of propositional variables. We
omit mention of X whenever doing so does not result in confusion in order to keep our
notation light. A pointed model (over X) is a pair (M,w), where M is a model over X
and weW.

2.3.1. DEFINITION (Bisimilarity). For any k € N and any (M,w) (over Y 2 X) and
(M',w") (over Y' 2 X), we write M, w \——‘? M’ w' (or simply w = w') and say that (M, w)
and (M',w") are X, k-bisimilar if the following recursively defined relation holds:

- M,w ‘——‘éM,w:@ for all p e X we have M,w = p ifft M' W' = p.

- M,w ‘——*/ﬁl M w:<— M,w=¢gM' w and
(a) [forth] for all v € R[w] there is a v/ € R'[w'] such that M,v =, M’ V',
(b) [back] for all v/ € R’[w'] there is a v € R[w] such that M, v =, M’ V'

The modal depth md (@) of a formula ¢ is defined recursively as:

md(p) =md(NE) = 0;

md(-¢@)=md(@ @) =md(@);
md(@Ay)=md(Qvy)=md(evy)=max{md(@Q),md(y)};
- md(O@)=md(@)+1.

We say that (M,w) and (M,w") are X, k-equivalent (k € N), written M,w El)f M'w'
(or simply w = w'), if for all @(X) e ML with md(a) <k: M;we a < M’ w'E a.

2.3.2. DEFINITION (Hintikka formulas). Let k € N, and let (M,w) be a pointed model

over Y 2 X. We define the kth Hintikka formula x;;l; (or simply x%) of (M,w) recur-
sively as:

Xt = ApIpeXweV(p)IAA=pIpeXweV(p)),
X! = xia A\ oxfao Vb
veR[w] veR[w]

It is easy to see that there are only finitely many nonequivalent kth Hintikka for-
mulas for a given finite X—this is why we may assume that the conjunction and the

. . . . X,k+1 . X,k+1
disjunction in X,y are finite and hence that y,,

w 1s well defined.
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2.3.3. THEOREM (see [24, 56]). We have

w =g w' <~ w =y w' <~ w’lzxvli <~ Xw =Xyt

In the context of standard Kripke semantics, we measure the expressive power of a
logic in terms of the classes of pointed models expressible in the logic.

2.3.4. DEFINITION. A property (over X) is a class of pointed models over X. Each
formula & expresses a property (over X 2 P(¢))

[o]x == {(M,w) over X |M,wE ot}.

We say that a logic L is expressively complete for a class of properties P, written [L] =
PP, if for each finite X, the class Px of properties over X in P is precisely the class of
properties over X expressible by formulas of L with, that is, if

Px =[L]x:={[o]x | L}.

A property P is invariant under X, k-bisimulation if (M,w) € P and M,w \——‘2( M’ w'
imply (M',w") € P. A property P over X is invariant under bounded bisimulation if P
is invariant under X, k-bisimulation for some k € N. Theorem 2.3.3 allows us to prove
a world-based expressive completeness theorem for ML: ML can express all world-
based properties that are invariant under bounded bisimulation.

2.3.5. THEOREM (World-based expressive completeness of ML).

[ML] ={P | P is invariant under bounded bisimulation}.

Proof:

For the inclusion ¢, for any o € ML, we have that [ o] is invariant under k-bisimulation
for k = md(a) by Theorem 2.3.3. For the converse inclusion 2, for any P invariant
under k-bisimulation, it follows easily from Theorem 2.3.3 that

Mwe \/ x = M w)eP Ge,P=] \V x5]e<[ML]).
(M,w)eP (M,w)eP

Note that since there are only finitely many nonequivalent Hintikka formulas xX for a
given finite X, we may assume that the disjunction in the above formula V y ,,)ep xk
is finite and hence that the formula is well defined. O

The formula V (y7,,)ep xX in the above proof can be viewed as a characteristic for-

mula for P. The proof also yields a disjunctive normal form for formulas of ML: given

that [ o] is invariant under k-bisimulation for k =md(a), [a] = [V (a,w)e[a] xﬂd(a)}],
that iS, o= V(M,W)EIIOC}] xxld(a)
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We now introduce state-based analogues of the preceding notions and results. A
pointed (state) model (over X) is a pair (M,s), where M is a model over X and s is
a state on M. For a given ke N, (M,s) and (M,s") are X,k-equivalent (in a logic L),
written M, s = M',s', if for all @(X) € L with md(@) <k:M,sE @ < M',s'E @.

State-based bisimulation (first introduced in [71, 89]) is a natural generalization of
the world-based notion: two pointed state models are bisimilar if for each world in one
there is a bisimilar world in the other, and vice versa.

2.3.6. DEFINITION (State bisimilarity). For any k€N, (M,s) (over Y 2 X) and (M’,s")
(over Y’ 2 X) are X, k-bisimilar, written M, s \——‘i( M’ s’ (or simply s = s7), if

— [forth] for each w € s there is some w' € s’ such that M,w =, M, w';

— [back] for each w’ € s’ there is some w € s such that M, w =, M’ w'.

State bisimulation is clearly a conservative extension of world-based bisimulation in
that {w} = {w'} iff w = w’. We thus use the same symbol =, for both world-based
and state based bisimulation, and we sometimes write simply w = s’ for {w} =, s'. It
is easy to see that for any ke N, if s = 5/, then s =,, s/ for all n < k (for w = w’ similarly
implies w =, w’ for all n < k).

We list below some useful properties of state bisimulation (see [71] for a proof).

2.3.7. LEMMA. If s =y, 5/, then:
(i) R[s]=¢R'[s'];

(ii) for all t,u C s such that s =t Uu there are t',u’ € s" such that s' =t' vu', t =1 t',
and u =41 u'.

As expected, state k-bisimilarity implies k-equivalence in each of the three logics.
2.3.8. THEOREM (Bisimulation invariance). If s = s', then s = s'.

Proof:
For any ¢, we show by induction on ¢ that if s = s’ for k = md(¢), then s = @ iff
s' = @. By Fact 2.2.5, we may assume that ¢ is in negation normal form. Most cases
can be found in [71]; note that the v-case follows by Lemma 2.3.7(i1). The case ¢ =
oy follows by @y = ywv —NE and the other cases. We now show the cases for the
modalities. We only give the detailed proof for one direction of each implication.
Case I: @ = & y. Suppose that s = s’ for k=md(Oy) =md(y)+1,and s = O y.
Let w' es’. By s = s, there is some w € s such that w =, w'. Since s = Oy, there
is a nonempty 7 € R[w] such that r £ . By w = w', we obtain R[w] =;_1 R'[w'] by
Lemma 2.3.7(i). Then by Lemma 2.3.7(ii), there is some ' € R'[w’] such that t =;_; ’.
By the induction hypothesis, ¢’ = y. Since t # @ and t =;_; t/, we also have ' # &.
Hence, s' £ O y.



24 Chapter 2. State-based Modal Logics for Free Choice

Case 2: @ =0vy. Suppose that s =, s’ for k=md(Oy) =md(y)+1, and s EOy.
Let w' e s’. By s =y s/, there is a w € s such that w =, w/. Since s £ Oy, we have
R[w] = w. By w =, w/, we obtain R[w] =,_; R’[w'] by Lemma 2.3.7(i). Then by the
induction hypothesis, R'[w'] = y, so s’ =0 . O

2.3.2 Expressive Completeness

We move on to the main results concerning the expressive power of our logics. In the
classical world-based setting we measured the expressive power of a logic in terms of
the classes of pointed models expressible in the logic; we now use classes of pointed
state models.

2.3.9. DEFINITION. A state property (over X) is a class of pointed state models over
X. Each formula ¢ expresses a property (over X 2 P(@))

lo|x = {(M,s) over X|M,s = ¢}.

We say that a logic L is expressively complete for a class of properties P, written ||L| =
PP, if for each finite X, the class Py of properties over X in [P is precisely the class of
properties over X expressible by formulas of L, that is, if

Px = [Llx={lelx|¢eL}.
We say that a state property P is invariant under X, k-bisimulation (k € N) if
(M, s =M s'] = (M',s')eP,

and that P over X is invariant under bounded bisimulation if ‘P is invariant under X, k-
bisimulation for some k € N. Similarly, P is union closed if

[(M,s)ePforall seS+g@] = (M, JS)eP,

and P is flat if
(M,s)eP < (M,{w})eP forallwes.

Clearly, P is flat if and only if P is union closed and downward closed (i.e., (M,s) € P
and ¢ € s imply (M,t) € P), and has the empty state property (i.e., (M, ) € P for all M).
We aim to show three results. First, BSML" is expressively complete for

B :={P | P is invariant under bounded bisimulation}.
Second, BSMI? is complete for

U:={P | P is union closed and invariant under bounded bisimulation}.
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Third, although the properties expressed by formulas of BSML are union closed and
invariant under bounded bisimulation, BSML is not complete for U. Using the notions
we have introduced, it is also easy to show that ML is complete for

F:= {P| P is flat and invariant under bounded bisimulation}.

We include below a brief proof of this folklore result as seeing it alongside the other
expressive completeness theorems is instructive. Writing | L | c |La|| if |L1|x € |L2]x
for all finite X and | L |y ¢ |L; |y for some finite Y, we therefore have

IML| c [BSML| c [BSML?| c |[BSML" .

We begin by using Hintikka formulas yX € ML for pointed models to construct
Hintikka formulas y* ¢ ML and 6% e BSML for pointed state models.

2.3.10. DEFINITION (Hintikka formulas for states). For any pointed state model (M, s)
over Y 2 X and any k € N, the kth Hintikka formula y,* (or simply j¥) and the kth

strong Hintikka formula Gj;lj (or simply 6%) of (M,s) are defined as

Xgs =\ 2,

wes

Gﬁ:’; =\ (xk ANE).

wes

Recall that we stipulate that \/ @ = 1. Since there are only finitely many nonequivalent
xk for a given finite X, we may assume that the disjunctions in 0% and y% are finite,
and hence that the formulas are well defined. These formulas function as characteristic
formulas for states in the sense of the following proposition.

2.3.11. PROPOSITION.
(i) M',s' & xk < thereis a state t C s such that M,t =, M',s'.
(ii) M',s' £ 0 < M,s = M',s'.

Proof:
We prove the two items simultaneously. If s = @, then Gé = xé =l,and s’ |l < §'=
@ < s=y 8 <= JtCs:t=,s". Now assume that s + &.

<—: We first prove (i). Suppose that t = s’ for some 7 € 5. Then for any w’ € s/,
there exists w et C s such that w = w’, which, by Theorem 2.3.3, implies that w’ = x{‘v
and so w' E xk. Since the classical formula y* is flat (see Fact 2.2.7), we conclude that
s"E xk.

For (ii), suppose s = s’. First observe that the back condition for s = s’ implies
that there is some ¢ € s such that t = s’. Thus, by (i), we have s’ £ x¥, which means
that for every w € s, there exists s/, € s’ such that s’ = U, s}, and s, E xX. Meanwhile,
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Hintikka formula Logic Characterization effect ~ Defined in

xE ML wExk <= w=w Definition 2.3.2

X5 =V ypes XK ML s'Exk =ty Definition 2.3.10
for some 7 Cs

0K =V es(XS ANE) BSML s’ F 0F < s=; s Definition 2.3.10

Normal form Logic Characterization effect Defined in

VE=Vusepxt ML M, sEVE — Definition 2.3.12
(M,s)eP (Pel)

EE =\ msep0 BSMLY Mse&k — Definition 2.3.14
(M,s)eP (PeDB)

CE=V(ms)ep@6F BSML? M, s=(k — Definition 2.3.16
(M,s)eP (PeU?cU)

NEACK BSML®  M,s=NEALS < Definition 2.3.16

(M,s)eP (PeUNEC)
Table 2.2: Characteristic formulas

by the forth condition for s = s, we know that for every w € s, there exists w’ € s’ such
that w = w’, which implies that w’ = yX by Theorem 2.3.3. Thus, we may assume
without loss of generality that each s/, #+ @ (for we can simply include the world w’ in
s!,), giving that s/, = xX ANE. Hence, s’ E 0.

== For (i), suppose s’ = yX. Then, for each w € s, there exists a subset s/, C s’
such that s” = U, 5!, and s, £ yX. By the empty state property of classical formulas
and Theorem 2.3.3, we have that either s}, =& or w =y s},. Letr={wes|s], +#3}Cs.
Clearly, the forth condition for # = s’ is satisfied. To verify the back condition, observe
that for any V' € §" = Uy 5, there exists w € s such that v/ € s/, # g. Thus, w et and
w = s1,, whereby w = v/,

For (ii), suppose s’ £ 6%, Then, for every w € s, there exists s/, € s’ such that s’ =
Uwes 5%, and s, = K ANE. We then have s/, #+ @ and w = s’ (by Theorem 2.3.3 again).
Analogous to the above proof for (i), we define t = {w e s| s/, # @} C s and obtain t = s’
by the same argument. But since now each s, # &, we have actually 7 = s and thus
s=y s O

The formulas x* are discussed also in [71], and the formulas y* and 6% are modal
versions of the propositional characteristic formulas defined by the third author and
Viidninen in [139] and [140]. Table 2.2 presents a summary of the different character-
istic formulas we consider.

Table 2.2 also illustrates the main results of the remaining part of this section: we
will use Hintikka formulas y* and 6F for states to construct characteristic formulas for
different types of state properties, and the formula for a given type of property will, in
turn, be used to show that the logic it belongs to is expressively complete with respect
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to that type of property. Each of the characteristic formulas for a type of property also
exemplifies the disjunctive normal form for the logic in question. Similar disjunctive
normal forms are studied in the modal context in, for example, [71], [73], and [89];
and in the propositional context in, for example, [41], [139], and [140].

We now give the proofs of our expressive completeness results in order. We start
with the folklore result that ML is complete for [F. Hereafter, we often abbreviate a
pointed state model (M,s) in a property P simply as s.

2.3.12. DEFINITION (Characteristic formulas for properties in IF). For any P € Fx and
k € N, the kth characteristic formula Vé’k € ML of P is defined as

Xk ._ k
vp =\ s
seP

As before, the formula is clearly well defined given a specific finite X.

2.3.13. PROPOSITION (ML is expressively complete for ).

IML| =F := {P | P is flat and invariant under bounded bisimulation}.

Proof:
The inclusion ¢ follows from Theorem 2.3.8 and Fact 2.2.7. For the converse inclusion
2, we show that for any P € [F invariant under k-bisimulation,

Mis'e \/ xf = M,')eP (e, P=|vh|e|ML|.
(M.,s)eP

<=: Suppose s’ € P. Since s’ = s’, we have s’ = xf, by Proposition 2.3.11(i),
which implies that s’ &= \/sep x¥ by the empty state property of yX.

==: Suppose s’ = Vep xX. Then for each s € P, there exists ¢/ € s’ such that s’ =
Usept! and 1! E k. The latter means, by Proposition 2.3.11(i), that there exists 7 € s
such that #; = ¢. Since F is downward closed and invariant under k-bisimulation, we
have ] € P for each s € P. Finally, since P is union closed, and also using the fact that
since P has the empty state property, it is not the empty property, we conclude that
s'=Usept; € P. O

The theorem also yields an alternative normal form for formulas in ML: for an
arbitrary ML-formula @, since ||| is invariant under k-bisimulation for k = md(a),

d . d
we have [ar] = [v]4(*) |, thatis, 0 = Vyejoq 2.

Next, we show the first of our main results: BSML" is complete for B, and is thus
the expressively strongest logic. The proof is similar to the one given for ML and F,
but the addition of NE and v allows us to fully characterize states and to capture all
properties invariant under bounded bisimulation.
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2.3.14. DEFINITION (Characteristic formulas for properties in B). For any P € By and
k € N, the kth characteristic formula ;3( ke BSMLY of ‘P is defined as

Xk
P = \\/ Qf .
seP
Recall that we stipulate that \/@ = 1.

2.3.15. THEOREM (BSMLY is expressively complete for B).
IBSMLY | =B = {P| P is invariant under bounded bisimulation’}.

Proof:
The inclusion ¢ follows from Theorem 2.3.8. For the nontrivial inclusion 2, we show
that for any P € B invariant under k-bisimulation,

M= \/ 6F <= (M s)eP (e, P=|EL|e|BSMLY ).
(M,s)eP

If P =g, then &K = 11, and thus P = |1t = |€K]. Now, suppose P+ @. If s’ =
WV, ep 60X, then s = 6F for some s € P. By Proposition 2.3.11(ii), we have s == s’, which
implies that s’ € P by invariance under k-bisimulation. Conversely, if s’ € P, since
s" = s', we have s’ = Gsk, by Proposition 2.3.11(ii) and so s” £ \/,p O%. O

As above, this also provides us with a disjunctive normal form: for each BSML -
md . md
formula ¢: |@| = H(';H(p”((p) |, that is, @ = \V/ ¢ o) 05 (@),

The expressive completeness of BSML? for U is proved in a similar way, but there
is a small twist in this case. First define

U? := {P € U| P has the empty state property},
UNF := {P e U| P does not have the empty state property }

so that U = U2 uTUNE. Note that if P € UNF so that for some M we have (M, @) ¢ P, then
in fact by invariance under k-bisimulation (M’, ) ¢ P for all M.

2.3.16. DEFINITION (Characteristic formulas for properties in U). For any P € Ux and
keN, let

Xk ,_ k
» =\ 06y,
seP

If P € U2, then the characteristic formula of P is C71§ If P e UNE, then the characteristic
formula of P is NEA Lk,

2.3.17. THEOREM (BSML? is expressively complete for U).
IBSML?| =U

= {P | P is union closed and invariant under bounded bisimulation}.
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Proof:
The inclusion ¢ follows from Fact 2.2.7 and Theorem 2.3.8. For the nontrivial inclusion
2, we first show that for any P € U9 invariant under k-bisimulation,

M= \/ 08f < (M s)eP (e, P=|L5]e|BSML?|).
(M ,s)eP

<—: Suppose that s’ € P € U%. Since s’ = s’, by Proposition 2.3.11(ii), we have
s’ = 6%, whereby 5" = @ 5. Hence, s = \/,cp @ 6F by the empty state property of @ OX.

== Suppose that s" = \/;¢p @ 8%, Then for each s € P, there exists ¢/ € s’ such
that s’ = Usept! and t/ = @ XK. The latter implies, by Proposition 2.3.11(ii), that ¢/ = @
or t! = s. Since P € U? has the empty state property, and since it is invariant under
k-bisimulation, we have #; € P for each s € P. Finally, since P is union closed, and also
using the fact that since P has the empty state property, it is not the empty property,
we conclude that 5" = Usept! € P.

Next, we show that for any P € UNE invariant under k-bisimulation,

M's'=eNEA \/ 08F = (M',s')eP
(M,s)eP

(i.e., P = [NEA K| € [BSML?).

If P =@, then £} = 1, and thus P = | 1L = [NEA L] = [NEA CK|. Now, suppose P + @.

—: Suppose s’ € P ¢ UNE. By the same argument as in the UZ-case, we obtain
s" E Vep @ OF. Moreover, since P € UNE, we have s’ # @ 50 s’ = NE.

<=: Suppose s’ = NEA Vp@ 05, As in the U?-case, for each s € P, there exists
1! ¢ s’ such that s' = Ugept! and 1} = @ or t] = 5. Let Q:={se P |t] =, s} so that
s" = Useqty. Since P is invariant under k-bisimulation, we have t] € P for each s € Q,
and since s’ = NE, we have s’ # @ so that Q # @. Finally, since P is union closed and
Q + @, we conclude ' = Uy ot! € P. O

Again the proof yields a disjunctive normal form: for any BSML?-formula ¢, either

md
0= Ll or = NEALT]

Finally, we remark that while BSML is union closed and invariant under bisimula-
tion, it is not complete for U. To prove this, we show first that for BSML-formulas, the
empty state property implies the downward closure property. Note that while converse
might also appear to hold, it does not—for instance, the formula 1 is downward closed

but does not have the empty state property.

2.3.18. LEMMA. For any @ e BSML, if ¢ has the empty state property, then @ is down-
ward closed.

Proof:
This is by induction on ¢ (assumed to be in negation normal form). We only show the
nontrivial cases.
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Leto=yAry. f M,o=yAy, then M,Z = v and M, E ). Therefore, by the
induction hypothesis, ¥ and ) are downward closed. So if s= Wy A ) and 7 C s, then
tEyandtE Y, and therefore t = Yy A .

Letop=yvy If M,zEyvy, then clearly M, = v and M,& E . So by the
induction hypothesis, ¥ and ) are downward closed. If s y vy, and 7 C s, then
there are s1,s7 such that s =51 Us,, 51 = ¥ and s, £ ¥. By downward closure, we have
tns; =y and snt; E ) and therefore t = (tns ) u(tnsy) E YV y. O

2.3.19. FACT (BSML is not expressively complete for U).

IBSML| c U

= {P | P is invariant under bounded bisimulation and union closed}.

Proof:
The inclusion ¢ follows from Fact 2.2.7 and Theorem 2.3.8. For inequality, let

P:=[(pANE) vV (=pANE)|U|L].

Clearly, P € U. Assume for contradiction that |@| = P for some ¢ in BSML. Then ¢
has the empty state property so it is downward closed by Lemma 2.3.18. Let (M,s) €
|(p ANE) Vv (~pANE)|| €P. Then there are f,u such that s =7Uu, t = p ANE, and
ukE-pANE. By |@| =P, we have s = ¢. By downward closure, 7 = ¢, so (M,t) € P.
Butz# (pANE)V (=pANE) and 7 # 1; a contradiction. a

The property P € U in the above proof is clearly expressible in the expressively
complete logic BSML? as P = | @((p ANE) v (= pANE))].

We conclude this section by noting some consequences of the expressive power
results. First, it is shown by D’ Agostino in [43] that any state-based modal logic with
the locality property and which is also forgetting enjoys uniform interpolation. Each
of our logics has the locality property, and it follows from our expressive completeness
results that BSML" and BSML? are forgetting. Therefore BSML" and BSML? enjoy
uniform interpolation. (See [43] for details; for the locality requirement, see Yang
[137].)

Second, the finite model property for our logics follows from that for ML, by a sim-
ple argument that makes use of disjoint unions of models. The disjoint union \#;c; M;
of the models {M; | i eI+ @} is defined as usual. Recall in particular that the domain of
the disjoint union is defined as U;;(W; x {i}). We also extend the notion to state prop-
erties in a natural way: the disjoint union of a nonempty property P = {(M;,s;) |i€l} is
WP = (Wies Mi, Wier si), where ey si == Ui (si x {i}). To simplify notation, we define
the disjoint union ¥ @ of the empty property to be (M, ) for some fixed M. We refer
to an element (w,i) in the disjoint union as simply w, and similarly for states. The
following is standard (see, e.g., [24, 56]).
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2.3.20. PROPOSITION. For all iel,weW; ke N, X c Prop: M;,w ;‘i( Wi Mi,w. Con-
sequently, for all s CW;: M;,s = ;g M;, s.

2.3.21. PROPOSITION (Finite model property). If ¥ @, then there is some finite model
M and state s such that M, s ¥ @.

Proof:

Let (M,s) be such that M,s # ¢, and let X = P(¢@) and k = md(¢). If s =@, then
we clearly have M’ s # ¢ for all finite M’. Now assume that s # @. Since there are
only finitely many X, k-bisimilarity types (or Hintikka formulas), we can pick a finite
t € s such that ¢ ;‘2( s. Clearly for any w €t we have yX # 1; therefore, by the finite
model property for ML, there is some finite (M,,,v,,) such that M,,,v,, = xX. Then
by Theorem 2.3.3, M,,,v,, = M,w. By Proposition 2.3.20, ),,¢; My, vy, = My, vy, for
all w e r; then also ¥, My, vy = M,w for all w e, s0 Wyey My, {vyy |wet} = M,t,
whence 4., My, {vyy | W €2} ¥ @ by Theorem 2.3.8, where #,,¢; M,, is clearly finite. O

Together with the completeness results to be proved in Section 2.4, this implies that
our logics BSML, BSMIL?, and BSML" are decidable.

2.4 Axiomatizations

In this section, we introduce sound and complete natural deduction systems for BSML
and its extensions. The strategy we employ in proving completeness makes essential
use of the expressive power results in Section 2.3: for the expressively complete log-
ics BSML" and BSML®, we show that each formula is provably equivalent to some
formula in disjunctive normal form—completeness then reduces to showing it for for-
mulas in normal form. As for BSML, for which no similar normal form is available,
our strategy involves simulating the BSML" -normal form by using sets of BSML-
formulas. For this reason we first axiomatize the extensions.

24.1 BSMLY

We first focus on the strongest logic BSML" . The propositional fragment of BSML
corresponds to the logic PT* studied in [140] (with the caveat that the negation in PT™"
is not the bilateral negation). Our system for BSMLV is essentially an extension (and
simplification) of the propositional system for PT" presented in [140], with additional
rules for the bilateral negation and the modalities.

Before we present the system, let us issue a word of caution. Recall from Sec-
tion 2.2 that BSML and its extensions are not closed under uniform substitution. Due
to this, our systems will not admit the usual uniform substitution rule. Note in partic-
ular that in the presentation of our rules, the metavariables o and 8 range, as before,
exclusively over formulas of ML.
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Most rules in the system for BSML" are also rules in the systems for BSML and
BSMI?. For ease of reference, we first present these shared rules; all rules involving
v are grouped together at the end.

2.4.1. DEFINITION (Natural deduction system for BSMLY). The following rules com-
prise a natural deduction system for BSML" .
(a) Rules for A:

D, D, D D
¢ v ony oAy
W /\l (p /\E W /\E
(b) Rules for —:
[o] D, D, D
D a - = Q
1
W - I(*) ﬁ (p
D D D
~(pry) ~(pVvy)
=ovoy DM =oroy DMy T NEE
(*) The undischarged assumptions in D do not contain NE.
(c) Rules for v:
D D D (D )
¢ ¢ vy oviyvy
W\/l(*) oV vW vV o Comv WASS\/
o] [v] [v]
D D, D, D D,
v %
e e ) 5 Mon(#)
(*) w does not contain NE.
(1) The undischarged assumptions in Dy, D; do not contain NE.
(%) x does not contain V.
(d) Rules for 1 and NE:
D D
LV Lve
? LE v 1Ctr

(e) Basic modal rules:
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[o] [¢1]-[¢n]
D D, D D, D,
Yy a4 y U U ®n
SV <& Mon(#) Ty oMon(*)
D
(*) D does not contain undischarged assumptions. -0
e InteroO

(f) Rules governing the interaction of the modalities and connectives:

D D, D,
O(@Vv(YANE)) S0 oy .
Sv & Sep —O((pvw) < Join
D D] D2
O(9ANE) 09 OV L
>0 Olnst o(ev y) 0< Join
(g) Propositional rules involving v (BSMLY -specific):
b b [p] V]
0] 174 D D, D,
pvy VI pvy VI pvy X X e
X
D D
4 ——~5 NEI
AL IR V. LR D RSV LVNE
(pvy)v(ovy) “QA-Y
(h) Modal rules for v (BSML -specific):
D D
O(pvy) o(ev y)
WCOHVO\V\/ WCOHVD\\/V

We write ® FasyrV W (or simply ® + y) if y is derivable from formulas in & in the
system. We also write @, @y,..., ¢, + v for Du{@y,...,@,} - y. We say that ¢ and y
are provably equivalent, written @ —+ y, if @ - y and y + @.

The conjunction A and global disjunction v have the standard introduction and
elimination rules. The rules involving v must be constrained due to the failure of down-
ward/union closure occasioned by the presence of NE and V. For instance, p ¥ p Vv NE,
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so unconstrained v-introduction is not sound. To ensure soundness, the introduced dis-
junct must have the empty state property, and so in VI we require that the introduced
disjunct does not contain NE. Alternatively, the introduced disjunct may simply be the
premise again, as in v-weakening VW. v-elimination is similarly constrained to ensure
that the subderivations D and D, do not depend on formulas which are not downward
closed, and to ensure that the consequent ¥ of the rule is union closed. The commuta-
tivity and associativity of v, and the distributivity of v over v need to be included as
rules; for the derivable algebraic properties of the connectives, see Proposition 2.4.6
below. The rules for - include both constrained standard rules as well as rules corre-
sponding to the equivalences noted in Section 2.2. The propositional rules involving
1 and NE—LE, 11Ctr (lL-contraction), NE|l and -NEE—are self-explanatory. Note that
with 1 we have ex falso with respect to classical formulas, and with 11, we have it with
respect to all formulas.

2.4.2. LEMMA. 1+ .

Proof:
L+ 1v1byvl and then 1L v I + @ by 1Ctr. O

The basic modal rules (e) are standard. While the modalities do not distribute
over Vv, a weaker distributivity in which v is switched with v—the conversion rules
Conv< v v and ConvOw v—does hold. The <-separation rule & Sep corresponds to
FC-entailment for pragmatically enriched formulas as described in Sections 2.1 and
2.2. The O-instantiation rule Olnst characterizes the fact that O ¢ implies & @ in case
accessible worlds exist. The two join rules < Join and 0O< Join allow one to graft
together witnessing accessible states.

2.4.3. THEOREM (Soundness of BSMLY). If ® - y, then ® = y.

Proof:

This is by induction on the length k of possible derivations of ® + y. We only include
the cases for the novel rules involving modalities, as well as for VE; most of the other
cases can be found in [140]. The base case (k = 1) is simple (see [140]). For the
inductive case, assume the result holds for all derivations of length at most k. We
consider the different possibilities for what the final rule in the derivation ® ~ y can
be.

VE: Assume that we have derivations of length at most k witnessing ® - ¢ v y;
D, 0+ x; and Py, y + x; that for all n € &y uP;, ) does not contain NE, and that )
does not contain \v. By the induction hypothesis, = @V y; @1, ¢ = x; and P,y = .
We show that @, P, P, = x. Assume that s = Pud;ud,. Then s = @ Vv y, so there are
some ?1,t such that s =t Utp; t1 = @; and 1, E Y. Since no 1 € &; uP; contains NE,
each such 1 is downward closed. So #| £ 1 for all n; € @y, and #, = 1, for all 1, € P».
Thus #; = ¥ and £, = ). Since ) does not contain v, it is union closed; therefore, s = ¥.
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Conv o w ve Tt suffices to show that O(@v w) = O @ v O y; = is easy. For k=, let
sEO(Qv ). If s =@, then clearly s £ O @ v O w. Otherwise if s # @, let w € s. Then
there is a nonempty # € R[w] such that t = @\ y, so that 7 = @ or 7 = y. Letting

spi={wes|ItcR[w]|:t+zandrE @} and
sp:={wes|ICR[w]|:t+TandtE y},

we have s =s1Usy. Clearly s O @ and s EQ YW, S0 s EO OV O VY.

ConvOvw v: This is analogous to ConvOw v.

O Sep: It suffices to show that O(@ v (YANE)) EOy; let si= O(@ Vv (WANE)).
If s = @, then clearly s = O y. If s + @, let wes. Then there is a nonempty 7 € R[w]
such that t = @ v (W ANE). Therefore, there are 1,7, such that r =1 Uf,; 1] = @; and
t E WANE. Then 1, + @ and 1, = v, and clearly #, € R[w]. Thus s = O w.

<& Join: Tt suffices to show that G @, Oy EO(QVvy); lets= O @ and s Oy, If
s =, then clearly s £ O (@ Vv ). Otherwise if s # @, let wes. Since s= O @ and s Oy,
there are nonempty 1,7, € R[w] such that #; £ ¢ and 1, = y. Therefore, 1} Ut E @ v .
Clearly 7] Ut is nonempty and #; Ut € R[w], so s = O (@ v y).

Olnst: It suffices to show that O(@ ANE) = O @; let s = 0(@ ANE). If s = &, clearly
sECQ. If s+ @, let wes. Then R[w] = @ ANE, so R[w] # @, and therefore s £ O ¢.

o< Join: Tt suffices to show 0@, O wED(Qvy);letsEopand sE O Y. If s= @,
then clearly s =0(@ Vv y). If s # @, let w e s. Since s = 0@, we have R[w] E @, and since
s = Oy, there is some nonempty ¢ € R[w] such that 7 = y. Since R[w] = R[w]ut, we
have R[w]E @V y,and so sEO(@V ). O

As expected, a limited replacement lemma holds for our system (cf. Proposi-
tion 2.2.4, the semantic replacement lemma with respect to strong equivalence).

2.4.4. LEMMA (Replacement). Suppose that 0 contains a specific occurrence 0| p] of
p which is not in the scope of — (unless the — forms part of O =--). Then @ -y

implies O[@/p]+ 0[y/p]. In particular, if ¢ -+ y, then O[@/p] -+ O[y/p].

Proof:
This is by a routine induction on 8, where the modality cases are proved by applying
<& Mon and o Mon. O

We showed in Fact 2.2.5 that every formula is equivalent semantically to one in
negation normal form. This fact also holds in the proof system.

2.4.5. PROPOSITION (Negation normal form). Every formula ¢ is provably equivalent
to a formula in negation normal form.

Proof:
The result follows by repeated applications of ——¢@ <+ ¢ (by =—=E); =(@Ay) -
VY, 2(eVvY) - =@ A=y and ~(QV YY) 4 - @ A~y (by the DM-rules); and
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=& @ —-0-¢ (by Inter & D). O

Standard commutativity, associativity and distributivity laws for A and v can be
derived in the usual way in our system. Laws involving v hold with some restrictions.

2.4.6. PROPOSITION.

(i) on(yvy) - (@Ay)Vv(@AY) if @ does not contain NE,
and (QAY)V(oAax) @A (WvY) if ¢ does not contain v ;

(ii) ov(yAx)-(evw)n(ovy),
(iii) v (yvx)r (v y)v(evyx);
(v) v (yv ) - (ovy)v(evy).

Proof:
This is easy. O

We often apply the above three basic lemmas (Lemmas 2.4.4-2.4.6) without ex-
plicit reference to them. Note that all results in this section which do not involve v
(such as (i) and (ii) of Proposition 2.4.6) also hold for BSMI? and BSML. Some
such results are given BSMLY -specific derivations in this section. The BSML?- and
BSML-derivations can be found in the sequel.

We now move on to prove the completeness theorem for the system. Our strategy
consists in showing that each formula is provably equivalent to one in disjunctive nor-
mal form—as stated in the following lemma—and then making use of the semantic
and proof-theoretic properties of formulas in this form.

2.4.7. LEMMA. Foreach ¢ e BSML, each k> md(@), and each finite X 2 P( @), there
is some property P over X such that

@ - \/ Gsx’k.
seP

The proof of the above lemma is involved. We withhold this proof for now, and
first present the main completeness argument.

As a first step, let us note that our system is a conservative extension of the smallest
normal logic K—it is easy to see by inspecting our rules, that, for instance, the axioms
and rules of the Hilbert-style system for K are derivable (see also [134] for a detailed
proof of the analogous fact for a similar system). Therefore, since K is complete with
respect to the class of all Kripke models, the same holds for the classical fragment of
our system.

2.4.8. PROPOSITION (Classical completeness). For any Au{a} S ML :AE o if and
only if A+ «.



2.4. Axiomatizations 37

As an easy corollary, the kth Hintikka formulas of k-bisimilar pointed models are
provably equivalent.

2.4.9. LEMMA.
(i) If w=y W, then yk - %y’i,.
(ii) If s =y s', then x* -+ xf,

Proof:
For (i), we have yxk = xv’i, by Theorem 2.3.3. Thus x¥ -~ )(v’; , follows from Proposi-

tion 2.4.8. Item (ii) follows from (i) and Proposition 2.4.8. O

Note that, strictly speaking, Hintikka formulas are only guaranteed to be defined
for finite pointed models; for an infinite pointed model, we in effect choose some finite
k-bisimilar pointed model and treat the kth Hintikka formula of this finite model as that
of the infinite model. The lemma above ensures that our choice of finite representative
does not matter proof-theoretically and hence that our use of these representatives in
this section is admissible. It follows from results we show that similar provable equiv-
alence results hold for all the characteristic formulas we make use of, and hence that
in all cases the use of these representatives is admissible. We now show that the strong
Hintikka formulas of two bisimilar pointed models are likewise provably equivalent.

2.4.10. LEMMA. If's = s', then 6f -~ 6F.

Proof:
Suppose that s = s’. The two directions are symmetric; we only give the detailed
proof for 6f - 65, that is, Vyes(X& ANE) - Vyey (X5, ANE). If s = @, then clearly
s' = @, so that 6F = Gsk, =1 and 6f Gsk,. Otherwise if s # @, then for any w € s, there
exists by assumption a (nonempty) substate s], € s’ such that w = w’ for all w’ e s),,.
We may assume that sj, is the maximal such substate. By Lemma 2.4.9, we have that
for any w' € st,, x% + x*, implying ¥ ANE - x*, ANE. Now, by repeatedly applying
the rule VW, we obtain x*, ANE - V,cq (XX, ANE). Since w is also k-bisimilar to
every element u € s],, we have by Lemma 2.4.9 again that )(v’;, ANE F xk ANE. Thus,
by vMon, we obtain Vues{v(kau' ANE) F Vesr (XX ANE). Putting all these together, we
derive Y} ANE V¢ (XK ANE); that is, x5 ANE- 6y .

Hence, by repeatedly applying vMon and VE, we obtain Ve, (X5 ANE) = Vyyes 0y
0, - Observe that since s = s", we have 5" = U, sy, Whereby 6 v = 6y. Finally,
we conclude that 6, + 6. O

On the other hand, if two states are not k-bisimilar, their strong Hintikka formulas
are contradictory.

2.4.11. LEMMA. If s < s', then 6F,05 — 1L.
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To prove this fact, we need two lemmas. The first is an analogous result for Hin-
tikka formulas for worlds.

2.4.12. LEMMA. If ws W forall w' e s', then /ey xvﬁ, -k

Proof:
For any w’ € s, we have w’ # X by Theorem 2.3.3 and therefore w’ - - xX by Proposi-
tion 2.4.8. S0 V,yey x¥, = xk by VE. O

The second lemma states a basic fact concerning the strong contradiction.
2.4.13. LEMMA. (QANE)VQ, -+ L.

Proof:
We have that

((tANE)VO)A- - ((aANE)A-Q)V(pAr-a) (Prop. 2.4.6)

- (LANE)V(pA-a) (-E)
- i (1LCtr)
m

Proof of Lemma 2.4.11:

If s # s, then either there is a w € s such that w #; w’ for all w’ € s/, or there is a w' € 5’
such that w ==, w’ for all w € s. We may without loss of generality assume the former.
Then

05 n 0k = 0% A yl(xv’;,/\NE)
w'es
= 0k n \/ X»IE’
w'es!
- (X ANE) V65 (1) A= (Lemma 2.4.12)
= 1L (Lemma 2.4.13)

O

We show also that strong Hintikka formulas GSX K are monotone with respect to the
parameters k and X in the sense of the following lemma.

2.4.14. LEMMA.
(i) If n <k, then 6%+ o

(ii) IFY € X, then 2% - 07k,
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Proof:

It follows from Theorem 2.3.3 that yX & x” and xv)v( ke xx * for any w € s. Therefore,
xk -y and 70" - 10 * by Proposition 2.4.8. Then also x% ANE - 7 ANE and ™% A
NE + xv}( * ANE, and the results therefore follow by repeated applications of vMon. O

Our final lemma leading to the completeness proof concerns some standard prop-
erties of the disjunction elimination rule.

2.4.15. LEMMA.
(i) If @,\ jej@j i Y, then ®,¢; v+ y for some jeJ.

(ii) If {\Vjes,@j | i€} v v, then {@;|iel} v+ y for some collection {@;|iel} such
that for eachiel, ¢; e {Qj| jeJ;}.

Proof:

See, for example, Ciardelli, lemhoff, and Yang [39]. Item (i) is proved easily by apply-
ing v E. For (ii), choose an enumeration of /; the result then follows by an inductive
proof making use of (i). O

We are now ready to prove completeness. Our proof is similar to the one given in
[140] for the completeness of the system PT™, though note that the proof in [140] is
for weak completeness; here we directly prove strong completeness.

2.4.16. THEOREM (Completeness of BSMLY). If ® = vy, then ® - y.

Proof:
Assume that ® + y. We show that ® i y. Put ® = {¢;|iecl}. For eachiecl, let
ki == max{md(¢;),md(y)}, and X; := P(¢;) uP(y). By Lemma 2.4.7,

;-\ 65 2.1)
seP;

for some properties P; over X;. Then also {\/ep, o)k |iel} v y. By Lemma 2.4.15,

there is a collection of formulas &’ = {9s>,< ioki | s; € P; and i € I} such that & i+ y.
) ) ki A Xk
Observe that @’ & 11, since otherwise clearly for some Gs)[.( ”k’, st-’ 7 ¢ @' we have

si =M s for m = min{k;,k;} and M = X;n X}, so that by Lemma 2.4.11, Gslz/"m, 93'\;""1 =

1. Then by Lemma 2.4.14, Gs)i(i’kf,es)jj’kj - 1, so that ® - 1, whence ® + y by

Lemma 2.4.2; a contradiction.

Thus, we can let ¢ be such that t = ®’. By (2.1) and soundness, we have @' = ¢; for
each i € I. Therefore, t £ ®. To show that ® ¥ v, it suffices to show that # # y. Assume
otherwise. Take an i € /. By Lemma 2.4.7, we have

w -\ 65k (2.2)
reQ
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for some property Q over X;. Since ¢ = Y, by (2.2) and soundness, we have ¢ = er ioki
for some r € Q. Meanwhile, ¢ £ ®’ implies 7 £ 031.( ki Thus, by Proposition 2.3.11(ii),
we have r \——‘,);" t \——‘2" s;, whence Gs)l.("’ki [ er"’k" by Lemma 2.4.10. Then by v | and (2.2),

Osi("’k" = \\/rEQG,>< ki y. But then @' + y, which is a contradiction. o

We derive the compactness of BSML" as well as that of the weaker logics BSML
BSMIL? as a corollary of strong completeness. The remainder of this section is devoted
to the proof of Lemma 2.4.7 (provable equivalence of the normal form). We start with
two technical lemmas concerning the behavior of NE in disjunctions.

2.4.17. LEMMA. @V (W ANE) -+ (@ V(W ANE)) ANE.

Proof:
— follows by AE. We give a BSML" -specific derivation for +:
¢V (Y ANE)
= (Vv (YANE))A(LVNE) (NEI)
- ((pv(WwANE))AL)V((@V(WYANE))ANE)
- ((prL)vV((WANE)AL))V((@V (W ANE))ANE) (Prop. 2.4.6)
- (@A) V(YAL)v((9V (WANE)) ANE)
- ((@v(WANE))ANE)V((@V (WANE)) ANE) (1 Ctr)
- (¢Vv(WYANE))ANE
m|

2.4.18. LEMMA. vy v yv((@ANE)V ((WANE)).

Proof:
We have that
ovy = (@A (LVNE)) VY (NEI, vMon)

- ((eAL)V(QANE)) VY
- ((pAL)vy)V((pANE)VY) (Distrvv)
- yv((eANE)VY) (LE)
- YV ((@ANE) V(YA (LVNE))) (NEI, vMon)
Fo v ((@ANE)V((WAL)v(YANE)))
- YV ((@ANE)V(WAL))V((@ANE)V(WANE)) (Distrvv)
- yv oV ((@ANE)V(WANE)) (LE)

O
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The following lemma further characterizes the interactions between NE and the
disjunctions. From item (iv) below, it follows that formulas which are in ML-normal
form V(a1,)e[a] X% can be converted into BSML -normal form Vpepag Vwer (X A
NE).

2.4.19. LEMMA.

(i) NE,\/ @i+ \/ V(@;ANE).

iel @+Jcl jel

(ii) NEA\/ o =+ \\/ V(ajANE).

iel a+Jcljel

(iii) \/¢i =\ V (@; ANE).

iel Jcl jeJ
(iv) Vo 4\ \/ (¢j ANE).
iel Jcl jel
Proof:

(i) This is by induction on k = |I|. If k=0, then \/ @ = 1, and by Lemma 2.4.2 we have
NEA L + y for any y.

If k=1, then V{¢@} = @, and @,NE+ @ ANE by Al; and \/{V{@ ANE}} = ¢ ANE.

If k=2, then by Lemma 2.4.18 we have @ vy + @v yv((¢ ANE) V(W ANE)), so
that clearly NE,@ vy - (¢ ANE) V(W ANE) WV ((Q ANE) V(W ANE)).

For the case |I| = k+ 1, by the induction hypothesis,

NE, \/ o \V  V(9ANE), (2.3)
ie(I\{x}) gJc(I\{x})JjeJ

where x € I. Then we have that

NE;\/(Pi
iel
= NEA(v ) @r)
ie(1\{x})
F (@ ANE)V(NEA \/ @)Vv((pANE)V(NEA \/ @) (Case k=2)
ie(1\{x}) ie(1\{x})
- (N N V@ ANEDV((geaNE) V(N \(9)ANE))
grJc(I\{x})JjeJ gJc(I\{x})JjeJ
2.3)
= (eeaNE)V( N V(giaNE)v N ((9eANE) v/ (@) ANE))
g#Jc(I\{x})je] @zJc(I\{x}) jeJ
(Distrv )

= WV V(9;ANE)

g+JcljeJ
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(i) + by (i). —: For any nonempty J ¢ I, we have that \,;(@; ANE) - NE by
Lemma 2.4.17. We also have that for any j€J, ot ANE + V¢ 0; by AE and vI. There-
fore, Vjej(aj/\NE) F Vig o; by VE. And so \\/@#g\/jej(ocj/\NE) F NEA Ve 0 by

v E.
(iii) We have that
Vo = (LVNE)A\/ @ (NEI)
iel iel
- (LAV @) v(NEAV ;)
iel iel
= 1v \V V(@;ANE) (1))
g+Jcljel
- \V V(¢;ANE) (Vo =1)
Jcl jeJ

(iv) + by (ii1). +: We have that

\V V(e ANE) - v \V V(ajANE) (Vo=1)
Jel jeJ g+JcljeJ
- Lv(NEAV o) ((ii))
iel
- Vo (v E, Prop. 2.4.8)
iel
O

It now follows that each classical formula is equivalent to one in BSMLY -normal
form, which, in our inductive proof for Lemma 2.4.10, takes care of the case in which
the formula is classical.

2.4.20. LEMMA. For each oo € ML, each k >md(a), and each finite X2 P(), there is
some property P over X such that

a -+ \/ 0k
seP

Proof:

[e] (over X) is invariant under k-bisimulation so by the proof of Theorem 2.3.5, we
have o = V,c[q] X%- Then by Proposition 2.4.8, o 4 V\.c[4] X, and therefore by
Lemma 2.4.19(iv):

a-\ 2=V Vane)= \V Ve,

wela]  PelalweP sep([a])"es

where p([a]) is the state property {U{(M,{w}) | (M,w)eP}|Pcla]}. m

Now, for the modality cases in our inductive proof for Lemma 2.4.10, we need
to show normal form provable equivalence for formulas of the forms & 5713 and |:|§7’§.
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These formulas are flat, so by Proposition 2.3.13 we have &&= a and 0y, = 8 for
some «, 3 e ML. Given Lemma 2.4.20, it is thus sufficient to show that <& 57") - o and
O 5;; —r B3; that is, the modality cases can be reduced to the case for classical formulas.
As will become clear later, this further reduces to showing that formulas of the form
& 0 or 0OF are provably equivalent to classical formulas. We now work towards
proving this result. First, two technical lemmas are in order.

2.4.21. LEMMA. O @+ O(QANE).

Proof:
We give a BSMLY -specific derivation:
OQ - O(@A(LVNE)) (NEI)
- O((prL)v(@ANE))
- O(LV(QANE))
- OLVO(QANE) (Owv vConv)
- LVSO(QPANE) (Prop. 2.4.8, vMon)
= O(QANE) (LE)
O

2.4.22. LEMMA. For all ¢ which do not contain v and for all y:
(i) O((QANE)VY) 4= O(@VY) A O @
(ii) D((@ANE)VY) 4-O(@VY) A @.

Proof:
(1) +: By ©Sep. +: We have that
Slovy)noe  +  O(eVvY)AO(PANE) (Lemma 2.4.21)
o O(@V(@ANE)VY) (¢ Join)
F o O(((pv(@ANE))ANE)VY)  (Lemma 2.4.17, vMon)
= O((pANE)vy) (VE)
(i1) +: We have that
o((pANE)vy) = O(evy)AO((@ANE)VY)
oo O(evy)AO(((pANE)VY)ANE)  (Lemma 2.4.17)
o o(evy)AO((QANE) VYY) (Olnst)
- O(evy)ade (< Sep)
—: Similar to — of (i), using 0 < Join instead of < Join. O

We now show that formulas of the form <& 0% or 06k are provably equivalent to
classical formulas.
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2.4.23. LEMMA.

(i) OO 4~ O xfn N\ O xk.

wes

(ii) 0OF 4 oxkn N\ o xk.

wes

Proof:

Chapter 2. State-based Modal Logics for Free Choice

) Ifs=@,then OOk =O 1= k4 O Yk AT = O XK AN yes O XK. Otherwise if s # @,
let 6 = (xk, ANE)v---v (xk ANE). Then by Lemma 2.4.22(i),

& 0F = /(2w ANE)
wes

n—1

- O(V(xﬁiANE)vxv’;n)/\Oxv’in
i=1
n-2

= O(V(xvlf’iANE)vx"]f/nfl vxvlf/n)/\ox"lf’n—l /\<>xl’lf/n
i=1

e OAN N\ X

wes
(i1) This is similar to (i), using Lemma 2.4.22(ii) instead of Lemma 2.4.22(i). O

We are finally ready to prove Lemma 2.4.7, the normal form lemma.

Proof of Lemma 2.4.7:

This is by induction on the complexity of ¢. By Proposition 2.4.5, we may assume that
@ is in negation normal form. Let k > md ().

If =por ¢ =-p, we apply Lemma 2.4.20. If ¢ = -NE, we have =NE - | by
NEE, and the result then follows by Lemma 2.4.20. If ¢ = NE, we have that

NE -

-

-

-

-

NEA(pV=p) (Prop. 2.4.8)
NEA\/ 6F (Lemma 2.4.20)
seP
NEA(Lv \/ 65)
steP
(NEAL)V \/ 6F (Prop. 2.4.6, Lemma 2.4.17)
s+QeP

\/ 6F (Lemma 2.4.2)
seP

If o =yAy,then k>md(¢)=max{md(y),md())}, so by the induction hypoth-
esis there are P and Q such that ¥ =+ \/,p 0 and x -+ \/,c06F. Let R:={r|3se
P,3te Q:s =y r=,t}. We have that

yax = VAN 6

seP

teQ
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S VAVACIIND

sEP teQ
S\ VAR VAN NS IR\ VAR VAR C/oN"9
sePNR1eON[s]k sePNR1eO\[s]k
AVARACEY
s€P\R teQ

(where [s] denotes the =-equivalence class of s)

S\ VA VA CAV/ L G\ VA VAR D AR\ VARV

sePNRteQn[s] sePNR e Q\[s]k s€P\R teQ
(Lemmas 2.4.11 and 2.4.2)
- \VARR\VANCAVN'S! (Lemma 2.4.2)
sePNRteOn[s]x
4\ 68X (Lemma 2.4.10)
sER

If  =yvy,then k>md(¢)=max{md(y),md(y)}, and by the induction hypoth-
esis we have properties P, Q as in the conjunction case. Then

Vv s WV 65 v\ 6f
seP teQ
- WV \V (6Xvef) (Prop. 2.4.6)
seP teQ
A WV 6
sEP teQ

If @ = yv g, then the result follows immediately by the induction hypothesis.
If =y, thenk—1>md(@)—1=md(y), so by the induction hypothesis there is
a property P such that y —+ \\/;.p05~!. Thus,

oy 4 o\ 65!
seP
- Vo6 (Convow V)
seP
- V(OoxEIANO XD (Lemma 2.4.23(i))
seP WESs

This formula is classical and of modal depth at most &, so we are done by Lemma 2.4.20.
The case ¢ = Oy is similar to the case for & v, except we use ConvOv Vv instead
of Conv<& v v and Lemma 2.4.23(ii) instead of Lemma 2.4.23(i). O

2.4.2 BSMI?®

For the BSML?-system, we remove the rules concerning v from the BSML" -system
and add rules for the emptiness operator @. Recall that @ corresponds essentially to
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one specific type of global disjunction, as @ y = yv 1. The introduction rules for @
capture (the right-to-left entailment in) this equivalence by imitating instances of -
introduction which yield w + yw\ 1 and 1L + y\ L. The elimination rules for @ capture
something stronger than (the left-to-right entailment in) @ ¥ = yv 1: we also encode
the fact that v, A, and @ distribute over v—and that - and <& do not—directly into these
rules. To that end, we call a formula occurrence [y] v-distributive in x if [y] is not
within the scope of any - or & in  (where recall that O is an abbreviation of - & ). For
example, [p] is not v-distributive in O(pv g) = - —=(p Vv q) but it is v-distributive in
the subformula p v g. Given the pertinent equivalence and distributivity facts, we have
that if [@ y] is v-distributive in @, then @ = [y v L/ovy] = o[y/oy]v o[L/o V]
and G Q=0 9[yv L/oy]=0(ply/oy]vell/oy])=Ce[y/oy]voe[L/oy]
(and similarly for 0). The elimination rules for @ capture (the left-to-right entail-
ments in) these equivalences by imitating the v-rules as applied to formulas of the

form p[y/oy]ve[L/oy]and &/O(ely/oy]ve[L/oy]).

2.4.24. DEFINITION (Natural deduction system for BSMIL?). The natural deduction
system for BSML? includes all rules not involving v from the system for BSMLY
(boxes (a)—(f)) and the following rules for @:

| D D
ONE 1 (0]
@NE
20 ol 20 ol
[olv/ev]]  [oli/oy]] D
D D, D, oY)
¢ X X oE(%) —p °F
X
D D
Co =L
OoE O E(*
Solviovlvoelijoy] OO sely/ovlvoelijoy] ~°°)
(%) [@y] is v-distributive in @.

The introduction rules @ NEl and @ | imitate the BSML -rules NEI and w |, respectively.
The elimination rule @ E imitates the rule v E; and ¢ @ E and 0@ E imitate & v vConv
and OV vConv, respectively. The anti-support clause for @ ¢ is characterized by the
elimination rule - @ E. The soundness of these new rules follows from the equivalences
noted above.

2.4.25. THEOREM (Soundness of BSMIL?). If ® -y, then ® = .

To provide a simple demonstration of the new rules, we derive the useful fact that
@ cancels out the effects of appending ANE to classical formulas.
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2.4.26. LEMMA. a -+ @(0.ANE).

Proof:

~: L+ a by -land -E, and @ ANE+ o s0 (X ANE) - ot by ©E. +: ot - @ A@NE by
@NEI|. We have oo A @ NE[NE/ @ NE] = ¢ ANE, and @ ANE - @(@ ANE) by @l. On the
other hand, ¢ A@NE[L/@NE] =a A1, and aAl+ L+ @(@ANE) by @l. Therefore,
ONEAQ+o(aANE) by oE. m

Our strategy for proving completeness is similar to that used in Section 2.4.1. We
again require a crucial normal form provable equivalence result. This is stated in the
next lemma; the proof is once more withheld until the end of the section.

2.4.27. LEMMA. For each ¢ € BSML? and each k > md (@), there is some property P
such that

o\ @8 or @--NEA\ 6L
seP seP

A number of lemmas which were proved specifically for BSML" in Section 2.4.1
also hold for BSMI?, and their BSML®—pr00fs are similar. In particular, Lemma 2.4.4
(replacement) follows by a similar inductive argument, where the new case 6 = @1 is
proved by applying @ E and @1. Proposition 2.4.5 (negation normal form) is proved by
a similar argument, using the additional equivalence - @ ¢ —+ - ¢ (by -@E).

Now, observe that a formula in BSML?-normal form can be converted into an
equivalent formula in the normal form of the expressively stronger logic BSML", as
stated in the following lemma (we omit the easy proof).

2.4.28.LEMMA. \/ @6 =\\/ 6},
seP Qcp

While the global disjunction v is not in the language of BSML?, we show in the
next lemma that the formulas Vp @ 8% and Vocp GQQ are also proof-theoretically
interchangeable in the sense that if rules for both @ and v were available, then the
two formulas would derive the same consequences and be derivable from the same
premises. Item (i) below corresponds to the entailment \\/5cp eL]fJQ E Vsep @ 9;‘, and

item (ii) simulates the other direction \/scp @ 6K = \\/ ocp 6@ o
2.4.29. LEMMA.
(i) For any Q € P, we have GLIfJQ + Vyep @ 0K,

(ii) Suppose that \/ @ 6F is \/-distributive in @. If@,qo[@@ AYAZ 051 - v for all
EP GP
QEP,thenCIJS,(pI—l//. ’
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Proof:
(i) Clearly, 9@@ - Vseo OK. Next, we derive \/scg 0% - /50 @ 0¥ by @1 and vMon.
Since Ve@@0F F Veg@ 05 vV eprg L (by VI), we obtain Vg @85 + Vg @8k v
Viep\o @ 6f by @l—that is, V/seq @ 0% - Vep @ B%. Putting all these together, we con-
clude that 85, - Vep @ 6.

(i) Let P = {s1,...,s,}, and thus % = V,cp@ 0 = @6k v---v@6k. Observe that
for every Q ¢ P, we have BL’;Q 4 Vy,e0 05 < VL, i, where 1; = 6% if 5; € Q, and
7, =1if s;¢ Q, by vl and LE. Now, by assumption, we have @, gD[G@Q/Q’;] + v and

P, (p[@@{sn}/g;] - . Since 6}, 4 VL, L and Gé{sn} - (V751 1) v 8%, we obtain

n-2

n-2
CD,(p[(ZJ.)VJ.VJ./Q’S]I—I[/ and d),(p[(\:/lL)VLVGQ/Cé]Fw.

Then by @ E, we obtain

n-2
D, 0[(\/ L)vives! /tE]- . (2.4)
i=1

Next, by assumption again, ®, q)[Bé‘J{S _1}/C7]§,] +yand @, (p[G(fJ{S L Sn}/§7’§] + v, which
imply

n-2 n-2

d>,(p[(\/1i)v9£_IVL/§7’§]l—w and CD,@[(\/IL)VQQ_IVQSEI/C;‘)]»—w.

Again, by @ E, we obtain
Wi k k | sk
q);(p[(\/l)vesn_l V®esn/C7D] = l// (25)
i=1

Applying @E to (2.4) and (2.5), we obtain &, o[(VI21)v 06f vook/lk]-y.
Repeating this argument, we eventually get @, ¢ - v, as required. O

Given this proof-theoretic correspondence between the normal forms, we can show
completeness for BSML? using an argument that is similar to that used for BSML" .
This time we first establish weak completeness, and then derive the strong complete-
ness theorem as a corollary of weak completeness and compactness. (The strategy we
employed for the direct proof of the strong completeness of BSML" does not work for
BSMI? due to the structure of the BSMI?-normal form.)

2.4.30. THEOREM (Weak completeness of BSML?). If ¢ &= v, then ¢ - .

Proof:
Let k = max{md(¢),md(y)}. By Lemma 2.4.27,

@--nNer\/ @65 and  y-rnya\/ 26f, (2.6)
seP teQ
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where each of 14 and 7y, is either NE or (for notational convenience) T. Since ¢ =V,
Ne = T implies 1y = . Each of the remaining possibilities—that is, (a) Mg = Ny = T;
(b) Ny = Ny = NE; (¢) Mg = NE and 1y = T—implies by (2.6) and soundness,

\ @6f=\/ 06f,

seP teQ
so that by Lemma 2.4.28,
WV 85 = \V 8o 2.7)
P'cP Q'cQ

LetP'cP,andur 9@73,. By (2.7), we have u = \\/nggeéJ o Thus, u = 9@ o' for some
Q' ¢ Q. By Proposition 2.3.11(ii), P’ = u =, ¥ Q'. Then by Lemma 2.4.10, 9@7” =
9@ o By Lemma 2.4.29(1), GL’; o F VieQ@ 0%, so also eLI:JP’ FVieQ@ 9,". Hence, by
Lemma 2.4.29(ii), Vep @ O - Vg @ 8F, and therefore ¢ - y. m

2.4.31. COROLLARY (Strong completeness of BSML?). If ® = y, then @+ .

Proof:
This is by Theorem 2.4.30 and compactness. O

In the remainder of this section we give the inductive proof of Lemma 2.4.27 (nor-
mal form provable equivalence). As in Section 2.4.1, we first show normal form prov-
able equivalence for classical formulas.

2.4.32. LEMMA. For each oo e ML and each k > md (o), there is some property P such
that
o \/ o6k
seP

Proof:
Since [a] is invariant under k-bisimulation, by the proof of Theorem 2.3.5, we have
o = V,ue[a] X~ Then by Proposition 2.4.8, & =k \/,,c[4] X% and by Lemma 2.4.26 and
vMon,

V zi4- V e(uaNE)= /06, O
wela] wela] {whep([a])

Again following the argument in Section 2.4.1, recall that in our inductive proof of
Lemma 2.4.27, another important step consists in showing that formulas of the form
<& 0k or 0Ok are provably equivalent to classical formulas. In Section 2.4.1, this was
proved in Lemma 2.4.23, which made use of Lemma 2.4.22. The two lemmas leading
to Lemma 2.4.22 (namely, Lemmas 2.4.17 and 2.4.21) were given, in Section 2.4.1,
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only BSML" -specific derivations. We now show that these two lemmas can also be
derived in the system for BSML?; we may then also make use of Lemmas 2.4.22 and
2.4.23 in BSMIL?.

Proof of Lemma 2.4.17 (in BSMIL?):

We show the nontrivial direction @ vV (W ANE) - (¢ v (¥ ANE)) ANE. First, ¢ v (y A
NE)+ (¢ Vv (WANE))A@NE by @NEl. Then, (¢V(WYANE))ALF(@AL)V(WYANEAL)
by Proposition 2.4.6 and (¢ A L)V(WANEA L) (@AL)ViF (@V(WYANE))ANE by
1L.Ctr. Obviously, (¢ V(¥ ANE)) ANEF (@ V(W ANE)) ANE; thus we have @ Vv (¥ A
NE) + (¢ V(W ANE)) ANE by oE. m|

Proof of Lemma 2.4.21 (in BSML?):
We derive & @ - O(@ ANE) as follows:

X0 - O(QA@NE) (oNEl)
- O(PANE)VO(@AaL) (O oE)

= O(PANE) VL (Prop. 2.4.8)

= O(QPANE) (LE)

|

With all the pieces at hand, we are now ready to give the full proof of Lemma 2.4.27.
Proof of Lemma 2.4.27:
This is by induction on the complexity of ¢ (assumed without loss of generality to be
in negation normal form). Let k > md (o).

If ¢ = p or ¢ =-p or ¢ = =NE, then the result follows by Lemma 2.4.32 and —-NEE.
If ¢ = NE, then we have NE - NEA (pV - p) by Proposition 2.4.8, and NEA (pV-p) -

NEA V @ 6f by Lemma 2.4.32.
seP
If = yAy,then k >md(¢) =max{md(y),md(x)}, so by the induction hypoth-

esis there are properties P, Q such that

vy A\ @8F and XA\ @6f, (2.8)
se€P teQ

where each of 1y, and 7, is either T or NE. Let
R:={r||HP" =, r=4HQ for some P’ c P and some Q' c Q}.

We will show that
\ 205r\/ @8f - \/ 0 6f, (2.9)
seP reQ reR
from which the result will follow, since if 1y =1, = T, then @ A Y =+ V,cg @ 65; and
if 7y = NE or 1) = NE, then @ A Y 4 NEA Vep @ 0K AV,cg @ OF 4+ NEA Ve @ 6F.
Now, for the direction + of (2.9), by Lemma 2.4.29(ii), it suffices to show that

ok 9@ o+ Vser @6f forall P ¢ P and Q' € Q. If WP’ # Y Q', then GL’fJP,, 9@ o+

WP



2.4. Axiomatizations 51

1+ Vyer @ 6F by Lemmas 2.4.11 and 2.4.2. If WP’ =4 4 Q' = ue R, then 6/, - 6}
by Lemma 2.4.10. Next, we derive by applying @l and vl that 6% - @ 0% v L - @ 8f v
Vuzrer @ erk FV59eRr @ Grk

For the converse direction — of (2.9), we only give the detailed proof for V,.g @ 9," +
Vsep @ 0%, Given Lemma 2.4.29(ii), it suffices to show that Qlf rF Vsep @ BF for
all R’ ¢ R. Observe that R’ = {r|r =, WP’ and P’ € X'} for some X < p(P) and
WR = WUX. Thus, 9 s eLkJUX by Lemma 2.4.10. Since UX € P, we have by
Lemma 2.4.29(i) that %u 2+ Vsep @6k,

If  =yvy,then k >md(¢) =max{md(y),md(x)}, so by the induction hypoth-
esis we have (2.8). If ny =NE and 1, = T, let

R:={HP'wlHQ | P cPs.t [HP +;(M,2), and Q' c O},

where M is some arbitrary model. We show that yv x 4 NEA \/ @ oF.

reR
For the direction +, given Lemma 2.4.29(ii), it suffices to show that for all P’ c P
and Q' c Q, (NEAGUP’) v Bk s NEAV,er@0F. If YP' = (M,2), then GUP’ =4 1
and we have (NEA 6] 5,) Vv OQQ, - LV o F NEAV,r@6f by 1Ctr. Otherwise
WP+, @, and thus P wlH Q' e R. We have

(NEA 9@7;,) \% GQQ, - 9@73, v Gég, — QLI*_fJP’LﬂthQ’ - \/ ®9f,
reR

by @l and vl, and (NE A OUP’) v 9@ o = NE by Lemma 2.4.17.

For the direction +, given Lemma 2.4.29(ii), it suffices to show that for all R’ € R,
NE/\G"R, F (NEAV,ep@05) v Vieg@6F. If R = @, then NEA@GR, NEA L= 1, and
the imphcatlon follows by Lemma 2.4.2. Otherwise

R ={HP u[HQ'|P eX and Q" €V}

for some nonempty X' € p(P) and nonempty Y C p(Q) with WP’ 2, (M,) for all
PleX. Since YR =, WUX wHUY, by Lemma 2.4.10 we have

k
Bmr 3+ Byuxawuy = Boux Y Byuy-

Observe that YU X +4 (M, ), which implies 9/‘ oux # 1, so that 8% ..~ NEA QX

. f f wux wux
by Lemma 2.4.17. Thus, OUUX % GUUy (NEA GUUX) % OUUy Finally, we derive by

Lemma 2.4.29(i) that (NEA 8[| ) v 8y - (NEAVep @ 65) v Vieg @ 0.
The other cases are similar; for example, if 1y = 1, = NE, one uses

R:={HP wlHQ' |P'cPand Q' cOs.t. [HP' +,zand 4 Q + o},

and if Ny =1, =T, we clearly have @ vV Y = V,epo @ 6F.
If ¢ =@y, then k> md(¢) =md(y), so by the induction hypothesis we have the
equivalence for y as in (2.8). We show that @(1y A Vep @ 6F) -+ Viep @ K. For
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the direction +, we have Ny A Vsep @ 0F - Viep@0F and L - Viep L - Vep @ 65 by
@l. Thus we conclude that @(1y A Vep @ 0X) - Vsep @ 65 by oE. For the converse
direction —, if 1)y, =T, we have Vep @ 0F <= TAVcp @ 0F - 0(T A Vep @ 6F) by 0. If
Ny = NE, we have Vep @ 0 - \/cp @ 0F A@ NE by @ NEI. Then since Vyep @ OF ANE +
2(Vyep @O0k ANE) by @l and Vyp @05 A L+ 1L+ @(Vsep @0F ANE) by @I, we have
Vsep @ 0K AONE F 0 (V ep @ 08X ANE) by @E.

If =y, thenk—1>md(@)-1=md(y), so by the induction hypothesis there is
a property P such that ¥ - 1y A Vep @ 0571, where 1y, = T or )y, = NE. Letn=k-1.
By Lemma 2.4.32, it suffices to show that y is equivalent to some classical formula of
modal depth at most k =+ 1. Now, if 1y = NE, we have O W 4 O(Ny A Vep @ 07 -
& Viep @ 65 by Lemma 2.4.21; the same equivalence holds also when 1y, = T. It is then
sufficient to show that

oV oo\ o), (2.10)
seP Prcp
for then we have \/ <85, - \/ (OXUP, A N\ ©Oxlb) by Lemma 2.4.23(i).
Prep wely) P!

To prove the direction 4 of (2 10) for any P’ € P we have Oup, = Vsep @ 0 by
Lemma 2.4.29(1), s0 & 05, + O Viep @ 65 by & Mon. The result then follows by VE.
For the converse direction +, let P ={s1,...,5n . Repeatedly applying ©@E gives

<>\/®9”»—<>(9" Voo v--vell )vO(Lveb) v--vas] )

l—

FO(65 v O voBl Vvl ) vO(Og vivel Vv )

VO(LVOL Vel vvob) )VO(LVIves v--vaoby )

-V oV O(07 v v or ). (recall 6 = 1)

T1e{s1,8}  Tme{sm. B}
For each sequence 7y, ..., T, as above, putting P’ = {7;| 7; = s;, 1 <i<m}, itis easy to
see that O(0F v---v 0] ) A= OV gepr OF <>9U77’ Thus,

TleJ}T{,@}“'TmE}v{l @}O(en v VO" ,PYPOGU’P’

If o=0wy, then n=k—-1>md(@)-1=md(y), so by the induction hypothesis,
we have the same normal form equivalence for y as in the diamond case. Again, by
Lemma 2.4.32 it suffices to show that Oy is provably equivalent to a classical for-
mula of modal depth at most k. For the case 1y = T, we have Oy - 0OVp @ 6.
One can show that OV p @ 07" is provably equivalent to a classical formula of modal
depth at most k with a proof analogous to that given for & \Vep@0! in the case
for ¢ = Gy (using OMon, O@E, and Lemma 2.4.23(ii) instead of & Mon, G @E,
and Lemma 2.4.23(i), respectively). For the case 1y = NE, we have Oy —+~ O(NE A
Visep @ 01) 40 Vep @ O AO Vep @ 67 by Lemma 2.4.22(ii). We have already shown
that each conjunct in this formula is provably equivalent to a classical formula. O
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24.3 BSML

In this final section, we axiomatize our base logic BSML. As with BSML" and PT",
the propositional fragment of BSML corresponds to the logic CPL™ studied and ax-
iomatized in [140] (with the caveat that CPL" does not feature a bilateral negation). To
construct the system for BSML, we remove all rules involving v from the system for
BSMLY , and add rules which simulate the removed rules.

2.4.33. DEFINITION (Natural deduction system for BSML). The natural deduction sys-
tem for BSML includes all rules not involving v from the system for BSML" (boxes
(a)—(f)) and the following rules simulating the behavior of w:

[plyANE/Y]]  [o[yAaL/y]]
D D, D,
¢ 24 X LINETrs(*)
X
D
%
& INETrs(
QY ANE/Y]VO o[y ALly] (=)
D
oo
OLNETrs(*
D[y ANE/Y]vOQ[yAL/y] ()
(%) [w] is v-distributive in .

Recall that [y] is v-distributive in ) if [y] is not within the scope of any - or &
in y. So given y = yA(NEV 1), and given that A and Vv distribute over v, if [y] is
v-distributive in @, then @ = @[y A (NEV L)/y] = o[WwANE/y]v @[y A L/y]. The
LINE-translation rule LNETrs captures this equivalence by simulating \-elimination as
applied to @[y ANE/W]v @[y A 1/y]. The rule & INETrs captures the equivalence
C@=O(o[yANE/y]v o[y aL/y]) = O @[y ANE/y]v O @[y L/y] by simulating
& vConv; similarly for OLNETrs and Owv vConv. The soundness of the new rules
follows from these equivalences, and so we have the following result.

2.4.34. THEOREM (Soundness of BSML). If ® + vy, then @ = y.

Observe that the proofs given in Section 2.4.1 for Lemma 2.4.4 (replacement) and
Proposition 2.4.5 (negation normal form) also suffice to establish these results for the
BSML-system. In what follows we can thus always assume that formulas are in nega-
tion normal form.

We now turn to the proof of the completeness theorem for the system. From our
expressivity analysis in Section 2.3, we know that every formula ¢ in BSML (being



54 Chapter 2. State-based Modal Logics for Free Choice

also a formula in the stronger logic BSML") is equivalent to a formula in BSML -
normal form: @ = \/¢|4 6%, where k = md(¢). While the global disjunction in the
normal form is not in the language of BSML, we will still be able to make use of
this disjunctive normal form in our completeness proof, as we were also able to do in
our proof for BSML?. Adapting a similar strategy employed in [140] for CPL*, we
associate with each formula ¢ a set of BSML-formulas ¢/ of certain syntactic form,
called realizations of @. The realizations of ¢ correspond to the disjuncts 6% in the
normal form for o—we will show that @ = /¢4 85 = V{@/ | ¢/ is a realization for
@} (cf. Lemma 2.4.28)—and ¢ can be simulated in the completeness proof using its
realizations: we also show that ¢ and \\/{¢@/ | ¢/ is a realization for @} are proof-
theoretically interchangeable (cf. Lemma 2.4.29).

Realizations for ¢ are defined by replacing v -distributive occurrences [1] in @
by disjuncts 6f in their respective normal forms \\/|, 65 (Where k > md(¢)). The
equivalence between @ and \/{¢/ | ¢/ is a realization for @} then follows by the w-
distributivity of these occurrences. In order to secure the proof-theoretic interchange-
ability result, we require each 1 to be replaced to be either classical or NE—we first es-
sentially show that the required results hold for formulas that can be constructed using
only such occurrences (that is, they hold for formulas of the form 1170112 02--0y—1 M
where each 1; e ML or 1; = NE, and each O; is either A or V), and later show that every
formula is provably equivalent to a formula of this form.

Formally, we define realizations relative to v-distributive sequences, and we show
that our results hold with respect to such sequences. A \v-distributive sequence of ¢
is a sequence a = (7ny,...,M,) of distinct v-distributive occurrences of formulas 7n; in @
such that each n; e ML or ); =NE for all 1 <i<n.

Let a=(ny,...,M,) be a v—distributive sequence of ¢, and let X 2 P(¢) be some
finite set of propositional variables. A realizing function over a and X is a function
f:{1,...,n} > |T|x such that f; £ n; for all 1 <i<n, where |T|x={(M,s) |M,s=T}
is the class of all pointed state models over X. For any k > md (@), the (k, f)-realization
of @, written @~/ (or simply ¢/), is the BSML-formula

‘P[e}i/nlaaeﬁ/nn],

where recall that each Gjﬁi is the strong Hintikka formula for the state f;. We write F*:2
(or simply JF?) for the set of all realizing functions over a and X.

Most results in this section hold for all finite X 2 P(¢@) and all k > md(¢@) where ¢
is clear from the context; we usually omit mention of these conditions. As promised,
each formula is equivalent to the global disjunction of all its realizations.

2.4.35. LEMMA. Let a be a v-distributive sequence of @. Then ¢ = \{/ ¢ o/

Proof:
By the proof of Theorem 2.3.15, M = V|| 0k for each i. The result then follows
since a is \V-distributive, and A and Vv distribute over v . O
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As explained above, we will also show that in the system for BSML, every formula
is proof-theoretically interchangeable with the global disjunction of its realizations.
This is expressed formally in the following lemma.

2.4.36. LEMMA. Let a be a v-distributive sequence of ¢. Then
(i) @/~ @ forall f e F2, and
(ii) if ®,0/ + y forall f € F?, then ®, ¢ + .

The proof of the above requires several technical lemmas. For item (i), we need to
show that Lemma 2.4.17 is also derivable in the system for BSML.
Proof of Lemma 2.4.17 (in BSML):
We prove @V (W ANE) 4 (¢ vV (W ANE))ANE. Let ¥ := @ Vv (W ANE). Then [y A
1/x]=(@Vv(YANE))AL+ (@AL)V(WANEA L) by Proposition 2.4.6, and (¢ A L) v
(WANEAL)F(@AL)VIF(@V(WANE))ANEDby 1Ctr. And Y[ ANE/x]=(@V(yA
NE))ANEF (@ V(W ANE))ANE, and so we have @ V(W ANE) - (@ V (W ANE)) ANE
by INETrs. O

Proof of Lemma 2.4.36(i):
By Lemma 2.4.4, it suffices to show that GJ’%_ +mn; forall 1 <i<m. If n; =NE, then f; + &

50 6% is not 1. We have 6% = V(%% ANE) - NE by Lemma 2.4.17. If m; = o ¢ ML,
we clearly have that Gjlfi + leil . Since f; E o, we have f; € [ o] by flatness, which implies
%j]% E xﬁ‘a] = . Therefore, )(J’El + a by Proposition 2.4.8. O

To prove Lemma 2.4.36(ii), we first show that for a w-distributive sequence a =

(n) of length 1, the entailment @[N] = @[TAN/N]E (p[\\/seuwuxez(’k/\n/n] can be
simulated in our system in the sense of the following lemma.

2.4.37. LEMMA. Let [n] be v-distributive in @. Let k € N, and let X € Prop be finite. If
@, [0 A /0] v forall s € |T|x, then ®,¢ r .

Proof:
Consider %fﬂ] = Ve[ r]x Xio» Where [T]x = {w|w & T}. Since there are only finitely
many nonequivalent kth Hintikka formulas x% over X, we may assume without loss
of generality that X[I[Cﬂ] =Xk, Vv xk, . for some worlds wy,...,w, from some models
My,...,M,. Clearly, %[ﬁr}] = T, which implies + Xfﬂ] by Proposition 2.4.8. Thus, we
have ¢ + (p[xﬁ‘ﬂ] AM/n] by Lemma 2.4 .4.

Now, for any 7i,...,T, € {NE, L}, consider the state s = {w; | 7; = NE}. By ap-
plying LE and vI, we derive VL (XX A T;) =4 Ve (X, ANE) = 65, Thus, we have
(VL (xk. A1) Am/n] -+ @[65 A1 /n]. Therefore, by assumption we have

@, o[((xh, AL)v--v(xh, AL))An/n]-y  and
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D, o[((xn, AL) V-V 2k, ANE)) AT /N] F i,

from which @, @[((xtk, A L) Vv (%K, ALV Xk, ) An/n] - w follows by INETFs.
Repeating this argument, we finally get ®, (p[x[’[‘ﬂ AN/N]+ v, whence @, o +-y. O

Next, in (i) of the following lemma ((ii) is used later) we show that for a w-
distributive sequence a = (1y,...,Mn,) of arbitrary length, we can simulate the entail-
ment

Xk Xk
OLWVsefm 8 AMMise s Woer 65" AN/Ma] B WV pepxa @
2.4.38. LEMMA. Let a be a \v-distributive sequence of ¢. Then:

(i) for any si,...,s, € |T|x, there is some f € F? such that
QL6 A /M1, 65 AT /1] - 9

(ii) for any f € F?, there are some sy, ...,sy € ||T|x such that
QLB A /M1 65, A /1] = 9

Proof:
(i) We first give the proof for the case when a = (1) is a sequence of length 1. Let
(My,s1) € ||x. Case 1: n; =NE. If s; # &, let f1 := (M,s1). Since s; = NE, we have
feF3. We derive ¢[6% ANE/NE] - @[6F /NE] = ¢/ by Lemma 2.4.4. If 51 = @, pick
any (N,t) such that r # @ and let fj := (N,t). Since ¢t = NE, we have f € F2. Now, we
derive X ANE = L ANE = 1L + 6} by Lemma 2.4.2. Thus, [0 ANE/NE] - @[6f /NE] =
@/ follows from Lemma 2.4.4.

Case 2: My =aeML. Let r={wes; |wk a}. Define f; := (My,r), which yields
a realizing function over (1) (as r = a). We show that @[6f A a/a]+ ¢/, that is,
@[6Ff ra/a] - @[6f/a]. By Lemma 2.4.4, it suffices to show that 6 A o - 6. Now,
by Proposition 2.4.6, we derive

0f nor (6F v e

sl\r)/\ower"v(es"l\r/\a)kva(xfl\r/\oc).

Clearly, xfl\r E - and thus xskl\r + - o by Proposition 2.4.8. Thus, we further derive
Ol‘v(xfl\r/\a) - Ofv(~ona)-6Fv 1 6F by LE. We thus conclude that 6 Ao+ 6F.

Now let a = (ny,...,M,) with n> 1. Let ¢’ := @[6X Anp/n2,...,65 Anu/n,] and
a’:=(m;). Applying what we just proved for ¢’ and a’ we have @[ A7 /0] - '8
for some g € F a’, Repeating this argument n times, we can find some f € 2 such that

PLOS ATL/M1, -, 05, ATI/Tha] - @
(ii) Define (M;,s;) := fi. Since 65 Am; - 6L for each i, we derive by Lemma 2.4.4

that (p[t9s’<1 AN, -, 08 A /M ] - <p[9§<1/n1,...,9§1/nn] = ¢/, O
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Putting together Lemmas 2.4.37 and 2.4.38(i), we can simulate @ E \\/ fra @/ that
is, we can prove Lemma 2.4.36(i1).
Proof of Lemma 2.4.36(ii):
Assume that ®, ¢/ ~ y for all f € F2. By multiple applications of Lemma 2.4.37,
it suffices to show that ®, [0 A1y /ny,...,08 An,/n,] -y forall s1,...,s, € |T|x.
This follows by Lemma 2.4.38(i) and our assumption. O

We have now settled that relative to w-distributive sequences, each formula is proof-
theoretically interchangeable with the global disjunction of all its realizations. For a
formula ¢ that can be constructed solely using the occurrences in such a sequence
a, the realizations over a correspond with (and are, in fact, provably equivalent to)
the disjuncts 6% in the normal form AV Ok for ¢. We must now show that every
formula is provably equivalent to some formula of this form. Formally, we say that
a v-distributive sequence a = (1,...,1,) of a formula is in addition a \-distributive
partition of @ if @ is of the form [1;] 01 [N2] 02+ Ou—1 [Nn], Where each O; is either
A or v. We show the following.

2.4.39. LEMMA. For all ¢ there is a ¢’ such that ¢ has a partition and @ -+ @'.

Before we prove this lemma, let us confirm that realizations over w-distributive
partitions are indeed provably equivalent to strong Hintikka formulas 6%. Hereafter, to
simplify notation, we write 9(’)‘ := 1l and view 0 as a null state such that 0 = 1.

2.4.40. LEMMA. Let a be a \-distributive partition of @. Then for all f € FX2, we
have that @&/ =+ 6 for some s € | T|x or s =0.

Proof:

It suffices to show that for all states s and ¢ (including the null state), 8% A 8 -~ 6%
and 6% v 6} -+ 6 for some (null or nonnull) states « and v. If one of s and ¢ is 0, then
6% A 6f - 0 and 6 v 6} - 6f by Lemma 2.4.2 and 1Ctr. If neither state is 0, then
6k v 6f - 6L,,. For 6F A 6F, if s+ 1, then 65 A 6} 4~ 6f by Lemmas 2.4.11 and 2.4.2;
if s = ¢, then 6% - 8} by Lemma 2.4.10, so clearly 8% A 6} -+ k. m

We now turn to Lemma 2.4.39. This result is, as it turns out, an easy corollary
of the fact that all formulas of the form & ¢ or O ¢ are provably equivalent to clas-
sical formulas. To establish this fact, we first recall that in Lemma 2.4.23 in Sec-
tion 2.4.1, we proved that formulas of the form < 8% or 0¥ are provably equivalent
to classical formulas. Lemma 2.4.23 depends on Lemma 2.4.22, which in turn de-
pends on Lemmas 2.4.17 and 2.4.21, which were given BSML" -specific derivations in
Section 2.4.1. We have already shown Lemma 2.4.17 for BSML, and directly below
we show Lemma 2.4.21; we may then also make use of Lemmas 2.4.22 and 2.4.23 in
BSML.

Proof of Lemma 2.4.21 (in BSML):
By O INETrs, O @ - O(@ANE)VO(@AL). We have S(QANE)VO(QAL)FO(pA
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NE)V <O L O(QANE)V L by Proposition 2.4.8, and finally O(@ANE) v L= O(@Q ANE)
by LE. O

We also need the following modal analogue of Lemma 2.4.37.
2.4.41. LEMMA. Let [n] be v-distributive in ¢. For any k € N and any finite X ¢ Prop:

oo \/ oe[6*an/m]  and  oer \/ o[ An/n].

selTlx se|Tlx

Proof:
We prove the result for & ¢. Consider %[][(ﬂ] = )dﬁl veevxk  where wy,...,w, are some

worlds from some models Mj,...,M,. Since + x[’[‘ﬂ, we derive O @ - O (p[%fﬂ] AN/n]
by Lemma 2.4.4. Put ¢’ := @[ x[’[‘ﬂ AM/M]. By applying & LNETrs repeatedly, we derive

o9 O xk ANE/xE VOO Xk ALxk ]
- @ [k ANEIXE b ANE[XE TV O @ [k ANE/E ok ALk, TV
OOk ALk xk ANE[XE TV O @ b AL Xk kAL xk)]

- V. ook Atifak,xk ATl X
Ty yeoey Tn€{NE, L }

- oG AT v (AT ]
Ty ey Tn€{NE, L }

- V <><p[\/1(xv’iiAfi)An/n]

Ty yeory Tn€{NE, L } i

Now, consider each disjunct of the above formula, with some arbitrary fixed 7y,...,7, €
{NE,1}. Let s={w;| 7 =NE}C{wy,...,w,}. By applying LE and v, we derive
VI (K ATi) - Vies (X5, ANE) = 6%, whence by Lemma 2.4.4, & @[V, (x5 A7) A
n/n]*- &[0k An/n]. We then clearly also have Vs, zcque..} © @IV (2 A7) A
n/nlv+ \/sg{whh_"Wn}O(p[Qf/\ n/n]. Observe that |T||x is (modulo k-bisimulation)
{(Myw--wMy,s) | sS{wi,...,ws}}. Thus, we have Vicgy, 3 O@[OFAT/M] -
Velrx O @[0F An/n]. Putting all these together, we obtain & @ = Ve ||y O @[OF A

n/nl.
The O ¢@-result is proved analogously, using O INETrs in place of & INETrs. O

We can now show that formulas of the form < ¢ or O ¢ are provably equivalent to
classical formulas, and then derive the partition lemma as a corollary.

2.4.42. LEMMA. <& @ and O @ are provably equivalent to classical formulas.
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Proof:

We prove the two results simultaneously but only give the details for & ¢; the details
for O ¢ are similar. We first prove that the result holds in case ¢ has a partition a. Let
k>md(¢), and let X2 P(¢) be finite. We first show that

Co-- \/ X us
feFXa

For the direction -, for a given f € 2, we have ¢/ ~ ¢ by Lemma 2.4.36(i), which
implies & @f - & @; therefore, \/ feFa ¢/~ & ¢ follows by VE. For the converse
direction +, by repeated applications of Lemma 2.4.41, we have

oo \/ - \/ Cel0f ami/ni,....08 Anu/nal.

ste[mlx  saeTx

By Lemma 2.4.38(i) and (ii) together with vMon and < Mon, we derive

V o Vo[ ami/mi,... 05 anu/ma]F Ol

si€[mlx  snefmlx fer?

It now suffices to show that V rcra & @/ is provably equivalent to a classical for-
mula. We show this by showing that each disjunct < ¢/ is so. By Lemma 2.4.40, we
have @/ - 0¥ for some state s. Thus, also & @f - O 0k, If s =0, then & 0K = O 1L -+
<& L = L by Proposition 2.4.8 and Lemma 2.4.21. If s # 0, then by Lemma 2.4.23(i),
we know that <> 8% is provably equivalent to a classical formula.

We now show the general case by induction on the modal depth of ¢. Note
that by —NEE, we may assume without loss of generality that ¢ = @(1/-NE). If
md(@) =0, then there is clearly a partition of ¢, so the result follows from what we
just proved. If md(¢@) =n+ 1, then for all subformulas of ¢ of form &y or Oy, we
have md () <n, and thus by the induction hypothesis & W =i 0ty y and O Y =+ 0ty for
some Oy, Oy € ML. By Lemma 2.4.4, @ +- @' := @[ 0o, y, [ O1 Y1, - - -, €0,y On Wa
where [O1y1],...,[0n W, ] are all the subformula occurrences of the form &y or Oy
in ¢ such that no [O;y;] is a suboccurrence of any other occurrence of the form &y
or Oy in ¢@. The formula ¢’ clearly has a partition, so & ¢’ —- o € ML; then also

SO O
Proof of Lemma 2.4.39:

Apply Lemma 2.4.42, -NEE, and Lemma 2.4.4 to replace all subformula occurrences
of the form & y, Oy, or -NE in @ with classical formulas. O

We are now ready to prove the completeness theorem for the BSML-system.
2.4.43. THEOREM (Completeness of BSML). If ® & vy, then @+ y.

Proof:
Assume that @+ y. We show that ® # y. Let ® = {¢; |iecl}. By Lemma 2.4.39,
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we may assume that each ¢; has a partition a; and y has a partition a. For each i, let
ki := max{md(¢;),md(y)} and X;:= P(¢;) UP(y). Now, for an arbitrary i € I, since
®\{¢:},p; + v, by Lemma 2.4.36(ii), we know there is a realizing function f; € FXi-i
such that @\{goi},(pif T y. Continuing to argue in a similar way, one can find for
each i €I a realizing function f; € 7X@ such that {gof”fi | fie FXiaiiel} v+ y. By

Lemma 2.4.40, each (pl.]""ﬁ is provably equivalent to 9;.( ki for some s;. Thus, @’ =

{GS)I.("’k" |iel} v yas well.
Observe that ®’ # i, since otherwise either s; = 0 for some i € I, or s; M s for

some i, j € I and for m = min{k;,k;} and M = X;nX;. In the former case, Gs)l.("’k" =1l and
thus @’ + y; a contradiction. In the latter case, GS':./I"”, Gsl\j/l ™ 1 by Lemma 2.4.11, so

that by Lemma 2.4.14, GS)I.( "’k", 65);-7 ki 1L. Thus, @' + y; a contradiction again.

Now, let ¢ be such that ¢ £ ®’. For each i € I, we have ¢ & Oski" - (pl.ﬁ , and thus

tE (pifi by soundness. By Lemma 2.4.35, we further conclude that # = ¢;, whereby
t £ ®. To show that @ ¥ y, it then suffices to show that 7 # y. Assume otherwise. Take
iel. By Lemma 2.4.35, t = y%i:8 for some g € F%Xi-2. In view of Lemma 2.4.40, we have
s Q,X ki for some (nonnull) state r with yki-8 - er ki 'On the other hand, since ¢ = @',
we have t 9s),-( ki Then by Proposition 2.3.11(ii), we have r ‘——*]);" t :Z” s;. Therefore,

by Lemma 2.4.10, Gzi(i’k" - gk yki8. As yki8 -y (by Lemma 2.4.36(i)), we are
forced to conclude that @’ - y, which is a contradiction. O

2.5 Conclusion

In this article, we presented natural deduction axiomatizations for BSML and the two
extensions we introduced, BSML" (BSML with the global/inquisitive disjunction )
and BSML? (BSML with the novel emptiness operator @). We also proved the ex-
pressive completeness of the two extensions: BSML is expressively complete for the
class of all state properties invariant under bounded bisimulation; BSML? for the class
of all union-closed state properties invariant under bounded bisimulation. We conclude
by noting an additional preliminary result known to us, and listing possible directions
for further investigation.

We saw that BSML is union closed but not expressively complete for union-closed
properties. It appears, however, that one can find a different natural class of state
properties for which BSML is complete: according to a very recent unpublished result
(see Knudstorp [88], and Anttila and Knudstorp [16]; or Section 3.3.2 in Chapter 3),
BSML is complete for the class of all properties P such that P is invariant under
bounded bisimulation, union-closed, and also convex, where P is convex if [(M,s) e P
and (M,t) e P and t CuCs] implies (M,u) € P.

The semantics of the quantifiers in first-order dependence logic are analogous to the
semantics of the modalities used in modal dependence logic, which are distinct from
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the BSML-modalities <& and O. Defining first-order quantifiers whose semantics are
analogous to those of & and O may yield first-order state-based logics with interesting
properties.

In inquisitive semantics, the global disjunction v is used to model the meanings of
questions. Similarly, in the context of the extension BSMLY, this disjunction might
allow one to model questions and their interaction with free choice phenomena (3),
and to arrive at a full account of examples of overt free choice cancellation (4), which
were left open in [6].

3. Can T have coffee or tea? <O(cvie)v-<(eve)

(a) Yes ~ you can have coffee and you can have tea.

(b) No ~ you cannot have either.
4. You may have coffee or tea, I don’t know which.

Finally, given that the emptiness operator @ is a natural counterpart to NE and
that it can be used to cancel out the effects of pragmatic enrichment in the sense that
o(o ANE) = @, investigating the applications of this operator in formal semantics may
yield some interesting results.






Chapter 3
Convex Propositional and Modal Team Logics

This chapter is based on:

Aleksi Anttila and Sgren Brinck Knudstorp. Convex Propositional and Modal Team
Logics. Manuscript. 2024

Abstract We prove expressive completeness results for convex proposi-
tional and modal team logics, where a logic is convex if, for each of its
formulas, if the formula is true in two teams, then it is also true in all
the teams between these two teams with respect to set inclusion. We in-
troduce multiple propositional/modal logics which are expressively com-
plete for the class of all convex propositional/modal team properties. We
also answer an open question concerning the expressive power of classical
propositional logic with team semantics extended with the nonemptiness
atom NE—we show that this logic expressively complete for the class all
of convex and union-closed propositional team properties. A modal ana-
logue of this result additionally yields an expressive completeness theorem
for Aloni’s Bilateral State-based Modal Logic. There is a specific sense in
which one of the novel propositional convex logics extends propositional
dependence logic, and in which another of them extends propositional in-
quisitive logic. This sense is related to the notion of uniform definability
studied in the team semantics literature. We introduce a generalization of
uniform definability and define distinct notions of extension making use
of this generalization in order to clarify and make precise the notion of
extension pertaining to the convex logics, as well as to succintly express a
number of facts we discuss relating to definability of connectives.

3.1 Introduction

In team semantics—originally introduced by Hodges [78, 79] to provide a composi-
tional semantics for Hintikka and Sandu’s independence-friendly logic [77, 75] and

63
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later refined by Viinénen in his work on dependence logic [119]; also independently
developed as a semantics for inquisitive logic chiefly by Ciardelli, Groenendijk, and
Roelofsen [41, 38, 35]—formulas are interpreted with respect to sets of evaluation
points called teams, as opposed to single evaluation points as in standard Tarskian se-
mantics. In propositional team semantics, teams are sets of propositional valuations; in
modal team semantics [120], teams are sets of possible worlds; etc. We refer to logics
which are primarily intended to be interpreted using team semantics as feam logics.

Team-semantic closure properties such as downward closure (a formula ¢ is down-
ward closed just in case its truth in a team implies truth in all subteams—{¢ = ¢ and
sCt] = s& @) and union closure (¢ is union closed iff given a nonempty collections
of teams 7, if = @ for all 1 € T, then UT E @) play an important role in the study of
team logics. They allow for concise and tractable characterizations and classification
of these logics, and provide an effective tool for proving definability results, complete-
ness of axiomatizations (see, e.g., [139, 140]), and other properties such as uniform
interpolation [43]. In addition to their useful formal properties, the closure proper-
ties are also conceptually suggestive—for instance, on the common interpretation of
team logics in which teams represent information states, a formula ¢ being downward
closed can be thought of as representing the fact that the kind of information or content
expressed by @ is persistent in the sense that if @ is established in an information state
t (t = @), then moving from ¢ to a more informed state s by ruling out some possibilities
(s €t) does not invalidate the information that ¢ (s E @) (see, e.g., [123, 38, 129, 25,
6]). (Compare the sentence ‘It is raining’ and the sentence ‘It might be raining’ with
the epistemic modality ‘might’. The former is persistent: if I know that it is raining—if
my information state truthfully establishes that it is raining—then there is no further
information that could invalidate ‘It is raining’. ‘It might be raining’, on the other hand,
is not persistent: if, for all that I know, it might be raining, and I learn that it is, in fact,
not raining, the information or content expressed by ‘It might be raining’ is invalidated
by the further information.)

In this paper, we focus on the convexity closure property: a formula ¢ is convex
if its truth in teams s and ¢ implies its truth in all teams u with s C u C ¢ (see Figure
3.1). Intuitively, ¢ is convex if there are no “gaps" in the (team-based) property | @] =
{t|t = @} expressed by ¢—the meaning of ¢ is continuous (convexity is sometimes
referred to as continuity, as in [23]). Convexity can also be seen as a natural minimal
generalization of downward closure: clearly, if a formula is downward closed, it is also
convex. Shifting from a downward-closed setting to a convex one can potentially allow
for the expression of many additional interesting and natural properties; for instance,
the epistemic modality-example from above, while not expressible by any downward-
closed formula, can, as we will see, be formalized using a simple convex formula.

The notion of convexity defined above is a particularization to the setting of propo-
sitional team semantics of a more general notion of gaplessness in meanings. There
have been many proposals to the effect that such an absence of gaps is a common or
even essential feature of the meanings of simple lexicalized expressions—that convex-
ity constitutes a linguistic or cognitive universal of some kind. Some prominent early
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AN

< Ay : ;
(a) Convex (b) Convex (and (c¢) Not convex (but
upward-directed) upward-directed)

Figure 3.1: Examples of convex/non-convex subsets of a lattice. Note that in a power-
set lattice, upward-directedness corresponds to union closure.

examples of such claims include Barwise and Cooper’s monotonicity constraint for the
meanings of simple noun phrases [19]; van Benthem’s expectation that “reasonable”
quantifiers exhibit convexity [23]; and Géirdenfors’ proposal that concepts conform to
convexity [55].

In spite of its naturalness and prominence in the literature, convexity has not re-
ceived much attention in the study of team logics (with the exception of the recent [72,
36]). In this paper, we aim to further the understanding of convexity in team semantics
by proving expressive completeness theorems for propositional and modal team logics
with respect to convex classes of properties.

In the first part of the paper, we introduce propositional and modal logics which
we prove to be expressively complete with respect to the class of all convex proposi-
tional/modal properties—that is, we show that all formulas of these logics are convex,
and that all convex properties can be expressed by formulas of these logics.

Most team logics are conservative extensions of well-known logics with standard
single-evaluation-point Tarskian semantics, in the sense that these logics include a frag-
ment such that for each formula « of the fragment,

teo <— veEaforallver,;

that is, & is true (according to the team semantics of the logic in question) in a team ¢
just in case it is true in all elements of the team (according to the standard semantics
of the fragment); and the set of connectives of the fragment is functionally complete
for the logic with the standard semantics. We are concerned in particular with proposi-
tional logics which extend classical propositional logic and modal logics which extend
the smallest normal modal logic K—we call each of these fragments the classical basis
of any team logic that extends it.

The standard classical basis in the team logic literature in the lineage of Véddninen’s
dependence logic includes the split disjunction v (also known as the tensor disjunction



66 Chapter 3. Convex Propositional and Modal Team Logics

and the local disjunction). We show that in a setting in which all convex properties
are definable, v does not preserve convexity—that is, one can find convex formulas
¢ and y such that @ v y is not convex. To obtain logics which are complete for all
convex properties, we must therefore break with this lineage and either modify the
split disjunction or opt for a different classical basis. The first of our propositional
convex logics, convex propositional dependence logic PLy(=(-),#), extends one of
the most prominent propositional team logics, propositional dependence logic PL, (=
(1)) (expressively complete for all downward-closed properties with the empry team
property) [139] with an operator ¢ corresponding to the epistemic ‘might’” discussed
above, and replaces the v of PL, (=(-)) with a variant v (also employed in Hodges’
original formulation of team semantics [78]) designed to force downward closure and
hence convexity.

Propositional inquisitive logic PL_, (\) is another of the most of prominent propo-
sitional team logics. Like propositional dependence logic, PL_,(\) is also expres-
sively complete for the class of all downward-closed propositional properties with the
empty team property, making it another candidate for a team logic with a natural con-
vex extension. The classical basis of PL_, () (unlike that of PL, (=(-))) does preserve
convexity, and we show that PL_, (), the extension of this classical basis with the -
operator, is expressively complete for all convex propositional properties. PL_ (W)
extends its classical basis with the inquisitive disjunction v (also known as the global
disjunction) which, like the split disjunction, does not preserve convexity in a con-
vex setting; we also introduce a convex variant of PL_, (\ ), convex inquisitive logic
PL_ (\,e), which incorporates a variant \v of \, which, similarly to v, forces con-
vexity by forcing downward closure; and show that this variant is, like PLy(=(-),)
and PL_, (), complete for the class of all convex properties.

We then move to the setting of modal team semantics; as with v and Vv, we show
that the standard diamond modality & (the global diamond) employed in the modal
team logics literature in the dependence logic lineage [120, 73, 90] fails to preserve
convexity in a convex setting. To obtain modal team logics complete for the class
of all (bisimulation-invariant) convex modal properties, we instead extend our convex
propositional logics with the flat modalities < and O employed in some formulations of
modal inquisitive logic [34] and, more recently, in Aloni’s Bilateral State-based Modal
Logic (BSML) [6].

In the second part of the paper, we focus on a subclass of convex properties: convex
union-closed properties. Union-closed logics such as inclusion logic [51, 137] are
another prominent family of team logics. We show that in the more restricted union-
closed setting, the split disjunction v does preserve convexity, so we may make use
of the standard dependence logic classical basis in formulating a logic expressively
complete for this class of properties. Indeed, we answer a problem that was left open in
[140] by showing that PL,,(NE), the extension of this basis with the nonemptiness atom
NE—true in a team just in case the team is nonempty—is complete for all convex and
union-closed propositional properties. A modal analogue of this yields an expressive
completeness result for BSML; this answers another open problem [7]. As with v, the
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global diamond ¢ preserves convexity in a union-closed setting, and we show that the
extension of PL, (NE) with the ¢ and global box @ is also complete for all convex and
union-closed modal properties.

The facts we show concerning v, \, and ¢ are related to the failure of uniform
substitution exhibited by many team logics. The notion of uniform definability [32, 52,
133, 135, 37, 72] arises from this failure, and our facts concerning v, \V, and ¢ also
imply facts about the uniform definability of these connectives in the logics we con-
sider. In the final part of this paper, we define a generalization of uniform definability
and use this generalization to formulate multiple senses in which one team logic may
be said to extend another team logic. These notions of extension, together with the
facts concerning v and \, then allow us to articulate more precisely the sense in which
our convex logics extend the downward-closed logics PL, (=(-)) and PL_, ().

The paper is structured as follows. In Section 3.2, we work in the convex set-
ting. We introduce the propositional logics PLy(=(:),), PL_(\W,#), and PL_ (),
and show that each of them is expressively complete with respect to the class of all
convex propositional properties. We then show that modal extensions of these logics
are expressively complete with respect to the class of all convex modal properties in-
variant under bounded bisimulation. We further show that the disjunctions v and WV
and the modality ¢ can break convexity in a convex setting. In Section 3.3, we move
on to the convex and union-closed setting. We show that the logic PL (NE) is expres-
sively complete with respect to the class of all convex and union-closed propositional
properties, and that two distinct modal extensions of PL, (NE) are expressively com-
plete with respect to the class of all convex and union-closed modal properties invariant
under bounded bisimulation. In Section 3.4, we define a generalization of uniform de-
finability and use this notion to distinguish multiple senses in which one team logic
can extend another. In Section 3.5, we conclude by listing some open problems.

3.2 Convex Properties

In Section 3.2.1, we introduce three logics which we show to be expressively complete
with respect to the class of all convex properties. In Section 3.2.2, we introduce modal
extensions of these logics and show modal analogues of the expressive completeness
result.

3.2.1 Propositional Properties

We define the syntax and semantics of the different classical bases we consider, of our
three convex logics, and of propositional dependence logic and propositional inquis-
itive logic; recall basic facts about propositional team semantics and team-semantic
closure properties; show that the tensor disjunction v and the global disjunction \ fail
to preserve convexity in a convex setting; and show our expressive completeness result
for PL, (NE).
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Downward-closed logic | Classical basis || Convex variant/logic | Classical basis

PL,(=(")) PL, PL,(=("), ) PL,
PL. (V) PL_ PL,(WV,e) PL_,
PL_ () PL.

Table 3.1: The logics and their classical bases

Preliminaries

Propositional dependence logic PL,(=(+)) is an extension of classical propositional
logic with dependence atoms =(py,...,pn, p); our convex variant PL, (=(-), ¢) extends
classical propositional logic with both dependence atoms and the epistemic might-
operator ¢. The fragment PL,, of PL, (=(:)) corresponding to classical propositional
logic (the classical basis of PL, (=(-))) is different from that of PL,(=(),®) (PLy),
with the former featuring the split disjunction v, and the latter a variant v of v. Propo-
sitional inquisitive logic PL_,(\) extends its classical basis PL_, with the global or
inquisitive disjunction . Our convex variant PL_, (\, ) extends this basis with the
operator ¢ and a variant \v of \V; and our third convex logic PL_, (), with only the
operator ¢. See Table 3.1.
Fix a countably infinite set of proposition letters P.

3.2.1. DEFINITION (Syntax). The formulas of classical propositional logic (with v/with
v/with —) PL,,/PL/PL_, are given by the BNF-grammars

az=p|L|-a|lara|ava; (PLy)
az=p|L|-a|lara|ava; (PLy)
az=pllLlara|a—a; (PL-)

where p € P. The formulas of propositional dependence logic PL,,(=(-))/convex propo-
sitional dependence logic PLy (=(+), )/propositional inquisitive logic PL_, (\V )/convex
propositional inquisitive logic PL_,(\,#)/PL_ () are given by the BNF-grammars

pu=p|Ll-a|@r@[@ovel|=(p1,....pn P); (PLy(=(")))
p:=p|L|-Blor@|ove|=(p1,....Pn.D) | *@; (PLy(=(-),*))
p:=plLlore[o—0|oVe; (PL-.(WV))
¢:=plLlore[o—>0|oVe|ep; (PL-(V,#))
p:=plLlorp[@—0|ep; (PL-.(*))

where p, pi,...,pn € P, ® €PL,, and 8 € PL,.

We use the first Greek letters @ and f to range exclusively over classical formulas
(formulas of PL,/PL,/PL,). We write P(¢) for the set of proposition letters appear-
ing in @, and @(X) if P(¢) c X c P. We write @(y1/p1,...,W,/pn) for the result of
replacing all occurrences of p; in ¢ by y;, for 1 <i<n.
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A (propositional) team t with domain X ¢ P (or a team over X) is a set of valuations
with domain X: 7 ¢ 2X.

3.2.2. DEFINITION (Semantics). Given a team ¢ over X, the truth of a formula ¢(X)
in ¢ (written ¢ = @) is defined by the following recursive clauses:

teEp i<—= v(p)=1forallvet.

rE1l = =d.

rE-a i<—= {vi¥aforallvet.

tTEQAY <= tEQ and tE VY.

tEQVY :<= there exist s,u such that s= @, uE Y, andt =suu.
tEQV Y :<= there exist s,u such that sE @, u= Yy, andt Csuu.
tEQ—>VyY :<= forallscr: if sk @thensk y.
tE=(p1y--ospnyp) i Vvwer:[VIi<i<n:v(pi) =w(pi)] = v(p) =w(p).
tEeQ :<= there exists s Ct such that s # @ and s E Q.
rEQOVY = IFQOortFVy.

tEQVY :<= there exists s 27 such that s = @ or s = y.

We say that a set of formulas I entails ¢, written I' £ @, if for all teams ¢, if 7 £ y for
all yeT, then t = ¢. We write simply @y,...,@, = ¢ for {@;,...,0,} E @ and E ¢ for
@ E @, where @ is the empty set of formulas. If both ¢ = y and y = ¢, we say that ¢
and y are equivalent, and write ¢ = y.

We also define (in PL_, and its extensions) =@ := ¢ — 1; (in all logics) T:=—-1; (in
logics with ) I := ¢ 1; (in the classical bases) a v 8 := (= A—-f3). It can be verified
that the truth conditions of the same symbol are always the same, regardless of the
logic. Note that in PL_, and its extensions, 7 = - @ <= VsCt:[skE ¢ implies s = &].
Note also that 7 = T is always the case and 7 F I is never the case. We stipulate that
V=1, Va:=1,A2:=T, \Vo:=1, V& := L.

There are many sets of connectives which are functionally complete for classical
propositional logic. One can define team-based versions of these sets of connectives to
obtain different versions of team-based classical propositional logic such as the clas-
sical bases above. Whereas, due to the functional completeness of the different al-
ternatives, the choice of connectives often makes no substantial difference when one
is studying the properties of classical propositional logic on its own, this choice may
become more significant when the logic is extended with nonclassical connectives.
This is the case in our setting: the choice of classical basis of a team logic alters its
expressive power, as we see below.

Propositional dependence logic PL, (=(-)) uses the classical basis PL, with the
split disjunction v, where ¢ v V¥ is true in a team ¢ just in case the team can be split into
subteams s and u such that ¢ is true in s and Y is true in u. PL, is the standard clas-
sical propositional basis in the dependence logic literature (being used, for instance,
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in propositional dependence logic [139] and propositional inclusion logic [137]), and
v is the canonical ‘classical’ disjunction in this literature (in the sense of Fact 3.2.5,
below). Note that one of the two subteams can be empty; for instance, we have that
{vpg} E pVv-p (Where v,5(p) = 1 and v,5(q) = 0) because {v,5} = {v)5} U@ where
{vpg} E pand @ -p. PL,(=(-)) extends PL, with dependence atoms =(py,...,ps,p).
The intuitive meaning of =(py,...,py, p) is that the truth values of py,...,p, jointly
determine the truth value of p. A unary dependence atom =(p) is called a constancy
atom—=(p) is true in a team just in case the truth value of p is constant across the
team (¢ ==(p) iff [Vvet:v(p)=1or Vver:v(p)=0]).

The classical basis PL, replaces v in PL, with the variant v (used in Hodges’
original formulation of team semantics [78]), where ¢ v y is true in a team ¢ just in
case t is a subteam of the union of some s which makes ¢ and some u which makes
v true. This variant always preserves convexity, whereas v does not, as we see below.
Our convex variant of dependence logic PL, (=(-),*) extends PL, with the epistemic
might-operator ¢, where @ is true in ¢ just in case ¢ contains a nonempty subteam in
which ¢ is true. Its name is due to the fact that similar operators have been used to
model the meanings of epistemic modalities such as the ‘might’ in ‘it might be raining’
(see, e.g., [123, 129, 25]). The idea is that a team represents an information state, and
if an information state contains some possible states of affairs in which it is raining
(t £ or), then the information state does not rule out the proposition that it is raining,
and hence, for all that one knows given the information in the state, it might be raining.

PL_,, featuring the intuitionistic implication—where t = @ — Y just in case when-
ever @ is true in a subteam of ¢, so is y— is the classical basis for propositional inquis-
itive logic PL_, (V). PL_,(\) extends PL_, with the inquisitive or global disjunction
WV which has the classical disjunction satisfaction clause (with respect to teams), but
which, as we will see, behaves nonclassically. The inquisitive disjunction is used to
model the meanings of question in inquisitive logic/semantics; for instance, p\ g rep-
resents the question ‘p or g?’—the question is true (or supported) in a team just in case
one of its answers is true. PL_, (\, ) replaces \v in PL_, () with \v, which, similarly
to v, guarantees the preservation of convexity, whereas v does not. PL_, (), the \-
free fragment of PL_, (\, ), is also sufficiently strong to capture all convex properties
(we introduce the stronger logic PL_,(\,+) because there is an interesting sense in
which PL_, (\,e) extends PL_, (\ ), whereas it is an open question whether PL_, ()
also extends PL_, (\) in this way—see Section 3.4).

3.2.3. DEFINITION (Closure properties). We say that

¢ is downward closed ifft [te@andsct]=sE@;

¢ is upward closed ifft [tE@ands2t]=sEQ;

@ is convex iff [tE@,seE@,andscuct]=ukE@;
@ is union closed iff [tee@forallteT +g]=|JTF o;

¢ has the empty team property  ifft E@;
@ is flat iff tep<[{viepforallver].
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It is straightforward to verify that:

3.2.4. FACT.
(i) ¢ isflatiff ¢ is downward and union closed, and ¢ has the empty team property.
(ii) ¢ is downward closed iff ¢ is convex and [if ¢ # 1, then & = ¢].
(iii) @(X) is upward closed iff ¢ is convex and [if ¢ % 1, then 2X & ¢].

Classical formulas (formulas of PL,,/PL./PL_,) are flat, and we also have:

3.2.5. FACT. For classical o:
teo < {vieaforallver < veEaforallver.

Here = on the right is the usual single-valuation truth relation for classical propositional
logic. Therefore, extensions of our classical bases are also conservative extensions of
classical logic—we have that for any set T'u{a} of classical formulas,

Nea <= I'ec a,

where . is the entailment relation for single-valuation semantics. Given these facts,
we use the notations {v} = o and v = « interchangeably whenever « is classical, and
similarly forI'= o and I' =, @

Formulas with ¢ may clearly violate downward closure and the empty team prop-
erty. Formulas of each of our nonclassical logics need not be union closed. Consider,
for instance, ¢p - g. We have that {v,,} = ep > g and {vp;} = ep > g, but {vy,vps} #
op = ¢q. Similarly, for ¢ :==(q,p,)/¢ = p\ = p/@ := p\ ~p we have {v,,} £ ¢ and
{vpq} E @, but {v,g,vp,} # @. However, we do have:

3.2.6. PROPOSITION. Formulas of PL, (=(-)) and PL_,(\) are downward closed (and
hence also convex). Formulas of PLy (=(-),*), PL..(\,), and PL_,(#) are convex.

Proof:

By induction on the structure of formulas ¢. Most cases are straightforward—note in
particular that =(p1,...,pn,p), @ = W, @ vy, and @\ y are always downward closed,
and hence convex, and that ¢ is always upward closed, and hence convex. O

As mentioned above, whereas the variant v always preserves convexity, the split
disjunction Vv need not do so, and in fact, as implied by the fact below, no logic expres-
sively complete for the class of all convex properties can incorporate v—this is why
we swap V for v in our convex variant of dependence logic PLy (=(-), #). The situation
with v and W is analogous.

3.2.7. FACT. There are convex @, ¥ such that ¢ v y is not convex. Similarly, there are
convex @,y such that ¢\ y is not convex.
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Proof:
For the first part, let ¢ := (((pANE) V(= pANE)) — L) A r. Clearly the first conjunct is
downward closed (and hence convex) and the second is upward closed (and hence con-
vex); therefore, since conjunction preserves convexity, @ is convex. Now observe that
{vor} £ @V @: {vpr,vpr} # @V @;and {vp, vpr, vpr} = @V @, where {vp,} € {vpr,vpr}
{Vor, Vors Vpr )

For the second part, note that p and eg are convex. We have {v,5} F pV #g;
{vpg:vpg} ¥ pV e q; and {v,5,vp5,Vpe} E PV ¢ ¢, and also that {v,z} € {v,5,vp5} €
{voa:vpa:vpq}- =

The above is related to the fact that, as with many team-based logics, the nonclas-
sical logics we consider are not closed under uniform substitution: ¢ = W need not

imply @(x/p) E w(x/p). For instance, we have pv p & p, but (pV -p) v (pV -p) ¥
(pV = p) (consider the team {v,,v5}), and pA(gvr)E(pAg)v(par), but ¢TA(gV
r) ¥ (¢TAq)V (eTAr) (consider the team {v,}). We return to Fact 3.2.7 and its con-
nection with closure under uniform substitution in Section 3.4.

Expressive Completeness

We measure the expressive power of the logics in terms of the properties—classes of
teams—expressible in them.

3.2.8. DEFINITION (Properties and Expressive Completeness). A (propositional team)
property over X is a class of (propositional) teams over X. For each formula ¢(X), we
denote by | ¢|x (or simply ||¢@|)) the property over X expressed by ¢:

lolx={re2*|1F o}
Given a class of properties P and X ¢ P, we let
Py := {P is a property over X | P € P}.

We say that a logic L is expressively complete for a class of properties P, written
IL| =P, if for each finite X € P,

IL|x :={]@[x | ¢ is a formula of L} = Px.

That is, L is expressively complete for P if (S) each property | ¢| definable by a formula
¢ of L is in P, and (2) each property in [P over a finite X is definable by a formula of L.
We also write |L| P to mean that for each finite X ¢ P, |L|y < P, etc.

The definition of closure properties is extended to team properties in the obvious
way. For instance, a property P is downward closed if [f € P and s €¢] implies s € P. Let
C/CU/DE/U/F be the class of all convex/convex and union-closed/downward-closed
and empty-team-property/upward-closed/flat properties, respectively.
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We show that each of PLy(=(-),*), PL,(\,e), and PL_ () is complete for C,
i.e., [PLy(=(-),#)| = |PL.(\,e)|=|PL.(e)|=C. Note that have already shown, in
Proposition 3.2.6, that |[PLy (=(-),#)| < C, |PL.(\,e)| cC, and |PL_ ()| cC.

To show the other direction, we construct, for each property P in Cx, a formula in
IPLy(=(-),#)|x that expresses that P: a characteristic formula for P—and similarly
for the other logics. We begin by recalling characteristic formulas for valuations and
teams xX, x,x € PL, /PL,/PL_, from the literature (see, e.g., [41, 71, 139, 140]). Fix a
finite X € P. For a valuation v, let

%= N peXov(p) =13 A A{-p|peX,v(p)=0}.
It is then easy to see that:
wE XX —= wX=vX,

and if w,v € 2X, then w = X <= w=v. We usually write simply J,. For a team ¢, we

let:
1 =Y

VEL

Then:
sl=)(,x <~ s Xcr X, (where for a team u, u | X:={v | X|veu})

and if¢,5 € 2%, then s = y* <= sCct. Again, we usually write simply ;. Note that since
for a given finite X, there are only finitely many yX, we may assume the disjunction
in %X to be finite and therefore for the formula to be well-defined.! Observe also that
we have used the defined disjunction v = - A - (available in each of our logics) in the
definition of y;; it is, however, easy to check that Y, Xy = Vyer X = Vet Xo-

It is instructive to present our construction of the characteristic formulas for proper-
ties in a schematic manner. Note first that the empty property P = & is convex, and that
it is expressible in each of logics using the formula(s) 1. As for nonempty properties,
we construct, in each of our logics, for such property P, a formula %E such that

tt:)(%(:»ﬂsep:tgs, (%)
and a formula x5 such that
tr:xg = dseP:t2s.

The formulas xg’ are characteristic formulas for nonempty downward-closed proper-
ties: observe that for nonempty downward-closed P, xg) H =P; similarly the formulas
xg are characteristic formulas for nonempty upward-closed properties. Using these
formulas, we construct characteristic formulas for nonempty convex properties as fol-
lows:

"More precisely, what we do is choose, for each infinite 7, some finite s such that {xX |vet} = {yX|
v e s} to act as the representative of ¢, and define sz = )QX Similar remarks apply to the characteristic
formulas for properties defined below—observe that this is what allows us to treat all properties over a
finite X as if they were finite.
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3.2.9. LEMMA. Let X C P be finite, and for each P + & over X, let )(;’D and )(;’U be

such that for any t ¢ 2%, tlzx)?f’ — 3s€73 tCsana’tl:x;U <= JdseP:r2s.
P =7
Proof:
2:Forany reP,tctct, whence r = xp A xp.
c:Ifr lzxg’/\xg, then for some u,s € P, s €t C u, whence ¢ € P by convexity. O

We first construct the formulas xg . These can be constructed in the same manner
in each of our logics:

3.2.10. LEMMA. Let X C P be finite. For P ={t,...,t,} + @ over X, let

x;*U:: A ey v ).

V1€l1,...,Vn€ln
Then for anyt 2%, t & x;)(’U <~ d;eP:t2t;.

Proof:

<=: Let t; € P be such that 7 2 #;. For each v; €#;, we have that v; &= %,,, so that also
ViE Xy Y...Y Xy, forany vy €t...v,_1 €t,_1,Vis1 €iy1,...Vy €1,. Therefore, since v; €
tict,tEe(Xy Y...Y X,). Repeating, this argument, we have t = Ay e, vper, * (X, ¥

Y X))

== Lett = Ayet,....vmeta ®(Xv; Y --- Y X, ). If P has the empty team property, we
have @ ct where @ € P; we may therefore assume P does not have the empty team
property, whence ¢; # @ for all 1 <i<n, whence Ay e, vpet *(Xv, V...V Xy,) is not
simply T (recall that A@ = T). Assume for contradiction that ¢; ¢ ¢ for all 7; € P. Then

for each #; € P there is some w; €¢; such that w; ¢1. By 1 = Ay et vyern (X, Y Y X)),
there is, for each vy €1y,...,v, €1,, a nonempty t, . ,, St such that r, ., E Xy Vv
..Y Xv,. Therefore, in particular, there is a nonempty t,,, ., St such that tw1 L E
Xy YooY X Then tyy 0 S Ujcicn{wi} and 1, y, # . Givent,, ., St we have
tNUi<i<n{wi} # @, contradicting the fact that w; ¢ ¢ for all ; € P. O

We now turn to the formulas x%) . We will construct these in a distinct manner in
each of the three logics PLy (=(-),#), PL_,(\,#) and PL_,(#). We begin constructing
these formulas by recalling the following expressive completeness results for proposi-
tional dependence logic and propositional inquisitive logic:

3.2.11. THEOREM ([41, 139]). Each of PL,(=()) and PL_,(\) is expressively com-
plete for the class of all downward-closed properties with the empty team property:

[PLv(=(-))[ = [PL~ (V)] = DE.
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We make use of the characteristic formulas used to prove the above and the similar-
ity between these logics and our convex logics to construct the formulas xg. Note that
although the formulas xg) are characteristic formulas for nonempty downward-closed
properties (equivalently, for properties in DIE), it need not be the case that any given
characteristic formula )p for a property in DE satisfies property (). However, it turns
out that by manipulating the formulas of PL, (=(-))/PL_(\) used to prove Theorem
3.2.11, we are in each case able find similar formulas )(E with the desired property (*)
in our convex logics.

Let us first consider the characteristic formulas in PL_, (), which we will use to
construct x% in PL_.(\,*) and PL_, (). These formulas are of the form \/,pxX. It
is easy to see that these formulas already satisfy property (*); it therefore suffices to
show that we can find equivalent formulas in PL_,(\, ) and PL_, (). In the former
case this is trivial given that for any downward-closed (and hence for any classical) ¢
and y, we have oWV Yy = QW y.

3.2.12. LEMMA. Let X € P be finite. For P + @ over X, let
AD .
%P = \\./SEPXSX'
X X.D .
Then forany t €27, t =y~ <= IseP:tcs.

Proof:
Immediate from the definitions and the fact that s & ;. O

As for PL_,(#), we show below that there is a formula equivalent to \\/pXs in
PL_ (#) by showing that the global disjunction of any collection of flat formulas is
definable in PL_,(#). Note that since PL_,(\, ) is a syntactic extension of PL_, (),
the below also yields a formula in PL_, (\v, ) which is equivalent to \\/,.p X5, Whence
the disjunction Vv and the formula \/,.pJs defined above are not required to prove
the expressive completeness of PL_, (W, ). We discuss our reasons for defining this
extension with a disjunction which does not in this case yield an increase in expressive
power in Section 3.4.

3.2.13. PROPOSITION. For any nonempty collection {@;}ic; of flat formulas,

ANC A ¢=0) = @)= Vi @i = Ve 0.

el jel\{i}

Proof:
We show the first equivalence.

E: Let 1 = Aier((Ajer\(iy * — 9;) = ¢i) and assume for contradiction that ¢ ¥ ¢; for
each i € I. By flatness, for each i € I there is some v; € ¢ such that {v;} ¥ ¢; whence also
{vi} F - ;. Then foreachiel, t = ¢-¢@;. By tE (Aje\(iy ¢~ i) = @i, we have 1 = ¢
for all i € , a contradiction. So for some i € [, t = ¢;, whence 1 £ \/,;¢;.
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=: Let t = \V/,¢;¢i- We can then fix some i € [ such that 7 = ¢;. Let s € ¢ be such that
SE Njer\(iy ¢~ @;. By downward closure, also s @;, so 7 = (/\je,\{i} *-¢;) > ¢;. Now
let ke be such that k #i. Let s ¢ 7, and assume for contradiction that s = A jep\ x) ¢~ @;-
Then s = & - @;, so there 1s some u € s such that u + @ and u = - ¢;. But we haveucscr,
whence by downward closure, u E @;. Then by u = - @; we have u = @, a contradiction.
Therefore, vacuously ¢ = (A je\ (K} * ™ ®j) = Ox. O

It remains only to show that we can define formulas )(g) with property (*) in PLy (=
(), ). We make use of the characteristic formulas of PL,, (=(-)) used to prove Theorem
3.2.11. These are defined by first letting, for each finite X € P, y(>)< =1, yf( = Apex =(P)»
and forn>2, yX =V, 7. Then it is easy to see that for € 2X, we have t £ y* < |t| <n,

where [¢| is the size of z. One then defines, for each nonempty ¢ ¢ 2%, X := yﬁ_l Y x|>T<|x\ -

It can then be shown that for € 2X, 1 = EX <= s ¢ ¢. Finally, the characteristic formula
for a P € DE over X is given by Age|r| P EX. Now, it can be verified that if P is not
downward closed, its characteristic formula as defined here need not have property
(*). Given the properties of the formulas &, we do, however, have:

3.2.14. LEMMA ([139]). Let X C P be finite. For P over X such that @ ¢ P, and t € 2%:

te NEX < s¢tforallseP.
seP

We use this to construct our formulas xg’ with property (*):

3.2.15. LEMMA. Let X C P be finite. For P + @& over X, let

XD .
X’P = /\ él,:xa
ueQ
where E/X € PLy(=(+), ) is defined by replacing each v in EX with v, and Q = {u c
2X|u¢ s for all s € P}. Then for any t € 2%, tlz}(;’D < JseP:tcs.

Proof:
Note that for all downward-closed formulas ¢ and y, ¢ vy = @ v y, and that, since
P + @, we have @ ¢ Q. Therefore, by Lemma 3.2.14, we have that ¢ = xg <~ u ¢t for
all ue Q. We show that u ¢z forallue Q < IseP:tCy.

—=: Assume for contradiction that there is no s € P such that t €s. Then ¢t € Q,
contradicting u ¢ ¢ for all u e Q.

<—: Let s € P be such that ¢ € 5. Assume for contradiction that there is some u € Q
such that u € ¢. Then u €t C s, contradicting the definition of Q. O

And we are done:

3.2.16. THEOREM. Each of PLy(=(:),), PL.(\,e), and PL_ () is expressively
complete for the class of all convex properties:

[PLv(=(),¢)| = [PL~ (v, #)] = [PL_(¢)] = C.
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Proof:

The direction ||L| < C is by Proposition 3.2.6 for each relevant L. For the direction
CcL|,let PeCx. If P=g, then P = |1y € |[L|x. If P+ @, the result follows by
Lemmas/Propositions 3.2.9, 3.2.10, 3.2.12, 3.2.13, and 3.2.15. O

3.2.2 Modal Properties

We define two distinct modal extensions of each of our classical bases. In each case,
one extension uses what we will call the flar modalities & and O, also used in early
versions of modal inquisitive logic [34] and in Aloni’s Bilateral State-based Modal
Logic [6]; the other the global modalities ¥ and @, used in modal dependence logic
and other modal logics of dependence [120, 73, 90]. We call each of these new clas-
sical bases ML, j, where i € {v,v,—} and j € {O,©}, classical modal logic; they are
defined in the obvious way. The modal extensions MLy j(=(-),+), ML_, ;(\,e) and
ML, j(e), where j e {<, ¢} are likewise defined in the obvious way, except we define
dependence atoms in MLy ,(=(+), ) as follows:

=(0,...,0,Q),

where o, qy,...,0,,00 € MLy o (and similarly for MLy ¢,(=(-),+)). That is, we now
allow all classical formulas to appear in dependence atoms. (This leads to an increase
in expressive power; for instance, it can be shown that the analogue of Theorem 3.2.11
holds for ML, ¢ (=(-)) with these extended dependence atoms, but not for the variant
which only allows propositional variables in dependence atoms [47, 71].)

In this section, we show modal analogues of our expressive completeness theorems
for the extensions of our convex logics with the flat modalities, and we show that no
such analogues can be obtained for the extensions with the global modalities.

Modal team logics are interpreted on teams in standard Kripke models.

3.2.17. DEFINITION. A (Kripke) model (over X ¢ P) is a triple M = (W,R, V'), where
— W is a nonempty set, whose elements are called (possible) worlds;
— Rc W xW is a binary relation, called the accessibility relation;
— V:X = (W) is a function, called the valuation.

We call a subsett €W of W a team on M.

For any world w in M, define, as usual, R[w] := {ve W |wRv}. Similarly, for any team
t on M, define R[] := Uy R[w] and R~![¢] := {ve W | 3w et : vRw}. We write tRs and
say that s is a successor team of t if s € R[t] and t € R™![s].

The modal semantics for most connectives are the obvious analogues of their propo-
sitional semantics (or instance, a team ¢ on M makes p true—written M, = p—just in
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case t CV(p)). We only explicitly give the semantics for the dependence atoms and
the modalities.

M te=(0t,..., 0, @) <= Vvwer:[Vi<i<n:{v}ro < {w}Eo] =
[(viEa < {w}Eal.

Mt=$o i< Vwer:IsCR[w]:s+Fand M,sE Q.
M,t=0@ i< VYwer:M,R[s]E 0.

Mt oQ <= dscW:tRsand M,s & ¢.

M,t=B¢ i< M,R[t]Eo.

The semantics of the local modalities & and O are defined by stating that a condition
that applies to worlds must hold for all worlds in a team; this clearly makes all formulas
O @ and O¢@ flat. The global modalities ¢ and @, on the other hand, make use of
conditions which apply globally to teams.

We define the modal analogues of the closure properties (Definition 3.2.3) in the
obvious way. It is then easy to see that the modal analogues of Facts 3.2.4 and Fact
3.2.5 (for each of our new classical bases) hold. Given the flatness of & ¢ and O @, an
easy extension of Proposition 3.2.6 yields:

3.2.18. PROPOSITION. Formulas of MLy (=(-),*), ML, (\,e) and ML_, (e)
are convex.

The extensions with the global modalities are, however, not convex, as the fact
below shows. The fact further shows that, as with v and v, the global diamond ¢ does
not preserve convexity in a convex setting and so no logic with ¢ can be complete for
the class of all convex modal properties.

3.2.19. FACT. There are (i) y e ML_, ¢ (#) and (ii) x € MLy (=(-),#) that are not
convex. There is (iii) a convex ¢ such that ¢ ¢ is not convex.

Proof:

Consider the formula ¢ := ((¢pAe-p) — L) A er and observe that ¢ ==(p) Aer. It
is easy to see that ¢ is convex; to show (i—iii) it therefore suffices to show that ¢¢
is not convex. Consider the following model M = (W,R,V) (with R represented using

arrows):
O o
o—)

We have M,{wp,} £ @ and {wp,}R{wp,}, whence M,{ws,} £ ©¢. We also have
M {wpr,wpr} = @ and {wp,, s, Wpr JR{Wpr, wpr}, Whence M, {wp,,wpr, wp,} E ©Q.
But we have M,{w,z wp -} # ©¢@. For the only r €W such that {w,z wp.}Rt are
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{wpr,wp,} and {w}, and for neither of these do we have 7 = ¢. O

We move on to the modal analogues of Theorem 3.2.16 for the logics with the flat
modalities MLy (=(-),#), ML, (\,#) and ML_, (#). We omit the details: given
Proposition 3.2.18, the proofs of these results are almost completely analogous to that
of Theorem 3.2.16 (with one departure, which we comment on below). One can define
natural analogues of team properties, expressive completeness, and the formulas ¥
and xX in the modal setting (see [71, 89] for details). One can also define a notion
of bisimulation appropriate for modal team semantics (see [71, 89]), and it is easy
to show that each of our logics is invariant under this notion of bisimulation (cf. the
bisimulation invariance results for similar logics in [73, 7, 14]). The one departure
which must be made from the strategy followed in Section 3.2.1 is in defining the
modal analogues of the formulas yX used in the proof of Lemma 3.2.15. These require
a more complicated definition; see [71] for details. The modal analogue of proof of
Theorem 3.2.16 yields:

3.2.20. THEOREM. Each of MLy (=(-),+), ML_, (\,e), and ML_, () is expres-
sively complete for the class of all convex modal properties invariant under bounded
bisimulation.

3.3 Convex and Union-closed Properties

In Section 3.3.1, we show that the logic PL, (NE) is expressively complete with respect
to the class of all convex and union-closed propositional properties. In Section 3.3.2,
we show modal analogues of this result for two distinct modal extensions of PL,, (NE).

3.3.1 Propositional Properties

PL, (NE) is an extension of the classical basis PL, with the nonemptiness atom NE,
true in a team just in case the team is nonempty:

ITENE <— +J.

We define T, oo v 3, V@ and A@ as before, and now define 1L := L ANE and &¢ :=
(@ ANE) v T. It is easy to see that the truth conditions of the same symbol are still
always the same, regardless of the logic.

PL, (NE) clearly violates downward closure and the empty team property, but we
do have convexity and union closure—interestingly, in contrast with Fact 3.2.7, the
split disjunction Vv does preserve convexity in a convex and union-closed setting.

3.3.1. PROPOSITION. Formulas of PL, (NE) are convex and union closed.



80 Chapter 3. Convex Propositional and Modal Team Logics

Proof:
By induction on the structure of formulas ¢. Most cases are straightforward—note in
particular that NE is upward closed and therefore also convex.

We only explicitly show that ¢ v y is convex whenever ¢ and y are convex and
union closed. Let s @Vvy,t=@Vvy,and sCuct. Then s=spUsy and 1 =1y Uty
where ty E @, etc. Let ug = (s Uty) Nu and uy = (sy Uty) nu. We have so Uty = @
and sy Uty E ¥ by union closure, whence ug F @ by convexity since s¢ C ugp S s¢ Utgp.
Similarly, uy = y. Clearly u = up Uuy, whence u= @ v y. O

The above shows ||PL, (NE)|| € CU. We now further show—solving a problem that
was left open in [140]—that |PL, (NE)|| = CU—that is, that PL, (NE) is expressively
complete for CU.

We prove this in two distinct ways—it is instructive to see both of these proofs as
they break down the characteristics of union-closed convex properties in different ways
and feature distinct (if similar) characteristic formulas. For the first proof we use the
formula 1l = | ANE for the empty property, and construct, for each nonempty property
P, a formula )(g such that

tr:xg <= JdseP:t2s,
and a formula x7, such that
tExp < IseP:tc|JP.

As before, the formulas )(2 are characteristic formulas for nonempty downward-closed
properties; the formulas )(E are characteristic formulas for flat properties: for flat P,

H xgH =P. Using these formulas, we construct characteristic formulas for nonempty
union-closed convex properties as follows:

3.3.2. LEMMA. Let X C P be finite, and for each P # @ over X, let x;’]F and x;,(’U
such that for any t € 2%, t|=)(7)>(’ — tCU’P andtl=)( <= JseP:t2s. Then for

Ui H

Proof:
2: ForanyteP,tctrcUP, whence ¢ hxg/\x}g.

c: Ifre xg /\xg, then for some s € P, s €t €JP. We have UP € P by union closure
and the fact that P # @, whence t € P by convexity. O

Clearly given ¢ = (¢ ANE) v T, we can construct the formulas xg analogously to
how we did in Lemma 3.2.10. As for the formulas )QI*;, we use the following (which
can used to prove that PL, is expressively complete for the class of all flat properties
[140]):
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3.3.3. LEMMA. Let X € P be finite. For P over X, let

XF._ X
%7) T \/ XS :
seP

Then for anyt 2%, t & x;("F —= tcUP.

Proof:
Letting P = {s1,...,5,}, we have that

n
e\ X < [3t1,....ty:t = Jt; and 1; £ ¥, for each 1 <i<n]
seP i=1

n
< [3t1,...,ty:t=Jt;and t;Cs; foreach 1 <i<n] < tc|JP. O
i=1

We have finished proving the required lemmas for the first proof. In the second
proof, we make a case distinction as to whether or not P has the empty team property.

3.3.4. LEMMA. For each finite X and each P = {ty,...,t,} € CUx:
(a) If P is the empty property, P = | 1L|x.
(b) If P has the empty team property, P = |V sep Xs/x-

(c) If P + @ and P does not have the empty team property,

P=| V  ((xnV..-VX,)ANE)

Vi€ty,...,Vn€lp

X

Proof:
Item (a) is obvious. For item (b), note that by Fact 3.2.4, P is downward closed and
hence also flat. By Lemma 3.3.3, ¢ = \V,p x iff t € UP, and, if P is flat, clearly r < P
iff t € P.

We now show item (c). For the direction C, let #; € P. For each v; € t;, we have
that {v;} & %y, ANE, so that also (using the empty team property of classical formulas),
{vit e (Xv, V...V Xy,) ANE for any vy €ty...vj_1 €t;_1,Vis1 €lis1,. ..V € 1,. Therefore,

iteV... V.V . V(X V.--VX,)ANE),
Vi€ Vi—1€li-1 Vi+1€liy1  Vn€ln
whence £ = Uy,er, {Vi} £ Viyety,..meta (X0, V-V X0, ) ANE).

For the direction 2, let s & Vy, et et ((Xv, V-V X3, ) ANE). By the fact that P
does not have the empty team property, no t; € P is the empty team. We then have that
S = Uety....ometator,vg Where ty, = (Xv, V...V Xy, ) ANE. (Note that if P did have
the empty team property, we would have \V,, ¢, voer, ((Xv, V.- -V X0, )ANE) =V @B = 1))
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We show that s € [JP and that #; € s for some #; € P. Since UP € P by the union
closure of P (as well as the fact that P # &), we will then have t; € P by the convexity
of P.

s € UP: We have that s = Uy, er,,... vpery Ivy,...va» and for each ,, .y, by £, ,, F
(Xv, V---V Xv,) ANE we have that t,, _y, € Uj<icn{vi} SUP.

t; € s for some t; € P: Assume for contradiction that ¢; ¢ s for all z; € P. Then for each
t; € P there is some w; € #; such that w; ¢ s. We have that#,,, = (X, V...V Xw,) ANE
50 fiy...wn € Ul<icn Wi} and tyy, _ , # @. We also have fy, v, €5, 50 snU<icn{wi} #
@, contradicting the fact that w; ¢ s for all #; € P. O

Putting together Proposition 3.3.1, the Lemmas 3.3.2, 3.2.10, and 3.3.3 (for the first
proof), and Lemma 3.3.4 (for the second proof), we have shown:

3.3.5. THEOREM. PL, (NE) is expressively complete for convex union-closed proper-
ties:
|PLy (NE)|| = CU.

To conclude this section, let us comment on the relationship between the connec-
tives we have studied which break downward closure—NE and . As we have ob-
served, in a setting with NE and v (and T and A), ¢ is definable as (¢ ANE) v T. On
the other hand, NE is definable using & (and T) as ¢T. It clearly follows that the ex-
tension of PL,, with e is also expressively complete for CU. However, ¢ is stronger
than NE in that swapping out & with NE in any of our convex logics yields a logic that,
while convex, is no longer complete for C—an easy induction shows that these logics
are downward closed modulo the empty team: for each formula ¢ of one of the logics,
ift =@, sct, and s # &, then s = ¢. Clearly there are convex properties which are not
downward closed modulo the empty team (e.g., |[¢p A e-p| € C).

3.3.2 Modal Properties

We define the syntax and the semantics of the modal extensions ML, (NE) and
ML, o (NE) in the obvious way. In contrast with the extensions featuring the global
modalities defined in Section 3.2.2, the extension ML, ¢ (NE) is convex— the situa-
tion with & is analogous to that with v in that whereas ¢ does not preserve convexity
in a convex setting, it does preserve convexity in a convex and union-closed setting:

3.3.6. PROPOSITION. Formulas of ML, (NE) and ML, ¢ (NE) are convex and union
closed.

Proof:

By induction on the structure of formulas ¢. Most cases are straightforward—note in
particular that & ¢ and O @ are flat and therefore convex and union closed. We only
show explicitly that (i) ©¢ is union closed provided that ¢ is union closed; and (ii)
© @ 1s convex provided that ¢ is convex and union closed.
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For (i), let T # @ be such that for all t € T, M,t = ©¢@. Then for each f € T, there is
an s; €W such that tRs, and M,s; £ ¢. By union closure, M, U7 s; E ¢. By s; C R[¢]
for all 7 € T, it follows that User s; € User R[] =R[UT], and by t € R ![s;] forall t € T,
it follows that UT = Uyert € User R [5:] = R"1[U,er ¢ ]; therefore UTR U, cr sy whence
M. UT E 6.

For (ii), let M,t = ¢ and M,s = @ and s Cu St. Then there are t',s’ €W such that
tRt', sR's, M,t' £ @, and M,s' £ ¢. By union closure, M,t'Us’ £ ¢. Define u’ := {we
t'us’| Jveu:vRw}. We will show (a) uRu’ and (b) s’ Cu’. Then by (b) we will have
s’ cu’ ct’us’ whence by convexity, M,u’ = @; so that by (a) we will have M, u = & ¢.

For (a), clearly u’ € R[u]. To show u S R~![u'], letveu. Thenvet € R~1[t'], so there
is a w et/ such that vRw. But then w € u’, whence v € R™![u’]. Therefore u € R™![u'],
and so uRu'.

For (b), let we s’. Since s’ € R[s], there is a v € s such that vRw. Then veu, soweu'.
O

We can further show the modal analogue of Theorem 3.3.5 for each of these exten-
sions. As in Section 3.2.2, we omit the details; the proofs are completely analogous to
the propositional proof.

3.3.7. THEOREM. Each of ML, (NE) and ML, ¢ (NE) is expressively complete for
the class of all convex union-closed modal properties invariant under bounded bisim-
ulation.

Aloni’s Bilateral State-based Modal (BSML) is essentially ML, «(NE) extended
with a bilateral negation which does not affect the expressive power of the logic (see
[7, 13]). Therefore, the above also establishes that BSML is expressively complete for
the class of all convex union-closed modal properties invariant under bounded bisimu-
lation; this solves a problem that was left open in [7].

3.4 Uniform Definability and Uniform Extensions

In this section, we generalize the notion of uniform definability [32, 52, 133, 135, 37,
72] from the team semantics literature, use this generalization to articulate multiple
senses of what it means for one team logic to extend another, and apply these defi-
nitions to clarify the relationships between the logics we have studied as well as the
downward-closed logics PL, (=(+)) and PL_,(\V).

Recall that each of PL, (=(-)) and PL_,(\) is expressively complete for the class
of all downward-closed properties with the empty team property, whence they are ex-
pressively equivalent in the sense that whatever property is expressible in one is also
expressible in the other: |[PL, (=(-))| = |[PL-(\)| = DE. Given that the split disjunc-
tion v preserves downward closure and the empty team property (in that for any ¢
and y with these properties, ¢ v y also has these properties), this also has the con-
sequence not only that for any @,y € PL,(=(-)) we have |@vy/| € |PL_(\V)]|, but
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also that for any ¢,y € PL_,(\V) we have |¢ Vv y| € |PL.(\V)|—and more gener-
ally, each property expressed by a split disjunction of downward-closed formulas is
expressible in PL_, (). However, even though, for each particular split disjunction
¢ vy of PL_, (\)-formulas, there is some PL_, (\ )-formula 6y that is equivalent to
@ Vv, it can be shown [37] that v is not uniformly definable in PL_, (\) in that there
is no context 6,[1,-2] of PL_,(\) (where a context is a formula 6, (-1,-2,p1,...,Pn)
with designated atoms -;) such that for any ¢,y € PL, (W), @ vy = 6,[@,y] (where
ov[@,v]:=6,(¢/1,¥/>)). Similarly, it has been shown [135] that neither \ nor —
is uniformly definable in PL, (=(-)) (while, again, each |[@ Vv y/| and each |¢@ — y| is
expressible in PL, (=(-))).

This disconnect between expressibility and uniform definability is only possible
due to the failure of closure of uniform substitution in these logics. Clearly, if each
connective of one propositional team logic L; is uniformly definable in the other
L, and vice versa, each property expressible in one is also expressible in the other:
IL;|| = |L2||. And assuming closure under uniform substitution, |L;| = |L;| implies
the uniform definability of each connective of one logic in the other. For if L; can ex-
press, say, ||p o g|| where o is a binary connective of L, then there is? a context 6,[+1,]
of L such that 6,[p,q] = pog. Then for any formulas ¢,y of L, by closure under
uniform substitution, also 6,[ @, ] = o y.

Now, to connect this discussion with our concerns, let us first recall Fact 3.2.7,
and restate and reprove this fact in a more abstract manner. Given properties P and
Q, we write Pv Q:={tus|reP and s€ Q} and PV Q:=Pu Q; and given classes of
properties P and QQ, we write PvP c Q if P, Q € Px implies P v Q € Qy, and similarly
for PWPc Q.

3.4.1. FACT. For any logic L, (i) if CvC c |L|, then |L| ¢ C, and (ii) if CvC c |L|,
then |L| ¢ C.

Proof:
(i) Let P:={{v1},{v2,v3}} and Q:={{v1}} (where the v; are valuations). Then P, Q €
C,but Pv Q={{vi},{vi,v2,v3}} ¢ C.

(ii) Let P := {{vi,v2,v3}} and Q:= {{vi}}. Then P,Q € C, but we have PV Q =
{{vl},{vl,vz,\/3}}¢© O

That is, if each split disjunction of convex formulas/properties is expressible in L,
then L is not convex (and similarly for \). Given this fact and Theorem 3.2.16, there
are, for instance, formulas ¢, y of PL, (=(-),#) such that | @ Vv y| ¢ |[PLy(=(-),)|—it
is not the case that each split disjunction of PLy(=(-),)-formulas is expressible in
PL, (=(-),); a fortiori, the split disjunction is not uniformly definable in PLy (=(-), ).

However, it is not difficult to see, given our results, that DvID ¢ |[PLy (=(+), #)|. Fur-
thermore, given that for downward-closed @ and y, @ v y = ¢ v y, the split disjunction

2We are assuming here that L; and L, have the locality property: for any formula ¢ of one of
these logics, if | P(¢) =5 | P(¢@), then t = ¢ < s ¢. Some team logics, interestingly, lack this
property—see, e.g., [51].
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of any two downward-closed formulas is definable by the context 6,[-1,2]:=+1 V- in
PL,(=(-),*). Therefore, in particular, the split disjunction restricted to |[PL, (=(:))| =
DE is definable in this sense in PLy (=(+), ), and in fact each connective of PL, (=(-))
is definable in PLy (=(-), ¢) when restricted to |PL, (=(-))|. And so, while PL (=(-), )
is not a syntactic extension of PL, (=(+)), and while it is not an extension in the famil-
iar sense in which each connective of PL, (=(-)) is definable in PLy(=(-),)3 (since
v is not uniformly definable in PL (=(-),#)), it is not only an expressive extension of
PL, (=(-)) (in that |PL,(=(:))| < |PLy(=(-),#)]|), but also an extension in the deeper
sense that every function/context definable in PL,, (=(-)) (whose domain is a subset of
some Cartesian power of |PL, (=())||) is definable in PL, (=(-),*). As defined in the
literature, the concept of uniform definability in a logic L applies only to definabil-
ity as restricted to |L|. In order to make our observations precise, we must therefore
generalize this notion; this is the aim of the rest of this section.

An n-ary context 0[-,...,,] for a logic L is a formula 6 of L with distinguished
atoms -, ..., (it may also contain other atoms such as propositional variables). Given
formulas @y,...,@,, we write 8[¢@y,...,@,] for the formula 6(¢@;/-,...,0,/-n). Each
n-ary logical connective o clearly defines a context o[-1,...,,]:=0(1,...,). We use
the symbol for a logical connective o to refer interchangeably both to the connective
and to the context it defines.

We restrict our attention to logics whose contexts (and connectives) are composi-
tional in that given classes of propositional properties Py,...,P,,P,, and a finite XS P,
each such n-ary context 6 defines a function 9;12 e B
simply 0) given by

(Pix x ... xPpx = Ppiqx (or

Py,... Pu,P
055 ([t - [9nlh) = lner I

for any @1,...,@,, @,r1 with P(@;) € X and |@;| €P; for 1 <i<n+1. 4 We also use a
logical connective o to refer to each such function it defines. We abbreviate 95 PP ag
6y, (or simply 6F).

We now recall again the notion of uniform definability from the literature.
3.4.2. DEFINITION (Uniform definability). An n-ary logical connective o is uniformly
definable in a logic L if there exists an n-ary context 6, of L such that for all ¢y,... ¢, €
L o(@1, ., 0n) = 6o[@1,..., 0u].
Equivalently, using the functions above, o is uniformly definable in L if there is a
context O, in L such that for all finite X P, oﬂ(L” = 9!& | (which we may write simply
as olLl = L1,

Generalizing this notion as described above, we have:

31t is in this sense that, for instance, we would say that the variant of classical propositional logic
featuring the connectives — and A extends the fragment of classical logic featuring only the connective
V.

*We assume here that if ¢ is a formula of two distinct logics, then the property ||y defined by ¢
according to the semantics of one of these logics is identical to the property as defined according to the
semantics of the other logic.
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3.4.3. DEFINITION (Generalized uniform definability). Ann-ary logical connective (or
context) o is uniformly definable with respect to Py,...,P,,IP,.1 in alogic L if there ex-
ists an n-ary context 6, for L such that for all finite X cP, oPl’ SBnFaer 9P>é’ oPnPur,
We say that o is uniformly definable with respect to P in L 1f it is uniformly deﬁnable
with respectto P,...,[P.,Pin L.

We say that o is locally uniformly definable in L if it is uniformly definable in L
with respect to |L|, and that it is globally uniformly definable in L if it is uniformly
definable in L with respect to A, where A is the class of all properties.

Note that uniform definability as in Definition 3.4.2 is the same as local uniform
definability.

We are now ready to define the notion of extension described above—inner local
uniform extension. We will also define/recall other interesting notions of extension to
contrast with this notion. The notions are listed in order of strength—we have:

syntactic extension == global uniform extension == outer local uniform
extension == inner local uniform extension == expressive extension

Let L; and L, be team logics.

Syntactic extension: We say that L; is a syntactic extension of L, if the set of
logical connectives of L, is a subset of that of L.
Example: PLy (=(-), #) is a syntactic extension of PL,, but not of PL, (=(-)).

Global uniform extension: L is a global uniform extension of L, if each logical
connective of L is globally uniformly definable in L;.

Example: Since NE = oT, PL_, () is clearly a global uniform extension (but not a
syntactic extension) of the extension PL_,(NE) of PL_, with NE.

Outer local uniform extension: L; is an outer local uniform extension of L, if
each logical connective of L, is locally uniformly definable in L;.

Example: Consider the extension PL, (=(+), 1L) of PL, with dependence atoms and
1L, where 1 is now a primitive with its usual semantics. It is not difficult to check (given
Theorem 3.2.11) that |PLy (=(+),1)| =D, whence D = |PLy (=(-), )| 2 |PL(=(-))| =
DE. As we have observed before, VP = v, whence V is locally uniformly definable
in PLy(=(-),1). Clearly, therefore, PLy(=(-), 1) is an outer local uniform extension
of PL,(=(:)). Note, however, that given Fact 3.4.1, there can be no context 6, of
PL,(=(-), 1) such that 8C = vC; therefore there can also be no such context 6, such
that 82 = vA. And so PLy (=(-), 1) is not a global uniform extension of PL, (=()).

Inner local uniform extension: L; is an inner local uniform extension of L, if
each logical connective o of L, is uniformly definable in L; with respect to |L;|.
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Examples: Given that VPE = vPE and WPE = \DE e have that v is uniformly
definable in PLy (=(-), ) with respect to DE = |PL,(=(-))|, and that \v is uniformly
definable in PL_,(\,) with respect to DE = [PL_,(\)]. It is then easy to see that
PL,(=("),*) is an inner local uniform extension of PL,(=(-)), and similarly with
PL_(W,e) and PL_,(\V). Given Fact 3.4.1, however, PL,(=(-),#) is not an outer
local uniform extension of PL, (=(-)), and PL_,(\,e) is not an outer local uniform
extension of PL_, (V).

Expressive extension: L; is an expressive extension of L if |Ly| < |Ly]|.

Examples: PL, (=(-)) is an expressive extension of PL_,(\) (and vice versa), but
not of PLy(=(:),#). We mentioned above that \v and — are not (locally) uniformly
definable in PL, (=(+)). They are therefore not uniformly definable in PL, (=(-)) with
respect to [PL_, (V)| = |PLy(=())|; therefore, PL, (=(-)) is not an inner local uniform
extension of PL_, (V).

We noted above that in a setting in which closure under uniform substitution holds,
expressive equivalence and uniform definability of connectives collapse into one an-
other. Now observe further that, essentially by the same argument, the notions of ex-
pressive extension, inner/outer local uniform extension and global uniform extension
are all equivalent in such a setting.

To repeat what was already mentioned above, if L; is an inner local uniform exten-
sion of Ly, then each function definable only by the means available in L, (in that such
a function is definable by a context of L and its domain is a subset of some Carte-
sian power of ||L;|) is also definable by a context of L. It is for this reason that we
call PLy(=(-),#) a convex variant of PL, (=(+)), and PL_,(\,#) a convex variant of
PL_, (\); itis not clear to us whether PL_, (&) is also an inner local uniform extension
of PL, (W) (see Open problem 3 below), and we therefore refrain from calling it a
convex variant of PL_, ().

Let us conclude by noting one result and three open problems concerning uniform
definability and inner local uniform extensionhood in our logics.

As mentioned above, it is shown in [135] that — is not uniformly definable in PL, (=
(1)). Essentially the same proof shows that — is also not uniformly definable in PL, (=
(1), ), whence PLy(=(-),#) is not an inner local uniform extension of PL_,(\,e) or
of PL_, ().

Open problem(s) 1: Is v uniformly definable in PL_, () or in PL_,(\,)? (Is
PL,(=(-),#) an inner local uniform extension of PL_,()/PL_ (\,)?) It might be
possible to adapt the proof from [37] showing that v is not uniformly definable in
PL_, () to show that this is not the case.

(Note that dependence atoms are uniformly definable in both PL_,(\,) and in
PL_ (e). For PL_(\,e), we have (following the definition of dependence atoms in
PL_ (W), which follows essentially from [2]):

=(p1,--:Pn,P) =((PIVY =p1) Ao (PaV = pp)) = (PV = D).
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For PL_, (), we use the above in conjunction with Proposition 3.2.13.)

Open problem(s) 2: Is \v uniformly definable in PL, (=(-), #)? It might be possible
to adapt the proof from [135] showing that \ is not uniformly definable in PL, (=(+))
to show that this is not the case.

Open problem(s) 3: Is \v uniformly definable with respect to DE in PL_, (¢)? (Is
PL_, () an inner local uniform extension of PL_,(\V)?) It seems likely that if one
solves this, one also solves whether W is uniformly definable in PL_,(#). (Is PL_, ()
an inner local uniform extension of PL_,(\,#)?) Observe that in Proposition 3.2.13,
we only showed that \v and \v are uniformly definable in PL_, (&) with respect to F.

3.5 Conclusion

In this paper, we introduced the logics PLy(=(-),#), PL_,(\,#) and PL_, (), which
we showed to be expressively complete for the class of all convex propositional proper-
ties. We also introduced modal extensions of these logics and showed modal analogues
of the expressive completeness theorems for the extensions of the convex logics with
the flat modalities & and O. We then examined some union-closed convex logics from
the literature: we showed that the propositional logic PL, (NE) is expressively com-
plete for the class of all union-closed convex propositional properties, and we showed
modal analogues of this result for the modal extensions ML, (NE), ML, ¢ (NE) and
BSML of PL, (NE). We also showed that while the split disjunction v and the global
diamond ¢ preserve convexity in a convex and union-closed setting, they do not pre-
serve convexity in general. Similarly, while the global disjunction \ preserves down-
ward closure (and hence convexity) in a downward-closed setting, it does not preserve
convexity in general. Finally, we generalized the notion of uniform definability from
the literature in order to articulate the sense in which our convex variant PL (=(-), )
of dependence logic PL, (=(-)) our convex variant PL_, (\, ) of inquisitive logic ex-
tend their downward-closed counterparts. The convex variants are inner local uniform
extensions of the downward-closed counterparts: each connective of the counterpart is
uniformly definable in the convex variant with respect to class of properties expressible
in the counterpart.

We note two more open problems to add to the list in Section 3.4:

Open problem(s) 4: Axiomatizations of the logics studied. There is a commonly-
used strategy for finding axiomatizations of propositional and modal team logics (see,
for instance, [41, 139, 140, 134, 137]) that makes heavy use of the characteristic for-
mulas for properties provided by expressive completeness results such as those estab-
lished in this paper. Given our expressive completeness results, we expect it to be
possible to use this strategy to construct axiomatizations of the logics we have studied.
It would be particularly interesting to see axiomatizations of the convex propositional
logics, to see how these axiomatizations differ from those of the downward-closed
logics PL_ (V) and PL,(=(:)). (Note that PL, (NE) has already been axiomatized
in [140], and ML, (NE) and BSML in [7]. An extension of ML, , (NE) has been
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axiomatized in [12].)

Open problem(s) 5: First-order dependence logic (D) coincides in expressive
power with the downward-monotone (or downward-closed) fragment of existential
second-order logic (ESO) in the sense that D and this fragment define the same class
of team properties [93]. Similarly, we have, for instance, that first-order independence
logic coincides with full ESO [51]; D with the Boolean negation coincides with full
second-order logic (SO) [91], as does first-order independence logic with — [132, 133];
D with — coincides with the downward-closed fragment of SO [132, 133]; and there
are other team logics coinciding in this way with the union-closed fragment of ESO
[80], as well as with both full first-order logic and its downward-closed fragment [95].
Is it possible to construct a convex variant of first-order dependence logic (or indeed
any natural team logic, perhaps dissimilar to dependence logic) which coincides in this
sense with the convex fragment of ESO? Similarly, can we find a natural team logic
equivalent to the convex union-closed fragment of ESO? How about the convex (and
convex and union-closed) fragments of first-order and second-order logic?






Chapter 4

Further Remarks on the Dual Negation in
Team Logics

This chapter is based on:

Aleksi Anttila. Further remarks on the dual negation in team logics. 2024. arXiv:
2410.07067 [math.LO]. URL: https://arxiv.org/abs/2410.07067

Abstract The dual or game-theoretical negation - of independence-friendly
logic (IF) and dependence logic (D) exhibits an extreme degree of seman-
tic indeterminacy in that for any pair of sentences ¢ and y of IF/D, if ¢
and y are incompatible in the sense that they share no models, there is
a sentence 0 of IF/D such that ¢ =0 and ¥ = -0 (as shown originally
by Burgess in the equivalent context of the prenex fragment of Henkin
quantifier logic). We show that by adjusting the notion of incompatibil-
ity employed, analogues of this result can be established for a number
of modal and propositional team logics, including Aloni’s bilateral state-
based modal logic, Hawke and Steinert-Threlkeld’s semantic expressivist
logic for epistemic modals, as well as propositional dependence logic with
the dual negation. Together with its converse, a result of this type can be
seen as an expressive completeness theorem with respect to the relevant
incompatibility notion; we formulate a notion of expressive completeness
for pairs of properties to make this precise.

4.1 Introduction

4.1.1 The Dual Negation and Burgess’ Theorem

Henkin quantifier logic (H) extends classical first-order logic (FO) with Henkin quan-
tifiers [74] (also known as branching or partially ordered quantifiers) such as the fol-
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lowing:
Vx dy
(Vu 3v)«p(x,y,u,v). @.1)

The intuitive meaning of (4.1) is that the value of y depends only on that of x, and
the value of v only on that of u—(4.1) is equivalent to the existential second-order
sentence 3fIgVxVup(x, f(x),u,g(u)) (cf. the FO-sentence VxIyVuIve(x,y,u,v)).
Hintikka and Sandu’s independence-friendly logic (IF) [77, 75] similarly extends FO
with slashed quantifiers (3y/Vx), with the intended meaning of (Jy/Vx) being that
the value of y must be chosen independently of the value of x (the IF version of
(4.1) is Vx3IyYu(Iv/Vx)(x,y,u,v)). Finally, dependence logic (D) [119], Viini-
nen’s refinement of IF, replaces the slashed quantifiers with dependence atoms: the
atom =(xp,...,X,,y) asserts that the value of y is functionally determined by those of
X1,...,X%, (the dependence logic version of (4.1) is Vx3IyVuIv(@(x,y,u,v)A =(u,v))).

The prenex fragment of H (denoted H,,; the formulas of H), are of the prenex form
Q@, where the prefix Q is a set of quantifiers with a partial order and the matrix ¢ is a
quantifier-free FO-formula) is expressively equivalent to existential second-order logic
E} [124, 48], and the same holds for the full logics IF [75] and D [119]. These logics
are therefore not closed under classical negation ~ (where ~ ¢ is true just in case @
is false).! The original semantics for IF were game-theoretical, with the meaning of
(3y/Vx) captured with a game rule to the effect that the player choosing the value of y
must do so without knowing the value of x—the game is one of imperfect information
(whereas in the game for FO the players have perfect information). This naturally led
to the adoption (in both IF and D) of what is known as the dual or game-theoretical
negation —. The rule associated with this negation in the semantic game is simply the
standard negation rule (also used in the game-theoretical semantics for FO) whereby
the players switch their verifier/falsifier roles2, and indeed, IF and D are conservative
extensions of FO, with the dual negation extending the classical negation of FO.

In the context of the full logics, however, the dual negation exhibits non-classical
behavior. Most germane to our purposes is the fact that preservation of equivalence
under replacement fails in negated contexts—for instance, ¢ = ¥ need not imply =@ =
-y. (A concrete example: in dependence logic we have - =(x,y) = L, but -- =
(x,y) ==(x,y) # L = =~ 1.) Put another way, each sentence ¢ defines a class of models
lo| = {M| ME ¢} which we may think of as the meaning of ¢, and whereas negat-
ing a sentence in FO corresponds to the semantic operation of complementation on
these classes of models, the dual negation fails to correspond to any operation on such

I'The fact that E{ is not closed under ~ follows, for instance, from the compactness of Zi together
with the fact that one can define a E% -sentence which is true in a model just in case the model is infinite.

2The truth conditions of the dual negation can equivalently be obtained by first defining the condi-
tions for negated classical atoms by translating the standard Tarskian truth conditions for such negated
atoms to the semantic framework one is working with (e.g. game-theoretic-semantics or team seman-
tics), and then defining those for complex formulas by stipulating that the following dual (or almost
dual) equivalences are to hold: @ == @; ~-(QAY) =@V -Y; =(QVY)=-QA-Y; -Vx@ = Ix-@;
—3x@Q = Vx-@; -(Jy/Vx)p = Vx- ¢ (in IF); and - =(x1,...,x,,y) = L (in D).
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Figure 4.1: Failure of determination: in FO,
given only |¢@

- ¢| is the complement of ||¢@||. In H,,
- @| can be any class disjoint with || that is expressible in H),.

)

classes: the class of models || @ | of ¢ does not determine the class of models |- ¢| of its
dual negation. This does not mean that |- || is fully unconstrained: one can show that
¢ and - ¢ must be incompatible in that they share no models (||@| n|-¢| = @), with
the effect that despite some standard inferential principles involving negation (such
as negation introduction I, ¢ £ 1 == I' = - @) being invalidated due to the lack of
determination, others (such as ex falso @, - ¢ = ) remain valid.

Burgess [29], however, showed that this failure of determination is extreme in the
sense that incompatibility is the only constraint that | ¢| places on |- ¢|. That is, he
showed (in the context of H,?) that for any sentences @, v, if ¢ and y share no models
(Je||n|w| = @), then there is a sentence 6 such that ¢ =6 and yw=-6 (|@| =|0|
and ||y| =||-0]). So knowing only | ¢| (without knowing the sentence @) tells us
nothing whatsoever about |- ¢|, save for the fact that the two classes are disjoint and
the fact that |- ¢| is expressible in H,: for a given |¢|, take any class X' expressible
in H,, and disjoint with | ¢|. By Burgess’ theorem, there is then a 6 with |¢| = |0
and X = |- 6/, so for all we know, |-¢| might be X'. See Figure 4.1. Dechesne [44]
later reformulated the result for IF. Kontinen and Viidninen [94] (working in D and IF)
generalized the theorem to arbitrary formulas (that may contain free variables). Mann

(in [98]) proved an analogue of the result for sentences for the perfect-recall fragment
of IF4

4.1.2 Burgess Theorems for Modal and Propositional Team Logics

In this paper, we prove analogues of Burgess’ theorem for a number of modal and
propositional team logics.
Team logics are logics such as dependence logic which are primarily intended to

3Burgess proved his result for sentence of H), and their contraries, where the contrary of Q@ is
obtained by swapping all quantifiers in Q with their duals (V with 3 and vice versa), and negating the
FO matrix ¢. This is equivalent to the dual negation in that given a sentence ¢ of H, and an equivalent
sentence Y of D or IF, the contrary of ¢ and the dual negation of y are also equivalent.

4See also [20], which corrects for the failure of determination in that it introduces an extension of IF
featuring a negation with a natural game-theoretic interpretation which does not exhibit this failure.
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be interpreted using feam semantics. In team semantics (introduced by Hodges [78,
79] to provide a compositional semantics for IF, and independently developed as a
semantics for inquisitive logic chiefly by Ciardelli, Groenendijk, and Roelofsen [41,
38, 35]), formulas are evaluated with respect to sets of evaluation points called teams
rather than single points, as in standard Tarskian semantics (so, for instance, in first-
order team semantics, teams are sets of variable assignments; in modal team semantics
[120], teams are sets of possible worlds, etc.).?

Contemporary team logics in the lineage of dependence logic typically do not
incorporate the dual negation. However, interest in this negation has recently been
reinvigorated due to team logics in the philosophical logic and formal semantics lit-
erature which employ bilateral notions of negation similar to the dual negation. We
are concerned with two such logics in particular: Aloni’s bilateral state-based modal
logic (BSML) [6], and Hawke and Steinert-Threlkeld’s semantic expressivist logic for
epistemic modals [67]. These are both propositional modal team logics developed to
account for linguistic phenomena such as free choice inferences and epistemic contra-
dictions. The semantics of each of these logics can be formulated bilaterally—that is,
using both a positive primitive semantic relation k (interpreted as assertibility), as well
as a negative primitive relation = (interpreted as rejectability). The bilateral semantics
is used, in each of these logics, to define a bilateral negation —: for a team s, s = -~ @
iff s = @, and s =4 - @ iff s = @. The resulting bilateral negations are very similar to the
dual negation in that they exhibit failure of determination, and, as we will show, an
analogue of Burgess’ theorem holds for each of them.

In the first part of this paper, we show the analogue for BSML (we additionally
show one for BSML , the extension of BSML with the global or inquisitive disjunction
V). This demonstrates, as noted above, that the negation in BSML can be seen as a
type of dual negation, and establishes that what we will call Burgess theorems can also
be obtained in the propositional modal setting. BSML and BSML" differ substantially
from D and IF not only in being propositional and modal rather than first order, but also
in that formulas of D and IF are downward closed—a formula is downward closed if
its truth in a team ¢ implies truth in all subteams s € ¢ of ~—whereas those of BSML
and BSML" need not be. This gives rise to an interesting technical detail: we identify

>The term ’team logic’ is from Viininen [119], who originally used it to refer to the extension
D with the Boolean or contradictory negation ~ (where ~ @ is true in a team iff ¢ is false), and it is
now frequently used to refer to any logic employing team semantics that incorporates ~. The term is
used both in this sense and in the more general sense (whereby ‘team logics’ are logics intended to be
interpreted using team semantics) in the literature.

We noted earlier that D and IF are not closed under ~, and referred to ~ as the ‘classical negation’.
This name is appropriate when discussing the relationship between D, IF, and Z% because on the level
on which D and IF correspond to Z% (essentially the level of teams), ~ corresponds to the standard,
classical negation of second-order logic. In the context of team semantics, the name ‘classical negation’
would potentially be confusing because there is another level (essentially the level of assignments or
worlds—the elements of teams) on which ~ behaves nonclassically (on this level it is the dual negation
rather than ~ which corresponds, in the FO-fragments of D and IF, to the classical negation of FO). See
Fact 4.2.4 and Section 4.3.1.
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two distinct natural incompatibility notions which are equivalent to one another (and to
the notion employed by Burgess) in a downward-closed setting, but which come apart
when downward closure fails (cf. [97, Section 6.4]). We show that the weaker of these
notions (L-incompatibility) is not sufficiently strong to yield a Burgess theorem for
BSML or BSMLY , but that the stronger notion (ground-incompatibility) does suffice.

Burgess observed that his theorem can be seen as a result on the expressive power
of Hy:

The Enderton-Walkoe theorem says that for any PC [pseudo-elementary
(.e., Z} -definable) class of models], call it K, there is a Henkin sentence
0 such that K = |0|. The corollary just proved allows this theorem to
be strengthened to say that for any two disjoint PCs, call them Kj and
K, there is a Henkin sentence 6 such that Ky = ||0| and K; = |- 0]. [29,
Notation amended. ]

Dechesne [44] similarly formulates the theorem as an expressivity result for pairs.
We develop this idea further by combining it with our distinct notions of incompat-
ibility, which are essentially properties of pairs (of classes of pointed models, in the
modal setting): a Burgess theorem, together with its converse, can be seen as establish-
ing that the logic in question is expressively complete for the class of pairs satisfying
the relevant pair property/incompatibility notion.® For instance, the results described
above imply that whereas D is expressively complete both for relevant pairs that are
L-incompatible as well as those that ground-incompatible, BSML is only complete for
ground-incompatible relevant pairs. We formulate a notion of expressive completeness
for pairs (bicompleteness) to succinctly describe these results.

Whereas the logics in the first part of the paper employ modal team semantics—
team semantics on Kripke models—in the second part of the paper, we consider logics
with dual-like negations interpreted using propositional team semantics. The simpler
propositional setting allows us to readily prove multiple Burgess/bicompleteness theo-
rems for multiple notions of incompatibility’, giving us a better handle on the notion
of bicompleteness as well as on the diverse behavior this type of negation can be in-
duced to exhibit. We show Burgess theorems for Hawke and Steinert-Threlkeld’s logic
HS [67] (which we treat here as a propositional logic despite its featuring a modal-
ity since it is interpreted on propositional teams); for the propositional fragments of
BSML, and BSML" (both introduced in [140]); and for propositional dependence
logic [139] with the dual negation, the propositional version of D. These theorems re-
quire the introduction of yet more pair properties/incompatibility notions. While our
proofs for the modal logics (as well as that for the propositional fragment of BSML)
are analogous to Burgess’8 (these results are essentially corollaries of interpolation for

T am grateful to Sgren Brinck Knudstorp for suggesting this idea to me.

"We will speak interchangeably of incompatibility notions and pair properties, but it should be noted
that many of the pair properties we identify do not correspond to any concept of ‘incompatibility’ as
ordinarily conceived.

8This is why we choose to first work in the more complicated modal setting.
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classical modal/propositional logic; Burgess’, similarly, is a corollary of interpolation
for FO), we employ different methods to prove the other propositional theorems: the
HS-result follows easily from the basic properties of the negation in HS, while the re-
sults for the propositional fragment of BSML and propositional dependence logic are
shown to follow from the expressive completeness theorems for these logics. We also
demonstrate, in the second part, what happens when the notion of bicompleteness is
applied to propositional logics which do not exhibit failure of determination (for in-
stance, classical propositional logic interpreted on teams), and provide an example of
maximal failure of determination by introducing a logic which is bicomplete for all
propositional pair properties.

While we distinguish the different pair properties/incompatibility notions for tech-
nical reasons, many of the notions we consider are also conceptually suggestive. In the
third part of the paper, we sketch some possible intuitive interpretations of some of the
notions.

We prove the BSML- and BSML" -theorems in Section 4.2 and the propositional
theorems in Section 4.3. We consider possible interpretations of the incompatibility
notions in Section 4.4. We conclude, in Section 4.5, with some discussion of the
results. In the remainder of this introduction, I comment briefly on how Burgess’
theorem has been interpreted.

4.1.3 Remarks on Burgess’ Theorem

Burgess himself intended his theorem to serve, in part, as a point against IF and Hin-
tikka’s philosophical ambitions. He writes:

In recent years Hintikka and co-workers have revived a variant version
of the logic of Henkin sentences under the label “independence-friendly”
logic, have restated many theorems about existential second-order sen-
tences for this “new” logic, and have made very large claims about the
philosophical importance of the theorems thus restated. In discussion, pro
and con, of such philosophical claims it has not been sufficiently empha-
sized that contrariety [dual negation], the only kind of “negation” avail-
able, fails to correspond to any operation on classes of models. For this
reason it seemed worthwhile to set down, in the form of the corollary
above, a clear statement of just how total the failure is. [29]

Accordingly, the result is occasionally cited as attesting that the behaviour of the nega-
tion is anomalous or problematic (as in [82]). A common gloss has it that Burgess
establishes or shows that the dual negation is “not a semantic operation”.

I do not intend to assess the merits of Burgess’ argument, or to argue for or against
the dual negation here. What I do hope to do is to point out why the common charac-
terization of the remark is potentially misleading in multiple ways.?

°It is also worth pointing out, in connection with the passage from Burgess concerning Hintikka
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My first qualm with the gloss is that it is not Burgess’ theorem that establishes the
“non-semantic” nature of the dual negation. The failure of the negation to correspond
to any operation on classes of models is an easily observable, simple fact (recall our
dependence logic example: - =(x,y) = L, but -— =(x,y) # -~ 1). The theorem is a
further fact, characterized by Burgess as concerning the degree of this failure. Indeed,
observe that in the passage above, the theorem functions as a kind of reductio of the
failure itself: the (implied) problem with the negation is its failure to correspond to any
operation on classes of models. The theorem merely serves to demonstrate the extreme
level of this failure, and this extremeness is, in turn, implied to constitute part of what
Burgess appears to view as the absurd consequences of adopting an operator that fails
to so correspond. The failure itself is independent of the theorem. The results in this
paper help to reinforce this point: we prove variants of Burgess’ theorem with respect
to multiple distinct pair properties/notions of incompatibility, which we may think of
as constituting a way of measuring the degree of failure of correspondence in that a
Burgess theorem with respect to a weaker notion of incompatibility corresponds to a
higher degree of failure (see Section 4.5)—we have, then, failure of determination in
multiple different logics, regardless of whether Burgess’ original theorem holds for that
logic (and also regardless of whether some variant of the theorem can be established),
with the Burgess theorems providing insight into the degree and nature of the failure
in each case.

Second, as essentially already pointed out by Hodges [78], and later by many others
[119, 44, 94, 58] (and as is already implicit in our discussion of bicompleteness), there
is a sense in which the dual negation is a semantic operation, which, while perhaps
trivial, should not be ignored. Indeed, Hodges’ [78] goal in developing team semantics
was to demonstrate that logics of imperfect information such as IF could be given a
semantics in which all connectives are semantic operations in the sense that replacing
a subformula occurrence with one with the same meaning does not change the meaning
of a formula. Instead of taking the meaning of ¢ to be | @|, let it be represented by the
pair (|@|,|-¢|). Then the meaning of - ¢ is determined by that of ¢ since to obtain
the former from the latter, one need only flip the elements of the pair: (|- ¢|,|¢|).

One could of course perform a similar trick with any other operator or connective
no matter its semantics, but there are potentially good reasons for insisting that, applied
to the negation, this move is not entirely ad hoc. For instance, on the view known both

and IF, that Hintikka did also consider an extension of IF with the Boolean/contradictory negation ~
(extended independence-friendly logic), and that he ultimately viewed each negation as indispensable
[75, 76]. Consider, for instance, the following passage [75, p. 154]:

...in any sufficiently rich language, there will be two different notions of negation present.
Or if you prefer a different formulation, our ordinary concept of negation is intrinsically
ambiguous. The reason is that one of the central things we certainly want to express in
our language is the contradictory negation. But ... a contradictory negation is not self-
sufficient. In order to have actual rules for dealing with negation, one must also have the
dual negation present, however implicitly.
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as rejectivism and as bilateralism (see, for instance, [104, 105, 115, 110]), the speech
act of rejection is not reducible to that of assertion—these notions should be treated as
being on par, with neither being conceptually reducible to the other. If one endorses
this view, it is natural to conceive of the pair (|@|",|¢|") as the full meaning of ¢,
where || denotes the models in which in ¢ is assertible, and ||@|~ those in which
it is rejectable. And if, as in BSML, one additionally associates rejectability with a
negation operator (cf. varieties of rejectivism with a specialized rejection operator
such as [115, 110]), one may equate (|@|",[@[~) with (|@[,|-¢|).1° Whether it is
possible to formulate a tenable form of rejectivism featuring the dual negation in this
way is beyond the scope of this paper; at any rate, given the clear similarity between
Hodges’ notion of meaning and that of the rejectivists, it seemed worthwhile to make
this connection explicit (rejectivism has not thus far, to my knowledge, been discussed
in the literature on the dual negation). It should also be noted that, as alluded to in
endnote 8, bilateral notions of meaning of this kind have been proposed for reasons
other than rejectivism.

4.2 Burgess Theorems for BSML and BSMLV

In this section, we list the required preliminaries concerning the logics BSML and
BSML" and team semantics (Section 4.2.1); reformulate Burgess’ theorem as an ex-
pressive completeness theorem for pairs satisfying a specific notion of incompatibility
(Section 4.2.2); distinguish between multiple notions of incompatibility and exam-
ine how they are related (Section 4.2.2); and show Burgess theorems for BSML and
BSML" using some of these incompatibility notions (Section 4.2.3).

4.2.1 Preliminaries

We first define the syntax and semantics of BSML and BSMLY (from [6, 7]); then
recall the definitions of standard team-semantic closure properties and list some results
relating these properties to our logics (from [7, 16]); and, finally, recall basic notions
and results from modal logic (see, e.g., [24, 56]), together with team-based analogues
(from [71, 7).

19The bilateral semantics of BSML and Hawke and Steinert-Threlkeld’s logic are not motivated by
rejectivism per se; the primary intended function of bilateralism in these logics is, rather, to allow these
logics to correctly capture and predict linguistic data. Aloni [6] makes a point in defence of failure of
replacement by drawing on these empirical considerations:

As we will see, however, this non-classical behavior is precisely what we need to explain
the effects of pragmatic enrichment in negative contexts. [...] when replacement under -
holds, the rejection conditions are derivable from the support conditions, and so without
failure of replacement bilateralism would not give different predictions from unilateral
systems and so it would be empirically unjustified.
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BSML is an extension of classical modal logic with the nonemptiness atom NE
(introduced in [121, 140]), which is true in a team just in case the team is nonempty.
BSML" is BSML extended with the global or inquisitive disjunction v, used in in-
quisitive logic [41, 38, 35] (see Sections 4.3.1 and 4.4.4) to model the meanings of
questions.

4.2.1. DEFINITION (Syntax of ML, BSML, and BSML"). Fixa (countably infinite) set
Prop of propositional variables. The set of formulas of bilateral state-based modal
logic BSML is generated by:

eu=p|L|-@|(ere)|(pve)| O@|NE

where p € Prop. Classical modal logic ML is the NE-free fragment of BSML. BSML"
is the extension of BSML with the binary connective V.

We use the first Greek letters o, 3 to refer exclusively to formulas of ML (also
called classical formulas). We write P(¢) for the set of propositional variables in ¢.

A Kripke model M = (W, R, V) over X € Prop is defined as usual, where in particular,
V:X > p(W). We call a subset s €W of W a (modal) feam on M. For any world w
in M, define, as usual, R[w]:={veW | wRv}. Similarly, for any team s on M, define

R[s]:=Upes R[W].

4.2.2. DEFINITION (Semantics of ML, BSML and BSML"). Foramodel M = (W,R,V)
over X, a team s on M, and formula ¢ with P(¢) € X, the notions of ¢ being supported
bylanti-supported by s in M, written M,s = @/M,s = ¢ (or simply s = @/s = @), are
defined recursively as follows:

M,sEp <~ forallwes:weV(p);

M,s=p i<= forallwes:w¢V(p);

M,sE L = 5=

M,s= 1 always the case;

M,s=NE = S+

M,s = NE = s5=0;

M,s=-¢@ = M,s40;

M,s=-¢ = M,s=0Q;

MseEory < M seE@andM,sEy;

M,s4@oAy <= thereexistt,us.t. s=tuuand M,t =4 ¢ and M,u = y;
M,sepovy :<= thereexistt,us.t. s=tuuand M,t= @ and M,ukE y;
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:

M,sdpovy M,s4@and M,s < y;

M, sepvy < M,se@orM,skEVy,

M;sdovy < M,;sd@andM,s=Vy;
M,sEOQ i< forall westhere existst CR[w]s.t. t #& and Mt = ¢;
M,s=2O@ i< forallwes: M ,R[w]= 0.

We also refer to support by s as truth in s for convenience, although we caution that
most interpretations of team logics rely on distinguishing the way in which a team
satisfies a formula (often called ‘support’) from the way in which an element of a team
satisfies one (often called ‘truth’; see Fact 4.2.4). We write ¢ £ y and say @ entails y
if for all M and all s on M, M,s = ¢ implies M,s = y. If both ¢ £ y and y = @, then
we write ¢ = ¥ and say that @ and y are equivalent. If both ¢ = v and - ¢ = -y, then
¢ and y are said to be bi-equivalent or strongly equivalent, written ¢ == .

We refer to the atom 1 as the weak contradiction. We also define the strong contra-
diction Il := L ANE, and T := - 1. The weak contradiction is true only in the empty team;
the strong contradiction in no team; T in all teams. Note that ex falso with respect to
1L holds for all formulas ¢: 1 & ¢; with respect to 1 it holds only for formulas y with
the empty team property (see below): L=y if M, = v for all M. We let V@& := 1;
\V@:=1;and 0@ := - - @. Observe that (Vv Y) = —@A-y==(QVVY); -— Q= @;
and - @ =0-¢. It follows from these equivalences that each formula is equivalent
to one in negation normal form.

4.2.3. DEFINITION (Closure properties). We say that a formula ¢

is downward closed, provided [M,s= @ andt Cs] = M,t E @;

is convex, provided [M,st= @; M,t £ @; andt Cucs] = M,uk @,

is union closed, provided [M,sE ¢ forall se S+ @] =— M,USE ¢;

has the empty team property, provided M, 2 = ¢ for all M;

is flat, provided M, s £ ¢ <= M {w}E ¢ forall wes.

It is easy to check that a formula is flat if and only if it is downwards closed and
union closed, and has the empty team property. One can show by induction that, in
the context of the connectives we have introduced, all \-free formulas (in particular,
all formulas of BSML) are union closed and convex, and that all NE-free formulas are
downward closed and have the empty team property (so that all formulas of ML are
flat). Formulas of BSML or BSMLY clearly need not be downward closed or have the
empty team property (consider p ANE); formulas of BSML" need not be union closed
or convex (consider (an ((pANE)VT))WV(bA((gANE)VT)). Another easy induction
shows:
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4.2.4. FACT (Conservativity of ML over standard semantics). For any o € ML:

M;sea <— M{wleaforallwes <= Mweoforallwes,

where E on the right is the standard single-world truth relation for ML. This implies
that for o, B € ML: o = B in the team-semantics sense iff & £ 8 in the usual single-
world-semantics sense; we may therefore use the symbol ‘=’ to refer interchangeably
to either type of entailment when discussing ML-formulas.

We write x[&] to refer to a specific occurrence of the subformula & in y, and
x[w/&] for the result of replacing this occurrence of & in x with ¢@. Our Burgess
theorems will build on the fact that preservation of equivalence under replacement fails
in negative contexts: if [ p] is within the scope of an odd number of - in ), ¢ = ¥ need
notimply x[¢/p] = x[v/p]. Forinstance, | =-NEbut -1 =T #NE=--NE, and ~(¢QV
v)==(pvy)but -~(@vy)=ovyzevy=--(@vy). Bi-equivalence, on the
other hand, is preserved under replacement: if @ =* y, then x[@/p] =* x[v/p]. (This
implies that if we take meanings to be represented by pairs [@[* = (|||, |- ¢@|)—see
below for the definition of this notation—the semantics is compositional in Hodges’
sense. See Section 4.1.3.) And, crucially, replacement does hold in non-negated and
other positive contexts:

4.2.5. FACT (Replacement in positive contexts). If x[p] is in the scope of an even num-
ber of - in x, then @ = y implies x[¢/p] = x[v/p].

We officially reserve the term dual negation to refer to any negation operator that
engenders failure of preservation of equivalence under replacement in negated contexts
(as noted above, in BSML and BSML" this failure occurs only in negative negated
contexts—contexts in the scope of odd number of negations). However, for simplic-
ity, we also occasionally use this term to refer to any negation operator with bilateral
semantics (such as the negation of ML as defined above).

A pointed model over X is a pair (M,w) where M is a model over X and w e W.
We define k-bisimilarity (for k € N) between pointed models with respect to a set of
propositional variables X in the usual way:

- M,w \——%(M,wu:» for all p e X we have M,w = p ifft M’ w' = p.

- M,w ‘——*;{(H M w:<— M,w=¢gM' w and

— [forth] for all v € R[w] there is a v/ € R’[w'] such that M,v =, M’ V',
— [back] for all v/ € R’[w'] there is a v € R[w] such that M, v = M' V',

and we write M,w =3 M’,w’ (or simply w =K w') if (M, w) and (M’,w") are k-bisimilar
with respect to X. The modal depth md(¢) of a formula ¢ is defined as usual; note
that we put md(NE) := 0 and md (@ y) := max{md(¢@),md(y)}. We say that (M,w)
and (M,w') are X, k-equivalent, written M,w E;{( M',w' (or simply w =, w'), if for all



102 Chapter 4. Further Remarks on the Dual Negation in Team Logics

o(X) e ML with md(@) <k: M,wE a <= M',w' = a. We define the k-th Hintikka
formula or characteristic formula x;fll; € ML (or simply xX) of (M,w) as follows:

%ﬁ?u = NplpeXweV(p)iaNl=plpeX,wéV(p)};
X! = xenr A oxnn Vo
veR[w] veR[w]

‘We then have that:

4.2.6. THEOREM. (See, for instance, [24, 56]. )
w=w — w=w —  weyxt = k=t

Similarly, a pointed (team) model over X is a pair (M, s) where M is a model over X
and s is a team on M. For a given ke N, (M,s) and (M, s") are X, k-equivalent in a logic
L, written M,s =X M, s', if for all (X) € L with md (@) <k:M,st= @ < M',s' = .
It can be shown that s = s’ in BSML iff s = s’ in BSMLY, so we use s =X s’ to refer
to equivalence in either of these two logics. We say that (M,s) and (M',s") are (team)
k-bisimilar with respect to X, and write M,s :2( M’ s’ (or simply s = s’) if for each
w € s there is some w’ € s’ such that w = w’; and for each w’ € s’ there is some w € s
such that w = w’. We define the (weak) k-th Hintikka formula )(;,(,SS (or simply xX) of

(M,s) by x;;]; = Vyes XK. We have:
4.2.7. THEOREM. [71, 7]
[s=xs << s=5'] and [s'=xf < s =ptforsomercs).

A (world) property (over X) is a class of pointed models over X. Each formula
o € ML expresses a property [o]x (or simply [e]) over any X 2 P( o), where

[o]x == {(M,w) over X |M,wE o}

A (team) property (over X) is a class of pointed team models over X. Each formula ¢
expresses a property |@|x (or simply | ¢||) over any X 2 P(¢@), where

lo|x:={(M,s) over X|M,s = ¢}.
The ground team of a team property P, denoted [JP, is the world property
P :={(M,w)|3(M,s) e P:wes},

and the ground team of a formula ¢ (over X), denoted |@|x, is defined by |@|x :=J @],
so that

|@lx = {(M,w) [I(M,s) € [@[x:wes].
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(Note that |JP is essentially a team modulo bisimulation!!, whence the name.)!? Ob-
serve that for classical «, [a] = |a|.

We say that a logic L is expressively complete for a class of (team) properties P,
written |L| =P, if for each finite X, the class Px of properties over X in IP is precisely
the class of properties over X expressible by formulas of L, that is, if

ILlx =Px, where L]y = {|@lx | pcL}.

The definition of closure properties (4.2.3) is extended to team properties in the obvious
way; for instance, a property P is union closed justin case [(M,s) € P for all s€ S + &]
implies (M,UUS) € P. We additionally say that P is invariant under X, k-bisimulation
(keN) if [(M,s) e P and M,s = M',s'] implies (M',s") € P, and that P over X is
invariant under bounded bisimulation if ‘P is invariant under X, k-bisimulation for some
keN.

4.2.8. THEOREM (Expressive completeness of BSML and BSML"). [16, 7]

yP is bisimilar to the pointed model (W{M' | (M',w') e P}, {w' | (M',w") € JP}), where ¥
denotes disjoint union, in the sense that for each (M, w) € P there is a w’ € {w' | (M’,w") € LJP} such
that (M, w) is bisimilar to (W{M" | (M',w") e JP},w’), and vice versa.

12While the other notions in Section 4.2.1 are from the literature, the term ground team’ is introduced
in this paper. The notion itself is, however, essentially identical or very similar to a number of other
notions in the literature. In this endnote we list some of these notions to stave off confusion, to help the
reader make connections, and also to highlight the fact that ground teams (and hence potentially also the
incompatibility notions making use of ground teams—see Sections 4.2.2 and 4.3) can (at least in some
settings) be given meaningful, interesting interpretations. (We will discuss some possible interpretations
of ground teams and the incompatibility notions in more detail in Section 4.4.)

Hodges [78] defines (a first-order analogue) of the following notion: the flattening operator | is such
that || @ = {(M,t) | Vwer:3I(M,s) € |@]| : wes}. In other words, the flattening | ¢ of ¢ expresses
the property consisting of teams consisting of elements of ||, the ground team of ¢. This is essentially
the power set of the ground team—it is the flat team property corresponding to the world property |@|.
Hodges’ flattening is similar to but distinct from Vininen’s [119] flattening ¢/ of ¢ (see Sections 4.3.3
and 4.3.4)—¢/ is, roughly, ¢ with each nonclassical subformula y replaced with a classical subformula
o such that v = o and |y] = |¢t].

In inquisitive semantics/logic (see [41, 42, 38, 35], as well as Sections 4.3.1 and 4.4.4; we consider
here only the propositional setting for simplicity), the union [JP of a property P is referred to and
represents the informative content of the (inquisitive) proposition represented by P (in the propositional
setting—see Section 4.3—we define (JP := UP, so UP is the same notion as the ground team of
P). Similarly, the informative content of ¢ is U | ¢|. There is an operator on propositions ! such that
P =p(UP) and a corresponding connective ! such that ||!@| =p(U||¢|), and hence !¢ is equivalent to
the Hodges’ flattening | ¢ of ¢. Applied to P/¢, the operator/connective yields a proposition/formula
that has the same informative content as P/, but with no inquisitive content. The set of worlds w such
that {w} = ¢ is referred to as the fruth-set of ¢ (as in BSML, the fundamental semantic notion, defined
with respect to teams, is support; truth is defined as support with respect to singleton teams). Due to
the downward closure of inquisitive logic, the truth-set of ¢ is equal to its ground team/informative
content. The truth-set/informative content of ¢ can also represent the information that ¢ presupposes,
if @ expresses a question. Inquisitive logic also features a notion analogous to Viininen’s flattening of
@; this is called the classical variant of ¢.
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(i) BSML is expressively complete for the class {P | P is convex, union closed, and
invariant under bounded bisimulation}.

(ii) BSMLY is expressively complete for the class {P | P is invariant under bounded
bisimulation}.

4.2.2 Bicompleteness and Incompatibility

In this section, we reformulate Burgess’ theorem as an expressive completeness result
for pairs satisfying a specific notion of incompatibility, or pair property. We then dis-
tinguish between multiple different notions of incompatibility, examine how they are
related, and show that some of them are not sufficiently strong to yield Burgess the-
orems for BSML and BSML" due to the failure of downward closure and the empty
team property in these logics.

Burgess [29] formulates his result as follows: if two sentences ¢ and y are in-
compatible in that they share no models, then there is a sentence 0 such that ¢ = 0
and v = - 0. Kontinen and Vidninen [94] (working in D and IF, whose formulas are
downward closed and have the empty team property), make use of an equivalent no-
tion of incompatibility, generalized to make it applicable to arbitrary formulas (that
may contain free variables): the formulas ¢ and y are incompatible if, for any given
model and (first-order) team on that model, if ¢ and y are both true in the team, the
team must be empty.!3 Let us say that two formulas which are incompatible in this
way are L-incompatible. In our modal setting:

4.2.9. DEFINITION (1-incompatibility). ¢y and ¢, are L-incompatible (1-1) if [s E ¢
and s = ¢ | implies s = & (equivalently, if @y, @) = 1).

Table 4.1 lists all the pair properties/incompatibility notions we consider in this paper,
formulated for the simpler propositional setting (see Section 4.3). Figure 4.2 displays
some of the implications between the incompatibility notions.

We noted in Section 4.1 that a sentence (of D or IF) and its dual negation share no
models. The analogous result also holds for arbitrary formulas: any formula ¢ and its
dual negation - @ are L-incompatible: @,-~¢ E L. Observe that this fact immediately
yields the converse of Kontinen and Viinédnen’s Burgess theorem: for any formulas ¢
and vy, if there is a formula 6 such that ¢ = 6 and y = -0, then since 6 and -0 are
L-incompatible, ¢ and y must also be 1-incompatible.

We may view a Burgess theorem, together with its converse, as a type of expressive
completeness result. In our modal setting, we let |@ || (or simply |@]x) denote the
pair (|@|x,|-@[x)- A pair property & over X is a class of pairs of team properties
(P,Q), where P and Q are over X. We say that a logic L is bicomplete for a pair

BFor sentences, Kontinen and Viinédnen’s notion is equivalent to Burgess’. This follows from the
fact that a sentence, in first-order team semantics, is defined to be true in a model just in case it is true in
all first-order teams on the model, and this is equivalent to it being true in some nonempty team on the
model.
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Pair property ‘ Definition(s) Bicomplete logics
L-incompatible (1-1) e[sE@andsE@ | = s=0 D, IF
® P, 1 =1L

e NE-incompatible or ll-incompatible

Ground-incompatible (G-I) | o [s=E@yandtE= @] = snt=0@ D, IF, BSML,

o |po|n o] =2 BSMLY, PL(NE, V)
ll-incompatible (1L-I) ® ¢y and @; never jointly true

®Qo, P F L

e ol o] =2= ]
NE-incompatible (NE-I) e[sE@andsE Q] < s=0 D, IF

® Qo, P1 F L and ®o, P1 ¥ L
* [@ol i = {2} =]L]

World-incompatible (W-I) | e {w}E @y < {w} & ¢ PL(=(-)), PL

Team-incompatible (T-I) eSEQ <> SHQ_; PL(~) (w.r.t. ~)
o @i =Tl ~llgi-i]

Flat-incompatible (F-I) e world-incompatible and ¢y, ¢; flat | PL

o @i =TI~ [@1-i])
o |oi| ={s|tF @ = snt=0}
o |oi| =U{P < |T]|P,ll@1-i| G-T}

¢ down-set incompatibility | e sk @ — IngB (w.r.t. —),
(D-1) of ¢y [[f=@oandtCs] = 1 =] PL

Down-set incompatibilities | e ¢; D-I1 of ¢ or ¢y D-I of ¢, HS, PL

(on either side) (E-D-I)

Ground-complementary o || =|T|N|@1-] PL(=(-)), PL
(G-CO)

Ground-complementary o @] =|T|N|@ii]or o= 1 or ¢ =1 | PL(NE), PL(=(-)),
modulo 1l (G-C mod 1) PL

All pairs PL(NE*, V)

Table 4.1: Pair properties/incompatibility notions, formulated for the propositional set-
ting. Each bulleted (o) item is a definition for the relevant notion; all definitions for a
given notion are equivalent.

property & (with respect to ), written ||L||*" = & (or simply |L|* = £2), if for all
finite X € Prop,

IL
)i(ﬁ | eL} and Px :={(P,Q) € Z|P,Q over X},

)i(’ﬂ = Px, where

ILIx "= {(l¢

and we say it is bicomplete modulo expressive power (or simply bicomplete, writ-
ten in monospace font) for & (with respect to —) if it is bicomplete for & := & n
{(lol,lw]) | ¢,y e L} (with respect to —). A Burgess theorem for an incompatibil-
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NE-I
ET " DC /v
F-1 = DI E-DI- - G-C~_ G-Cmod L —— G151
\\‘\\\\ \DL ]\
UC&ET\\\\\*~;‘ v
A | T-I —— 1u-1

Figure 4.2: Some implications among the incompatibility notions. Black arrows in-
dicate implications which always hold. Dashed arrows in other colors indicate impli-
cations conditional on closure properties (e.g., DC = downward closure, ET = empty
team property, etc.). Implications which trivialize the notions have been omitted; for
instance, in a setting with the empty team property, no pair can be team-incompatible,
so team-incompatibility with the empty team property implies all other notions. Ob-
serve also that if a pair ¢p, ¢ is NE-incompatible, then both formulas have the empty
team property. Similarly flat-incompatibility forces the flatness of both ¢y and ¢,
while D-I forces the downward closure and the empty team property of ¢;. Each of
team-incompatibility and I -incompatibility is inconsistent with both formulas having
the empty team property.

ity notion (pair property) & yields an inclusion (abusing our notation) 7, ¢ |L|*,
and its converse yields the converse inclusion | L||* € &7;; together, then, they consti-
tute a bicompleteness theorem. Say that L; and L, are (expressively) bi-equivalent
or strongly equivalent (with respect to — and —) if [Ly [ ™" = | Lz ™ for all finite
X ¢ Prop.

We extend the definition of L-incompatibility to pairs of properties in the obvious
way: P and Q are l-incompatible if (M,s) € Pn Q implies s = @. The first-order
analogues of these notions (formulated for all formulas rather than only sentences)
give us the following reformulation of Kontinen and Viinénen’s result:

4.2.10. THEOREM (Bicompleteness of D and IF). [94] Each of the logics D and IF is
bicompletefor L-incompatible pairs.

Let us now consider the logics BSML and BSMLY . While it does hold, in these
logics, that a formula and its dual negation are L-incompatible, L-incompatibility does
not yield a Burgess theorem or bicompleteness theorem for either of these logics. To
show why, we make use of the following proposition:

4.2.11. PROPOSITION. IfsE @ andt=-Q, then snt = .

Proof:
By induction on the complexity of ¢, which we may assume to be in negation normal
form. We only show some cases; for the rest, see [12, Proposition 3.3.9].
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If o=yvy, we have s =5 Us, where 51 = v and s; E X, and ¢ 5 y Vv ), whence
t =y andt 4 ), and therefore t = -y and ¢ = - ¥. By the induction hypothesis, s; Nt =
syNt =@, sothatalso snt=(s;usy)nt=(syNt)u(synt) =a.

If ¢ = Oy, assume for contradiction that snt # @. Let wesnt. By s &0,
there is a nonempty ¢ € R[w] such that t = y. By t = -y, we have 1 = Oy whence
R[w] =2 y so that also R[w] & -~ y. But then by the induction hypothesis, t =t NR[w] = &,
contradicting the fact that ¢ is nonempty. O

Now let ¢ := p and y:= ((pANE) V(= pANE)). Then ¢,y = ILE 1, so ¢ and y are
L-incompatible. A Burgess theorem employing 1-incompatibility would then produce
a 6 such that ¢ = 0 and y = - 0. But consider the teams {w,} and {wp,w_,} (wWhere
wp E p,etc.). We have {w,} £ @,s0 {w,} = 0;and {wy,w_,} £y, s0{w,w_,} E-0.
Therefore, by Proposition 4.2.11, {w,} n{w,,w_,} = {w,} = @, a contradiction.

Drawing on Proposition 4.2.11, we can define an incompatibility notion more ap-
propriate for BSML and BSMLY" :

4.2.12. DEFINITION (Ground-incompatibility). ¢q and ¢; are ground-incompatible (G-
I)if [s E @ and ¢ E @] implies snt = & (equivalently, if |@o|x N |@1|x = @ =|1|x for any
X2P (o) UP(1)).

We will show in Section 4.2.3 that ground-incompatibility does yield Burgess the-
orems for BSML and BSMLY . It is easy to see that ground-incompatibility is strictly
stronger than L-incompatibility:

4.2.13. FACT. If ¢ and y are ground-incompatible, then they are L-incompatible, and
the converse implication does not hold in general.

Proof:
Given ground-incompatible ¢ and y, if there is some s such that s = ¢ and s = y, this
implies s = @ whence @,y = 1. Otherwise, if there is no such s, then @,y = Il = 1.
Either way, ¢,y = L.

We have already seen that the converse does not hold (in the example directly below
Proposition 4.2.11). O

The analogous fact clearly also holds in the first-order setting. This means that the
Burgess theorems for D and IF also hold with respect to ground-incompatibility. In
general, if a Burgess theorem holds with respect to a given incompatibility notion—a
given pair property—it also holds with respect to all stronger notions: if &) € &,
then P, ¢ |L|* implies Z;; c |L|*. In a downward-closed setting (such as that of D
and IF), ground-incompatibility is in fact equivalent to 1-incompatibility:

4.2.14. FACT. For downward-closed ¢ and y: ¢ and y are ground-incompatible iff
they are L-incompatible.
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Proof:
Given downward-closed and 1-incompatible ¢ and v, if s = ¢ and ¢ = y, then by
downward closure, snt = @ Ay, whence snt = @. O

This, in turn, means that the converses of the Burgess theorems for D and IF
also hold with respect to ground-incompatibility, and hence that D and IF are also
bicomplete for ground-incompatible pairs. In general we clearly have that if the con-
verse of a Burgess theorem holds with respect to a given notion, it also holds with
respect to all weaker notions: if 22| € &, then |L|* ¢ 2, implies |L|* ¢ 2.

So l-incompatibility and ground-incompatibility are equivalent in a downward-
closed setting, but come apart when downward closure fails. Are there any natural
interpretations of 1-/ground-incompatibility that would also yield some intuitive un-
derstanding of this fact? In Section 4.4, we provide rough sketches of some possible
sets of interpretations. It will be helpful, for the discussion in Section 4.4, to further
dissect L-incompatibility into two more natural notions of incompatibility; this we do
now.

4.2.15. DEFINITION (ll-incompatibility and NE-incompatibility).

(1) @o and @ are l-incompatible (1-1) if there is no team (including the empty
team) that makes both ¢y and ¢; true (equivalently, if @y, @ E 1L; equivalently, if

[Pollx [@1x =2 = [[1t]lx for any X2 P(go) uP(¢1)).

(ii) Incompatible in non-empty teams or NE-incompatible (NE-I) if [[s £ ¢g and s E
¢1] if and only if s = @] (equivalently, if @g, @; = L and ¢@p, @; ¥ 1L; equivalently,

if [@ollx [ @1lx = [ L]x for any X2 P(go) uP(o1)).

Clearly ¢ and y are L-incompatible if and only if they are Il -incompatible or they are
NE-incompatible, and they are NE-incompatible if and only if they are 1-incompatible
and each of them has the empty team property. Therefore, in a setting with both down-
ward closure and the empty team property such as that of D/IF, ground-incompatibility,
L-incompatibility and NE-incompatibility are all equivalent (and so D and IF are also
bicomplete for NE-incompatible pairs). We further have:

4.2.16. FACT. For convex ¢ and v, if ¢ and y are NE-incompatible, then they are
ground-incompatible. NE-incompatibility does not imply ground-incompatibility in
general.

Proof:

If @ and y are NE-incompatible, then each has the empty team property. The empty
team property together with convexity implies downward closure, so the first claim
now follows by Fact 4.2.14. For the second claim, consider the formulas - pWV ((p A
NE)V (=pANE)) and p. o
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In particular, NE-incompatibility implies ground-incompatibility in BSML. The
Burgess theorem with respect to ground-incompatibility in Section 4.2.3 will, there-
fore, also imply a Burgess theorem with respect to NE-incompatibility for BSML. The
converse of this theorem clearly does not hold, since, for instance, for ¢ := NE, ¢ and
- @ are not NE-incompatible.

4.2.3 The Theorems

In this section, we prove the Burgess- and bicompleteness theorems for BSML and
BSML".

Burgess’ original result is essentially a corollary of Craig’s interpolation for clas-
sical first-order logic. Similarly, our results follow from interpolation for classical
modal logic ML (that is, interpolation for the smallest normal modal logic K—as with
the other logics in this paper, we use ‘ML’ to refer both to the language as well as the
logic consisting of all ML-formulas which are valid in all Kripke frames). This allows
us to prove the following variant of interpolation for ground-incompatible formulas
(c.f. the similar results for IF [75, pp. 59-60] and D [119, Theorem 6.7]; and note that
restricted to ML-formulas, the following is equivalent to interpolation for ML/K).

4.2.17. THEOREM (Separation theorem). If ¢ and W are ground-incompatible, then
there is a classical formula 'y € ML such that P(y) cP(@)nP(y), ¢ =7, and y = -.

Proof:
Take o := \/ueH(p”P(q)) XMP((p),md((p)‘ We show that @ = o. If there are no (M,t) such that

Mt = @, we have oc = 1 and ¢ = Il £ 1. Otherwise let M.t = @, where (M,t) is over
X2P(¢@). This implies M’ t £ @, where M is the restriction of M to P(¢), i.e., (M’ t) €

|@lp(p)- Clearly M.t ="400) ppr t so Mt xPE‘f)”"‘“‘P) by Theorem 4.2.7. Then by

P(9)
the empty team property of ML, M,z = a. Similarly, for f3 := \E x,f ("’)md(w, we

have y = f3.
We now show that o and 8 are ground-incompatible, so let M,s = o and M,t E 3,

where M is over X 2 P(¢)uP(y), and assume for contradiction that w € sn¢. This

implies that there are (Mg,ug) € [@[p(y) and wy € up such that w = X5(§¢),md(¢);

and (My,uy) € |y|p(,) and wy € uy such that w = xvf,)u(,"/)’md("/). By Theorem 4.2.6,

P(¢)
md (@)
taking (Mg, ue) and assigning arbitrary valuations for all p € X\ P(¢), and similarly

for (My,,uy,). Let M’ be the disjoint union M w Mg w My, and let ug := (ugp ~ {wp})u
{w} and uyy, = (uy, ~ {wy }) u{w}. Clearly M’ uj, ‘——*’:E;?;) Mgp,up and M, uy, :515112113/)
My, uy, whence ugp = @ and uy, = W by Theorem 4.2.7. But we have w € ug N uy,
contradicting the assumption that ¢ and y are ground-incompatible.

We have shown |at|x n|B|x = @; therefore also [a]x n[B]x = &, and so we have
o = - . By interpolation for ML, there is an ML-formula ¥ such that @ = yE= -3 and

w= we and w \——*51381) wy. Let (Mg,ug) be a pointed model over X defined by



110 Chapter 4. Further Remarks on the Dual Negation in Team Logics

P(y)=P(a)nP(B)=P(¢)nP(y). Thenalso p = yand Wy E B =Y. |

The modal complications in the proof above might distract from the structure of
the argument. In the analogous proof for the propositional setting (see Section 4.3 for
details on this setting), to show |a[x N |B|x = @, one simply notes that [@|p(¢) = |&[p(q)
and [Ylp(y) = |Blp(y), which implies |@|x = |alx and |y|x = |B[x, whence |ot|x N[B]|x =
@. (In the modal case, we have [@|p (o) € |Q|p(¢), but |@|p(p) 2[0t|p(y) might only hold
modulo bisimulation.)

We require one more simple lemma.

4.2.18. LEMMA. For any formula @, there is a formula ¢’ such that ¢' = @, and -~ ¢’
has the empty team property.

Proof:
Define ¢’ by putting ¢ in negation normal form and then replacing each occurrence of
- NE with 1. An easy induction shows that ¢’ is as required. O

We can now prove the Burgess theorems for BSML and BSML" . We give one ver-
sion of the proof which is completely analogous to Burgess’ and which works for both
logics, and then provide an alternative proof for BSML" . The alternative proof does
not make essential use of modal operators, and it is easy to see that its propositional
analogue establishes the analogous result for the propositional fragment of BSML .
The propositional analogue of this result does not hold for the propositional fragment
of BSML; see Section 4.3.3. We show both the Burgess theorems as well as their
converses.

4.2.19. THEOREM (Burgess theorems for BSML and BSML). In both of the logics
BSML and BSMLY, the following are equivalent:

(i) @ and y are ground-incompatible.

(ii) There is a formula 6 such that ¢ =60 and y=-0 (and P(0) =P(@)uP(y)).

Proof:

(i) = (i) by Proposition 4.2.11. (i) = (ii): Let 6p:= (1 v 1) so that Oy = 1L =
Land -6p=0-(Uv-1)=0(-1Al) =01 = 1. By Lemma 4.2.18, let ¢’ be such that
¢ = @' and - ¢’ has the empty team property, and similarly for y’. Let ¢y := ¢’ v 6y and
Yo=Y’ v O sothat ¢y = @ and - @y = L (clearly - g = - @' A= 6 E L, and by the empty
team property of — @', we also have 1 E - @’ A-60p), and similarly for yy. By Theorem
4.2.17, let ¥ € ML be such that ¢y = ¥ and yp = - 7. Finally, let 6 := (¢g A Y) vV~ .
Then:

0
-0

(PorY) V-1 = @yvi
=((@oAY) V=) (=@oVv-7) AW

9;
(Lv-V)Aw = .
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Alternatively, for @,y ¢ BSML", by Theorem 4.2.17 we can let y be such that ¢ =y
and yE-7. Let ¢, :=-¢Vv 1l and vy, :==-yV I so that ¢, = 1l and =@, = ¢, and
similarly for y, . Finally, let 6 := =( @y v =(yy Vv 7)). Then:

=@y A (YLvY)
OV (=YiLA-Y)

onY
YAy

6 (v -(yyLvy))
-0 = —=(@v-(yivy))

;
V. O

Burgess’ proof (as well as those of Dechesne, Kontinen and Véinédnen, and Mann)
likewise makes use of a formula 6y such that 6y = 1 = - 6p; let us briefly discuss the sen-
tence used by Burgess (originally due to Viinénen) to allow for easy comparison with
our 6). Formulated in IF, this sentence is 6 := Vx(3Jy/Vx)(x=y). This is equivalent to
the X1-sentence 3fVx(x = f(x)), and its dual negation is equivalent to the FO-sentence
IxVy(x #y). Clearly, then, 6y is true in a model just in case the domain of the model
has less than two elements; and - 6y is never true. Therefore, ignoring empty models
and models of size one, we have 6y = 1L = - 6.

We extend the definition of ground-incompatibility to pairs of properties in the
obvious way: P and Q are ground-incompatible if |JPn () Q = @. By Theorems 4.2.8
and 4.2.19,

4.2.20. COROLLARY (Bicompleteness of BSML and BSMLY).

(i) BSML is bicomplete for {(P,Q) | P, Q are convex, union closed, and invariant
under bounded bisimulation; P, Q are ground-incompatible}.

(ii) BSMLY is bicomplete for {(P,Q) | P, Q are invariant under bounded bisimula-
tion; P, Q are ground-incompatible}.

(iii) Each of BSML and BSMLY is bicomplete for ground-incompatible pairs.

Note that a Burgess theorem can be viewed as a kind of strengthening of the rel-
evant Separation theorem (4.2.17): given ground-incompatible ¢ and y, there is a
0 such that not only @ £ 0 and W = -0, but also 8 = ¢ and -0 = y.!4 However,
to get also these converse entailments, one must go from P(8) < P(¢)nP(y) to

P(0) =P(@)uP(y).

4.3 Burgess Theorems for Propositional Team Logics

In this section, we prove Burgess/bicompleteness theorems for Hawke and Steinert-
Threlkeld’s semantic expressivist logic for epistemic modals HS (Section 4.3.2); for
PL(NE) and PL(NE,\ ), the propositional fragments of BSML and BSMLY, respec-
tively (Section 4.3.3); as well as for propositional dependence logic PL(=(-)) (Section
4.3.4). We also comment (Section 4.3.1) on the bicompleteness of team logics with

14T am grateful to Maria Aloni for pointing this out to me.
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negations that do not exhibit failure of replacement: team-based classical propositional
logic PL, propositional inquisitive logic InqB, and the extension PL(~) of PL with the
Boolean negation ~ (also known as propositional team logic—see endnote 5), and give
an example (in Section 4.3.3) of a logic bicomplete for all pairs.

4.3.1 Bicompleteness Without Failure of Replacement

The notion of bicompleteness can also be applied to logics in which replacement of
equivalents under negation does not fail. We briefly consider three such logics by way
of illustration.

4.3.1. DEFINITION (Syntax of PL, PL(~), and IngB). The set of formulas of classical
propositional logic PL is generated by:

oax=plL|-a|(ara)|(ava)

where p € Prop, and Prop is a countable set of propositional variables, as before.
The set of formulas of propositional logic with the Boolean negation PL(~) is
generated by:

pu=p|L|~al(or)|(pve)|~e

where p € Prop and o € PL.
The set of formulas of propositional inquisitive logic IngB is generated by:

eu=plL](@r)| (¢~ 0)|(pVe)
where p € Prop.

We use o, 3 to refer exclusively to formulas of PL as well as the \-free fragment
of IngB (classical formulas). In IngB, let ;¢ := ¢ — 1 and \\/@ := 1. As before, let
i==lorT:=—;T,and V& := L.

A (propositional) team is a set of valuations s ¢ 2X, where X ¢ Prop. We formu-
late the semantics of PL and PL(~) in terms of support/anti-support conditions as in
BSML. The conditions for the atoms and connectives of PL are the obvious proposi-
tional analogues of their modal support/anti-support conditions. The support condition
for the Boolean negation is given by

SE~N Q< SHE Q.

The Boolean negation is not permitted to occur in the scope of the dual negation, so
it does not have anti-support conditions.!>. We only formulate support conditions for
IngB; the support conditions for —, the intuitionistic implication, are as follows:

SEQo Y= ViCs:[tEQ = tEVY].

150ne could of course formulate anti-support conditions for ~ (i.e., truth/support conditions for - ~ @),
but it is not clear what they should be. The anti-support conditions for the connectives in BSML are
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The resulting support conditions for —;, the intuitionistic negation, are:
SE-iQ <= ViCs: [t = t=0].

We define the propositional analogues of the team semantic closure properties,
team properties, expressive completeness, and the notations [a]x, |@|x. |@|x, etc.
in the obvious way. Note that now WP =UP. We let @[ = (|@]x,|-¢]x).

+,7

lolx™ = olx.l~elx), and [@[x ™ = (l@lx. |- @lx)-
As with ML, PL-formulas are flat, and the analogue of Fact 4.2.4 holds for these

formulas. PL is indeed, therefore, simply classical propositional logic with team se-
mantics, and the negation - is the classical negation with respect to worlds. PL(~) ad-
ditionally incorporates the Boolean negation, which is essentially the classical negation
with respect to teams. InqB features a negation —; defined in terms of the intuitionistic
implication —. Note that, unlike with all other negations considered in this paper, dou-
ble negation elimination is not valid for —; (as, for instance, -;—;(pWV¢q) = pvq¥ p\Vg).
The \W-free fragment of IngB is an alternative way of formulating team-based classical
propositional logic; one can show that this fragment is flat and that an analogue of 4.2.4
holds. Formulas IngB are downward closed and have the empty team property.

The usual formulations of PL and PL(~) (as well as those of the logics in Sections
4.3.3 and 4.3.4) in the literature do not include the dual negation; instead, these for-
mulations feature what we can call the restricted classical negation —.. This negation
may only precede classical formulas, and its semantics are given by:

SE -0 Ywes: {w} ¥ a.

One can show that for all classical o (where o may also include —,—;,—.): ~a=—; 00 =
—-c . These formulations are therefore expressively equivalent in the usual sense (of
being able to express the same properties) to the present formulations; let us express
this by writing, for instance, |PL_ | = |PL_.||. Since, in PL and PL(~), the dual negation
only appears in front of classical formulas, the —.-formulations of these logics are also
bi-equivalent to the present ones (with respect to both —, - as well as ~,~): [PL_|*" =
[PL =7 [PL(~)- ™" = |PL(~)- "™ and [PL(~)-[*" = [PL(~)-[*". This sec-
ond fact does not, however, hold for the logics we introduce in Sections 4.3.3 and
4.3.4—in these logics, the dual negation may occur in front of non-classical formu-
las, so the dual-negation formulations allow one to capture more pairs than the —.-
formulations. So for instance, for the propositional fragment of BSML, which we

motivated by empirical considerations, whereas those in all other logics we consider ultimately derive
from the game-theoretic semantics for IF and D. In these semantics, the dual negation corresponds to
an in-game move in which the players switch their verifier/falsifier roles. On the other hand, in the
extensions of IF and D with ~, ~ @ is true just in case the verifier does not have a winning strategy for
¢. The Boolean negation is evaluated from outside the game, so there is no way to interpret — ~ ¢ in
these semantics. For more discussion, see [75, 119]. See also [20], where the extension of D with ~ is
provided with game-theoretic semantics in an indirect way, and Section 4.3.2, featuring the logic HS,
which has a bilateral negation and in which ~ ¢ is uniformly definable (using the HS-definition of ~ ¢
from Section 4.3.2, we get s =~ @ <= Vi Cs:t = Q)
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denote by PL(NE), while we do have |PL(NE)_| = |[PL(NE)__|., it is not the case that
IPL(NE)_|*" = |[PL(NE)_,| " ™. We prove Burgess theorems for the dual-negation
formulations; no such theorems hold for the —.-formulations (we will clarify below
what we mean by ‘Burgess theorems’ in this context).

Returning to the properties of the logics PL, PL(~) and IngB, it can be shown:

4.3.2. THEOREM (Expressive completeness of PL, InqB, and PL(~)). [41, 140]
(i) PL is expressively complete for {P | P is flat}.

(ii) IngB is expressively complete for {P | P is downward closed and has the empty
team property}.

(iii) PL(~) is expressively complete for the class of all team properties.

We introduce the following natural incompatibility notions corresponding to the
two types of classical negation - and ~:

4.3.3. DEFINITION (World-incompatibility and Team-incompatibility).
(i) @o and @, are world-incompatible (W-I) if {w} £ @y <= {w} # ¢;.

(1) @ and @ are team-incompatible (T-1) if s E ¢y <= s ¥ @; (equivalently, if
[@ollx = ITlx [ @1lx for all X2 P(@y) UP(¢1)).

Observe that, e.g., p and - p are world-incompatible but not team-incompatible
(since @ E pA-p), whereas p and ~ p are both team-incompatible as well as world-
incompatible. These notions yield bicompleteness theorems for PL and PL(~), respec-
tively, but we also introduce a stronger notion for PL; this will allow us to differentiate
between the pairs expressible (modulo expressive power) in PL from those expressible
in propositional dependence logic (Section 4.3.4).

4.3.4. DEFINITION (Flat-incompatibility). ¢gand ¢; are flat-incompatible (F-I) if they
are world-incompatible and flat; or, equivalently, if any of the following holds for all
X2P(¢p)uP(y)andiec{0,1}:

@) [illx =e(Tlx~[@i-ix)-
(i) [@ifx={sc2X|tE@.; = snt=0}.
(i) [ @ifx =U{Pc 22 | P and | @;_;|x are ground-incompatible}.

Observe that p and - p are flat-incompatible, whereas p and ~ p are not.
As for the intuitionistic negation —;, the truth conditions yield the following incom-
patibility notion:

4.3.5. DEFINITION ((One-sided) Down-set Incompatibility). @, is a down-set incom-
patibility (D-I) of @q if [s = @ iff [for all z C s, 1 E @y implies 1 = T]].
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Unlike the other notions we consider, this is not symmetric—note, for instance, that
- pA—=q (which is equivalent to —;(p\V¢q)) is a down-set incompatibility of p\ g, but
not vice versa: we have that [t € {w,_4,w_p4} and t £ =p A -g] implies 7 = &, but
{Wp—g:w_pgq} ¥ pVg. This reflects the fact that double negation elimination is not
sound for —;. It is easy to check that D-I implies world-incompatibility, and that in a
flat setting (such as that of PL), flat-incompatibility, D-I, and world-incompatibility are
equivalent; we will therefore have that PL is bicomplete for each of the corresponding
pair properties. That D-I implies W-I tracks the fact that in IngB the intuitionistic
negation —; behaves classically with respect to worlds/singletons; for instance, double
negation elimination holds with respect to singletons: {w} £ —;=; ¢ <= {w} E ¢.

Extending these incompatibility notions to pairs of properties in the obvious way,
it is easy to see that the following bicompleteness results hold:

4.3.6. COROLLARY (Bicompleteness of PL, IngB, and PL(~)).

(i) PL is bicomplete for F-I/W-1/D-I pairs of flat properties, and it is therefore also
bicomplete for F-I/W-1/D-I pairs (with respect to -).

(ii) IngB is bicomplete for D-I pairs of downward closed properties with the empty
team property, and it is therefore also bicomplete for D-I pairs (with respect to

—i).

(iii) PL(~) is both bicomplete and bicomplete for T-I pairs (with respect to ~).

Inclusions such as {(P, Q) | (P, Q) world-incompatible}p; < |PL|*~, which form
part of the bicompleteness facts above, are of the same form as Burgess theorems.
However, world-incompatibility relativized to pairs of flat properties is a pair property
such that the first element of the pairs (P, Q) in the property determines the second
element: Q=g (|T|\UP). Given the converse inclusion, then, this inclusion is trivial:
if (P,Q)e{(P,Q)| (P, Q) world-incompatible}pr, then Q=p(|T|~UP) and P,Q €
|PL||, whence P = | & and Q = ||| where a, B € PL. By the converse inclusion, |a|* €
{(P,Q) | (P,Q) world-incompatible}p,, whence |-a| =p([T[~Ufa])=p([T]~
UP) =Q=|Bl. so (P,Q)=(lal,[Bl) = (|e|,[-e]) € [PL|*". The same holds
for all incompatibility notions considered in this section. Symmetric reasoning shows
that the Burgess inclusion is similarly trivial if the second element always determines
the first. In order to keep the term ‘Burgess theorem’ meaningful, let us reserve it
for a theorem which shows an inclusion of this sort for a property of pairs containing
at least one pair whose first element does not determine the second, and at least one
pair whose second element does not determine the first. Note that this allows for a
Burgess theorem with respect to a property of pairs such that in each pair, either the
first element determines the second or the second the first (as long as the first does not
always determine the second, etc.). We will see such a theorem in Section 4.3.2.
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4.3.2 Hawke and Steinert-Threlkeld’s Logic

Hawke and Steinert-Threlkeld’s Logic HS [67] is essentially PL together with a oper-
ator ¢ intended to represent epistemic modals such as the ‘might’ in the sentence ‘It
might be raining’ (cf. the operator e in Section 4.4.2). The anti-support clauses for
the conjunction and disjunction are different from those defined in Section 4.3.1; we
will therefore use distinct symbols for the conjunction and disjunction of HS to avoid
confusion.

4.3.7. DEFINITION (Syntax of HS). The set of formulas of HS is generated by:

pu=plL]-o[(prg)|(pve)| 20
where p € Prop.

As before, let T:= - 1. The support clauses for p, 1, and - @ are as before; the support
clauses for A and v are the same as those for A and v, respectively. For &, we have:

SEQQ:< sHAQ.

The anti-support clause for — ¢ is as before. For all formulas ¢ whose main connective
1S not —:
sHQ:<= ViCs:[tEQ = 1=0].

Observe that this anti-support clause is equivalent to our usual one if ¢ is p or 1.

We have made two alterations to the system as presented in [67]: first, we have
formulated the semantics in terms of support and anti-support conditions (Hawke and
Steinert-Therlkeld’s semantics are essentially bilateral, but not formulated in terms of
support/anti-support conditions). Second, we have added the constant 1. This addition
does not substantially change the logic—1 is strongly uniformly definable in the 1-
free fragment using any given p € Prop in that | =* p A - p—but it allows us to secure
a simple expressive completeness theorem for the logic (by giving us the means to
express all team properties over the empty set of propositional variables).

Many of the propositional analogues of the results in Section 4.2.1 hold for this
logic; we note in particular that the natural analogue of Fact 4.2.4 holds for the &-free
fragment, meaning that this fragment is expressively equivalent (in the usual positive
sense) to PL. The expressive completeness theorem mentioned above follows from this
together with the fact that we can uniformly define ~ in HS:

4.3.8. THEOREM (Expressive completeness of HS). HS is expressively complete for the
class of all team properties.

Proof:

Observe that sSE @~ <= SA-Q < s¥ @ < sk~ @. The result now follows
from Theorem 4.3.2 (iii) together with the fact that the ¢&-free fragment of HS is ex-
pressively equivalent to PL. O
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Replacement of equivalents fails in negated contexts; note, for instance, that - p =
-op, but -=p=p#Sp=--<p. The incompatibility notion appropriate for HS is a
kind of weaker two-sided version of down-set incompatibility:

4.3.9. DEFINITION ((Either-sided) Down-set Incompatibility). ¢ and ¢; are down-set
incompatible (on either side) (E-D-I) if ¢y 1s a down-set incompatibility of ¢; or @y is
a down-set incompatibility of ¢p.

4.3.10. PROPOSITION. For any ¢ € HS, ¢ and - ¢ are down-set incompatible (on ei-
ther side).

Proof:
Case 1: ¢ is of the form -" v, where —" denotes a string of symbols — of length n,
and n is even (possibly 0); and the main connective of y is not -. Then ¢ = ¥ and
—~@=-y. Wehave s~y iff ViCs: [t =y = =], and so -y is a down-set
incompatibility of y; similarly - ¢ is a down-set incompatibility of ¢.

Case 2: ¢ is of the form -" y, where - and y are as above, but n is odd. Then
¢ =-y and - @ = y. Similarly to the above, we now have that ¢ is a down-set incom-
patibility of - ¢. O

Note that while the first element of a D-I pair determines the second, it is not the
case that the first element of an E-D-I pair always determines the second (recall our
example from above: -p=-op, but -—=p=p# Sp=--p, so an E-D-I pair with
first element |- p|| does not determine the second element) or that the second element
always determines the first. It is, however, the case that for any given E-D-I pair, either
the first element determines the second, or vice versa.

Clearly D-I implies E-D-I, and it is also easy to see that, like D-I, E-D-I implies W-
I. For other implications, see Figure 4.2. Note that in a flat context, E-D-I is equivalent
to F-I as well as D-I, so that PL is also bicomplete for E-D-I pairs.

We now show Burgess and bicompleteness theorems for HS using E-D-I. This time
our proof will not be analogous to Burgess’; rather, the result follows easily from the
basic properties of the negation.

4.3.11. THEOREM (Burgess theorem for HS). In HS, the following are equivalent:
(i) @ and y are down-set incompatible (on either side).
(ii) There is a formula 0 such that ¢ =0 and w=-06 (and P(6) cP(@)UP(y)).

Proof:
(i1)) == (i) by Proposition 4.3.10. (i) == (i1): If yis D-1 of ¢, let 0 := ¢ AT. Then
6 =¢and

SE-0 <= VICS: [IEQAT = 1=0] < ViCs:[tEQ = t=07],

so that -0 = y. Else if ¢ is D-1 of y, let 6 := =(y A T). Similarly to the previous case,
O=¢and -0 =y. O
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4.3.12. COROLLARY (Bicompleteness of HS). HS is both bicomplete and bicomplete
for E-D-I pairs.

Note that by Corollaries 4.3.6 (iii) and 4.3.12, we have |PL(~)|| = [HS||, whereas
PL(~)[*" # [HS|*".

Interestingly, Hawke and Steinert-Threlkeld also consider a variant of HS which
uses A and Vv instead of A and v, but they dismiss it since the pairs it produces are not
L-incompatible (among other reasons): “the altered system egregiously allows for the
assertibility of contradictions" [67]. (HS allows for a formula and its negation to be
simultaneously true in the empty team, but in the variant this also holds for nonempty
teams. An example from [67]: =(&@pA & —=p)A(&pAQ-p), which is true in any team
s such that s # p and s # - p.) The bicompleteness of this variant is an open problem.

4.3.3 The Propositional Fragments of BSML and BSML"

Let PL(NE) (the propositional fragment of BSML) and PL(NE, ) (the propositional
fragment of BSML") be the extension of PL with NE, and with NE and \, respec-
tively. In this section, we show that while PL(NE, V) is, like BSML and BSML",
bicomplete for ground-incompatible pairs, PL(NE) is bicomplete for pairs con-
forming to a stronger notion of incompatibility. We also note that a variant of the logic
PL(NE, \ ) is both bicomplete and bicomplete for all pairs.

Define, as before, 1L := L ANE and \\/@ := 1. The support and anti-support conditions
are again the obvious propositional analogues of the modal ones. The propositional
analogues of all results in Section 4.2.1 hold; we note in particular that each formula is
equivalent to one in negation normal form, that replacement holds in positive contexts,
and that we have the following propositional analogue of Theorem 4.2.8:

4.3.13. THEOREM (Expressive completeness of PL(NE) and PL(NE, \)). [16, 140]
(i) PL(NE) is expressively complete for {P | P is convex and union closed}.
(ii) PL(NE, \V) is expressively complete for the class of all team properties.

As already noted in Section 4.2.3, the BSML" Burgess theorem makes no essential
use of the modal operators, and so the propositional analogues of Theorem 4.2.17 and
Theorem 4.2.19 (using the second proof given for this theorem) give us:

4.3.14. THEOREM (Burgess theorem for PL(NE, \)). In PL(NE, \V), the following are
equivalent:

(i) @ and y are ground-incompatible.
(ii) There is a formula 6 such that ¢ =60 and y=-0 (and P(0) =P(@)uP(y)).

4.3.15. COROLLARY (Bicompleteness of PL(NE, \v)). PL(NE, \V) is both bicomplete
and bicomplete for ground-incompatible pairs.
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However, the propositional analogue of Theorem 4.2.19 does not hold for PL(NE).
To show why, we recursively define the flattening'® @/ € PL of @ € PL(NE) as follows:
pl=p; L= NE =T () = -l (oay) =@/ Ayl and (@ v y)/ =@l vyl
Note that since ¢/ is classical, we have |@/| = [@/]. We require the following lemma
for the sequel:

4.3.16. LEMMA. Let @' be the negation normal form of @ € PL(NE). Then ¢f = @'/,

Proof:
By induction on the complexity of ¢. The cases for the atoms, A, and Vv are all imme-
diate. The cases for negated atoms are likewise immediate.

If ¢ = -, then @' = y'. By the induction hypothesis, W/ = y'f. We then have

¢/ =yl =yl =y =@
If =-(wAy), then ¢’ = (~y)’ v (-x)’. By the induction hypothesis, (- )/ =
(-w)f and (=x)f = (- x)"f. We then have
o ==y nxl) =yl vyl = (v v (-0 = () v () =
The case for @ = ~(y Vv ) is similar to that for ¢ = =(y A x). o

Using which we can show:

4.3.17. LEMMA. For all ¢ € PL(NE) and all X 2 P(@), either |p|x = |¢f

X, or @ = 1.

Proof:

By induction on the complexity of ¢, which we may assume to be in negation normal
form by Lemma 4.3.16. The base cases—those for atoms and negated atoms—are
obvious; note in particular that |NE| = |T| = |[NEf| since for any w, w € {w} E NE, and
|~NE[ = [1] = [ T|=|(-NE)].

Consider @ = wA . If either y = 1l or y = I, then y A )y = 1L. Otherwise we have
both |y|=|y/|and |x| = |x/]. If there is no s such that s = WA ¥, then WA x = 1I, and we
are done; we may therefore assume there is s with s = y A x. We now show |y A x| =
lw|nl|x|- lwAx|<|w|n|x| is immediate; for the converse inclusion, let w € |y|n|x|.
Thenwet=yand weuk x. Let s be such that s = y A x. By union closure, sut E v
and sUuE ). Since sCsu{w} csut and s S suU{w} Csuu, by convexity we have
su{w}Eyand su{w} E x, sowe|yAx|. We then have

lwaxl=lwinlxl=w 0| =Tv Tnlx/T=Tv/ A2/ T=1(wax) T=(wrx)’].

Now consider ¢ = v x. If either y = 1L or ¥ = 1, then Yy Vv x = IL. Otherwise we
have both [y| = [y/] and [x| = |x/|. We show |y'v x|=|y|u|x|. For [y v x| c [y|ulx], if
we|yvy|, thenweskE wvy. We have that s = s; Usy where s; = W and s, = X, SO W€ 5]

16The name ‘flattening’ is taken from Viininen, who defines an analogous notion for D in [119, p.
42]. See also endnote 10.
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or w € sy. Either way, w € |y|u|x|. To show the converse inclusion, let w € |y|u|x|.
Then w e s where s = W or s = x; assume without loss of generality that s = y. Since
X # 1L, there is 7 such that 7 = }. Then sut = WV x, so s € |y v x|. We then have:

lwvxl=lwlolxl= v ol | = v/ Tolx/T=Tv/ v 2/ T=1(wv ) T=(wv )]

O

Note that the BSML-analogue of Lemma 4.3.17 fails, since, for instance, extending

the definition of flattening in the obvious way, we would have |O1L|=|1| and OL # 1,
but [(Ow)f]=]a(LAT)|=|OL]|#]|L]

Now assume for contradiction that the propositional analogue of Theorem 4.2.19
holds for PL(NE), i.e., that for any ground-incompatible ¢ and y, there is a 6 such that
@¢=0and y=-0. Let ¢ := p and ¥ := - pgq. Clearly these are ground-incompatible,
so there is a 0 such that ¢ = 0 and y=-6. By Lemma 4.3.17,

lol=16]=167]=[67]=[TIN[-6/]=[T|\[-8/|=[T|\[(=0) ] = T[N |- 6] = [T| |wl.

But this leads to contradiction, since, for instance, w_, 4 ¢ |@| and w_, _, ¢ |y].
PL(NE)-formulas and their negations conform, instead, to the following incompat-
ibility notion.

4.3.18. DEFINITION (Ground-complementariness (modulo 11)).

(i) @o and @, are ground-complementary if |@;|x = |T|x ~ |@1-i|x for all i € {0,1} and
X2P(@)uP(y).

(1) @o and @, are ground-complementary modulo 1 if

(a) they are ground-complementary, (b) ¢ = 1L, or (¢) @1 = IL.

Similarly, let P and Q be ground-complementary (modulo 1) if UP =|T|~UQ (or
P =g or Q=g). We have:

4.3.19. PROPOSITION. For any ¢ € PL(NE), ¢ and - are ground-complementary
modulo 1.

Proof:
If =1 or -¢ = 1, we are done. Otherwise by Lemma 4.3.17,

ol=lo’1=10’ =TI [-¢/1=[TIN[=@/| = [T~ (= @)/ | =[T[ [0 O
Note that we have the following connection between ground-complementariness
and world-incompatibility:

4.3.20. FACT. For downward-closed @, y: ¢ and y are world-incompatible if and only
if they are ground-complementary. Neither implication holds for all formulas.
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Proof:

Let ¢ and v be world-incompatible, and let w € |¢|. Assume for contradiction that
w e |y|. We then have that we s = ¢ and w €t £ y, whence by downward closure,
{w} £ @ and {w} = y, contradicting world-incompatibility. So |@| C |T|\|y|. Now let
w € |T|\|y|. By world-incompatibility, either {w} £ ¢ or {w} = y. The latter clearly
implies w € ||, so we must have {w} = ¢@. Therefore, |T|\|y| S |¢| and so |@|=|T|\|y].

Conversely, let ¢ and y be ground-complementary. Let {w} £ ¢ and assume for
contradiction that {w} = y. Then w € |@|n|y|, contradicting ground-complementariness.
So {w}E @ = {w} ¥ y. Now let {w} # y. Assume for contradiction that w € |y|.
Then w e = v, so by downward closure, {w} E y, contradicting our assumption. So
w ¢ ||, whence w € |@| by ground-complementariness.

To see why world-incompatibility does not imply ground-complementariness in
general, consider, for instance, the pair T and (p ANE) v (- p ANE), or the pair ¢ and
gV ((pANE)V (=pANE)).

To see why ground-complementariness does not imply world-incompatibility in
general, consider, for instance, the pair 1L and (p ANE) Vv (-p ANE), or the pair g A
((pANE)V (=pANE)) and -gA ((pANE) V(= pANE)). o

Furthermore, for formulas with the empty team property, G-C modulo 1. and G-C
are clearly equivalent. Therefore, given the fact above, G-C modulo 1, G-C, and W-1
are all equivalent for downward-closed properties with the empty team property. In a
flat context, each of these is also equivalent to each of F-I, D-1, and E-D-I, so that PL
is also bicomplete for G-C/G-C mod 1 pairs.

We now show a Burgess theorem for PL(NE) using ground-complementariness
modulo 1. As in the preceding section, our proof will not be analogous to Burgess’;
this time we derive our result by making a small modification to the proof of Theorem
4.3.13 (i). This proof makes use of the propositional analogues x/ := A{p|peX,wE
PYAN{=p|peX, wi p} and XX := Ve 2k of Hintikka formulas. As with Hintikka
formulas, we have w' = X <= w' | X=w | X (sothat w' & yX <= w'=wif w,w’ €2X)
and 5" xX <= s’ } X=t for some ¢ Cs | X, where s } X:= {v | X|ves}, etc. (so that
s'E X < s’ csifs,s’ €2X). Given a property P = {t1,...,t,}, define

K= A (((xvflv...vva(n)/\NE)vT).

W]El],...,Wn€ly
Theorem 4.3.13 (i) essentially follows from:

4.3.21. PROPOSITION. [16] For any nonempty, convex, and union-closed property P =
{t1,...,t,} over X < Prop (where X is finite), P = H\/[€p XA 37)3(Hx.

Using which we get:

4.3.22. PROPOSITION. For any nonempty, convex, and union-closed properties P =
{t1,...,tn}, Q={51,-..,8m} over X Prop (where X is finite) such that P, Q are ground-
complementary modulo 1, (P, Q) = | (Viep 4 A 8X) v S)Q(H;
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Proof:
It is easy to check that - dg = L, whence

(Vxndp)v-00=(\ x:indp)vi=\/ xinop,

teP teP teP

and therefore, by Proposition 4.3.21, |V;ep X A 0p vV = 8g| = P. It remains to show that
|=((Viep x: AOp) Vv —-080)| = Q. We have:

~(V2:78p)v=80)= (= 2:v-8p)ndo=(=V 2 V1) 6o ==\ i ndg.

teP teP teP teP

Observe that UP = |Viep Xt| = [Viep Xx:], and similarly for Q. Since P and Q are
ground-complementary modulo 1, and since they are nonempty, UQ = |[T|\UP. We
therefore have:

[[ﬂ\/%z]]:[[ﬂ]\[[t\é%z%[[T]]\UP=UQ:[[\/ X1,

teP s€Q

from which it follows by flatness that |- \,ep ¢ | = | Vseo Xs|- We therefore have

~((V 21 8p)v-80) = \/stA5Q,

teP

so that by Proposition 4.3.21, [=((V;ep x: A 6p) v =00)| = Q. o
The Burgess and bicompleteness theorems now follow easily:

4.3.23. THEOREM (Burgess theorem for PL(NE)). In PL(NE), the following are equiv-
alent:

(i) @ and y are ground-complementary modulo 1.
(ii) There is a formula 0 such that ¢ =0 and y=-06 (and P(0) =P(¢)UP(y)).

Proof:

(i1)) == (1) by Proposition 4.3.19. For (i) = (i), if y = 1., let 8 := ¢ A= 1. Then
0=@pA(-LV-NE)=@A(TVvl)=¢@and -0 =-¢@V 1 =1 = y. The case for ¢ = 1l is
similar. If @ £ 1l and W % 1, let X:= P(¢) UP(w), and let 0 := (V;ep X A 57),() vﬂ6)Q<.
By Proposition 4.3.22, 0 is as desired. O

4.3.24. COROLLARY (Bicompleteness of PL(NE)). PL(NE) is bicomplete for

{(P,Q)|P, Q are convex and union closed;

P, Q are ground-complementary modulo 1},

and hence bicomplete for pairs which are ground-complementary modulo 1.
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We conclude this section by showing that a variant of PL(NE, \ ) is both bicomplete
and bicomplete for all pairs. Let PL(NE*, V) be PL(NE, \V ) with NE swapped out for
an atom NE* with the following support/anti-support clauses: s = NE* : <= s # & and
s=ANE*: <= s#@.!7 Clearly many of the properties of PL(NE, \v ) are preserved in this
variant: we still have a negation normal form, replacement in non-negated contexts,
and expressive completeness for all properties.

We define T:=-T, IL1* :==((NE*WV1)VvT),and NE*~ := =((NE* ALL*)WV 1). One can
then check that 1L* =* Il and NE*~ =* NE.

4.3.25. THEOREM (Burgess theorem for PL(NE*,\)). For any ¢,y € PL(NE*, V),
there is a 0 € PL(NE*,\V) such that ¢ =0 and y = - 6.

Proof:

Let @', v’ be the negation normal forms of @, y respectively. Let ¢* be the result of re-
placing each occurrence of NE* in ¢’ with NE*~, and each occurrence of -NE* with 1,
and similarly for y*. We then have, as in Lemma 4.2.18, that ¢* = ¢, and that - ¢* has
the empty team property, and similarly for y*. Now let @ := =(=@*\V =(NE*WV 1)),
and similarly for y;. Then:

@ A(NE*WV 1)
—~@*WV(NE*AT)

0 (=" WV =(NE*WV 1))
-@Pr = -@"V-(NE*WVL)

1]
<

Il
e

If
A

where the final equivalence holds because — ¢* has the empty team property. Similarly,
Yy = ¥ and -y = T. Finally, let 6 := ¢V (1L* v -~ y7). Then:

0 = V(U v-oyg) = @ =
=0 = S(prv(LTvoyr)) = s@rA-(LTVayr) = TA(SLTAYE)
= TA(TAYT) = Yy = V. O

In particular, for any ¢ there is a 0 such that 0 = ¢ =-0.

4.3.26. COROLLARY (Bicompleteness of PL(NE*,\)). PL(NE*,\) is both bicom-
plete and bicomplete for all pairs.

4.3.4 Propositional Dependence Logic

Propositional dependence logic PL(=(+)) is PL extended with the n+ l-ary (n > —1)
connectives =(pi...,pn,q), where pi,...,pn,q € Prop. The formulas =(p;...,pn,q)
are called dependence atoms. In this section, we show that PL(=(-)) is bicomplete
for ground-complementary pairs (recall that, in contrast, first-order dependence logic
D is bicomplete for L-incompatible pairs).

"7NE* was introduced by Tomasz Klochowicz in unpublished work.
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The support/anti-support conditions for dependence atoms are as follows:

sE=(p1---yPn,q) <= Vvwes:[vEp; < wep;forallVl<i<n] —
[VeEqg <= wEq];
s3=(p1...,pn,q) = s=0.

In other words, a dependence atom =(p; ..., p,,q) is true/supported in a team s if,
whenever two valuations v and w in s agree on the truth values of all the p;, they also
agree on the truth value of g—in other words, the values of p;,..., p, jointly determine
the value of ¢ in any valuation in the team. =(p; ..., py,q) is anti-supported in a team
just in case the team is empty.!8 We call a unary dependence atom =(p) a constancy
atom. =(p) expresses that the value of p is constant in all valuations in a team.

The propositional analogues of many results in Section 4.2.1 also hold in the con-
text of PL(=(-)); we note in particular that each formula is equivalent to one in nega-
tion normal form, and that replacement holds in positive contexts. As with first-order
dependence logic D, formulas of PL(=(-)) are downward closed and have the empty
team property, which, by Fact 4.2.14 and the definition of NE-incompatibility, means
that ground-incompatibility, L[-incompatibility, and @-incompatibility are equivalent
for these formulas. Formulas of PL(=(-)) need not be union closed: consider =(p). We
have the following expressive completeness theorem:

4.3.27. THEOREM (Expressive completeness of PL(=(+))). [139] PL(=(+)) is expres-
sively complete for {P | P is downward closed and has the empty team property}.

In contrast with first-order dependence logic D, a Burgess theorem that employs 1-
incompatibility does not hold for PL(=(+)). We can show this, as we did the analogous
fact for PL(NE), using flattenings of formulas. Define the flattening @/ € PL of ¢ €
PL(=(-)) as in Section 4.3.3, together with =(p; ..., p,,q)/ := T. As in Section 4.3.3, it
can be shown:

8The anti-support clause for =(p1...,pu,q) might seem puzzling at first glance. What is the reason,
one might ask, for adopting the clause we use rather than, say, s 2=(pi ..., pn,q) iff s #=(p1...,pn,q)?
(Pietro Galliani, in recent unpublished work [53], considers a variant of D with a first-order version of
this anti-support clause.) The clause we use has been adapted from the analogous first-order clause for
D in [119]. This first-order clause was, in turn, chosen (it seems to me) for the following the reasons: it
(unlike the variant clause above) preserves the equivalence between IF and D, as well as the empty team
property and downward closure. Védndnen [119, p. 24] also offers the following explanation (notation
amended; adapted for the propositional setting):

Why not allow s ==(p; ..., pu,q) for non-empty s? The reason is that if we negate “for all
w,w’ essuchthatwie p; < w'Epi,...,wEp, < W Ep,, wehavewkqg < w' &
¢”, maintaining the analogy with [s = p iff for all w e s: w ¥ p], we get “for all w,w’ € s
wehavewe p; < wEp),...,wep, < wEp,andwkq <= w Eq”, which is
only possible if s = @.

Note also that Véidnédnen’s clause preserves the ground-incompatibility and NE-incompatibility of ¢
and - ¢, whereas the variant above does not.
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4.3.28. LEMMA. Let @' be the negation normal form of @ € PL(=(-)). Then ¢f = ¢'7.
And we have:
4.3.29. LEMMA. For all ¢ € PL(=(-)) and all X2 P(@), |¢|x =|¢/|x.

Proof:
By induction on the complexity of ¢, which we may assume to be in negation normal
form by Lemma 4.3.28. The base cases—those for atoms and negated atoms—are ob-

vious; note that |=(p1 ..., pn,q)| = [T|=[=(p1 .., Pn,q)/| since we {w} ==(p1 ..., pn,q)
for any w, and |-~ =(p1...,pn,q)| =L = |(==(p1 ..., Pn,q) ).

Consider ¢ = wA ). We show |y A x| =|y|n|x|; the result will then follow as in
the proof of Lemma 4.3.17. |y A x| € |w|n|x| is immediate; for the converse inclusion,
let we|y|n|x|- Thenwet =y and weukE . By downward closure, {w} £ v and
{whex,sowe|lyayl

Now consider ¢ = yv x. We show |yv x| =|y|u|x|; the result will then follow as in
the proof of Lemma 4.3.17. |y v x| € |y|u|x/| follows as in the proof of Lemma 4.3.17.
For the converse inclusion, let w € |y|u|x|. Then w € s where s = y or s = x; assume
without loss of generality that s = y. By the empty team property, s =sUZ E YV X, SO

welyvyl O

One can then show that a Burgess theorem employing 1-incompatibility would lead
to contradiction using essentially the same argument as that used for the analogous
fact in Section 4.3.3. We could instead show a Burgess theorem for PL(=(-)) using
ground-complementariness modulo 11, as we did for PL(NE), but, as can be gleaned
from the lemma above, or, alternatively, from the fact that formulas of PL(=(-)) have
the empty team property, ‘modulo 1L’ is redundant here—we may simply use ground-
complementariness. Note that since PL(=(+)) is downward closed, by Fact 4.3.20 we
could also equivalently use world-incompatibility. We have:

4.3.30. PROPOSITION. For any ¢ € PL(=(+)), ¢ and - ¢ are ground-complementary.

Proof:
By Lemma 4.3.29; almost the same as the proof of Lemma 4.3.19. O

We now show a Burgess theorem for PL(=(+)) using ground-complementariness.
As with PL(NE), we prove this by modifying the proof of the relevant expressive com-
pleteness theorem, Theorem 4.3.27. For further details on what follows, see [139].

For a finite X ¢ Prop, define }/3( =1, }/f( = Apex =(p), and for n> 2, y7 ==V, 1.
Then for s < 2X, we have s = yX <= [s| <n, where |s| is the size of 5. Note that - % = T
and -yX=1forn>1.

For a nonempty s ¢ 2%, define £X := fs(‘f LV x|)T(|X\s. It can be shown that for ¢ ¢ 2X,

tEEX < s¢t. Note thatif |s| = 1, then EX = x|)T(|X\S s0 [EX|x = |x|>T<‘X\s|X, and if |s| > 2,
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then |EX|x = |T|x. Note also that if |s| = 1 (say s = {w}), then =EX =T A ﬁ%|>T<|X\s =xX=
2% and if |s| > 1, then ~EX = 1.
Theorem 4.3.27 essentially follows from:

4.3.31. PROPOSITION. [139] For any downward-closed property P ={ty,...,t,} with
the empty team property over X € Prop (where X is finite), P = H/\SGHTHX\'p é:stx

For a property P = {t1,...,t,} over a finite X, define P! :={seP||s|=1} and P! :=
{seP]||s|>1}. We have the following corollary of Proposition 4.3.31:

4.3.32. PROPOSITION. For any downward-closed properties P = {ty,...,t,} and Q =
{s1,...,Sm} with the empty team property over X C Prop (where X is finite) such that
P, Q are ground-complementary,

+

P.Q=| A &v- A &

se|Tlx~P se([TIx Q)

X

Proof:
It is easy to check that = Ay (. 0)>! & = 1, whence

/\ és\/_‘ /\ 5s /\ gsVJ—E /\ 55‘7

se|TINP se([T~Q)*! se[ T[NP se T[NP

and therefore by Proposition 4.3.31,

Nse|t|~P Y = Nse(|1]~Q)>! ésH ='P. It remains
to show Hﬁ(/\SEHTII\P Es v = Nse(|7]~Q)>! és)H = Q. We first prove:

For any team s, ' = /\ x|>T<|X\{W}. 4.2)
we[T[x s
Proof of (4.2):
Xs = \/Xv = /\ —Xw= Aw' = /\ XTI\ {w} -
ves We|T|\s we|T|\sw/e|T|N{w} we|T|\s

We can now prove H‘!(/\SEHT”\p Ev “Nse(|T]~Q)>! &) H = Q. We have:

=( /\ &V /\ &s)

se|[ T[NP se( T~ Q)*!

- N &A A6

selTINP se(fTN Q)

_‘( /\ é’s/\ /\ ‘Ss)/\ /\ és

se(ITIP)! - se([T[NP)>! se(ITINQ)*!

- A &v- A Es) A A &s

se(ITINP)! se([TI\P)>! se(ITINQ)*!
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- A &vOhr A &

se([TINP)! se(fTI~Q)>!

- A e A&

se([TINP)! se([T]~Q)>!
\/ _‘és/\ /\ és

se(ITINP)! se(fTI~Q)>!

A N &
se(|TINP) se(JT[~Q)>!

wA N\ &
Wie(ITINP)T se(T[~Q)!

se(ITINQ)*!

AN AN
welJP

se([TI~Q)>!

N Sn N &

weUP se(I TN Q)*!

welThUQ se([TIhQ)*!

{wie(|T~Q)' se([TI~Q)>!

AR

seT~Q

The result now follows by Proposition 4.3.31.

And so we have our Burgess and bicompleteness theorems:
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Xt\uP A N & (left-to-right by downward closure of P)

(4.2)

/\ 5{w} N /\ Es (P, Q ground-complementary)

Eowyn N\ & (right-to-left by downward closure of Q)

4.3.33. THEOREM (Burgess theorem for PL(=(-))). In the logic PL(=(-)), the follow-

ing are equivalent:

(i) @ and y are ground-complementary.

(ii) There is a formula 0 such that ¢ =0 and w=-06 (and P(0) =P(¢@)UP(y)).

Proof:

(il) = (i) by Proposition 4.3.30. For (i) = (ii), let X := P(¢) uP(y), and let

0= Age| P &V 7 Ase(f )1 & By Proposition 4.3.32, 8 is as desired.

4.3.34. COROLLARY (Bicompleteness of PL(=(-))). PL(=(+)) is bicomplete for

{(P,Q) |P,Q are downward closed and have the empty team property;

P and Q are G-C/G-C mod W/W-I},

and hence bicomplete for pairs which are G-C/G-C mod 1W/W-1.

O
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Note that by Corollaries 4.3.6 (ii) and 4.3.34, we have |IngB| = |[PL(=(-))|, but
[IngB[[ ™™ # |PL(=(-)) [

To conclude, let us note that it is trivial to find a propositional logic which, like
D in the first-order setting, is bicomplete for L-incompatible pairs, @-incompatible
pairs, and ground-incompatible pairs: for instance, one could extend PL(=(-)) with a
constant 8y such that s = 6y < s= 6y < s=g. It is not clear whether there is some
interesting and non-ad hoc propositional logic bicomplete for these pairs.

4.4 Interpretations of the Incompatibility Notions

In this section, we provide sketches of some possible intuitive interpretations of the in-
compatibility notions, drawing mainly on [116, 123, 129, 130, 42, 25, 107, 38, 35, 67,
6, 45]. (I am particularly indebted to Yalcin [129, 130]; I borrow both from his analysis
as well as his perspicuous explanations.) Our main focus will be on the relationship
between 1-incompatibility and ground-incompatibility (Facts 4.2.13 and 4.2.14), and
the related notions of l-incompatibility and NE-incompatibility (and Fact 4.2.16), al-
though we will also comment briefly on some of the other notions. Our discussion must
be brief so we ignore many potential complications!?; the aim is provide some basis
for further interpretations, and to give the reader some intuitive grasp on our technical
notions.

4.4.1 Information States; Factual Information; Persistency

A common interpretation of team logics is one in which possible worlds/propositional
valuations represent possible states of affairs, and teams represent information states.
A valuation determines a collection of formulas which are true according to the valu-
ation, and this collection stands in for the state of affairs in which precisely whatever
is represented by the formulas in the collection obtains. A set of these valuations, or a
propositional team (see Section 4.3), then corresponds to an information state in that
if one knows that the valuation representing the actual world is one of the worlds in
a team s, one knows that whatever holds in all worlds in s must be the case. For in-
stance, if it is raining in all worlds in s, the information embodied in s includes the
information that it is raining. A modal team also incorporates information about what
is necessary/possible (or obligatory/permissible, etc.) given that the actual world is in
the state. The empty information state is a state of absurdity—a state which establishes
inconsistent information.

Note in particular that while much of our presentation follows that of Yalcin [129, 130], we make
no principled distinctions between the compositional semantic value of a linguistic expression and its
informational content or its object of assertion; these distinctions (see, for instance, [129, 130, 131,
67]) are key for Yalcin. We use the terms ‘information’ and ‘content’ to refer, essentially, to (possibly
pragmatically enriched) compositional semantic values.
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Each formula determines a constraint on information states which we may think of
as the information or content expressed by the formula: a state satisfies the constraint
corresponding to a given formula just in case the team which represents the state sup-
ports the formula. A classical formula determines a constraint on possible worlds in
a similar fashion; the constraint it determines on states is parasitic on this constraint
on worlds: each world in the state must satisfy the constraint on worlds (as per Fact
4.2.4). The type of information expressed by classical propositional formulas—call
this factual information—is, then, information concerning which facts (as captured
by valuations) hold in a given world or according to a given information state. Sim-
ilarly, classical modal formulas express information concerning which facts hold at
accessible worlds (modal factual information). As we have seen, classical formulas
are downward closed. Downward closure may be thought of as corresponding to the
fact that as one becomes more informed (by ruling out certain possibilities), then, at
least as far this type of information is concerned, one does not lose the information
one has already acquired. (Downward closure and analogous notions are, accordingly,
often called persistency [35, 123, 25, 67].) If s supports the assertion that it is rain-
ing, moving to a subteam ¢ of s by ruling out some possible worlds does not erase this
information: ¢ also supports the assertion that it is raining.

This is the basic picture. It already allows us to indicate in broad strokes what
some of our notions are expressing. V¥ is a down-set incompatibility of ¢ just in case
one whenever an information state establishes that y (s = y), ¢ is ruled out in that
there is no further information or content that could consistently establish ¢ (there is
no ¢t C s such that # # @ and ¢ = @). Trivially, ¢ and y are team-incompatible if one
is established in a state iff the other is not—if the constraint on states determined by
Vv is (expressible as) the classical negation (on states) of that determined by ¢, and
vice versa. Analogously for world-incompatibility and constraints on worlds. ¢ and
y are flat-incompatible (¢ and y are W-I, and both formulas are flat) just in case the
world-constraint determined by one is the classical negation (on worlds) of the world-
constraint determined by the other (W-I); and they both express essentially factual in-
formation: the state-constraints they determine are parasitic on their world-constraints
(flat).

However, for most of the other notions we consider, it is helpful, before providing
interpretations of these notions, to first formulate what we take properly state-based
constraints to represent—what is the nature of the non-factual information/content
which is not expressible by classical formulas? In Section 4.2.2, we observed that
L-incompatibility and ground-incompatibility are equivalent for downward-closed for-
mulas, but when downward closure fails, there are some pairs which are L-incompatible
but which fail to be ground-incompatible (Facts 4.2.13 and 4.2.14). We addition-
ally noted that each L-incompatible pair is either ll-incompatible or NE-incompatible,
and that NE-incompatibility entails ground-incompatibility in a convex setting (Fact
4.2.16). There are, accordingly, two types of pairs which are 1-incompatible but not
ground-incompatible: 11-1 but not G-I, and NE-I but not G-I, with the latter type only
possible when convexity is violated. We will set as our goal, in the remainder of this
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section, to augment the basic picture with interpretations of non-classical formulas in
a way that allows us to make intuitive sense of these facts. In Section 4.4.2, we focus
on 1-I but not G-I pairs. We assume a convex setting, and examine an expressivist
epistemic interpretation for formulas which fail downward closure (due essentially to
Yalcin [129, 130] as well as Hawke and Steinert-Threlkeld [67]); on this interpretation,
11-1 but not G-I pairs represent epistemic contradictions. We also comment briefly on
what this interpretation tells us about G-C (mod 11) pairs. In Section 4.4.3, we again
assume convexity, and consider a pragmatic interpretation (essentially due to Aloni
[6]) which leads to i-I but not G-I pairs being pragmatic contradictions. In Section
4.4.4, we build on the interpretation of Section 4.4.2 to also provide an account of
NE-I but not G-I pairs. We adapt the interpretation of the inquisitive disjunction WV
and the notion of inquisitive content from inquisitive semantics [38, 35], and conclude
that, assuming the context of the rest of our interpretations, NE-I but not G-I pairs are
examples of a specific type of contradiction with inquisitive content.

4.4.2 Expressivist Epistemic Information; Factual Contradictions
vs. Epistemic Contradictions

(We work in the convex setting of BSML in this section.) Not all types of information
need be persistent. Define an epistemic might operator ¢ as follows: @ := (Q ANE) VT.
Then is @ supported by a team just in case the team contains a nonempty subteam
supporting ¢. This operator can be used to represent the ‘might’ in sentences such as
‘It might not be raining’: if there is a nonempty subteam ¢ of s consisting of worlds
in which it is not raining (s = ¢ —r), then, for all that one knows given the information
embodied in s, it might not be raining. The information that something might be the
case can come to be invalidated upon receipt of further information: if one moves
from s to a subteam u consisting only of worlds in which it is raining (that is, say,
if one’s information state supports the assertion that it might not be raining, and one
then learns that it is raining), ¢ —r is no longer supported. (For similar accounts in the
literature, see, e.g., [129, 130, 25, 107, 67]; it seems the first account along these lines
was Veltman’s [123].)

Whereas the type of constraint on information states corresponding to factual in-
formation is local in the sense that it is parasitic on a constraint on worlds, the type
of constraint on information states determined by & is global: the state as a whole
must have a non-empty @-substate. The constraint also pertains only to information
states, rather than to both information states and worlds: it does not seem to make
sense, for instance, to speak of a (fully determined) state of affairs in which might be
raining. In this sense, the type of information expressed by ¢¢ is non-factual: it does
not serve to demarcate the collection of possible states of affairs in which some specific
facts hold, and an assertion of @ does not purport to (directly) help one’s interlocu-
tors better situate the actual world in the space of possibilities; rather, it only indicates
that whatever state of information conforms to it is such that ¢ cannot be ruled out
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(which state this is taken to apply to—often the speaker’s information state—is deter-
mined pragmatically via the context). Following Yalcin’s [129, 130] and Hawke and
Steinert-Threlkeld’s [67] expressivism about epistemic modality, let us call the type of
information expressed by e expressivist epistemic information. Compare ‘It might
be raining’ ¢r with ‘For all I know, it is raining’, which we might formalize, using an
epistemic Kripke modality <, tracking what is compatible with what the utterer agent
a knows in the usual way, as &, r. The latter (expressing what we can call factual epis-
temic information) does directly express a constraint on worlds: it excludes all worlds
in which a’s epistemic possibilities do not include r-worlds.2% Indeed, the information
that for all agent a knows, it is raining is persistent—it is for instance not invalidated
by the information that it is not raining. One might pragmatically infer, from agent
a’s utterance of (something formalized as) ¢r, that &, r, but the formula only directly
serves to describe a constraint on information states. See [129, 130] for more on this
distinction.

In this interpretation we have, then, factual information expressible using classical
(downward closed) formulas and expressivist epistemic information expressed using &
(which breaks downward closure). In this context, we may think of the ground team
|@| of @ as representing the factual information expressed by ¢: the ground-team of
@ is a classical proposition which is true precisely in all the possible worlds which
compose the information states in which ¢ in assertible, and which does not directly
communicate any expressivist epistemic information.2! ‘It might be raining’ expresses
no factual information since | & r| = |T|—knowing that it might be raining gives one
no information as to whether it actually is raining. Similarly, the factual information
expressed by ‘it is not hailing but it might be raining” -/ A er is simply that it is not
hailing: |~hAer|=|-h|.

We may, accordingly, think of ground-incompatibility as contradiction in factual

20Note that epistemic puzzles such as the muddy children puzzle [17] turn on the factuality of the
type of information expressed by formulas of the form -0, ¢@.

2I'The ground team can be thought of as indirectly communicating expressivist epistemic information
via the modal operators. For instance, consider < (er A k). The ground team | <>(r A #h)| excludes all
worlds which do not see an information state that supports er A ¢h—all worlds in which it is not possi-
ble (in whatever way < represents) that it simultaneously might (expressivist-epistemically) be the case
that r and might be the case that 4. In the modal setting, the ground team therefore communicates not
only factual information concerning what is the case in the actual world and factual modal information
concerning what is factually the case in accessible worlds, but also factual (in the sense of defining a
constraint on possible worlds) modal information concerning what might (expressivist-epistemically)
be the case in modally accessible states. This is essentially because the semantics of the modalities we
employ make use of state-based support and anti-support conditions, and so they are sensitive to con-
straints on states (such as those generated by ), but the constraints the modalities themselves define are
constraints on worlds. To make some intuitive sense of the formula above, assume we are defining rules
for a system which deals in weather probabilities using a modality <. We can then take, say, -~ <> (rA=c)
to describe a rule to the effect that no information state of the system in which it is raining and there are
no clouds is permissible/possible, whereas <(#r A #h) states that being in a state according to which it
might rain and it might hail is permissible (and grants the system factual information concerning which
kinds of information states are accessible from the actual world).
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information: if ¢ and y are ground-incompatible (|¢| N |y| = @), the factual informa-
tion expressed by ¢ rules out that expressed by y, and vice versa. On the other hand,
it seems that a 1-incompatibility that is not also a ground-incompatibility (which, as-
suming we are in a convex setting, must be a ll-incompatibility by Fact 4.2.16) such as
the pair r, ¢ =r (we have r,e ~rE 1L E | and |r|n| e 7| = |r| # @) would then have to be
a contradiction involving expressivist epistemic information, or an epistemic contra-
diction in the sense of [129, 130]. Indeed, r A  —r corresponds to the classic epistemic
contradiction ‘it is raining and it might not be raining’, and other typical examples
similarly clearly constitute pairs which are 1-I but not G-1.22 We then have the follow-
ing intuitive explanation for Facts 4.2.13 and 4.2.14: G-I—factual contradictoriness—
and L-I—contradictoriness in some more general sense—come apart when expressive
epistemic information is admitted since in addition to conflicts in purely fact-based
constraints we now have also conflicts also involving expressive epistemic constraints,
which include the typical examples of epistemic contradictions. In a setting with only
factual, downward-closed information the latter type of conflict does not arise, so G-1
and 1-I coincide.

Given the association between the failure of downward closure and expressive epis-
temic information, one might be tempted to further stipulate that two formulas are in
epistemic contradiction precisely when they are ll-incompatible (setting aside formu-
las which are themselves equivalent to 1, the only way two formulas can be 1L-I is if
one of them is not downward closed). Note, however, that r A eg,—r = 1, yet clearly
with this pair the incompatibility arises due to r and —r being factually contradictory.
Perhaps the most we can say is that if a pair is 1L-I, the pair is contradictory and at least
one of the formulas involved expresses expressivist epistemic information.

To conclude this section, let us also comment briefly on what it means for two for-
mulas ¢ and y to be G-C (|¢| =|T|~ |y|and |y| =|T|\|@|) (or G-C mod 1) in the context
of this interpretation. We can say that either one of the formulas is (if it is equivalent
to 1), by itself, a contradiction that incorporates expressive epistemic information in
some way, or that the factual information expressed by the two formulas is not only
contradictory, but also classically complementary: there is a classical formula o such
that o expresses the same factual information as @, and - & expresses the same factual
information as y.

We can also say, given Lemmas 4.3.17 and 4.3.29, that, in the logics PL(NE) and
PL(=(-)) (as long as ¢ is not equivalent to 1) the flattening ¢/ of ¢ can properly be
regarded as the classical variant of ¢ (as per the name given to the analogue of flatten-

22Compare epistemic contradictions with Moorean sentences such as ‘It is raining and I do not know
that it is raining’, which we might formalize as r A ~O, r. This sentence entails a ground-incompatibility
on the pragmatic assumption that if agent a asserts r, they are also thereby asserting O, r. It is there-
fore, by our lights, not a contradiction involving expressive epistemic information, but rather a kind
of pragmatic factual contradiction, dovetailing Yalcin’s [129, 130] distinction between epistemic con-
tradictions and Moorean sentences. One might also arguably pragmatically infer r A —~0O,r from a’s
utterance of r A ¢ = r, so one might argue that r A « = r involves the same kind of pragmatic contradiction
as r A=, r in addition to being an epistemic contradiction.
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ing in inquisitive logic; see endnote 10) in that ¢ and ¢/ express the same information
regarding valuations/worlds. Propositions 4.3.19 and 4.3.30, then, say that in PL(NE)
and PL(=(+)) the dual negation behaves classically at least to the extent that (as long
as @ # 1L and y # 1) the classical variant of - ¢ is simply the classical negation of
the classical variant of ¢, and on the level of valuations/worlds, there is no failure of
determination.

4.4.3 Pragmatic Information via the Neglect-zero Tendency; Fac-
tual Contradictions vs. Pragmatic Contradictions

(We again work in BSML.) Let us consider another possible type of non-downward-
closed information. Aloni and her collaborators [6, 45] use BSML to account for modal
disjunction inferences such as the following:

(D a. Sue went to the beach or to the cinema.
~ The speaker deems it possible that Sue went to the beach and the speaker
deems it possible that Sue went to the cinema.
b. bvec~OsbAOsc

Aloni’s proposal is that speakers, when interpreting language, create mental struc-
tures that represent reality; and that inferences like (1) are due to a tendency in human
cognition to disregard empty structures in this process of interpretation (the neglect-
zero tendency). This tendency is modelled using a pragmatic enrichment function
[ ]7: ML - BSML which, given a classical formula a, recursively appends ANE to
each subformula of « (for instance, [bVvc]* = ((DANE)V (cANE)) ANE). One can then
check that, for instance, the team {wj} is such that {w;,} = bvc but {w,} ¥ [bVvc]tT—
the team only supports bV ¢ by virtue of the fact that the empty team & supports c,
whereas it does not support [bV c]* since pragmatic enrichment rules out empty veri-
fying structures (zero-models).

The modal disjunction inference above can then be accounted for as follows. We
model the speaker’s information state using a pointed model (M,¢) with an accessibil-
ity relation R corresponding to a modality < tracking what is epistemically possible
given the speaker’s knowledge. Ry must be such that for all w e ¢, R[w] =7 (in Aloni’s
terminology, R; is state-based in t)—this tracks the facts that R; is intended to be an
epistemic accessibility relation, and that ¢ is the speaker’s information state (note that
if Ry is state-based in (M, 1), then M,t £ O @ iff M, = «@). In such a pointed model,
[bvc]t is assertible just in case Ogb A Ogc is as well—restricting entailment to pointed
models with state-based accessibility relations Ry, we have [bvc]t E Ogb A Oge.

Formulas which are not pragmatically enriched (these are all classical formulas—
downward-closed formulas with the empty team property), then, express information
which does not incorporate any pragmatic component of the kind encoded by the
pragmatic enrichment function, whereas pragmatically enriched formulas (these are
non-downward-closed formulas without the empty team property) express information



134 Chapter 4. Further Remarks on the Dual Negation in Team Logics

which does have this kind of component. This pragmatic information is global and
non-factual in a similar way as the expressive epistemic information of the previous
section.

A sentence such as

) a. Sue went to the beach or to the cinema, but she did not go to the cinema.
b. (bvc)a-c

could, then, be classified as a pragmatic contradiction, or a contradiction involving
pragmatic content, in that there is no contradiction on the non-pragmatic level—(b v
¢) A-c i 1—but there is one when pragmatic content is taken into account: [(bVc) A
—c]* E 1L E 1. Many pragmatic contradictions, on this definition, (including the present
example) involve pairs that are 1-I but not G-I (and hence 11-1, assuming convexity),
and, assuming a setting with only ML-formulas and pragmatically enriched formulas,
all such pairs must clearly be pragmatic contradictions. When no pragmatic enrich-
ment is present (when all formulas are downward closed and have the empty team
property), there are no pragmatic contradictions, so ground-incompatibility and L-
incompatibility coincide (Fact 4.2.14). We can think of ground-incompatibility as cor-
responding to contradiction in factual information as before, and of L-incompatibility
without ground-incompatibility as contradiction involving pragmatic information.

Note, however, that on this definition of pragmatic contradiction, there are some
pragmatic contradictions in BSML involving ground-incompatible and hence factually
contradictory pairs. This type of contradiction can be generated, for instance, by the
type of sentence involved in free choice inferences (see, e.g., [128, 87]) such as the
following:

3) a.  You may go to the beach or to the cinema.
~ You may go to the beach and you may go to the cinema.
b. O(bve)~Obadce

As with modal disjunction inferences, Aloni [6] accounts for inferences such as (3)
using pragmatic enrichment—the following entailment holds: [O(bve) ]t EODAOC
(where < is deontic).

Now consider:

“4) a. You may go to the beach or to the cinema, but you may not go to the
cinema.
b. O(bve)a-Cc
c. [O(bve)r-Oc]t

By our definition, this is a pragmatic contradiction: G(bve)A=Ock Land [O(bvV
¢)A=<c]t E ULE L However, the relevant pair in this case is a ground-incompatibility
([C(bve)]t|n|[-<Cc]t| = @; this is because if w e s = [O(bve)]*, then there must
be a ¢ € R[w] such that ¢ £ ¢ ANE, but if also w € u = [- O], we must have R[w] E
-c¢, conflicting with the existence of a ¢ as above), indicating, by the lights of our
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interpretation, that it involves a contradiction in factual information.

To clarify, our interpretation gives rise to the following characterization of this
situation: the pair in question is a contradiction in factual information (in the sense
we have been considering: arising from a conflict in constraints on possible worlds),
with the factual information in question engendered by pragmatic enrichment (and so
it is in this sense a pragmatic contradiction). The modalities in BSML are sensitive
to restrictions on states such as those generated by pragmatic enrichment, but they
define constraints on worlds (see endnote 19). (4) c¢ defines a constraint on worlds
that involves restrictions (which incorporate some pragmatic content) on the kinds of
states that can be deontically accessible from a world if it is to meet the constraint. The
restrictions on accessible states are mutually exclusive due to the pragmatic content (we
must have both 31 € R[w]: 1 £ ¢ ANE; and R[w] £ —¢; it seems to the interpreter that the
speaker is simultaneously claiming that there are non-empty accessible cinema-states,
and that there no non-empty accessible cinema-states), and so the factual constraint is
impossible to meet; therefore (4) c is a factual contradiction.

In this example, we also have NEs outside the scope of the modalities, and hence (4)
c also places a non-factual pragmatic constraint on information states. This results in
(4) ¢ being not only a factual contradiction (a ground-incompatibility), but also a con-
tradiction involving pragmatic information in some way (a l-incompatibility; cf. the
pair 7 A g, -1 in Section 4.4.2). In what way? One way to conceive of NE as it figures
in pragmatically enriched formulas is as an explicit marker of the pragmatic under-
standing that speakers usually represent themselves as not uttering contradictions (in
Aloni’s [6] succinct formulation, ‘avoid 1°). The interpreter applies this understanding
to all structures involved in interpreting (4), and, as we have just seen, applying it in the
scope of the modals leads to the conclusion that the speaker has expressed something
contradictory: O((DANE)V (¢ ANE))A=O(cANE) E L. Applying ‘avoid 1 outside
the scope of the modals then engenders a further pragmatic violation: the speaker is
supposedly presenting themselves as uttering no contradictions (ANE), but they just ex-
pressed a contradiction (1). We may think of this further pragmatic violation as being
represented by 1.

4.4.4 Contradictions with Inquisitive Content

How about NE-I but not G-I pairs such as - p\V ((pANE) v (- pANE)) and p? By Fact
4.2.16, such pairs require violation of convexity—in order to consider these pairs, we
therefore now move to the non-convex setting of PL(NE, \ ) (we omit the modalities
to simplify our discussion; we also assume that all formulas are in negation normal
form, again for the sake of simplicity). We extend the picture of Section 4.4.2 by
adapting the interpretation of v from inquisitive logic/semantics [38, 35] to provide
an interpretation of NE-I but not G-I pairs.

Inquisitive semantics provides an account of the meanings of questions using teams
(information states). On this account, while to understand the meaning of a declarative
sentence (or statement) is to understand when the sentence is true—to know its truth
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conditions—to understand the meaning of a question is to understand what information
it would take to resolve the question—to know its resolution conditions. Truth condi-
tions and resolution conditions may both be represented using support conditions: a
statement is supported by s if it is true in s, while a question is supported by s if it
is resolved in s (s supporting ¢ may be thought of as s settling or establishing @ in a
general sense applicable to both statements and questions).

Each resolution to a question is taken to be expressed by a statement, so the res-
olution conditions of a question are of the form: one of the statements expressing a
resolution to this question is true. This is modelled using the global/inquisitive dis-
junction: p\ - p corresponds to the question whether p or - p is the case; it is resolved
(supported) just in case either p is true (supported) or - p is true. Intuitively, the charac-
teristic which distinguishes questions from statements on this account is that whereas a
statement can only be settled in one way in an information state (a statement is settled
in s just in case it is true according to the information in s), a question can be settled
in multiple ways, with each distinct resolution to a question providing a distinct way
of settling the question (if an expression does not raise the question as to which of its
resolutions is true—if it has only one resolution—it is not a question).

Formally, we recursively define the set of resolutions R(¢) of ¢ ¢ PL(NE, V) in
negation normal form as follows: R(y) := y if y is an atom or a negated atom; R(y A
[vx)={y¥ /vy |y eR(y),x" eR(x)}: R(yVx):=R(y)uR(x). Note that
clearly each resolution is \-free (and hence union closed and convex); and that we
allow for equivalent but distinct resolutions. One can show that:

4.4.1. PROPOSITION. Foreach @ € PL(NE, \V) (in negation normal form), ¢ = \/R(@).

Proof:
Follows from the fact that A and v distribute over \W—see [7, 35]. O

We will say that ¢ is a statement if [R(¢@)|=1, and that it is a question if [R(¢)|> 1.
We now have, in addition to informative content (comprising both factual information
and expressive epistemic information) also inquisitive content: ¢ has inquisitive con-
tent just in case it is a question. Say that ¢ has trivial inquisitive content if it is a
union-closed and convex question, and that it has non-trivial inquisitive content if it
is a question that is either not union closed or not convex (examples of questions with
trivial inquisitive content: p\ (pA(gv-q)); (pAq)\V (pANE)). (These definitions are
based on the fact that union-closed and convex formulas are equivalent to ones which
do not contain the question-forming connective \ (Theorems 4.2.8 (i) and 4.3.13 (1));
we therefore take it that they do not express genuine inquisitive content. On the other
hand, if we assume that v only contributes inquisitive content, any formula not ex-
pressible in the fragment of the language not containing \V must express non-trivial
inquisitive content.)?3

23The notions introduced in Section 4.4.4 are adapted from notions used in inquisitive logic, but
many of our definitions (including those of statement and question) depart from those most commonly
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We will take it that the ground team |@| of ¢ still expresses the factual information
conveyed by ¢—in effect, moving from | ¢| to |@| now cancels both inquisitive content
and expressive epistemic information. The factual information expressed by a question
¢ amounts to the constraint that in each world forming part of an information state
in which ¢ is resolved, (the factual component of) at least one of the resolutions of
@ is true: by Proposition 4.4.1, for each ¢ € PL(NE, V) (in negation normal form),
0] = [WR(P)| = Ugrer(p)|9']; s0 w e |@] iff we|¢'| for some ¢’ € R(¢). This can
be thought of as representing the fact that the question as to which element of R(¢)
is true would seem to presuppose that at least one of the elements of R(¢) is indeed
true—the factual information expressed by a question is the factual information that
the question presupposes.

Now note that:

4.4.2. FACT. If ¢,y € PL(NE, \v) are NE-I and not G-I, then
(i) @ Ay has trivial inquisitive content;
(ii) for each @’ Ay’ e R(@ A y), the pair @',y is either G-I or 1-1; and

(iii) there is at least one ¢’ Ay’ € R(@ A y) such that ¢’, y' are G-I and not 11-I, and
at least one @' Ay’ € R(¢ A y) such that ¢’, y' are 11-I and not G-I

Proof:
(i) First assume for contradiction that ¢ A y is not a question. Then |[R(@ A y)| =1,
whence also |R(¢)|=|R(w)|=1. By Proposition 4.4.1, ¢ = \/R(¢). Since |R(¢)|=1,
@ is simply equivalent to the only element of R(¢), and is therefore convex. Similarly
for y. Then by Fact 4.2.16, ¢ and y cannot NE-I without being G-I, contradicting
our assumptions. Therefore, @ A ¥ must be a question. Since @,y are NE-I1 we have
QAW =1,s0 @AY isunion-closed and convex, and hence has trivial inquisitive content.

(ii) First assume for contradiction that for some ¢’ Ay’ e R(@ A y), @',y are not
1-I. Then there is a non-empty team s such that s = ¢’ A y’. But then by Proposition
4.4.1, also s = @ Ay, contradicting the fact that ¢ and y are NE-I. So we must have
that @', y’ are 1-I. Then ¢', y’ are either NE-I or 1I-I. Since ¢’ € R(¢@) and y' e R(y),
these formulas are convex; therefore, if they are NE-I, they must also be G-I by Fact
4.2.16.

(ii1) Since @,y are not 1i-I, there is some s such that s = @ A y. By Proposition
44.1,alsos= \WVR(@AY),sosE @ Ay for some ¢’ Ay’ € R(@ Ay). But then ¢, y/
are not IL-I, and by (ii) they are G-I.

used in inquisitive logic. One reason for this is that the definitions used in inquisitive logic typically
assume a downward-closed setting; another is that providing a syntactic rather than semantic criterion
for questionhood and considering semantic questionhood separately via the distinction between trivial
and nontrivial inquisitive content makes it easier to formulate our characterization of NE-I but not G-I
pairs. It may also be surprising that we have not introduced a notion of alternatives. The standard
treatment of alternatives assumes downward closure; it should be possible to formulate an analogue of
this notion which works in our non-downward setting, but this is orthogonal to our aims here.
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On the other hand, since @, y are not G-I, there is some w € |@|n|y|, so that wet = @
and w € u = y for some ¢ and u. By Proposition 4.4.1, t = \/R(¢@) and u = \VR(y),
so for some @ € R(¢@) and some ¥ € R(y) we have ¢t = ¢"" and u = y”’. But then
we have @ Ay” e R(@Ay), and w e |@"|n|y”| so that @,y are not G-1. By (ii),
o",y" must be 1-I. O

We therefore have the following characterization of NE-I but not G-I pairs such as
p\V ¢q,-~pA-q. Atleast one member of the pair must be a question (otherwise both are
convex, contradicting Fact 4.2.16). Settling both elements of the pair simultaneously
(that is, resolving the member that is a question, and either resolving or establishing
the truth of the other member) in a consistent manner—in a non-empty information
state—is not possible because the pair is L-I. This is because each possible way of
resolving both members simultaneously (each @' Ay’ € R(¢ A y)) is either a factual
contradiction (G-I and not 1-I), or an epistemic contradiction (1.-I and not G-I). But it
is not the case that the factual information expressed by either of the members rules out
the other (the pair is not G-I), or that the conflict between the pair is solely expressive-
epistemic in nature (there is some @’ Ay’ € R(@ A y) such that ¢’, y' are G-I and not
1-I). Rather, simultaneous settling of the pair involves resolving inquisitive content
(@ Ay is a question), with some possible resolutions being factual contradictions and
some possible resolutions being epistemic contradictions. The pair expresses inquis-
itive content in that we can formulate ways of simultaneously settling both members
(the resolutions of ¢ A y) and there are more than one of these ways (again, ¢ A V¥ is
a question by our syntactic definition), but the inquisitive content is ultimately trivial
because the pair is contradictory: simultaneous settling in a consistent manner is not
possible, and there is (semantically) only one way of resolving ¢ A y—by being in the
inconsistent state &.

We also present a toy natural language example for concreteness, although we
concede that our formalization of this example is potentially controversial. Consider
the following question-answer pair: ‘Is Mary already home, or is it possible that
she is still at the airport?” ‘She’s on the train.” We formalize these as h\V ¢a and
-h A =a, respectively. This pair of formulas is an NE-incompatibility, and the resolu-
tions of (h\ ea)A(~hA-a)are hA(-hA-a) and eaA(~hA-a). The first resolution
hA(=hA=a) involves a G-I (and not 11-I) pair, and hence a factual contradiction: it
is not possible to simultaneously resolve the question with the answer that Mary is at
home, and to accommodate the information that Mary is on the train (and hence not at
home or at the airport) because this would involve a contradiction in factual informa-
tion. The second resolution ¢a A (-h A -a) involves a 1l-I and not G-I pair and hence
an epistemic contradiction: it cannot be the case, according to any information state,
both that Mary might be at the airport and that she is on the train. The pair is there-
fore contradictory (1-I)—one cannot consistently simultaneously resolve the question
as presented and accept the statement.
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4.5 Concluding Remarks

In this paper, we proved analogues of Burgess’ theorem for BSML and BSML" | for the
propositional fragments of these logics, for Hawke and Steinert-Threlkeld’s semantic
expressivist logic for epistemic modals, as well as for propositional dependence logic
with the dual negation. We saw that the notion of incompatibility employed to secure
a Burgess theorem had to be adjusted according to the logic in question, formulated
notions suitable for each of the logics we considered, and examined the relationships
between these notions. We defined the notion of bicompleteness to succinctly describe
our results: a logic is bicomplete with respect to a class of pairs of the relevant sort
and conforming to a particular incompatibility notion just in case both a Burgess the-
orem employing that incompatibility notion as well as its converse hold for the logic.
We also applied the notion of bicompleteness to logics which do not exhibit failure of
determination of negated meanings by positive meanings, and gave an example of a
logic which is bicomplete for all pairs.

The incompatibility notions and bicompleteness are interesting in their own right,
and might warrant further study. We conclude with some final remarks on these no-
tions, and on the interpretation and potential uses of our results.

We noted in Section 4.1 that Burgess characterized his theorem as concerning the
degree of failure of contrariness/the dual negation (in H, and equivalently in IF and
in D) to correspond to any operation on classes of models. One can think of our
bicompleteness results and incompatibility notions as giving us a way of measur-
ing this degree in different logics, with bicompleteness with respect to a weaker
notion of incompatibility corresponding to a stronger degree of failure. On one end
of the scale we have the classical PL, which exhibits no such failure—the class of
teams |@| on which ¢ is true determines that |-~ || on which - ¢ is true since, as
per flat-incompatibility, |- || = @(|T|~ |@|)—moreover, |-¢| also determines |¢|:
lo| =e(|T|N|-¢|). To get bicompleteness for IngB, we must go from the stronger
flat-incompatibility to the weaker D-1 [~ ={s|[fSsandtE @] = t=a}—|¢|
still determines |- |, but the converse is no longer true. Further along the scale, we
have mild failure of determination: for HS and E-D-I, it is not the case that | @| always
determines |- | or vice versa, but it is always the case that one of the two determines
the other. Propositional dependence logic violates determination in a different way
with ground-complements |- @| =|T|\ |@|. Neither |¢@| nor |- ¢]| determines the other,
but |@| does determine the ground team |- @| of the negation, and similarly for |- ¢|
and |¢@|. Even further along we have first-order dependence logic D, and we must now
weaken ground-complements to L-incompatibility ¢,-¢@ & 1. Properties and ground
teams are no longer determined, but we do at least know that |¢@|| and |- ¢| are dis-
joint modulo the empty team. At the very far end of the scale we have PL(NE*, V),
bicomplete for all pairs: ||| does not constrain |- ¢| in any way.

We saw that dual negations in seemingly similar logics can conform to very differ-
ent incompatibility notions. For instance, whereas BSML is bicomplete for ground-
incompatible pairs—pairs (P, Q) in which P places only a very weak constraint on Q




140 Chapter 4. Further Remarks on the Dual Negation in Team Logics

(UPnlJQ =@)—simply removing the modalities gives us a logic (PL(NE)) which is
bicomplete for pairs which are ground-complements modulo 1l—pairs (P, Q) such
that, as long as P # @ # Q, all the valuation-level information concerning P can be
recovered from Q (UP =|T|\J Q). Similarly, whereas first-order dependence logic D
is bicomplete for L-incompatible pairs, the natural propositional analogue PL(=(-))
is bicomplete for ground-complementary pairs.

On the one hand, these types of results are to be expected whenever the seman-
tics of the negation —¢@ of ¢ are defined in the bilateral way we have been observ-
ing, with the support conditions of —=¢@ not depending in a uniform manner on the
positive semantic value |@| of the argument ¢, but depending, rather, on the anti-
support conditions specific to the main connective or atom of ¢. The pair properties
that a given logic conforms to are a function of each of the anti-support clauses; if
new atoms or connectives are added, their anti-support clauses must be configured to
guarantee or bring about whatever properties are desired (for instance, switching out
NE, in PL(NE, \v ) with the atom NE*, whose semantics clearly do not conform to any
of our incompatibility notions, allowed us to violate all of these notions).?* On the
other hand, however, the results mentioned above demonstrate the surprising ways in
which the anti-support conditions of different connectives can interact to violate as-
pects of determination which the conditions of any given connective do not violate on
their own. If we add the BSML-modalities to PL, we have ML, which, it is easy to
see, is bicomplete for flat-incompatible pairs. If, instead of the modalities, we add
NE, we will thereby violate determination of |- ¢||, but will still have determination
of |~ ¢|. But if we add both the modalities and NE, we have BSML, which violates
determination in a more radical way.

The standard expressive completeness theorems with respect to team-semantic clo-
sure properties (such as 4.2.8, 4.3.2, 4.3.13, and 4.3.27) play an important role in the
study of team logics, allowing for concise and tractable characterizations of these log-
ics, and providing useful resources for axiomatization completeness proofs (see, e.g.,
[139, 140]) and the proofs of other properties such as uniform interpolation [43]. Are
there any similar technical applications for bicompleteness theorems? It seems more

24The dependence of the semantics of the dual negation on the main logical symbol of the argument
is obvious in the bilateral support/anti-support semantics we have been considering. It is also obvious
in the team semantics for IF [78] and D [119], and Viédnidnen’s team-based game semantics for D [119,
Section 5.2]—each of these systems features two clauses/rules for each connective or atom, one applied
when the symbol in question appears in a positive context, the other when it appears in a negative
context. However, it should be noted that this dependence is far less clear in the original assignment-
based game semantics for IF [75] and D [119, Section 5.3]. This type of semantics has a single game
rule for each connective or atom, and the behavior of the negation is brought about by the interaction
of these rules. The team semantics for these logics (whether bilateral or game-theoretical), accordingly,
also make it easier to see why Burgess theorems hold, and enable one to easily adjust the properties
of the dual negation as described in the main text. It seems that making similar adjustments would be
more challenging in an assignment-, world-, or valuation-based game semantics, and it is not clear to
me whether one can formulate (reasonable) world- or valuation-based game semantics for the logics we
consider in this paper.
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likely to me that theorems of this type would find conceptual application—we have
observed for instance, that we may think of them as providing a measure of the degree
of failure of determination of negative meanings by positive ones, and that which in-
compatibility notions a given logic conforms to can provide insight into which types
of information are clashing in a contradiction ¢ A - @ of the logic. To that end, it may
prove interesting and fruitful to establish bicompleteness results for more logics in
the philosophical logic and formal semantics literature featuring bilateral negations,
including logics which do not employ team semantics.






Chapter 5

Axiomatizing Modal Inclusion Logic and its
Variants

This chapter is based on:

Aleksi Anttila, Matilda Higgblom, and Fan Yang. “Axiomatizing modal inclusion
logic and its variants”. In: Arch. Math. Logic (2024). Forthcoming. arXiv: 2312.
02285 [math.LO]. URL: https://arxiv.org/abs/2312.02285

Abstract We provide a complete axiomatization of modal inclusion logic—
team-based modal logic extended with inclusion atoms. We review and
refine an expressive completeness and normal form theorem for the logic,
define a natural deduction proof system, and use the normal form to prove
completeness of the axiomatization. Complete axiomatizations are also
provided for two other extensions of modal logic with the same expressive
power as modal inclusion logic: one augmented with a might-operator and
the other with a single-world variant of the might-operator.

5.1 Introduction

In this article, we axiomatize modal inclusion logic and two other expressively equiv-
alent logics. Modal inclusion logic extends the usual modal logic with inclusion
atoms—non-classical atoms the interpretation of which requires the use of team se-
mantics. In team semantics—introduced by Hodges [78, 79] to provide a composi-
tional semantics for Hintikka and Sandu’s independence-friendly logic [77, 75], and
developed further by Véédninen in his work on dependence logic [119]—formulas are
interpreted with respect to sets of evaluation points called teams, as opposed to single
evaluation points. In Hodges’ and Viinénen’s first-order setting, teams are sets of vari-
able assignments; we will mainly work in modal team semantics (first considered in
[120]), in which teams are sets of possible worlds in a Kripke model. The shift to teams
enables one to express that certain relationships hold between the truth/assignment
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values obtained by formulas/variables in the worlds/assignments in a team, rendering
team-based logics generally more expressive than their singularly evaluated counter-
parts. The articulation of these relationships is typically accomplished by furnishing
team-based logics with various atoms of dependency expressing different kinds of re-
lationships. The first such atoms to be considered were Viédninen’s dependence atoms
[119, 120]. Another example of note are Gridel and Viidnidnen’s independence atoms
[59].

Inclusion atoms were introduced by Galliani in [51] to import the notion of in-
clusion dependencies from database theory (see, e.g., [30]) into team semantics. In
the modal setting, an inclusion atom is a formula of the form a ¢ b, where a and
b are finite sequences of formulas of modal logic of the same length. The atom
a ¢ b is satisfied in a team (i.e., a set of possible worlds) if any sequence of truth
values assigned to the formulas in a by some world in the team is also assigned to
the sequence b by some world in the team. Consider a database in which various
facts about the stores in some town have been collected. Each row (world) of the
database contains data about a single store, and each column (propositional symbol)
corresponds to a category of collected data such as whether a store sells flowers: if
a store sells flowers, then the row for the store has a 1 in the Sell flowers col-
umn. If the team consisting of all rows corresponding to stores in some neighbourhood
satisfies the atom Sell flowers C Sell mulch, we know that if there is a store in
the neighbourhood that sells flowers, there is one that sells mulch (and that if there
is one that does not sell flowers, there is one that does not sell mulch). The atom
TLCcSell_flowersSell_food, on the other hand, would express that there is a store
that sells flowers but not food.

Our main focus in this article is on modal logic extended with inclusion atoms,
or modal inclusion logic, which we will denote by ML(<). The expressive power of
ML(<S) has been studied in [73, 89] and its complexity in [69, 70], but the logic has
so far not been axiomatized. We fill this gap in the literature by providing a sound and
complete natural deduction system for the logic. Our system is an extension of the
system for propositional inclusion logic introduced in [137].

In addition to ML(<), we axiomatize two other logics with the same expressive
power: ML(V) and ML(V), or modal logic extended with a might-operator V (first
considered in the team semantics literature in [73]) and with a singular might-operator
V that we introduce in this article, respectively. The names reflect the fact that similar
operators have been used to model the meanings of epistemic possibility modalities
such as the “might” in “It might be raining”—see, for instance, [129, 123].

Each of these three logics—ML(<), ML(V), and ML (V)—is closed under unions:
if a formula is true in all teams in a nonempty collection of teams, it is true in the team
formed by union of the collection. The most well-known team-based logics such as
dependence logic are not union closed, but union-closed logics have recently been
receiving more attention in the literature (see, e.g., [6, 7, 54, 57, 69, 70, 73, 80, 136,
137]). Hella and Stumpf proved in [73] that each of ML (<) and ML(V) is expressively
complete for team properties that are closed under unions and bounded bisimulations,
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and which contain the empty team. We revisit this proof and also show that ML(V)
is complete for this class of properties. These proofs of expressive completeness also
yield normal forms for each of the three logics. The normal forms play a crucial role
in the completeness proofs for our axiomatizations.

The structure of the article is as follows: in Section 5.2, we define the syntax and
semantics of modal inclusion logic ML (<) and the might-operator logics ML(V) and
ML(V), and discuss some basic properties of these logics. In Section 5.3 we prove the
expressive completeness results discussed above. In Section 5.4, we introduce natural
deduction systems for each of the logics and show that they are complete. We conclude
the article and discuss directions for possible further research in Section 5.5. In an
appendix (Section 5.6) we provide a translation of ML(<) into first-order inclusion
logic.

This article is partly based on Haggblom’s master’s thesis [63], supervised by Yang
and Anttila, which contains preliminary versions of some of the results.

5.2 Preliminaries

In this section, we define the syntax and semantics of modal inclusion logic ML(<)
and the two might-operator logics ML(V) and ML(V). We also discuss some basic
properties of these logics.

Fix a (countably infinite) set Prop of propositional symbols.

5.2.1. DEFINITION. The syntax for the usual modal logic (ML) is given by the gram-
mar:

az=p|Ll|-a|(ava)|(ara)|oalBa,

where p € Prop. Define T:=-1. We also call formulas of ML classical formulas.
Throughout the article, we reserve the first Greek letters @ and 3 for classical formulas.
The syntax for modal inclusion logic (ML(<)) is given by:

pu=plLl(a1...0. S B1...0n) |~ | (pVv Q) [ (pro) |00 |0,

where p € Prop, and «, ;, B; (for all 1 <i < n) range over classical formulas. We write
Prop(¢) for the set of propositional symbols appearing in ¢, and ¢(X) if Prop(¢) ¢
X c Prop.

The above syntax of ML(<) deserves some comment. First, we only allow negation
to occur in front of classical formulas. Next, our inclusion atoms ;... € B;... B,
with ; and f3; being (possibly complex) classical formulas are known in the literature
also as extended inclusion atoms, and the logic ML(<) defined above is sometimes
also referred to as extended modal inclusion logic—in contexts which use this termi-
nology, a distinction is drawn between extended inclusion atoms and inclusion atoms
simpliciter, the latter referring to atoms which may only contain propositional symbols
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as subformulas (modal inclusion logic simpliciter, in these contexts, is then the variant
which only allows these simpler atoms). In this article we only study the extended
variant. We do not allow nested inclusion atoms; for example, p € (p C ¢) is not a for-
mula of ML(<). We usually omit the parentheses around inclusion atoms, and stipulate
higher precedence for the inclusion symbol ¢ than the other connectives; for instance,
p Aq crhas the subformula g c r.

Modal inclusion logic is interpreted on standard Kripke models, but we use teams
(sets of worlds) rather than single worlds as points of evaluation. A (Kripke) model M =
(W,R,V) (over X C Prop) consists of a set W of possible worlds, a binary accessibility
relation R €W xW and a valuation function V : X - P(W). A team T of M is a subset
T c W of the set of worlds in M. The image of T (denoted R[T ]) and the preimage of
T (denoted R™![T]) are defined as

R[T]={veW |3weT :wRv}, and

RYT]={weW |3IveT :wRv}.

We say that a team S of M is a successor team of T, written T RS, if
ScR[T]and T cR7'[S];

that is, every world in S is accessible from a world in 7', and every world in 7" has an
accessible world in S.

5.2.2. DEFINITION. For any Kripke model M over X and team T of M, the satisfaction
relation M, T & ¢ (or simply T & @) for an ML(<)-formula ¢(X) is given inductively
by the following clauses:

M,Tep < TcV(p).
MTeEl —=T-=0.
MT=oy...0,CB;... By < forall weT, there exists v € T such that for all
1<i<n, M{w}Eo;iff M,{v} E B;.
M,TE-a <= M, {w}# aforallweT.
M,TEovy <= M,Ti=@and M,T, = y for some 71,1, C T
suchthat TuT, =T.
MTepry <= M,T=@and M,T Ey.
M,TE®@ < M,SE ¢ for some S such that TRS.
M, T =@¢p < M,R[T]E .

We say that a set of formulas I" entails ¢, written I' = ¢, if for all models M and teams
T of M, if M,T =y forall yeI’, then M,T = ¢. We write simply ¢y,...,¢, = ¢ for
{@1,...,¢,} = @ and ¢ for @ = @, where & is the empty set of formulas. If both @ = y
and Yy E ¢, we say that ¢ and y are equivalent, and write @ = .
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We often write T = ¢ instead of M, T = ¢.
It is easy to verify that formulas of ML (<) have the following properties:

Union closure: If M,T; = ¢ foralliel + @, then M,U;; T; E @.
Empty Team Property: M,2 = ¢ for all models M.

Classical formulas « (i.e., formulas of ML) are, in addition, downward closed, mean-
ing that M,T £ o implies M,S = o for all SC 7. It is easy to show that a formula has
the downward closure property, union closure property and the empty team property if
and only if it has the flatness property:

Flatness: M, T = ¢ ifft M, {w} = ¢ forevery weT.

Classical formulas are thus flat. It is also straightforward to verify that for any classical
formula «,
M, {w}Ea < M,wE «,

where = on the right is the usual single-world-based satisfaction relation for ML. It
follows from this that ML (with team semantics) coincides with the usual single-world
based modal logic, and hence that ML (<) is conservative over the usual modal logic.

5.2.3. PROPOSITION. For any set Tu{a} of ML-formulas,
lsea < I'eq,

where =€ is the usual entailment relation for ML (over the single-world semantics).

Given these facts, we use the notations M,{w} = @ and M,w = a interchangeably
whenever « is classical, and similarly for I'= o and I' =€ ax.

Let us briefly comment on the truth conditions for the modalities. Recall our store
database example from Section 5.1. If the database is also equipped with an acces-
sibility relation detailing the (epistemically) possible future inventories of each store,
we could use a modal statement such as ¢(TL1 € Sell_flowersSell_food) to ex-
press that there might in the future be a store that sells flowers and does not sell food.
Note that if S is a successor team of 7', there may, for any given world w in T, be
multiple worlds accessible to w in S. Interpretations of the modalities must take this
into account—for instance, in our database example, a successor team may contain
multiple inconsistent records for each store.

One may also consider alternative team-semantic truth conditions for the diamond,
such as the following (called the strict semantics for the diamond, whereas the seman-
tics above are the lax semantics):

TE®;Q < 3f:T—>R[T]st. VweT:wRf(w) and f[T]E o,

where f[T]={f(w)|weT}. With the strict semantics, ML(<S) is no longer union
closed, and it also fails to be bisimulation-invariant for the notion of team bisimulation
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established in the literature.! In this article we only consider the lax semantics. For
more on strict and lax semantics, see [51, 137, 69, 70].2 For other alternative sets of
team-semantic truth conditions for the modalities, see [42, 34, 6, 7].

We next discuss primitive inclusion atoms—inclusion atoms of a specific restricted
form which play a crucial role in our expressive completeness results. We often ab-
breviate a sequence (0, ...,q,) of classical formulas as a; similarly, b is short for
(B1,---,Bn), etc. We also often write x for a sequence (xi,...,x,) in which each x;
is one of the constants L or T. The arity of an inclusion atom a € b is defined as the
length |a| of the sequence a. Primitive inclusion atoms are inclusion atoms of the form
x € a—that is, they are atoms with only the constants L and T on the left-hand side. We
additionally call primitive inclusion atoms T...T C ¢ ..., with only the constant T
on the left-hand side fop inclusion atoms. Primitive inclusion atoms x € a are clearly
upward closed (modulo the empty team property), i.e., for any nonempty teams 7" and
S,if TExcaand S27T,then SExCa.

Primitive inclusion atoms are relatively tractable, as the next proposition shows.
Hereafter, for any x € {T, L}, we write " for ¢, and a* for - . For xy,...,x, € {T, 1},
we abbreviate o' A--- A 0" as a¥.

5.2.4. PROPOSITION. For any nonempty team T,
T =x C a iff there exists v € T such that v = a*.

Proof:

Suppose T # @ and T =xCa. LetweT. Then thereisaveT such that wEx; iff viE oy
foralli=1,...,n. Letie{l,...,n}. If x; =T, then wk x;, so vi= &;. Hence v o, If
xj =1, then wit x;, sovi¢ 0. Hence vie o', Soforalli=1,...,n,vE ch". We conclude
v E a*. The other direction is similar. O

5.2.5. COROLLARY. LCOa=TC—a.

The following example illustrates an interesting consequence of the upward closure
(modulo the empty team property) of primitive inclusion atoms in our modal setting.

5.2.6. EXAMPLE. Consider the model M = (W,R,V) as illustrated in the figure below,
where the relation R is represented by the arrows, and V(p) = {v'}. Consider the teams
T ={u,v} and S = {u’,v'}. Since v/ € S and V' & p, by Proposition 5.2.4, SE T C p. Itis
also easy to verify that TRS, and hence T = (T € p). Similarly R[T | £ T € p, whereby

'For the failure of union closure, consider the formula ¢ := ©,(pq € rs) and a model with W =
{wi,wa,w3,wa}, R = {(wi,w1),(w2,w2),(w2,w3),(wa,wa)}, and V(p) = {wi,w2}, V(q) = {w3,wa},
V(r) ={w2}, V(s) = {ws}. We have {wi,wz} = @ and {wo,w4} E @, but {wy,wo, w4} i @. For the
failure of bisimulation invariance, see Section 5.3.

’In the literature, the term “strict semantics” typically refers to the adoption of different truth condi-
tions not only for the diamond but also for the disjunction.
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T =a(TC p). In fact, we have in general ©(xca) = E(x ¢ a) for an arbitrary primitive
inclusion atom x € a. Moreover, observe that the subteam {u} of 7 does not satisfy
either ¢ (T S p) or (T € p), illustrating the failure of downward closure in ML(<).

T R[T]
S
T~
\
[ — \

( ]
w' it p

It was proved in [137] in the propositional context that arbitrary inclusion atoms
can be defined in terms of primitive inclusion atoms, and further in terms of unary
primitive inclusion atoms (inclusion atoms of the form T € o or 1 € ). This result can
be extended to our current modal context by the same argument.

5.2.7. LEMMA ([137]). Let a,b be sequences of ML-formulas, and let x,y be sequences
each of whose elements is either T or L. Then

(i) Negr,ypi(m@¥vxeb)=ach.
(ii) xycab=xcan((ycbaaX)v-aX).

Given Corollary 5.2.5, we can further conclude that an arbitrary inclusion atom can
be defined in terms of unary top inclusion atoms T € ¢. Indeed, we will see in Section
5.3 that every formula of ML(<) is equivalent to one in a normal form which contains
no inclusion atoms save for unary top inclusion atoms.

In addition to modal inclusion logic, we also consider two other extensions of the
usual modal logic: ML(V), or modal logic with the might-operator V, and ML(V),
or modal logic with the singular might-operator /. We define the team semantics of
these operators as follows:

M, T eV < T =g or there exists a nonempty S € T such that M,S = ¢.
M, T V¢ <= T =@ or there exists w € T such that M,{w} = ¢.

The operator V was first considered in the team semantics literature in [73] and the
other operator V is introduced in the present article, but very similar operators have
been employed in philosophical logic and formal semantics to model the meanings
of epistemic possibility modalities such as the “might” in “It might be raining” (see,
for instance [129, 123]). One can also make sense of this interpretation in the team
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semantics setting. A team 7 can be conceived of as corresponding to an information
state: to know that the actual world v is one of the worlds in 7 is to know that whatever
holds in all worlds in 7 must be the case. If it is raining in all worlds in 7', this
information state supports the assertion that it is raining. If, on the other hand, there
1s some nonempty subteam S of 7" consisting of worlds in which it is not raining, then
for all that one knows given the information embodied in 7, it might not be raining.
Both operators may be thought of as expressing this kind of epistemic modality, with
some subtle differences in meaning between the two (note, for instance, that if V¢
appears within the scope of another V in a propositional (non-modal) formula, it can
be substituted salva veritate with @, whereas the analogous fact does not hold for V).3

The singular might V¢ clearly entails the (non-singular) might V¢; the converse
direction V@ = V¢ holds whenever ¢ is downward closed, and in particular whenever
¢ is classical. For classical formulas ¢, both Va and Va coincide with the unary top
inclusion atom T C .

5.2.8. FACT. For any ML-formula @, Tc o = Va =Va.

In general, the two might-operators behave differently; in particular, there are sub-
tle differences when the operators are iterated: V(Vo AVy) = Vo AVy, whereas
VoAVYENV(NVoAVY), V(oAVy) =V (o Ay), whereas V(@ AVY) EV(Q AY).

As is the case with ML(<), the logics ML(V) and ML(V) are union closed and
have the empty team property; we further show in Section 5.3 that the three logics are
in fact expressively equivalent.

As with many other logics with team semantics, the three logics we consider in this
article are not closed under uniform substitution. Recall that a substitution ¢ for a logic
L is a mapping from the set of formulas L to itself that commutes with the connectives
(and connective-like atoms such inclusion atoms) of £. We say that L is closed under
substitution ¢ if for any set 'u{¢} of formulas of £,

I'=¢ implies {o(y)|yeT}Eo().

A logic L is closed under uniform substitution if it is closed under all substitutions.
Note that due to our syntactic restrictions, any map mapping a ML(<)-formula p € g
to a non-formula (r C s) C ¢ is not considered a valid substitution for ML(<). This
does not mean that substitution into inclusion atoms is disallowed in general: a valid
substitution might map p S g to (ras) cgq.

To see why ML(<) is not closed under uniform substitution, note that clearly (pv
-p)AgE=(pAg)Vv(-pAg) holds. But when we substitute T € p for ¢ on both sides,

3The requirement in the truth conditions that V¢ and V¢ also be true in the empty team is added
to preserve the empty team property. One may also consider variants of these operators without this
requirement. The nonempty variant of V is sometimes called the exists operator E and is discussed in,
for instance, [89, 97]. Logics with both the nonempty variant Vg of V and the disjunction v may be
thought of as variants of logics which include v and the nonemptiness atom NE (where T = NE iff T + @)
due to the equivalences Vyg@ = (@ ANE) v T and NE = Vg T; for more on these logics, see [140, 7].
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the entailment no longer holds: (pv-p)ATSp# (pATSp)v(-pATCEp). Fora
counterexample to the entailment, consider the team R[T| = {u’,v/,w'} from Example
5.2.6. Clearly R[T] = (pv—-p)ATC p, but there are no subteams 7,7, € R[T ] such
that Ty uT, = R[T] with Ty E pATC p and Th E ~pATC p. Similar counterexamples
can also be found for ML(V) and ML(V): in the above example, instead of using the
top inclusion atom T C p, we can equivalently (by Fact 5.2.8) use the formula Vp or
the formula Vp.

Nevertheless, the three logics we consider in the article are closed under classical
substitutions, namely, substitutions ¢ such that o(p) is a classical formula for all p €
Prop. We now prove this by using the same strategy as in [140], where it was proved
that a number of propositional team logics (including propositional inclusion logic) are
closed under classical substitutions.

5.2.9. LEMMA. Let ¢ be a formula in ML(<), ML(V), or ML(Y), and © a classical
substitution for the relevant logic. For any model M = (W,R,V) over X2 Prop(c(¢))
and team T of M,

M,TEo(@) < My, TE o,

where Mg = (W,R,V5) is any model over Y 2 Prop( ) satisfying Mg,w E p iff M,w E
o(p), forallpeY and weW.

Proof:

We prove the lemma by induction on ¢. The case in which ¢ = p follows by flatness of
6 (p). The other cases follow by the induction hypothesis. In particular, for ¢ = ¢y,
we have M, T = &o () if and only if there is a team S such that TRS and M,S = o (y).
By the induction hypothesis, this is the case if and only if there is a team S such that
TRS and M, S = y, which holds if and only if Ms,7T = ©y. O

5.2.10. THEOREM. Let Tu{@} be a set of formulas in ML(<), ML(V), or ML(V).
For any classical substitution G for the relevant logic, if T = @, then {c(y)|yel'}

o(9).

Proof:
If I' = ¢, then for any model M and team T of M,

M,T=o(y) forall yelI' = My, T = yforall ye' (Lemma 5.2.9)

= Ms,TEQ (By assumption)

= M, T=o(0) (Lemma 5.2.9)

Hence {o(y)|yel'} o (o). O

As with standard modal logic, one can provide a first-order translation of ML (<)
and its variants; see [89] for a translation (via normal form) of many modal team-based
logics into classical first-order logic, and see Section 5.6 for a translation of ML(<) into
first-order inclusion logic.
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5.3 Expressive Completeness and Normal Forms

It was proved in [73] that each of ML(<) and ML(V) is expressively complete with
respect to the class U of union-closed modally definable team properties with the empty
team property. In this section, we review this result, and show that our new variant
ML(V) has the same expressive power. The proofs of these results also yield a normal
form for each logic. These normal forms are crucial for proving the completeness of
our axiomatizations for the logics—see Section 5.4.

As in the single-world setting, in the team-based setting modal definability can
be characterized by bisimulation invariance: the modally definable properties are pre-
cisely those invariant (i.e., closed) under bisimulation. We begin by recalling the stan-
dard notion of bisimulation as well as that of Hintikka formulas—characteristic for-
mulas which serve to capture bisimilarity in the syntax of ML—and then proceed to
construct analogous notions for teams.

Throughout this section, we make use of a fixed finite set X C Prop of propositional
symbols; we often omit mention of X in definitions and results to keep notation light.
If M is a Kripke model (over X) and w € W, we call (M,w) a pointed model (over X).

5.3.1. DEFINITION. For any (M,w), (M',w"),and ke N, (M,w) and (M’,w") are X, k-
bisimilar, written M,w \——‘i( M' w' (or simply w = w’), if the following recursively
defined relation holds:

G) Mw=XM' w iff M,wie p <> M',w' e p forall peX.
0
(i) M,w=3 M W' if M,w=3M',w' and:
(Forth condition) For every world v of M with wRv there is a world v/ of M’ with
w/'Rv' such that M, v ‘——*i( M’V

(Back condition) For every world v/ of M’ with w'RV' there is a world v of M
with wRv such that M, v :kx M’V

The modal depth md( @) of a formula ¢ is defined by the following clauses:

md(p)=md(1) =0,
md(-o) =md(ct),
md(y1 v y2) =md(yi A y2) = max{md(y1),md(y,)},
md(©oy)=md(By) =md(y)+1, and
md(ay...0, CPy...By) =max{md(cy),...md(a,),md(B;)...md(B,)}.

We say that two pointed models (M,w) and (M',w') are X, k-equivalent, written
M,w Ei( M’ w' (or simply w =, w'), if they satisfy the same ML-formulas with propo-
sitional symbols among those in X up to modal depth &, i.e., it M.wEe a ift M' w' =
for every a(X) e ML with md(a) < k.
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5.3.2. DEFINITION. Let k € N and let (M,w) be a pointed model over Y 2 X. The kth
Hintikka formula xj,([l; (or simply xX) of (M,w) is defined recursively by:

280 = MplpeXandweV(p)}AA{=p|peXandw¢V(p);

Xk+1
%M7W+ = x]lfd’w A /\VGR[W] ©%]][<47v AE \/VER[W] XZ\CLV-

It is not hard to see that there are only finitely many non-equivalent kth Hintikka
formulas for a given finite X. This is why we may assume that the conjunction and the

disjunction in x;,(lﬁl are finite and hence that x;/(]’f:l is well-defined?.

5.3.3. THEOREM (See, e.g., [56]). For any k € N and any pointed models (M,w) and
(M’,W’).’
ww = waw = w e gk

We now define team-based analogues to the preceding world-based notions. A
model with a team (over X) is a pair (M,T), where M is a model (over X) and 7 is a
team of M. Team bisimulation (introduced in [71, 89]) is a straightforward generaliza-
tion of world bisimulation:

5.3.4. DEFINITION. For any (M,T) and (M',T"), and any ke N, (M,T) and (M',T")
are (team) X, k-bisimilar, written M, T \——*i( M, T' (or simply T = T), if:

(Forth condition) For every w € T there exists a w’ € T’ such that w \——‘i( w'.

(Back condition) For every w’ € T’ there exists a w € T such that w :i( w'.

Clearly, both world and team k-bisimulation are equivalence relations. Moreover,
if w=w, then w=, w for all n <k, and similarly if 7 =, T’, then T =, T’ for all
n < k. The following lemma lists some further simple facts about team bisimulation.

5.3.5. LEMMA ([71]). If T =1 T', then
(i) For every S such that TRS, there is a 8" such that T'R'S" and S = §'.
(ii) R[T]=;R'[T'].

(iii) Forall Ty, T, €T such that Ty T, =T there are T{,T, € T' such that T/ VT, =T’
and T; =y T! forie {1,2}.

* To be more precise, this assumption amounts to the following: if R[w] is infinite, we choose a finite
set T € R[w] such that for all v € R[w], there is a v’ € T with x[f;]z = xﬁ:’i,, and define )(A),(I”];H using this
finite representative set 7' in place of R[w]. Clearly, the specific choice of this finite representative set
T makes no difference for the Hintikka formula. Similar remarks apply to other finiteness assumptions

made in the sequel.
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We say that the models with teams (M,T) and (M',T") are X, k-equivalent (in a
logic L), written M, T E])f M',T’ (or simply T = T'), if for every formula ¢@(X) in £
with md(@) <k, M,T £ ¢ ifft M',T' = ¢. It will follow from results we show that
T =, T' in any of the logics we consider iff T =, T’ in either of the other logics; we
therefore simply write 7' =, T without specifying the logic. It is easy to show that
k-bisimilarity implies k-equivalence for all three logics:

5.3.6. THEOREM (Bisimulation invariance). If T = T', then T =, T".

Proof:

We show by induction on the complexity of formulas ¢ in ML(<), ML(V), or ML(V)
that if T =, T', then T =, T’ for k = md(¢@). See [73] for details. In particular, items
(1), (i1) and (iii) in Lemma 5.3.5 are used in the diamond, box and disjunction cases,
respectively. For ¢ =V, we have T EVy iff T = @ or {w} £ y for some we T. If
T=g,thenby T =, T’ also T’ = @ so that T/ = Vy. Otherwise by T = T’ we have
{w} = {w'} for some w’ € T’, and then {w'} = y by the induction hypothesis, whence
T’ =Y y. The other direction is similar. O

Let us also demonstrate why ML(<), ML(V), and ML(V) with the strict semantics
for the diamond (see Section 5.2) are not bisimulation-invariant for the notion of team
bisimulation we have adopted. Consider a model M = (W,R,V) over {p} where W =
{wi,wa,w3}; R={(wi,w1),(w1,w3),(w2,w2),(w2,w3)}; and V(p) = {ws}. Clearly
wi = wy for all ke N, so that also {w; } = {w,w,} for all k€ N. Defining f(wy) :=w3
and f(wy) :=wy, we have f[{w;,w2}]ETSpAaLCpsothat {w,wr}E®(TSpALC
p). Clearly {w;} # &s(TSpAaLCp),so{w;}# {wi,w2} where ;= is 1-equivalence
defined with respect to the strict semantics. An analogous argument can be conducted
in ML(V) as well as in ML(V).

With a suitable notion of bisimilarity at hand, we now proceed to show our ex-
pressive completeness results. We measure the expressive power of the logics in terms
of the properties they can express. A (team) property (over X) is a class of models
with teams (over X). For each formula ¢(X) we denote by | ¢||x (or simply |¢|) the
property (over X) expressed or defined by ¢, i.e.,

lolx:={(M,T) over X|M,T & ¢}.

A property P is invariant under X, k-bisimulation if (M,T) e P and M,T ‘——‘? M T'
imply that (M’,T") € P; is closed under unions if (M,T;) € P for all i € [ + & implies
that (M,U;; T;) € P; and has the empty team property if (M,) € P for all M.

We say that a logic L is expressively complete for a class of properties P, written
P = | L], if for each finite X c Prop, the class Px of properties over X in PP is precisely
the class of properties over X definable by formulas in £, i.e., if

Px = {lolx | ¢ < £ and Prop(¢) =X}.
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Our goal is to show that each of the three logics is expressively complete for the
class U of properties P such that P is union closed; P has the empty team property;
and P is invariant under bounded bisimulation, meaning that if P is a property over X,
then P is invariant under X, k-bisimulation for some k € N. That is, we show:

U=[ML(S)[ = [ML(V)] = [ML(V)].

Clearly, any property | @]y expressible in any of the three logics is union closed and
has the empty team property, and by Theorem 5.3.6 it is also invariant under X, k-
bisimulation for some k € N (take any k > md(¢@)). Therefore, we have {|@|x | ¢ €
L where Prop(¢@) = X} ¢ Ux for £ being any of the three logics. For the converse
inclusion, we must show that any property P € Uy is definable by some formula in
each of the logics. Let us focus on ML (<) first.

As a first step, we will construct characteristic formulas in ML(<) for teams anal-
ogous to the Hintikka formulas (characteristic formulas for worlds) defined above.
These formulas and the accompanying lemma are essentially as in [73]; we have sim-
plified them somewhat using an idea presented in [89].

5.3.7. LEMMA For any k € N and any (M,T) over X, there are formulas nA)f[kT e ML
and CM 7,0y 7 € ML(E) such that:

(i) M',T' = A),;]} iff T' =@ orforallweT thereisaw' €T’ such thatM,w\——‘i(M’,w’
(ii) M, T' = 771\>/(1kT iff for all w' € T' there is aw € T such that M ,w \——‘,>§ M’ w
(i) M, T" = O~ iff M, T <XM", T or T' = &
’ M. T ) ~k )

Proof:

(i) Let
/\ (T XMW

where we stipulate /A @ = T. Since there are only a finite number of non-equivalent
kth Hintikka formulas for a given finite X, we can assume that the conjunction
Awer (T S xn);l;) is finite and that ¥, ;- is well-defined. If 7’ # @, then:

T'e N(T<xk) &= YweT:T'eTC )k

weT
= YweT WeT' W eT"VET <= wEyl
— YweT I eT :w' e gk (Since T’ # @)
— VweT IW eT :w=,w'. (Theorem 5.3.3)
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(i1) Let « “
ko k

M= V XM o

weT

where we stipulate \/ & = 1.

T'e \/ X <= T'=J T, where T, = %

weT weT
— Yw eT' IweT:w' = xk (By flatness)
— YW eT IweT :w=,w'. (Theorem 5.3.3)
(i) Let o
ko _ Xk .k
0T =M N7

If T"=@, then T' = GIT‘ by the empty team property. Else if T/ + @, then T’ &
néﬁ A Cf if and only if the back and forth conditions in Definition 5.3.4 hold (by
items (i) and (ii)), which is the case if and only if 7 = T". O

We call the characteristic formulas GIT‘ for teams obtained in Lemma 5.3.7 (iii)
Hintikka formulas for teams. As with standard Hintikka formulas, it is easy to see
that for a given finite X, there are only a finite number of non-equivalent kth Hintikka
formulas for teams.

We are now ready to show also the inclusion Ux € {||@||x | ¢ e ML(<) and Prop(¢) =
X}.

5.3.8. THEOREM ([73]). U =|ML(<S)|. That is, for each finite X < Prop, Ux = {C over
X|C is union closed, has the empty team property, and is invariant under :? for some

keN} ={|o|x| ¢ eML(c) and Prop(¢) = X}.

Proof:
The direction 2 follows by Theorem 5.3.6 and the fact that formulas in ML(<) are
union closed and have the empty team property.

For the direction ¢, let C € Uy, and let k € N be such that C is invariant under =X

vk.
Let .k
o=\ Oy,
(M,T)eC

where 8;;]} is defined as in the proof of Lemma 5.3.7 (ii1). Since there are only finitely
many noﬁ—equivalent kth Hintikka formulas for teams for a given finite X, we may
assume the disjunction in ¢’ to be finite and ¢’ to be well-defined. We show C = |¢’|y.
Note that since both C and | ¢’ |y have the empty team property, neither is empty.

Let (M,T) €C. Clearly T =, T, so by Lemma 5.3.7 (iii), T = 0%, whence T E 0.

Now let M’,T' = ¢'. Then there are subteams 7;. € 77 such that 7' = Uy, 1yec T7
and M',T] = 0%. By Lemma 5.3.7 (iii) it follows that for a given (M, T) €C, either
M,T = M',T] or T} = @. If T} = @, then by the empty team property (M',T}) €C. If
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M,T =, M', T}, then since C is invariant under k-bisimulation, (M’,T;) € C. So for all
(M,T) eC we have (M',T}) € C; then since C is closed under unions, we conclude that
(M',T") eC. o

It follows from the proof of Theorem 5.3.8 that each ML(<)-formula is equivalent
to a formula in the normal form

V 6=V (Vasr AT (NF)

(M,T)eC (M,T)eC weT weT

Note that in this normal form, the extended inclusion atoms T € yX play a substantial
role that cannot be replicated using inclusion atoms simpliciter, i.e., inclusion atoms
P1---Pn € q1...q, with propositional symbols only. It was observed in [137] that
the variant of propositional inclusion logic with only these simpler inclusion atoms
is strictly less expressive than extended propositional inclusion logic, as, e.g., in one
propositional symbol p, the former contains only one (trivial) inclusion atom p € p and
is thus flat, while the latter can express non-flat properties using extended inclusion
atoms such as T € p and 1 € p. The analogous fact clearly also holds in the modal case.

Observe also that only unary top inclusion atoms (atoms of the form T C o) are
required in the above normal form to express any given property in U. Given that
Tca=Va=Va (Fact 5.2.8), we can derive the expressive completeness of ML (V)
as well as that of ML (V) as a corollary to Theorem 5.3.8.

5.3.9. THEOREM. U = |ML(V)| = [ML(V)|.

And we clearly have the following normal forms for these logics:

Vo (Vs A Vi) (VNF)
(M,T)eC weT weT

Vo (Vs A Vi) (VNF)
(M, T)eC weT weT

The expressive completeness of ML(V) was also proved in [73]; we have added
the result for ML(V). Let us briefly comment on how the structure of the normal
form motivates the introduction of the operator V. Given a team 7T, the formula
CK = Awer (T € %K) is intended to express the forth-condition of = from T to a team T
in the sense that 7/ = C’T‘ iff for all we T there is aw’ € T such that w = w’ (see the proof
of Lemma 5.3.7 (i)). The formula A7 VX articulates precisely what T’ needs to sat-
isfy in order to fulfill this condition. Inclusion atoms are clearly stronger than is strictly
necessary if we only wish to express this condition. The operator V is also prima facie
stronger than V in the sense that for any ¢ € ML(V), there is an o € ML such that
V¢ =Va,> whereas, for instance, there is no o € ML such that V(VpaVgq) =Vo—

This follows from the fact that ML is expressively complete for the class of flat properties invariant
under k-bisimulation for some k € N (see, e.g., [134]). A team property P is flat if (M,T) e P <
(M,{w}) e P for all we T. Given any ¢ € ML(V), {(M,T) | M,{w} £ ¢ for all we T} is clearly
flat and invariant under k-bisimulation for k = md(¢), so by the expressive completeness fact we have
{(M,T)|M,{w}E¢@forallweT} =|c| for some o e ML, and then V¢ = Va.
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the singular might, in a sense, cancels out non-classical content within its scope. It
is interesting, therefore, that ML(V) has the same expressive power as the other two
logics.

One important corollary to the results in this section is that the logics we consider
are compact. This follows from the fact that any team property invariant under bounded
bisimulation can be expressed in classical first-order logic—see [89]. (It should be
noted that for many team-based logics, compactness formulated in terms of satisfia-
bility need not coincide with compactness formulated in terms of entailment, but the
logics we consider are compact in both senses; see Section 5.6 for further discussion.)
It also follows readily from the expressive completeness results that each of the three
logics admits uniform interpolation. It was proved in [43] that any team-based modal
logic which is local and forgetting admits uniform interpolation. The logics we con-
sider are all local, and it follows from the expressive completeness theorems that they
are also forgetting; they therefore admit uniform interpolation. We refer the reader to
[43] for the detailed proof and more discussion about the notion of uniform interpola-
tion; see [137] for clarification on the role of locality.

5.4 Axiomatizations

In this section, we introduce sound and complete natural deduction systems for the
logics ML(<), ML(V) and ML(V). We prove the completeness of the axiomatiza-
tions by means of a strategy commonly used for propositional and modal team-based
logics which involves showing that each formula is provably equivalent to its normal
form. This strategy is used in [137] for the propositional inclusion logic system; we
also adapt many of the lemmas and other details of the proof presented in [137].

541 ML(<)

We start by axiomatizing our core logic, modal inclusion logic ML(<). Our natural
deduction system for ML(<S) comprises standard rules for connectives and modalities
for the smallest normal modal logic K, modified to account for special features of
our setting such as the failure of downward closure, as well as rules governing the
behaviour of inclusion atoms and their interaction with the other connectives. Note
that since ML(<) is not closed under uniform substitution (see Section 5.2), the system
does not admit the usual uniform substitution rule.

5.4.1. DEFINITION. The natural deduction system for ML(<) consists of all axioms
and rules presented in Tables 5.1-5.3. We write I' v () ¢ (or simply I'+- @) if @ is
derivable from formulas in T" using this system. We write ¢ + y for {@} - y and - @
for @+ @, and say that @ and y are provably equivalent, denoted by @ -y, if ¢ -y
and y + @.
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(1) The undischarged assumptions in Dy and D are ML-formulas.
(2) Dg has no undischarged assumptions.

Table 5.1: Rules for classical modal logic.

Table 5.1 lists the rules which operate only on the connectives and operators of ML.
The soundness of the disjunction elimination rule as well as that of the negation rules
involving assumptions requires that the undischarged assumptions in the subderivations
are downward closed, hence the restriction to ML-formulas.

Table 5.2 lists the propositional rules for inclusion atoms. All rules in this table
are adapted from rules or results in the propositional inclusion logic system in [137],
but we have considerably simplified the propositional system (see Proposition 5.4.4,
in which we show that the full set of rules from [137] is derivable in our system).
The rule c_E captures the fact that x € a and —a* lead to a contradiction, since (for a
nonempty team) x € a implies that a* is true somewhere in the team (see Proposition
5.2.4), while —a* implies that a* is not true anywhere in the team. The rules CExt
and cRdt allow us to reduce arbitrary inclusion atoms to equivalent formulas in which
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Table 5.2: Rules for inclusion.
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©(xca) . T C ¢a*
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Table 5.3: Rules for modal operators and inclusion.

all non-classical subformulas are primitive inclusion atoms (see Lemma 5.2.7) and to
utilize the properties of classical formulas to derive properties of inclusion atoms (see
Proposition 5.4.4). The rule vcE models the upward closure (modulo the empty team
property) of primitive inclusion atoms: if T =xCav y and T # y, then T = SuU where
SExCa, Uk yand S+ @, whence also 7T = x C a. Primitive inclusion atoms are not
downward closed so we do not in general have the converse direction: (Vv y)AxCat
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(prxca)vy. However, (pvy)axcak ((pvaX)axca) vy does hold, as reflected
in the rule cDistr.

The rules in Table 5.3 concern modal operators and inclusion atoms. The rule
©cDistr allows us to distribute the diamond over the inclusion atom. The converse
direction of this rule is not sound, as, e.g., T € &p # & (T < p) (consider a team with
a world w = ©p but without a successor team). If we ensure that there is a successor
team by requiring ¢ ¢ to hold for some ¢, the converse is sound. The rule C¢Distr
generalizes this fact, and indeed we have:

09, Tco®a*+o((pv(aX)T)ATCa¥) (CeDistr)
F&(Tca) (©Mon)

The rule ¢EcExc allows us to derive a box formula from a top inclusion formula with
a diamond formula on the right. The converse is not sound—consider a nonempty team
T with R[T] = @. By the empty team property, T £ @(T € &), whereas T # T C &0,
since the worlds in T have no accessible worlds. We can ensure that R[T'] # @ in case
T + @ by requiring T € ¢ f3 to hold for some f—this yields the rule @®cExc. The rule
@VcE is similar to VcE in Table 5.2, but it applies to box formulas.

5.4.2. THEOREM (Soundness). IfI'+ @, then T = ¢.

Proof:

Soundness proofs for most rules in Tables 5.1 and 5.2 can be found in [137]. The
soundness of ¢ cDistr, @& cExc and ¢&cExc (Table 5.3) is easy to show using Propo-
sition 5.2.4. We only give detailed proofs for C¢ Distr and EvcE (Table 5.3).

(CoDistr) It suffices to show @ QA Aj<icn(Xi € @) E & ((QV Vigicn ") ANi<icn(Xi ©
0;)). Suppose that T = @@ A A\ (xi € ©;). If T = @, it satisfies the conclusion
by the empty team property so we may suppose T # @&. Then there is some S
such that TRS and Sk ¢, and for each 1 <i<n, T Ex; € ©0;. If x; =T, then
there is some v; € R[T] such that v; £ @, i.e., v; E af". If, on the other hand,
x; = 1, then by Proposition 5.2.4 there is some w; € T such that w; £ - ¢, i.e.,
w; E@-0;. By TRS there is a world v; € R[T] such that w;Rv;, and since w;
®-a;, we have that v; £ -0, i.e., viE o', Let 8" := SU{v;}i<jcy. Clearly §' =
(@V Vicicn €7 A Ai<cicn(xi € 0). Since S € 8" € R[T] and TRS, we have that
TRS',50 T = &((@V Vi<icn 0") A Ni<icn(Xi € 04)).

(@vcE) Suppose that I, TC ®aXkE y,and @y = . Let T=@(xcavy)and T =y
for all yeI'. We show that T = .

We have that R[T]Excavy,soR[T]=TiuT, where T; =xCaand T> = y. If
T\ =@, then T, =R[T], so R[T ] = y, whence T = By; therefore also T E . Else
if 71 # @, then by 77 E x € a and Proposition 5.2.4 it follows that there is some
v e Ty such that vi=a*. By ve R[T], there is a w € T with wRy, whence w = ©a*.
Therefore T = T € ©a*, whence also T E . O
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It is easy to verify that the rules in Table 5.1 constitute a system that is equivalent
to other axiomatizations of &,® and so, given soundness, Proposition 5.2.3, and the fact
that KC is complete for the class of all Kripke models, we have:

5.4.3. PROPOSITION (Classical completeness). Let Tu{oa} be a set of ML-formulas.
Then

T'eoa — F'_ML(E) .

In the following proposition we derive some useful properties of inclusion atoms.
These properties allow us to manipulate the atoms with ease, and we occasionally make
use of them without explicit reference to this proposition. All items in the proposition
were included as rules in the propositional system in [137]; the proposition shows that
the simpler propositional system yielded by the propositional fragment of the rules in
Tables 5.1 and 5.2 suffices.”

5.4.4. PROPOSITION.
(i) acb,bccracec.
(ii) apgaias € bgbibs +ajagas € bibgbo.
(iii) agai € bgbi +agagai € bgbgbj.
(iv) abccdr-acc

(v) acb,a(b)+ a(a), where a, or a(c), is classical and propositional, the propo-
sitional symbols and constants occurring in a(c) are among those in c, and
o(a) and a(b) denote the result of replacing each element of c in o with the
corresponding element in a and b, respectively.

Proof:

(i) By CExt, it suffices to derive ~aXvx c c for all x € {T, 1}l2l. For a given x, we
have acbr -a*vxcband bccr-bXvxccby cRdt. By vcE it now suffices
to show:

(a) —a*+-a*vxcec.

®For a proof that a similar system is equivalent to a Hilbert-style system for /C, see [134]. Note
that some of the rules in Table 5.1 such as ©VvDistr are derivable for the classical fragment of our
axiomatization and are therefore not necessary for this equivalence.

"The system in [137] did not feature our C_E as a rule; it was instead shown to be derivable in that
system using a rule corresponding to our Proposition 5.4.4 (v). An alternative simplified propositional
system would then replace c_E with Proposition 5.4.4 (v). The rule corresponding to Proposition 5.4.4
(v) was originally introduced in the first-order system in [64].
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(ii)

(b) xSb,-b*+-aXvxcec.
(c) xScr-a*vxce.

We have that (a) and (c) follow by VI, and (b) by c_E.

By cExt, it suffices to derive —ajaga*1X0%2 v x1xgx2 € bibgbs for all xixgx»o €
{T,L}|313032|. For a given xjxpx2, we have agajap € bgbiby - —agajay*0*i>2 v
XpX1X2 € bgbibs by cRdt. By Proposition 5.4.3 we have that —agajapX0X1*2 —
—ajapax*1*0*2 and therefore also

—apa1a2 "2 vixox1xo € bob1by - —a1agar @2 vixgxixp € bobiba. (%)

We also have bibgby € bibgbs by cld, and then —b1bg b2X1X0X2 V X1XgX2 C b1bgbs
by cRdt. By Proposition 5.4.3, we have —bgb1b @2 <~ b1 bghy 2 so that

—b1bgba 92 v x1x0x2 € bibgbs -+ = bgb1b2 2 v x1x0x2 S bibgbs. (*%)
By VcE applied to (*) and (*x) it now suffices to show:

(a) —ajapa™X0X2 1 —a7a9axX1X0X2 v x1xgXo € b1bgby.
(b) xgx1x2 € bgb1ba, —bgb1by 2 - —ajagan*1X0%2 v x1xgx5 S bybgbo.

(c) x1xox2 € bibgba - —~ajapaz*1X0*2 v x1xgx2 € bibgbs.

We have that (a) and (c) follow by VI, and (b) by c_E.

(111) Similar to (i1).

(iv) By CExt, it suffices to derive —a*vx c c for all xe {T, 1 }2. For a given x, we have

Ayegr.yb (-ab® vxy c cd) by cRdt. By repeatedly applying VcE, it suffices to
show:

(a) xy Ccd - —a*vxcc forany giveny e {T, 1},

(b) /\ye{T Lyl -ab®¥ - -a*vxcec.
For (b), by Proposition 5.4.3 we have \/ye (T}

Xy : Xy _
and VI, /\ye{nl}\b\ -ab ,\/ye{nl}\b\ bY - —a*vxcc (foragiveny, —ab™ = =(aXA
bY) -4 —a*v -bY, and —aXVv -bY,bY - ~a¥).

b/ bY, and by Proposition 5.4.3

For (a), we have c ¢ c by cld, and then —-c*vx c c by cRdt. By Proposition
5.4.3, we have =c* VxS e A, x4 —~cd™ vxcc (for a given z, we have —c* -
~XV =d? - (X Ad?) = =cd™). By VcE it therefore suffices to show:

(c) xScr-a*vxcec.

(d) xy Scd, Ayerr i —~cd*® - —a*vx c c for any giveny € {T, L }/bl.

We have that (c) follows by VI, and (d) by c_E.
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(v) Let n:=|a| = |b| = |c|. Define a function f:{L1,T}" > {1, T} by f(y) =T: <=
wE a(y) for some w (note that since the propositional symbols and constants
appearing in o/(c) are among those in c, the definition of f is independent of the
choice of w). From a ¢ b we have Agye(r 1 1r5(x)=1} (-@* VxS b) by cRdt. By
repeatedly applying VcE, it suffices to show:

@ Afxe(r, s} 7" F a(a).
(b) a(b),xcbr o(a) for any given x € {T, 1}" with f(x) = L.

To show (a) and (b), we show (c):

(©) Apee(r.uyrlr()=) ~¢* = &(c).

For the left-to-right direction, let w = A (xe T, 1) f(x)=1) —c* and assume for con-
tradiction that w # a(c). Then fory e {1, T}" given by y; =T <= wE ¢; we have
wit a(y) so f(y) = 1, whence w = - cY. But clearly by the definition of y we have
w k= ¢¥, a contradiction.

For the right-to-left direction, let w = o¢(c) and let x € {T, 1 }" be such that f(x) =
L. Then for some x; we must have w = ¢; <= x; = L (lest we have w E ot(x)
whence f(x) = T, contradicting f(x) = 1), and therefore w = - c*.

Given (c), (a) follows immediately by Proposition 5.4.3.

For (b), by (c) and Proposition 5.4.3, a¢(b) gives us —~bX. By c_E applied to - b*
and x ¢ b, we have a(a). |

We move on to the completeness proof. Our strategy involves showing that each
ML(c)-formula is provably equivalent to a formula in the normal form presented in
Section 5.3. Once all formulas are in normal form, completeness follows from the
semantic and proof-theoretic properties of formulas in this form. That is, we show:

5.4.5. LEMMA (Provable equivalence of the normal form). For any formula ¢@(X) in
ML(S) and k > md( @), there is a (finite, nonempty) property C (over X) such that
pXk

T ie. o~ \/ (\/%MWA/\(TCXMW
(M,T)eC (M,T)eC weT

O -

The proof of the above lemma is more involved. We postpone it for now, and
first focus on how it allows us to prove completeness. To that end, note the following
immediate consequence of classical completeness: the kth Hintikka formulas of two
k-bisimilar pointed models are provably equivalent.

5.4.6. LEMMA. IfM,w=; M’ u, then x}f/l w %111(/1' v
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Proof:
By Theorem 5.3.3, w = u implies w =, u and then yX -~ x* by Proposition 5.4.3. O

Recall from footnote 4 in Section 5.3 that in defining the (k+ 1)th Hintikka formula
xﬁ:’fjl, we choose an arbitrary finite set 7' of representatives from the possibly infinite
set R[w]. The above lemma shows that two k-bisimilar worlds give rise to provably
equivalent Hintikka formulas, so the specific choice of the representatives also makes
no difference in our proof system. Therefore, we may continue our practice of using
arbitrary finite representatives in the definition of x;/([f:l in the context of the proof sys-
tem. Similar results hold for other formulas employing finite representatives, though
we henceforth omit explicit discussion of these representatives. Our next aim is to

prove the analogous result for Hintikka formulas for teams—that is:
5.4.7. LEMMA. IfM,T = M',S, then 911511 - 91{‘4,5.

In order to establish this, we first prove some results concerning primitive inclusion
atoms. We also show another unrelated result concerning primitive inclusion atoms
((ii1) in the lemma below) which is required in the sequel.

5.4.8. LEMMA.
(i) A1y..., 0, —T"CQy...0 where T" denotes the sequence T,...,T of length n.
(ii) IfOCl'I—ﬁ,', then T"E(Xl...ai...OCnI—TnE061...[3,'...06,1.

(iii) T"C o' ...0" FX].. Xy SO ... Ot

Proof:

(1) TS Tbycld; using o, and TS T we get TT € , T by CExp; and then TT C o, T +
T € oy, by Proposition 5.4.4 (iv). We repeat the CExp-step with ,_1,..., 0.

(ii) By Proposition 5.4.3, - =(a; A+~ A 0;) V(@ A=A 0). From the assumption
o; - Bi together with item (i) we have that o A--AQ = O A ABi A A O +
T"Coy...Bi... 0. Thus =(a A A0G) V(0 A AO) F=(0g A A0 V(T C
oq...0i...0p). By VcE, it suffices to show:

(a) Tl’lgal”.an’ﬂ(al/\.../\an)I—Tngal...ﬁi..-an
(b) Tngal__.(xm‘rngOcl...ﬁi...OCnl—Tnga1-~~ﬁi~-~an

We have that (a) follows by C_E, and (b) is immediate.

(iii) By cld, wehave ¢ ...0,, S Q... 0, and then by CRdt, —(o ... a' ™) vxy ... x, €
a ... 0. By VcE it suffices to show —(oy ... 05" ™), T o' .. 05" Fx ... x, ©
ap...0,and xq...x, S0 ...0, - X]...X, €O ... The latter is immediate; the

former follows by c_E since o ... 05, " = (o) o)™ o
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Proof of Lemma 5.4.7:

Suppose that 7 = S. If T = § = @, then 65 = 6%. Otherwise, both T and S are nonempty.
By symmetry it suffices to show 65 — 65. We have that 65 ~ \/,.er x5 by AE. Let
weT. By T = S, there is some u € S such that w = u, so that by Lemma 5.4.6,
2K =~ xk. Therefore, by vI and VE, V,er XX - Vues x%. Now letueS. By T = S,
there is some wy,, € T such that w, = u, so that by Lemma 5.4.6, x% - xk. By AE and
Lemma 5.4.8 (ii), 6% + T < yX + T c xk. Therefore by AL, 0% - Aues(T € x%), so that
6;'_\/M€SXII;A/\MES(T§XM):6§‘ o

Next we prove some important semantic facts concerning the relationship between
formulas in normal form and disjoint unions. The disjoint union \4);c; M; of the models
M; (i 1) is defined as usual, where in particular we recall that the domain of the disjoint
union is defined to be #;; W; = Ui (W; x {i}). We also extend the notion to properties:
the disjoint union of a property C = {(M;,T;) | i e I} is WC = (Wies Mi,\ie; T;), wWhere
Wier T; = Uier (T; x {i}). To simplify notation, we define the disjoint union \¥/@ of the
empty property to be (M*, @) for some fixed model M*. We refer to a world (w,i) in a
disjoint union as simply w, and to a team T x {i} as simply 7. The following result is
standard (see, for instance, [24]):

5.4.9. PROPOSITION. For any i€ l, any w e W;, and any k € N: M;,w = it M;,w.
Therefore, for any T € W;: M;,T = 8 M;, T.

We have:
5.4.10. LEMMA. M,SEV y 1yec Orps 7 iff M, S = WC' for some C' <C.

Proof:
= M, SE Ve 91{(4’1’ then mS = Uy 7yec Smr, 7 Where Sy 1 E 91{‘/1,7T. By
Lemma 5.3.7 (iii), either Sy = T or Sy =@. Let C':= {(M',T) | Syrr =k T}
Then S =Uw 7yee Smr,r = Umr, 1)ecr Sy 7- By Proposition 5.4.9, we have:

M,S:M, U SM’,T‘__\kLﬂ{(M,aT)|T€C,}:UC/-

(M"T)eC’

Note that if Sy 7 = @ for all (M',T) €C, then S =@ and WC' = W@ = (M*,o) by our
convention.

«—=: Let C'={(M;,T;) |iel}. If M,S =, C’, then by Lemma 5.3.5 (iii), there
are subteams S; € S such that U;¢; S; = § and M, S; = W M, T;. By Proposition 5.4.9,
Wjer M, T; = M;, T; so that also M, S; = M;, T;. By Lemma 5.3.7 (iii), M, S; E 6]]‘(41‘77} SO
that M, S =V (i, 1)ecr %,ri’ and by the empty team property, M,S &V )ec ok s

5.4.11. COROLLARY. V (y.1yec 04y 7= V (v 5)ep Oy g iff for all (M, U) eC, M",U =
WD vy for some Dy 1y € D.
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Proof:
—: Let (M",U) €C. By Lemma 5.3.7 (iii), U = 9{‘,. By the empty team property,
UV (u.1)ec 05, and then by assumption, U &V y s)ep 65. The result now follows
by Lemma 5.4.10.

= LetM""Y =V (y.1)eC 9;. By Lemma 5.4.10, M"Y =, WC' for some C’ cC.
By assumption, for each (M",U) € C’ there is some Dy 7y € D such that M",U =
WD yy- Then M"Y = W{UDyr yy | (M",U) €C'} = WU vyecr D vy S0
that by Lemma 5.4.10, Y =V pr syep 6§. O

The final lemma required for the completeness proof is a proof-theoretic analogue
of (one direction of) Lemma 5.4.10.

5.4.12. LEMMA. 0[5,V (a.5)ep O3 5

Proof:
If D is empty, then O(fm A L=V (y,8)eD 6%. Otherwise let D = {S,...,S,}. We have:

o=V xn A (Tex)= V. Vs A ATcx),

weld D wely D (M,S)eDweS (M,S)eDweS

from which we derive:

- (Vv V VA ANTco)r A AT

weS 2<i<nweS; weS| 2<i<nweS;
(Vv Vs ATea)v V Vs A A(Texy) (<Dist)
weS| weS weS 2<i<nweS; 2<i<nweS;
BV N VA AN (Texd)
2<i<nweS; 2<i<nweS;

k k
[ GSIV“-VQSH'

5.4.13. THEOREM (Completeness). IfI'E y, then T+ y.

Proof:
Suppose that I' = y. Since ML(<) is compact, there is a finite subset Iy € I" such that
['p = y. It suffices to show that @ - y where @ = Ayr, 7.

Let k >max{md(¢), md(y)}. By Lemma 5.4.5,

o\ Oyrandy-- \/ 91’\{/1'3-
(MT)eC M'.S)eD
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for some finite nonempty properties C and D. By soundness and ¢ = y,

V GAI}7T': V Gnl}',s-
(M,T)eC (M'.S)eD

Let (M,T)€C. By Corollary 5.4.11, M, T =, ¢ Dy for some Dy € D. By Lemma 5.4.7,
Lemma 5.4.12, and VI,

k k k k
Op.r+ Oyp, + \V O s - \/ 6 5
(M',S)eDr (M'",S)eD

By VE we get that V1 7)cc 61{31 =V .s)ep 91{‘4, ¢» and conclude that ¢ - . O

We dedicate the rest of this subsection to the proof of Lemma 5.4.5: provable
equivalence of the normal form. We first prove some technical lemmas. The rules vcE
and @VcE can be generalized as follows:

5.4.14. LEMMA. (i) If
(a) I',x; Cay,...,xx Sag+ x and
(b) I',y+7,
then T, (x) Caj A AXx Sag) VY X.

(ii) Let I be a finite index set and for each i€ I, let 1; be a conjunction of finitely many
primitive inclusion atoms. If for every nonempty J € I,

Fa\/goja/\ljF%,

jel T jed
then T,V (@i A L) - .
(iii) If
(a) I',;TC®ay,..., TS ®ar+ x and
(b) I' ey + ¥,

thenT,@((x; Saj A AXgSag) V) FX.

(iv) Let I be a finite index set and for each i€ I, let 1; be a conjunction of finitely many
primitive inclusion atoms. For 1; = Niek, (X C ax), define 1oi = Niek, (T € ©a%).
If for every nonempty J € 1

ra\ ey, N\ej-X,
jeJ jeJ

then T, @ Ve (QinL) F X
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Proof:
We prove (i) and (ii); the proofs of (iii) and (iv) are similar.

(i) We have that (x; CajA-AxpCa) VW ((xg Saj A Ax_1 Sag_1) VW) A (X €

(ii)

ar v y) by VE, VI, AE, and AL To show I',(x; Saj A+~ Axe_1 Cag1)V¥,x; C
ar vy x, by vcE it suffices to show:

(@) T, (xg Sag A Axg_1 Sag—1) VW, ¥+ x and

(b) I, (Xl Cai A AXg—1 Eak_l)\/l//,xkgakl—x.

Showing I', w  x suffices for (a). As for (b), similarly to the above, we have
((Xl Cap A AXg—1 Eak_l)vy/)/\xkgakl— ((Xl Caj A AXg2 Eak_z)\/lll)/\xkg

ar A (Xk—1 S ag_1 vV ). To show (b), it therefore suffices, by VcE, to show:
(©) I(x1Car A Axga Cag2) VW, xg Cag, W x and
@ r, (X1 Caj A" AXp_2 € ak_z) VY, X Cag,Xp—1 S a1+ X-

Showing I', y - ¥ would again suffice for (c). Continuing in the same manner,
one eventually finds that it suffices to show I', w+ y and I',x; Cay,...,xx Cag - X.-

Let 7 ={1,...,n}. We have that /i<, 1(@i A1) = (V1<icn1(@i A L) V @) A
(Vi<icn-1(@i A1) V1) by VE, VI, AE, and AL To show I') Vi<, 1(@; A1)V
On, Vi<icn-1(@iAL) V1, = ¥, by (i) it suffices to show:

(@) T, Vicicn-1(@i AL) YV @y Vicicn-1(@i A L) = X and

(®) T, Vicicn-1(@inL) vV @y 1y = X

By VI, showing I', V<<, 1 (@; A1;) - x suffices for (a). Furthermore, by a similar
manipulation as used above, (c) suffices for (a), and (d) suffices for (b).

(©) I Vicicn2(@i A L)V @u1, Vicicn2(QiAL) VL1 = X

(d) T, Vicicn2(@iA L)V @1V O, Vicicn2(QiA L)V @V 11, 1y = X
By (i), to show (c) it suffices to show (e) and (f), and to show (d) it suffices to
show (g) and (h):

(©) I, Vicicn2(@iA L) V @u1, Vicicn-2(@iA L) F X

) T, Vicicn-2(QiAL) YV Gp1, b1 = X

(@) T, Vicicn2(@iAL) YV @1V Qn, Vicicn2(Pi A L)V Quy b + X

(1) T, Vicicn-2(@iAL) YV @t V Py b1, ln - X -
Showing that T', V<<, —2(®; A 1;) + x would suffice to show (e), and showing
that T, Vi<i<n2(@; A1) V @, 1, - x would suffice to show (g). Continuing in the

same manner, one eventually finds that it suffices to show I',V ey @, Ajes ;- X
for every nonempty J C I. O
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Next, we show that the Hintikka formulas of non-bisimilar pointed models/models
with teams are contradictory in our proof system.

5.4.15. LEMMA.
(i) If M,w s M u, then x5, Xk, + L.
(ii) If M,T 44 M',S, then 6} 7,68, <+ L.

Proof:

(i) Assume for contradiction that xX, xX # 1. By Proposition 5.4.3, there is some
model M"" and a nonempty team T of M"’ such that M"",T & yK and M",T & xk.
By flatness, M",v & X and M",v & x* for all v € T, from which it follows by
Theorem 5.3.3 that M,w =, M"",v =; M',u, a contradiction.

(ii) W.l.o.g., we assume that there is some w € T such that M,w 5, M’ ,u for all u € S.
By item (i), xX,xX + 1 for all u € S, whence by VE, V,es XX, xX + 1. By -I, we
derive Vyes XX + = xk. Then by AE, we have 6% - V,e5 XX - - xk. We also derive
GIT‘ T € xk by AE. Finally, we use €_E to derive T € yX, - xX + L. O

Finally, we note the following simple consequence of classical completeness:
5.4.16. LEMMA. If M,wE Q, then %1{{/1.w + o, where k> md(o).

Proof:

By Proposition 5.4.3, it suffices to show xX = o. Let T & yX so that u e xk forallue T
by flatness. By Theorem 5.3.3, it follows that w =, u whence also u = « for all ueT.
Using flatness again, we conclude 7' F . O

We are now ready to prove the main lemma.
Proof of Lemma 5.4.5:
By induction on ¢.

- If @ =aeML and k> md(a), letting D := {(M,w) |wE a}, by a standard nor-
mal form result for ML (see, e.g., [56]), we have that &t =V (y7,,)ep xk. Then by
Proposition 5.4.3, & =V (1 )ep X If D = @, we have & =V (y,)ep X = L =
GE(M*@)' Otherwise, we show that V7 )ep Xk - V (Mw)eD Ofw} = \/(M_‘W)Ep(xv’;
T ¢ xk). The direction — is easy. For the other direction +, we derive Y%+ kAT ¢
2K by Lemma 5.4.8 (i); the result then follows by VE and VI.

>

- Let @ =y vy, and letk >md(¢@). Then k>md(y;),md(y,), so by the induction
hypothesis there are nonempty C, D such that Y1 = V(1 7)ec 6% and y»p -

V(M',S)E'D 9§ Clearly V1 VY, = V(M",U)ECU'D 9{;
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- Let@ =y Ays and letk >md(@). Then k>md(y;),md(y>), so by the induction
hypothesis there are nonempty C,D such that Y1 = V(1 7)ec 9% and y» -

V(M’,S)ED Og. Let
Y={lHC"|C"cCand [C" = |HD’, for some D’ c D},

that is, ) contains each disjoint union of (models with) teams in C which is
k-bisimilar to some disjoint union of teams in D. By union closure and bisimu-
lation invariance, both y; and y, will hold in each team in ), and it is also easy
to see that each team in which both y; and v, hold must be k-bisimilar to some
team in Y. We show Y1 A2 =V x)ey 9§.

(+) By Lemma 5.4.14 (i1) it suffices to show

V. o Va. A ACexd). V. V., A Alex)

(M,T)eC' weT (M,T)eC' weT (M',8)eD’ weS (M',8)eD’ weS

- Ve
(M" X)ey

for all nonempty C’ € C and all nonempty D’ ¢ D. This reduces to showing
Becr, By — V (mr x)ey B% for all nonempty C’ € C and all nonempty D’ ¢ D.
For a given C' and D', if WC' #; WD’, then Oy, Oypr + L+ V(mr x)ey 9§ by
Lemma 5.4.15 (ii). If WC’ =, D', then YC' € Y, whence Bycr -V (yr x)ey 0%
by VvI.
(4) Let JC" €Y. By Lemma 5.4.12, we have BQC, ~ \/(M7T)€C, Géi, and by VI,
V.ryeer 0F =V ryec 05 - yi. Similarly 9@0, -y, so by VE, Viycrey 9@0' -
YiAYs.

- Let@=ach, wherea=0y...a, and b= f3;...0,, and let k > md(¢). By cRdt
and CExt,

acb-~ A (-a*vxch).

xe{T, 1}l

Given the induction cases for ML-formulas, conjunction and disjunction, it there-
fore suffices to show that each primitive inclusion atom is provably equivalent to
a formula in the normal form. We show that x € b =V 47 7yey GIT‘, where

Y ={(M,T)|3weT such that w = b*}.

Note that the provable equivalence we wish to show corresponds to the semantic
fact in Proposition 5.2.4.

(k) Let M :={(M',w) [wE T}. Then &V ppr )ept xK so that V (M7 w)eMm xk by
Proposition 5.4.3. We have xf =V (17 )em (X5 AT € k) by Lemma 5.4.8 (i) and
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VI, 50 F V(i wyem (X AT € X&) by VE. To show Vo yyem (X6 AT S k), x €
b=V GIT‘, by Lemma 5.4.14 (ii) it suffices to show that for all nonempty

teams S,

Vs A(Texy)xebr \/ 6f.

weS weS (M,T)ey
If Se), the result follows by VI. If S ¢ ), then for any w € S, w = -bX. We
have that md(-~b*) =md(x cb) <md(acb)=md(p) <k, whence xX - -b* by
Lemma 5.4.16. Therefore V,,c5 xX — —b* by VE. By c_E, we have -b*,xc b+
V(m.1)ey 0y.
(4) Let (M,T) €Y. Then there is some w € T such that w = bX so that since
md(b*) =md(xcb) <md(acb)=md(¢) <k, we have X - b* by Lemma 5.4.16.
We have 0% - T ¢ xX by AE, and T € x + T < b* by xX + b* and Lemma 5.4.8
(i1). Then:

Tcb*r Tl cpX.. b (Prop. 5.4.4 (iii))
- lble g B (Lemma 5.4.8 (ii))
Fxp... X, € By ... B (Lemma 5.4.8 (iii))

where xS b =x;...x, S Bi ... B,. Therefore V(3 7y 0f - x S b by VE.

- Let @ = ©y and let k > md(¢). Then n:=k-1>md(y) and by the induc-

tion hypothesis there is a nonempty D such that ¥ -V 7y.p 67. By ©Mon,
QY - &V (y,1)ep O7. We show that

o\ o\ ebra- V(e Vi A(Tcor)). .1
(M,T)eD (M,T)eD (M,T)eD  weT weT

The modal depth of the formula on the very right is <n+ 1 =k, so the result then
follows by the induction cases for ML-formulas, inclusion atoms, conjunction,
and disjunction.

The first equivalence in (5.1) follows from the more general equivalence ¢ @ v
©Y - © (Vv y), whose direction - can be derived by ¢ VvDistr, and the con-
verse direction + by applying VE to ¢ + & (@ Vv y) and @y + & (@ Vv y) (which
are given by ©Mon).

For the second equivalence in (5.1), by vI and VE, it suffices to derive © 67 -+
& Vwer XEA Awer (TE @) foreach T €D, ie.,

(VA AN(Tex) oV xma A (Tcox). (5.2)

weT weT weT weT

Intuitively, if a team § satisfies the formula on the right in (5.2), this means that
S has a successor team that is a subset (modulo bisimulation) of 7 (captured by
the left conjunct), and that all elements in 7" can be seen from S (captured by the
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right conjunct). Combining these facts, one gets that S has the team 7" (modulo
bisimulation) as a successor team—which is what the formula ¢ 67 on the left
of the equivalence expresses.

Now, the direction - of (5.2) can be derived by:

o(Vaur NTexm)ro NV xr N o(Texy) (©Mon)
weT weT weT weTl
oV anA N (Tcox), (©cDistr)
weT weT

while the other direction  is derived by:

oV A NTcox)-o((V vV A AN(Texy))  (SoDistr)

weT weT weT weT weT
Fo(V xmwn A (Tx). (©Mon)
weT weT

- Let @ =@y and let k > md(¢). Then n=k—-1>md(y), so by the induction
hypothesis there is a nonempty D such that ¥ -V 7yep 67. By @Mon, we
have that @y = &V (ys 7yep 07 We show that

@V 6=\ @V xr A\ (Tcox)).

(M, T)eD CcD  welyC welyC

The modal depth of the formula on the right is <n+1 =k, so the result then
follows by the induction cases for ML-formulas, inclusion atoms, conjunction,
and disjunction. Intuitively, if a team § satisfies the formula on the left of the
above equivalence, this means that R[S] is bisimilar to the (disjoint) union of
some teams in D, i.e., R[S] =, WC for some C € D (see Lemma 5.4.10). In other
words, by the forth condition, R[S] is bisimilar to a subteam of |t/C (which is
captured by the left conjunct of the disjunct corresponding to C of the formula
on the right of the equivalence), and, by the back condition, each world in t)C can
be seen from S (which is captured by the right conjunct of the relevant disjunct).

(+) By Lemma 5.4.14 (iv) it suffices to show

BV V. A ATcsox)rV @V xinr N\ (Tsoxh)),

(M,T)eEweT (M,T)eEweT CcD  welC weld)C

for all nonempty £ € D. This reduces to showing

3V o A (Tcox)r VeV s A (Teoxy)),

wely € wely & CcD  welC welyC
for all nonempty £ ¢ D, which is given by VI.
(4) Let C € D. We have:

3\ xen N\ (TSox,)
weltC weldC
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- g \V xinr A\ B(Tcyl) (&BcExc)
welyC welyC
- a(V ozr N (Tex) (aMon)
welyC welgC
- g \/ 6} (Lemma 5.4.12, @Mon)
(M,T)eC
- g \/ 6 (vI, @Mon)
(M,T)eD
The result then follows by VE. O

54.2 ML(V) and ML(V)

By adapting relevant rules from the system for modal inclusion logic ML (<), we obtain
sound and complete systems for the two expressively equivalent might-operator logics
ML(V) and ML(V).

5.4.17. DEFINITION. The natural deduction system for ML(V)/ML(V) consists of
the classical rules in Table 5.1 and the V/¥-rules in Table 5.4.

Most rules in Table 5.4 correspond to rules or derivable results for the ML(<)-
system applied to inclusion atoms of the form T € « (recall the equivalence T C o = o(x,
where o € {V,V}). Given that there is no syntactic restriction on what may appear in
the scope of e (unlike with inclusion atoms of the corresponding form), these rules
may now be generalized to also apply to formulas e¢ where ¢ is non-classical; this
has been done whenever the generalization in question is sound. The rules o_E, Vv, E,
eDistr, B¢ .Exc, ©BExc, @V,E, ©.Distr, and e, Distr correspond to the rules c_E,
vcE, cDistr, ¢ cE, ©BcE, mvcE, ¢cDistr, and C¢ Distr, respectively. The rule ol cor-
responds to Lemma 5.4.8 (i), and eMon (restricted to classical formulas) corresponds
to Lemma 5.4.8 (ii).

For both systems, we add a rule evDistr asserting the distributivity of e over v.
The rules VJoin and VASimpl reflect the entailments pointed out in Section 5.2 and
serve to differentiate the systems. The V-version of the rule VE is also sound, and it is
derivable using VASimpl and VMon.

5.4.18. THEOREM (Soundness). If '+ @, then I' = ¢.

Proof:

Most cases are analogous to those for ML(<). We only prove some of the more inter-
esting cases. By the empty team property, it suffices to check soundness for an arbitrary
nonempty team 7.
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DO D1 D D
| Vo VASimpl
V(v ) avervy) VoM e VEL Typayy TP
S 4 i & . o et
¢ v v eMon(1) W'VDISU ea °! 7 e E
° l\)/ Do b1 vy *X1 °Xn Distr
vy x% X VoE ((@Vvx1V--VYn)NOYI A AOYy) VY

(1) The undischarged assumptions in Dy are ML-formulas.

Dy D D
OV Ee ° Q0
o0 E¢Exc Heq ©m.Exc
5 [+09] [oy]
S0 . . D Dy D,
o DIt B(e@VY) X X ov.E
X
Dy D, D,
©¢ o O Yn o, Distr

SOV YV VY, ) AW A Aoyy,)

Table 5.4: Rules for ML(e) with e € {V,V}.

(eMon) Let T =e@ and T = y for all yeI', and assume that I', ¢ = y, where I consists
of ML-formulas. Then there is a nonempty (singleton) subteam 7’ € T such that
T' = ¢. By downward closure of the formulas in I', we have 77 = y for all yeTI".
It follows that 77 = v, and hence T = oy.

(evDistr) Let T = o(¢ Vv v). Then there is a nonempty (singleton) subteam 7'/ c T
such that 7’ = @ v y. Then there are 77,7, € T’ such that TTuT, =T’, T1 £ ¢ and
T; = y. W.Lo.g. suppose that 77 is nonempty. Then 7 = e so that T = e v ey.
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(VE) Let T =VV@. Then there are nonempty subteams 77,7, €T such that Ty c T, €T
and 71 £ @. Thus T V.

(VJoin) Let T = Vo AVy. Then there are nonempty subteams 77,7> € T such that
Ti =@ and T = y. Then T/ =T uT, is a nonempty subteam of 7' such that
T'eovy, T'=Veand T'EVy. Thus T EV((@ Vv y) AVOAVY).

(VASimpl) Let T =V (V@ Ay). Then thereis awe T such that {w} = yand {w} Vo,
from which it follows that {w} = ¢. Hence T = V(@ A y). O

5.4.19. PROPOSITION.
(i) e@Vvey —e(QVY).
(ii) o(QAY)-epnrey.

Proof:
The direction + in item (i) follows by VE, eMon and VI, the other direction is by
evDistr. Item (ii) follows by eMon, AE and Al O

We show completeness using the same strategy as used for ML(S). Many of the
details are analogous to parts of the ML(<)-proof; we omit most of these details and
focus on the steps that specifically concern the might-operators.

5.4.20. LEMMA (Provable equivalence of the normal form). For any ¢ in ML(e) and
k>md(Q), there is a (finite, nonempty) property C such that
oV (Ven A o).
(M, T)eC weT weT

Proof:

By induction on ¢. All inductive cases except the one for e are similar to the cor-
responding proofs for ML(S) (see Lemma 5.4.5). Inspecting the proof of Lemma
5.4.5, one sees that with the exception of the case for inclusion atoms, the lemma is
derivable using rules which have analogues in the ML (e)-systems, together with the
proof-theoretic results in Proposition 5.4.3 and Lemmas 5.4.6, 5.4.7, 5.4.8 (i), 5.4.8
(i1), 5.4.12, 5.4.14, 5.4.15, and 5.4.16. These results, in turn, are also (with the ex-
ception of Lemmas 5.4.8 (1), 5.4.8 (i1)) derivable using rules which have analogues
in the ML(e)-system. Any steps making use of Lemma 5.4.8 (i) can be replaced by
applications of el; similarly with Lemma 5.4.8 (ii) and eMon. We add the cases for e.

Let ¢ = ey. We derive

ey—-e \/ (V kav A kav) (Induction hypothesis, ® Mon)
(M,T)eC weT weT

A=\ e(\Vaa A o) (Prop. 5.4.19 (i)
(M,T)eC weT weT

We will now show:
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(a) \/(M7T)eC v(\/WET lefz A /\WETVXVIE) = \/(M,T)EC /\WETVXVIE and
(b) V(M7T)eC V(\/WET lei A /\weTvxvlf/) —= V(M,T)ECV/\WET lefi and
(c) every formula in the form e is provably equivalent to a formula in normal form.

The result will then follow by the induction cases for conjunction and disjunction.

We first show (a). By VE and VI, it suffices to show that V(\/ ez XX A Aywer V£ -
Awer Vxk for an arbitrary (M, T) € C. For the direction +, we derive V(V,,er XX A
Awer VXE) =N Aver VXE = Aver VVXE = Awer VXK by VMon, AE, Proposition 5.4.19
(i1), and VE. The direction — follows by VJoin.

We now show (b). As above, it suffices to show that V(V,yer XX A Ayer VK) -+
Y Awer XX for an arbitrary (M,T) € C. For the direction -, we derive V(V e x5 A
Awer VXE) = Aer Vb =N Ayer 2K by YMon, AE and VASimpl. For the direc-
tion 4, we note that A,er X% = Viver X5 A Awer V& by AE, VI, and V1. Therefore
v/\weT Xv]; = V(\/weT Xv]fz A Awer vakv) by VMon.

The proof of (c) is analogous to the proof of the primitive inclusion atom case in
Lemma 5.4.5 (with an application of eMon replacing the appeal to Lemma 5.4.8 (ii)).
O

5.4.21. THEOREM (Completeness). IfI'E y, then T+ y.

Proof:

Similar to the proof of Theorem 5.4.13. Inspecting this proof, one sees that it can be
conducted using only rules which have analogues in the ML (e)-systems, together with
the proof-theoretic results in Proposition 5.4.3 and Lemmas 5.4.6, 5.4.7,5.4.8 (1), 5.4.8
(i1), 5.4.12 and 5.4.5. We have proved an analogue to Lemma 5.4.5 in Lemma 5.4.20,
and as noted above, analogues to the other required results can be obtained in ML(e).
O

5.5 Concluding Remarks and Directions for Further
Research

In this article, we have addressed a recognized gap in the literature on team-based
modal logics by presenting an axiomatization for modal inclusion logic ML(<). This
logic, together with modal dependence logic and modal independence logic, are com-
monly considered to be the core team-based modal logics. While modal dependence
logic has already been axiomatized in previous work [134], modal independence logic
(see [90]) as well as propositional independence logic are still missing an axiomatiza-
tion.

We also studied two other union-closed extensions of modal logic—the two might-
operator logics ML(V) and ML(V). The logics ML (<) and ML(V) were shown to be
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expressively complete for the same class of properties and hence expressively equiv-
alent in [73]; we reviewed and refined this result and showed that the new variant
ML(V) with the singular might-operator V is likewise expressively complete for this
class of properties. We also provided axiomatizations for ML(V) and ML(V). Note
that one can obtain expressive completeness results, axiomatizations, and completeness
proofs for the propositional variants of the might-operator logics via a straightforward
adaptation of the results in this article.

All our axiomatizations are presented in natural deduction style—as opposed to
the Hilbert style commonly used for modal logics—mainly because we do not have an
implication connective in the languages of the logics we consider. To turn our natural
deduction rules into Hilbert-style axioms, one could consider extending the languages
with an implication. The implication would have to preserve union closure and the
empty team property, and presumably also satisfy other desiderata for an implication
such as the deduction theorem. Whether such a team-based implication exists is cur-
rently unknown. To better study the proof-theoretic properties of these logics, it would
also be desirable to introduce sequent calculi for them. To this end, finding more ele-
gant versions of the proof systems presented in this article might be useful. A point of
difficulty could be that the logics do not admit uniform substitution, although sequent
calculi have been developed for other team-based logics—see, e.g., [50, 31, 100].

We observed in Section 5.3 that with the strict semantics for the diamond, the three
logics are not invariant under the notion of team bisimulation established in the liter-
ature. This raises the question whether one can formulate a relation between models
with teams—a strict team bisimulation—that would be strong enough to ensure invari-
ance with respect to strict semantics but that would still respect the local character of
modal logic and not imply first-order invariance.

As we now have a better understanding of the logical properties of these three union
closed team-based modal logics, it is natural to ask about their possible applications in
other fields. In connection with this, we note that certain closely related logics have
recently found application in formal semantics. The two-sorted first-order team se-
mantics framework in [9] employs first-order inclusion atoms together with existential
quantification to represent epistemic modalities in a manner similar to how the might-
operators function. In [6], the usual modal logic is extended with a nonemptiness atom
NE satisfied by all but the empty team; this logic (which is union closed but does not
have the empty team property, and is in some ways very similar to the might-operator
logics—see footnote 3) is then used to account for free choice inferences and related
natural-language phenomena.
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5.6 Appendix: Translation of ML(c) into First-order
Inclusion Logic.

In this appendix, we provide a translation of ML(S) into first-order inclusion logic
(FO(<)). Before we do so, however, let us issue a note of caution. One way to
utilize the standard translation of ML into classical first-order logic is to derive the
compactness of ML from that of first-order logic. The article [134], similarly, pro-
vides a translation from modal dependence logic into first-order dependence logic, and
uses this translation and the fact that first-order dependence logic is compact [106] to
conclude that modal dependence logic is likewise compact. The presentation in [134]
is erroneous because it conflates compactness formulated in terms of satisfiability (if
each finite subset of I' is satisfiable, then I is satisfiable) with compactness formulated
in terms of entailment (if I" = ¢, then there is a finite [’y € I" such that I'y = @). These
notions need not coincide for a logic that is not closed under classical negation, and,
indeed, while first-order dependence logic is satisfiability-compact, it is not entailment-
compact. The same applies to FO(<), which is shown to be satisfiability-compact in
[106], but which is not entailment-compact. 8 One ought not, therefore, use the trans-
lation in this section to argue that ML(<) is entailment-compact. As noted in Section
5.3, however, we can derive both the satisfiability- and the entailment-compactness of
ML(<) (as well as those of its variants, and those of modal dependence logic) from the
fact, proved in [89], that team properties invariant under bounded bisimulation can be
expressed in classical first-order logic.

We briefly recall the syntax and semantics of FO(<); for detailed discussion of the
logic, see., e.g., [S1]. Fix an infinite set Var of first-order variables, and a first-order
vocabulary t. The set of first-order 7-terms is defined as usual. The syntax for FO(<)
over T is given by:

Qu=t; =t |R(ty,...,ty) | XCY|~t1 =t2 | =R(t1,..., 1) | (Vv Q) | (P A Q)| Ix@ | Vx0,

where each #; is a 7-term, R is an n-ary relation symbol in 7, and X and y are two
finite sequences of variables of the same length. Define, as usual, 1 := Vx(-x =x) and
T:=Vx(x=x).

Let M be a 7-model with domain W. An assignment over W with domain V ¢ Var
is a function s: V — W. We abbreviate s(X) := (s(x1),...,5(x,)), Where X = (x1,...,xp,).
Given a € W, the modified assignment s(a/x) is defined as s(a/x)(y) := a for y = x,
and s(a/x)(y) := s(y) otherwise. Given V ¢ Var, a (first-order) team X of M with
domain V is a set of assignments s:V — W. Given A €W and a team X of M, we let
X(A/x):={s(a/x)|seX,acA}.

8To see why, consider the FO(S)-sentence @n,s := 3xJy(x €y Ax <y) where < is a binary relation
symbol. Now @, expresses that there is an infinite descending <-chain, i.e., < is not well-founded
(see, e.g., [136] for details). Let @), be a first-order sentence expressing that < is a strict linear order
with a (unique) greatest element. For each n € N, define the first-order sentence @, := 31zVx((x=zvx<
Z)A3y1 ... 3yn(yn <---<y1<z)), expressing that there is a <-chain of length n below the greatest element.
Thus { @, @y | n € N} £ @nus, but the entailment does not hold for any finite subset of {@\o, @, | n € N}.
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The team semantics of FO(<) is given by (here we follow the convention for first-
order team-based logics and write the team on the right-hand side of the satisfaction
symbol):

MEx a < forall se X, M &5 «, if « is a first-order literal,;
MEx xcy < forall seX there exists s’ € X such that s(x) = 5'(¥);
MEx ovy < thereexistY,Zc X suchthat X =Y UZ, M ky ¢ and M Ez y;
MI=X OANY @MI:)((PaHthX [/
M Ex Ix@p < there exists a function F : X - P(W) \ {@&} such that
M Ex(p/y) @, where X(F/x) = {s(a/x)|[seX,aeF(s)};

MEx Vx¢ — M ’:X(W/x) Q.

It is easy to check that all formulas of FO(<) are union closed and have the empty
team property, and that formulas without inclusion atoms (formulas of FO) are addi-

tionally downward closed and flat (the first-order versions of these notions are defined
analogously to the modal versions).

5.6.1. DEFINITION. For any formula ¢ in ML(<), its standard translation S7,(¢) into
first-order inclusion logic FO(<) (with respect to the first-order variable x) is defined
inductively as follows:

ST¢(p) := Px;
STe(L1):=1;
STe(- o) == ~ST(a);
ST Ay) =ST (@) AST(y);
ST(@ Vv y) =ST(@) v ST(y);
ST:(©@) := 3y(xRy A ST, (9));
ST (2¢) := Vy(-xRyv (xRy A STy(9)));
STy(acb):= A (STx(-a%)vIy(y cxASTy(b?)).

ze{T,1}al

For X ¢ Prop, let ox be the first-order signature containing a binary relation symbol
Ro and a unary relation symbol P for each p € X. There is a one-to-one correspondence
between Kripke models over X and first-order ox-structures: M = (W,R,V) over X
corresponds to the ox-structure M = (W,R)1, {PM} ,x), where PM =V (p) is the
interpretation of each unary P, and where Ré\/l =R.

We conclude with a lemma establishing that the translation functions as desired.

5.6.2. LEMMA. Let ¢ be a formula in modal inclusion logic ML(<S). For any Kripke
model M and team T of M, and any variable x,

M,TE@ < Mker, ST (),

where T, = {{(x,w) }|w € T} is a first-order team with domain {x}.



5.6. Appendix: Translation of ML(C) into First-order Inclusion Logic. 181

Proof:
The proof is by induction on @; we refer to [97] and add the case for a C b.

We want to show that M, T =acbh <= M, T = A,y l}\a\(SY}C(ﬂaZ) vy(ycxa
STy(b?)). By Lemma 5.2.7 (i), we have ac b = Nse(r l}‘a‘(ﬁazvz cb). It therefore

suffices to show that for any ze {T, 1}, M, T rzcb <= Mz, Iy(y SxAST,(b?)),
for then the result follows by the other induction cases. Let z € {T, 1}/,

The case in which 7 = @ is trivial. Suppose that T # @ whence also T, #+ @. For
the left-to-right direction, by Proposition 5.2.4 there is a w € T such that {w} = b?. By
the induction hypothesis, M &, ST.(b?). It is easy to verify that this is equivalent
to M Eg,(wy/y) STy(b?). Define a function F : T, » P(W) ~ {@} by F(s) = {w} for
all s € Ty. Clearly M kg, gy STy(b?). Since we T, M &, g/, ¥ € x, whence M 7,
y(y SxASTy(b?)).

For the other direction, we have that there is a function F : T, - P(W) \ {@}, such
that M &1, (g/y) (v € xASTy(b?)). We have that 7, #+ @ whence also T,(F/y) # & so
let s € T,(F/y). By Mg gy Y Cx, there is a s" € To(F[y) with s(y) = s"(x). We
must have s'(x) =w e T; then s = s”(w/y) for some s” € T,. By downward closure,
M E gy STy(b?). It follows that M =,y ST (b?). By the induction hypothesis,
M, {w} = b?, so that by Proposition 5.2.4, M,T =z cb. O






Chapter 6

A Deep-Inference Sequent Calculus for a
Propositional Team Logic

This chapter is based on:

Aleksi Anttila, Rosalie Iemhoff, and Fan Yang. Deep-inference Sequent Calculi for
Propositional Team Logics. Manuscript. 2024

Abstract We introduce a sequent calculus for the propositional team logic
with both the split disjunction and the inquisitive disjunction consisting
of a G3-style system for classical propositional logic together with deep-
inference rules for the inquisitive disjunction. We show that the system
satisfies various desirable properties: it admits height-preserving weak-
ening, contraction and inversion; it supports a procedure for constructing
cutfree proofs and countermodels similar to that for G3cp; and cut elimi-
nation holds as a corollary of cut elimination for the G3-style subsystem
together with a normal form theorem for cutfree derivations in the system.

6.1 Introduction

Logics such as dependence logic [119] and inquisitive logic [41] are typically inter-
preted using team semantics [78, 79]: formulas are interpreted with respect to sets of
evaluation points (valuations/assignments/possible worlds) called teams, rather than
single evaluation points as in the usual Tarskian semantics. Team semantics was
originally introduced by Hodges [78, 79] to provide a compositional semantics for
Hintikka and Sandu’s independence-friendly logic [77, 75]; independently, Ciardelli,
Groenendijk, and Roelofsen developed inquisitive logic [60, 41, 38, 35] which also es-
sentially employs team semantics (see [133, 34]). The use of teams allows for simple
and natural ways of formalizing notions such as question meaning (the question as to
whether p is the case can be formalized in propositional inquisitive logic as pwv - p,

183
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where \ is the inquisitive or global disjunction) and dependence (‘“‘the value of g func-
tionally depends on the value of p” can be formalized in propositional dependence
logic [139] using a dependence atom as =(p,q)). We will refer to logics primarily
intended to be interpreted using team semantics as team logics.

In this paper, we focus on propositional team logics. While there are a great number
of natural deduction- and Hilbert-style axiomatizations of propositional team logics in
the literature [41, 112, 107, 139, 33, 140, 96, 39, 137], the development of sequent
calculus systems and of proof theory in general for these logics has been slower. The
sequent calculi that have been constructed have all been for variants of propositional
inquisitive logic; these include multiple labelled systems [111, 31, 100, 18] as well
as the multi-type display calculus in [50]. There is additionally one natural deduction
system with normalization [100].!

As observed in [50], one of the main difficulties in providing standard sequent cal-
culi for team logics is that typically these logics are not closed uniform substitution.
Due to this failure, axiomatizations for team logics typically feature rules that may
only be applied to some subclass of formulas, and these axiomatizations do not admit
the usual uniform substitution rule. Many proof-theoretic techniques depend on the
universal applicability of the rules, so it is not immediately obvious how to apply these
techniques to most team logics (we discuss the difficulties with cut elimination in a
setting with restricted rules in some more detail in Section 6.7)—often some special-
ized machinery has to be introduced to handle this issue. For instance, the construction
of the multi-type display calculus in [50] involves the introduction of a new language
featuring two types of formulas for the team logic axiomatized, with closure under
substitution holding within each of these types. It is also not even clear how a sequent
should be interpreted in the setting of team semantics—there are, for instance, multiple
disjunctions available to interpret the commas in the succedent A of a sequent I' = A.

In this paper, we introduce a sequent calculus with cut elimination (i.e., cut is
admissible in the cutfree fragment) for the propositional team logic PL(\) (studied
in, for instance, [139, 112, 33, 138]). This logic features both the split disjunction
v (also known as the tensor or local disjunction)—this is the canonical disjunction
employed in dependence logic and other logics in the lineage of dependence logic—
and the inquisitive disjunction \v already mentioned above, which is used in inquisitive
logic to model the meanings of questions. The semantics for these connectives are as
follows (here ¢ is a propositional team—a set of valuations):

tEQVyY iff there are s,u such thatf =suu, sE @, and u = ¢
tEQVY iff tEQortE Y

That is, a split disjunction @ v y is true in a team just in case the team can be split into
two subteams, with each disjunct being true in at least one of the subteams; and an

'These systems are all for propositional inquisitive logic IngB [41]. There is also an earlier la-
belled system [111] for an early version propositional inquisitive logic [60] interpreted on ordered pairs
(essentially teams of size 2) rather than on teams in general.
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inquisitive disjunction is true in a team just in case one of the disjuncts is. The logic
PL(\) is a conservative extension of classical propositional logic PL, with the split
disjunction Vv extending the classical disjunction.

The calculus we construct features a standard Gentzen-style system for PL with
some syntactic restrictions to the effect that certain active formulas and context sets
must be classical (\-free). Adapting an idea from the natural deduction systems in
[139, 140], this Gentzen-style system is supplemented with deep-inference (see, e.g.,
[62, 27, 28]) rules for the inquisitive disjunction \V—that is, rules which allow one to
introduce the inquisitive disjunction (almost) anywhere within a formula, rather than
only as its main connective. The deep-inference rules allow for cutfree completeness
of the system and for many standard proof-theoretic techniques to be applied despite
the limited applicability of the restricted rules: essentially, cutfree proofs can be con-
structed by first constructing cutfree classical proofs, and then inserting inquisitive
disjunctions as required; and procedures involving the commuting of sequents which
depend on the universal applicability of the rules (such as cut elimination) can be con-
ducted in such a way that they only involve commuting sequents in the classical part
of the calculus, in which the rules are universally applicable. The cutfree fragment of
the calculus has a weak subformula property; we define the relevant notion of weak
subformula by generalizing the notion of resolutions from inquisitive logic [35].

Our aim was to develop a simple system with cut elimination that departs as little
as possible from a Gentzen-style calculus. Our deep-inference approach accomplishes
this in the following ways.

First, we avoid both importing the semantics into the system in the form of labels
(like the labelled systems in [31, 100, 18]) and extending the syntax of the logic (like
the multi-type display calculus in [50]).

Second, our system consists of only a single pair of rules for each connective:
an introduction (right) rule and an elimination (left) rule (this is in contrast with the
frequently very complicated natural deduction systems for team logics, including the
natural deduction system for PL(\) [139]).

Third, the system simply extends a well-known Gentzen-style system for PL (a
variant of G3cp without the implication rules—see, e.g., [118]) with rules for the in-
quisitive disjunction \—this means that the fact, mentioned above, that PL(\) is an
extension of PL with \ is directly reflected in a straightforward way in the calcu-
lus, and the calculus allows us to see immediately and transparently exactly what is
required to be added to an axiomatization of PL to axiomatize PL(\). It should be
pointed out that this structure is possible due to a key design decision: instead of in-
terpreting a sequent I’ = A as A" = \V/A (i.e., taking the sequent I" = A to be valid
just in case whenever each formula in I' is true in a team ¢, at least one formula of A is
true in ¢), we interpret I' = A as AT'E VA (i.e.,, ' = A is valid just in case whenever
each formula in I' is true in a team ¢, there is, for each @ € A, a ty such that 7y = @;
and 7 = Ugeaty). That is, we interpret the comma in the succedent of a sequent not as
the inquisitive disjunction \, but, rather, as the split disjunction v. To reiterate, while
the inquisitive disjunction WV has the standard disjunction semantics (with respect to
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teams), it is the split disjunction v that extends the classical disjunction of PL; there-
fore, in order to employ, as we have done, a calculus for PL in the team setting without
making extensive changes, the succedent comma must be interpreted as v. The la-
belled systems in [31, 100, 18], in contrast, interpret the succedent comma as \; the
multi-type display calculus in [50] essentially interprets the succedent comma as v for
one type of the system, and as \ for the other.

Fourth and finally, due to the third point above, we can show many proof-theoretic
results for our systems as easy extensions or corollaries of the analogous results for
the classical Gentzen-style system. The following results in this paper are examples of
this: the admissibility (with some restrictions) of height-preserving weakening, con-
traction and inversion (Section 6.5), the G3cp-style proof of cutfree completeness and
countermodel construction in Section 6.6; and our cut elimination procedure (Section
6.7).

The system also has other interesting features. For instance, due to the decision to
interpret the succedent comma as the split disjunction, there is a correspondence be-
tween certain structural rules of the calculus and certain team-semantic closure prop-
erties—semantic properties of formulas which play an important role in the study of
team logics. The closure properties which have structural correspondents in our system
are the empty team property and union closure. The logic PL(\) has the empty team
property (meaning that the empty team satisfies all PL(\)-formulas), and its classical
fragment is union closed (meaning that the truth of a classical formula in a collec-
tion of teams implies its truth in the union of the collection); PL(\V) as a whole is
not union closed. The empty team property corresponds to the soundness of weaken-
ing on the right, and union closure corresponds to the soundness of contraction on the
right. Therefore, weakening on the right is sound for all PL(\)-formulas (and indeed
admissible in the cutfree fragment of our system for all PL(\)-formulas), whereas
contraction on the right is only guaranteed to be sound (and admissible in the cutfree
fragment) for classical formulas.

The paper is structured as follows. In Section 6.2.1, we define the syntax and se-
mantics of the logic PL(\) and recall some basic facts about team semantics and this
logic. In Section 6.2.2, we adapt the notion of resolutions from inquisitive logic to
our setting—resolutions turn out to be a convenient tool for describing how our sys-
tem functions. In Section 6.3, we introduce our deep-inference sequent calculus GT
for PL(\V). We also provide additional motivation for the deep-inference approach by
discussing why a straightforward sequent calculus-translation of the natural deduction
system for PL(\) would not be cutfree complete, and how the deep-inference rules
provide for a natural cutfree extension of this translation. In Section 6.4, we generalize
the notion of resolutions to what we call partial resolutions, and use partial resolutions
to define a weak subformula property for the cutfree fragment of our system as well
as to prove that the system is cutfree complete (that is, we provide in this section a
semantic proof of cut elimination). In Section 6.5 we prove some basic properties of
the system: the admissibility (with some restrictions) of height-preserving weakening,
contraction, and inversion in the cutfree fragment. In Section 6.6, we make use of
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the (semantic) invertibility of the rules in our system to provide a procedure for con-
structing cutfree proofs and countermodels that is similar to the analogous procedure
for G3cp (this yields a second semantic proof of cut elimination). In Section 6.7, we
give a syntactic proof of cut elimination—a cut elimination procedure. This makes
use of a normal form theorem for derivations (or what is known in the deep inference-
literature as a decomposition theorem): each derivation in the cutfree fragment of GT
can be transformed into a derivation in which one first applies only rules within the
classical subsystem of GT, then applies only the right deep-inference rule for \, and
finally applies only the left deep-inference rule for V. Using this theorem, each cut
in GT can be transformed into cuts within the classical subsystem of GT, which can
then be eliminated using the cut elimination procedure for this subsystem. In Section
6.8, we define a variant of GT featuring independent-context rules instead of shared-
context rules with syntactic restrictions. Section 6.9 concludes with some discussion
concerning the applicability of the deep-inference approach to other team logics.

6.2 Preliminaries

6.2.1 Syntax, Semantics, and Closure Properties

We fix a (countably infinite) set Prop of propositional variables.

6.2.1. DEFINITION (Syntax). The set of formulas o of classical propositional logic
PL is generated by:
az=pll|-alara|ova

where p € Prop.
The set of formulas ¢ of propositional logic with the inquisitive disjunction PL(\)
is generated by:

=0 |QAQlOVO OV
where o € PL.

Welet T:=-1,V@:=1,and A@:=T. V is the split disjunction (also known as the
tensor disjunction and the local disjunction) and \ is the inquisitive disjunction (also
known as the global disjunction). We write P(¢) for the set of propositional variables
appearing in @, and @(p1,...,p,) if {p1,...,pu} SP(@). For a set/multiset of formulas
I, we let P(I') := Uper P(I'). We also call formulas of PL classical formulas. We
reserve the first lowercase Greek letters o, B for classical formulas, and the uppercase
Greek letters Z, A, 0, Q for multisets of classical formulas. The set of subformulas of
a formula is defined in the standard way.

Let N ¢ Prop. An team with domain N is a set t € 2N of valuations over N.

6.2.2. DEFINITION (Semantics). For any formula ¢ and any team ¢ with domain 2
P(¢), the satisfaction relation ¢ = ¢ is defined inductively by:
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tep iff forallver,v(p)=1;

e =1 iff t=0;

e te-a iff forallver, {v}¥ a;

ctEQAY iff tE@andtEy;

s tE@Vvy iff thereexistr,sCtsuchthatz=rus,rE= @ and sk y;
ctEQVY iIff tE@ortEy.

For any multiset I'U ¢ of formulas, we write t =" if # = y for all y eI', and we write
I'= @ ift =T implies 7 = @. We write ¢ = v for {@} £ y. We write £ ¢ if 7 = ¢ for all
teams ¢ with domain 2 P(¢).

Let ¢ be a formula. We define the following standard closure properties:
Empty team property @ k= @.
Downward closure If 7= ¢ and s C¢, then s = @.
Union closure If 7= @ and s = ¢, thentus = @.
Flatness = @ < forallver, {v}E Q.

It is easy to see that ¢ is flat iff it satisfies the empty team, downwards-closure, and
union-closure properties.

6.2.3. PROPOSITION. All formulas of PL(\) satisfy the empty team and downward-
closure properties. All formulas of PL additionally satisfy the union-closure property
and hence also the flatness property.

We also have that the team semantics of formulas of PL on singletons coincide with
their standard single-valuation semantics: {v} £ & <= v E a. We therefore have that
for any «a € PL:

tea < {vieaforallver < ve=aforallver.

6.2.4. COROLLARY. For any set/multiset Au{a} of classical formula, A =€ o0 <~
A E Q, where =€ stands for the usual (single-valuation) entailment relation.

To see why formulas including Vv might fail to be union closed, consider p\ - p.
If v, = pand v5 = - p, then {v,} £ p\V -pand {v5} E pV -p, but {v,,v5} E p\V-p.

PL(\V) does not admit uniform substitution: writing @(x/p) for the result of re-
placing all occurrences of p in ¢(p) with ¥, it is not the case that ¢(p) £ y(p) implies

©(x/p) = w(x/p)- Forinstance, we have pv p &= p,but (p\V -p) Vv (pV =p) # pV - p.
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6.2.2 Resolutions and Normal Form

In this section, we adapt the notion of resolutions from inquisitive logic [35], and list
pertinent results. The proofs of these results are analogous to their proofs in proposi-
tional inquisitive logic; see [35] for details.

As discussed in Section 6.1, the inquisitive disjunction WV is used in inquisitive
logic as a question-forming connective—for instance, the question as to whether or not
p is the case is represented by p\ - p. Resolutions serve mainly a technical purpose,
but it is helpful to think of the resolutions of a formula ¢ as representing the answers
to ¢ (the different possible ways of truthfully resolving ¢) whenever ¢ represents a
question. If ¢ does not contain instances of \, it does not represent a question, and
its only resolution is ¢ itself. In Section 6.4, we generalize the notion of resolutions
to partial resolutions, and use partial resolutions to prove a weak subformula property
for and the cutfree completeness of our sequent calculus.

6.2.5. DEFINITION (Resolutions). The set R(¢) of resolutions of a formula ¢ is de-
fined recursively as follows:

* R(p)={p};

* R(L):={L};

R(-a):={-B[BeR(a)}:

* R(pry)={arP|aecR(¢)and feR(y)};
* R(ovy):={avp|acR(p)and fecR(Y)};

R(oVy) =R(@)uR(y).

Clearly for ¢ e PL(\), R(¢9) cPL; and for @ ¢ PL, R(x) = {a}.

6.2.6. DEFINITION (Resolutions for multisets). A resolution function for a multiset of
formulas T € PL(\V) is a map f : " — PL such that for each ¢ €T, f(¢) € R(¢). The
set (of multisets) R(I") of resolutions of I is:

R(T) :={f[I']| f if a resolution function for I'}.

As above, for ' ¢ PL(\), R(T") € PL; and for A< PL, R(A) = {A}.

Each formula is equivalent to the inquisitive disjunction of its resolutions (and
hence to an inquisitive disjunction of classical formulas), and similarly for multisets
of formulas.

6.2.7. PROPOSITION (Normal form). [¢ = \/R(@)] and [t =T < 1= \/R([)].
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Proof:
Follows from the fact that A and v distribute over V. O

The Split property is a generalization of the disjunction property (with respect to
V): a classical multiset of formulas entails a \-disjunction just in case it entails one
of the disjuncts.

6.2.8. PROPOSITION (Split property). For A € PL and ¢,y € PL(\V):
A=EoVy < [AEQorA=vy].

Proof:
By the union closure of PL and the downward closure of PL(\). m

Finally, a multiset of formulas I" entails y just in case each resolution of I" entails
some resolution of y:

6.2.9. THEOREM (Resolution theorem).
I'=y < foreach AeR(T) there is some o € R(y) such that AE .

Proof:
By Propositions 6.2.7 and 6.2.8. O

6.3 The System GT

We introduce the sequent calculus GT for PL (‘G’ stands for Gentzen, ‘T for team).
This is a G3-style system (structural rules are incorporated into the logical rules; see
Section 6.8 for an alternative system featuring some explicit structural rules) with deep-
inference style rules for the inquisitive disjunction \.

Given formulas ¢y, ..., ¢, and multisets of formulas I" and A, we use the notation
®1,...,¢,,T to denote the multiset {¢y,...,¢,} UT, and the notation I';A to denote
the multiset ['UA (in both cases, U denotes the multiset union operation). A sequent
is an expression of the form I' = A, where I' and A are finite multisets of formulas.
In I'= A, I is the antecedent and A is the succedent. The intended interpretation of
I'=Ais AT'EVA; we say that I' = A is valid if AT" =/ A. Let us emphasize that the
commas in the succedent of a sequent ¢y,..., ¢, = Y1,..., @, are interpreted as the
split disjunction v (while the commas in the antecedent are interpreted as conjunction
A); the sequent @, ..., @, = Yi,..., @, is valid just in case for any team ¢, if 1 = @ A
...AQ,, thent =t u...Ut,, where t; E yq,... bt E Wy,.

Our system makes use of a notion of formula contexts to implement deep-inference
rules. A (formula) context @{-1}...{,} is a formula ¢ with designated atoms -| ...+,
(each of which occurs only once in ¢@). We do not allow contexts in which any -; is in
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the scope of a negation —. We write @{y}...{y,} for the result of replacing -1,...,,
in @{-1}...{-n} with y,...,y,, respectively. For instance, if y{-} = pA (-\r), then
v{qvp}=pr((qgvp)Vr).

6.3.1. DEFINITION (The sequent calculus GT).

Axioms
I''p=pA At [,L=>A L

Logical rules

I'=oaA a=A R
F,ﬁaﬁA - 1—‘3—|O£,A -
Lo, y=A . I'=¢,A '=y,A .
Cory=A " F'=0Ay,AA "
Fo=A y=A . I'=o,y A R
Tovy=AA v T=ovy,A
Dox{ec}=A  Tx{er}=A I'=x{¢i},A
Lwv
ox{orver) =A = x{oLver},A
Cut

'=0¢,A [,p=X

MT=Ax Cut

The sequent(s) above the line in each rule (application) are called the premise(s) of
that rule (application); the sequent below the line is the conclusion of the rule. The
formulas @, v, o, x{®;} in the premise(s) are the active formulas of the rule; the newly
introduced formula in the conclusion is the principal formula of the rule. I';A, A are
side formulas or the left/right context ((multi)set) (left: I'; right: AJA). In LWV and RV,
we call the subformula(s) ¢; in the premise(s) the active subformulas of the rule and the
subformula ¢r \ @g in the conclusion the principal subformula of the rule; for all other
rules, their active subformula(s) are the same as their active formula(s), and similarly
for their principal subformula(s). The formula ¢ in Cut is the cutformula, and we say
Cutis a cut on ¢.2

The rules L -, R—, RA, and Lv feature syntactic restrictions. The restrictions on the
negation rules are due to the corresponding restriction in the syntax of PL(\). The

2We will often refer to formula occurrences simply as formulas for simplicity, and disambiguate
when it aids clarity.
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restrictions that the premise right context in RA and Lv be classical are required for
soundness—note, for instance, that Lv without the restriction would not be sound, es-
sentially due to the failure of union closure of non-classical formulas: p = p\V - p and
-pEpV-p, but pv-p# pV-p. The restriction to a classical (and hence union-
closed) premise right context ensures soundness. These two rules also feature implicit
weakening (A is added to the right context) to make up for the loss in strength in-
curred due to the syntactic restrictions—they allow us to prove that right weakening is
admissible in the system (see Lemma 6.5.1).

Relatedly, observe that with the comma on the right of a sequent corresponding to
the split disjunction, we have the following correspondences between structural rules
on the right and team-semantic closure properties. Right weakening [ ' = A, & im-
plies ET' = A&, &] is sound for & if & has the empty team property; and right con-
traction [F "= A, &, & implies =" = A, £] is sound for & if £ is union closed. In our
setting, all formulas have the empty team property and classical formulas are union
closed; accordingly, right weakening is sound for all formulas, and right contraction
is sound for classical formulas. To see why right contraction is not sound in general
with respect to formulas which are not union closed, note that (pWV - p) v (pV -p) =
(pV =p),(pV —p) is valid whereas (p\V -p) v (pWV -p) = (pWV -p) is not.

LWV and R\ are our deep-inference rules. They are standard classical disjunction
rules, strengthened to allow the active/principal subformula(s) to appear within any
position (not in the scope of a negation) in the active/principle formula(s). The sound-
ness of these rules follows from the fact that A and v distribute over V. Example
application:

[pa(gvr)=A Copa(sv(gr-p))=A
Copa((gvr)v(sv(ga-p))=A

Given any set of sequent calculus rules C, we let C also denote the system consisting
of the rules in C. Let G3cp (for PL) be the system GT ~ {L\W,Rw}. This is a G3-
style cutfree complete system for PL—the soundness (given the standard semantics
for classical propositional logic) and cutfree completeness of this system follow easily
from that for the usual G3cp (see, e.g., [118]). We write C~ for the Cut-free fragment of
C,ie., C:=C\Cut. We write -c I'= A (or simply +I"= A when the system is clear
from the context) if there is a derivation of I' = A in calculus C. If D is a derivation
of I' = A in calculus C, we say that D witnesses —c I' = A. We define the height of
a derivation D inductively: if D consists of a single axiom, the height of D is one;
otherwise the height of D is 1 plus the maximum of the heights of the subderivations
ending in the premises of the final rule application in D.

We now verify that the system is sound given the team semantics for PL(\).

Lwv

6.3.2. THEOREM (Soundness of GT). +I"= A implies A" =V A.

Proof:
By induction on the height of derivations; we separate into different cases based on the
final rule applied in the derivation.
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e At: p= pvVADby pE p and the empty team property.
* L1: 1 VA by the empty team property.

e L-: Assume AI'e xvVVA. We want to show ~dAATEVA,solett=E-aAAT.
By ATEaVvVA, wehavet = Vv VA, sot=tyUts Where ty = @ and tp = VA.
By tq E @, t E -, and the flatness of & and - o, we have that for each v € ¢4,
Vv E 0 A - therefore 1, = @, whence r =5 E VA,

e R—: Assume AI'Aa = VA. We want to show AI'eE-avVv VA, solette AIL.
Let o :={vet|vE a} and t_q :=1 \ty. By the flatness of a we have 74 F «,
and by downward closure we have t4 = AT’; therefore by AI'A o =V A, we have
ta = VA. By the flatness of =, we have 1_4 E -, so that by 1 =1_ 4 Uy, We
havetE-a v VA.

* LA: Follows immediately from the induction hypothesis.

* RA: Assume AT = @VvVA and AT E yvVA. We want to show AT E (¢ A
Y)VVA,solett=ATl. Thent=¢@vVAandtE yvVA, sot= to Uta1 Where
to E @ and 771 E VA, and 7 =1y, Utz Where 1y = ¥ and 77 E VA. Then also
t = (tp Nty)Utr Utrr. By downward closure, tp Nty E @ Ay, and by the union
closure of \/ A, we have 151 Utpr E VV A. Therefore, t = (@ Ay) vV A.

e Lv: Assume ATA@ =V A and AT Ay =V A. We want to show ATA(@Vy) E
VA,solett= ATA(@Vy). Thent =toUly Wheretp = @ andty =y, and 1 = AT
By downward closure, ty = AI' so that 7y = \/ A; similarly 7y, = \V A. By the union
closure of \V A, we have ¢t £ \V A.

* Rv: Follows immediately from the induction hypothesis.

* Rw: Follows immediately from the induction hypothesis and the fact that A and
v distribute over \.

o Lwv: Assume AT'Ax{¢or} =VAand AT Ax{@r} =V A. We want to show AT'A
x{oLVor} EVA, solett = AUAx{orV@g}. Since A and v distribute over v,

x{oLVor} = x{or}Vx{er}, sot = x{oL} or x{pr}. In either case, by our
assumptions 7 = \V A.

e Cut: Assume AI'=@vVAand ATIA@ EVE. We want to show ATAATLEV AV
VI, soletr= AIAAIL By AT @VVA, 1= @VvVA, whence t =1y Urp, where
to E @ and 15 = VA. By downward closure, 7y = VII, whence by ATIA @ =V L,
to E VL. Therefore, 1 = VAV VL. O

6.3.3. THEOREM (Cut elimination for G3cp). [118] If D witnesses -g3cp & = A, there
is an effective procedure for transforming D into a derivation D’ witnessing FG3ep™
E=A
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6.3.4. COROLLARY (Cutfree classical completeness). AZ VA implies gz - E= A
(Whence also -c1- E= A and -1 E = A).

Why Deep Inference?

One possible natural translation of the natural deduction rules for PL(\) [139] into
sequent calculus rules would give us the system G3cpu{LWV~,R\v~,LDstr,RDstr},
where:

Fiop=A Lor=A - I'= ¢;,A Ry~
Lo Vvor = A Vv ['= @LVer,A v
ovy,=A Lovyr=A L Detr I'=o@v(y,Vvyg),A RDstr
Loov(yrvyg)=A L= (ovyr)Vv(evyr),A

This system is not cutfree complete. For instance, the following valid sequent is
not derivable:

(rax)v(((prx)v(grx)) v (yrx)) = (xa(rv(pvy)))V(xa(rv(gvy))).

There is no rule of this system that any putative derivation of this sequent could have
concluded with. Any putative derivation could not have concluded with either of the
distributivity rules because the putative principal formula of such a rule application
would not be of the right form in either case. It could not have concluded with RV~ or
Lv because none of the possible premises of such a rule application are valid. Finally,
it could not have concluded with any other rule because the main connective of the
putative principal formula of such a rule application would not be the connective of
that rule.

The problem is that the distributivity rules do not reach deep enough into the ac-
tive/principal formula (we conjecture that one can formulate a notion of context depth
and show that a system with the distributivity rules is cutfree complete for formulas
in which v only appears up to certain depth). The deep-inference rules L\ and RV
fix this issue and have the added benefit of allowing for a system consisting only of a
single introduction (right) and single elimination (left) rule for each connective.

6.4 Partial Resolutions and Cutfree Completeness

GT™ has a weak subformula property. We can formulate this property in terms of what
we will call partial resolutions—a generalization of resolutions (Section 6.2.2). Partial
resolutions also yield an easy way of showing the cutfree completeness of GT.

In order to define partial resolutions, it is helpful to first define some more notation
for the type of substitutions carried out via the deep inference rules. A \-labelled
formula (occurrence) is a formula occurrence ¢ together with a function f mapping
each occurrence of \V in ¢ to N. Examples: pWVo(qWV1r); (pWVax)WVa2(qWVr). We will
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frequently refer to \-labelled occurrences as simply formula occurrences or formulas,
and switch between labelled and unlabelled occurrences when it is convenient to do so.
The \-labelling ¢y, of a formula occurrence ¢ is the \-labelled formula occurrence
consisting of the formula ¢ and the function mapping each occurrence of \V in ¢ ac-
cording to its position in the sequence of such occurrences; e.g., if ¢ = p\(g\Vr), then
oy =pVo(qWVir). Below, we will use \V-labellings ¢y, to define other \-labelled
formulas. We use the notation W[y \V;x2]? (or simply w[x;\V;x2] or y[i]? or y[i])
to refer to a subformula occurrence )z \V;xg in ¥ with @\, -label i. We let w[i/;j]? (or
simply y[i/j]), where i € {L,R}, denote the result of replacing each y[x;\V jxz]? in
v (if any such exist) with y;. For instance, for ¢ as above, let ¥ := @[R/1]? = p\r.
Then y[0]? = v, y[L/0] = p, and y[L/1] = y. We let |p|\, denote the number of
occurrences of WV in @.

6.4.1. DEFINITION (Partial resolutions). The set PR, (¢) of partial resolutions of ¢
of degree n € {0,....|p|\ } is defined by

,PRn(q)) = {QD[il/jl](P s [in/jn]q) |{ix}13x3n S {LaR}a
{jx}léxSn = {07 REE ‘(P‘\\/ - 1}7
[x #y implies j # jy]}.

The set PR(@) of partial resolutions of ¢ is defined by

PR(‘P) = U PRn((p)
0<n<|oly/

Example: for ¢\, = pWVo(q\Vr),

PRo(@) ={@}={pVolgVir)};
PRi(¢@) ={o[L/0], o[R/0], o[L/1], @[R/1]}
={P,qV1r,pVoq,p\Vor};
PRa(@) ={@[L/O0][L/1], @[L/O][R/1], p[R/O][L/1],@[R/O][R/1],
@[L/1][L/0], o[L/1][R/0], p[R/1][L/0], @[R/1][R/O]}
={p.q,r}.
It is easy to see that PRVPl\v (¢) =R(¢); we generalize this in Proposition 6.4.5 be-
low. The guiding intuition behind partial resolutions is that if \V represents a question-
forming operator as in inquisitive logic, each formula in PR, (¢) represents an attempt
to resolve n “questions” in ¢.> The formulas in R(¢) = PR, v (@), then, resolve all
the questions in ¢.

3The notion of “question” here is such that each occurrence \ corresponds to one question. The
formula aWV (bW 1¢) (which could be thought to correspond roughly to “Is Mary in Amsterdam or is
she in Beijing or in Copenhagen?”) has two questions. Each of the partial resolutions a (“Mary is in
Amsterdam”) and b\ ;¢ (“Is Mary in Beijing or in Copenhagen?”) resolves question 0. The first partial
resolution a, since it itself contains no questions, also constitutes a (full) resolution to ¢.
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We may now formulate the weak subformula property for GT . Observe that using
labelled formulas we may reformulate the deep-inference rules L\ and R\ as follows:
Cox[L/j1?=A T, x[R/j]*=A I'= x[i/j]?,A

xy=A Lv I'=yx,A Rv

The following are therefore immediate from the shape of the rules:

6.4.2. LEMMA.
(i) If T = x[i/j]?,A, then T = x,A.
(ii) If T, x[L/j]? = Aand T, x[R]j]? = A, then T,y = A.

6.4.3. PROPOSITION (Partial resolution subformula property). For any derivation D
witnessing I' =1~ A, each formula occurring in D is a subformula of a partial res-
olution of some formula occurring in I')| A.

It is also easy to see from the reformulation above—together with the fact that
PRy, () = R(p)—that the cutfree completeness of GT follows essentially imme-
diately from the resolution theorem (Theorem 6.2.9) in conjunction with cutfree clas-
sical completeness (Corollary 6.3.4). To make this more precise, we now also de-
fine partial resolutions for multisets. Given a multiset I = {¢y,...,¢,}, we assume
I" comes with some canonical ordering of its elements and write I = (®o,...,¢,) for
the sequence corresponding to this canonical ordering. We write I'[i/ ]]Z) (or sim-
ply I'[i/j]x, or I'[i/j]g,) for the multiset consisting of the elements of the sequence
(@o,--, @[/ j1?,. .., @n), where I'= (@o,...,@,). E.g., for ¢ = pVo(q\Vir) and y =
pWVor=y[0]?and "= (@, @, y), wehave T[L/0]3 = {¢, ¢, p}; T[L/1]1 = {9, pVoq, ¥}
and I['[L/1]3 =T. We let [\ := X per 0|\ -

6.4.4. DEFINITION (Partial resolutions for multisets). The set (of multisets) PR, (I")
of partial resolutions of T' = { @y, ..., @, } of degree n€ {0,...,|I'|\, } is defined by

1 n
PRy(T) := {F[il/jl],(f1 [ln/Jn],(i [for each x e {1,...,n}: @" €T,
{ix}lsxgn = {L,R},

{kx}lngn c {Oa o 7Q}7
for each we {0,...,q}:

{jx| 0" = 0uw}1<x<n €{0,...,|@w|y — 1} and
[[x#yand ¢* = ¢’ = ¢, ] implies j, # jy,]}.

The set (of multisets) PR (@) of partial resolutions of ¢ is defined by

PR(9):= U PRa(D).
0<n<[Ty/
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Example: for I'= {@g, ¢} = {pVo(qV1r),sVor}, where we have I = (¢, @) =
(pVolqVir),s\vor),

PRo(T) ={I'} = {{pWVo(gV1r),sVor}};
PR1(T) ={T"[L/0]o,T[R/0]o,T'[L/1]o,T[R/1]o,T[L/O]1,T[R/O];}
={{p,s\vor},{gVir,s\Vvor},{pVog,s\Vor},{pWVor,s\Vor},
{pVolqVir),s},{pVolqVir),r}};
PRo(L) ={{p,s\Vor},{p,s}.,{p.r},{q,sVor},{rs\vor},{qgVirs},
{qVv1irr},{pVog,s},{pVog,r},{pVors} {pVorr}};

PR3(F) :{{P75}7{p7r}v{%s}a{q,r}v{rvs}:{r:r}} :R(F)'

One can check that PR, ({¢}) = {{w} | w e PR,(9)}, so this notion generalizes
that for formulas. It is easy to see that we have the following generalization of the fact
we observed above:

6.4.5. PROPOSITION. PRyp Ny () =R(T).

And we have:

6.4.6. LEMMA.

(i) Foranyne{0,...,|A\|-1}, if there is a Apy1 € PRyi1(A) such that - T =
Ay+1, then there is a A, € PR, (A) such that —g1- T = A,

(ii) Foranyne{0,...,|Ay|-1}, ifforallT .1 € PRy1(A) we have e~ T'ip = A,
then for all T, € PR,(I") we have ¢t~ Ty = A

Proof:
Follows by the definition of partial resolutions together with Lemma 6.4.2. O

6.4.7. THEOREM (Cutfree completeness). AI'= VA implies -¢1- I'= A

Proof:

By the resolution theorem (Theorem 6.2.9), for each E € R(I"), there is some « €
R(VA) such that E E «, i.e., there is some A € R(A) such that AE = \VA. By cut-
free classical completeness (Corollary 6.3.4), also - E = A. So by Proposition
6.4.5, for each E € PRyry, , ('), there is some A € PRy y (A) such that Fer- &= A.
By repeated applications of Lemma 6.4.6 (i), for each E ¢ PRy v (), Fgr- E= A
By repeated applications of Lemma 6.4.6 (ii), - I'= A. O
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6.5 Weakening, Inversion, Contraction

We mentioned in Section 6.3 that in our setting, right weakening is sound for all formu-
las, whereas right contraction is only (guaranteed to be) sound for union-closed (and
hence classical) formulas. In this section, we further show that (left and right) weak-
ening is height-preserving admissible in GT; that inversion for all rules except R\
is height-preserving admissible; and that left contraction is height-preserving admissi-
ble with respect to all formulas, whereas right contraction is only (guaranteed to be)
admissible with respect to classical formulas.

Let |—’éT_ ['= A (or simply " I" = A) denote the fact that there is a GT -derivation
of I' = A of height at most n.

6.5.1. LEMMA (Height-preserving weakening). Both left and right weakening are
height-preserving admissible:

- Left weakening: +" T = A implies +" T, = A.
- Right weakening: +"T" = A implies +"T" = & |A.

Proof:

By induction on n. For both items, if n = 1, the derivation D witnessing the antecedent
of the item consists of a single axiom, and then the consequent of the item follows by
the same axiom. For the inductive step, we assume both items hold for n and prove that
they hold for n+ 1. Letting R denote the final rule applied in -"+! I'= A, if R is not RA
or Lv, both items follow by applying the induction hypothesis to the (subderivation(s)
ending in the) premise(s) of R, and then applying R. If R is RA or Lv, left weakening
follows by the induction hypothesis and R, as above, and right weakening follows
immediately by the implicit weakening in R. For instance, if R is RA, it is of the form:

F=¢A T=yA
I'= oAy, AN

RA

Left weakening: By the induction hypothesis, " I',& = ¢@,A and " T, = y, A,
whence by RA, we have H# 1T, & = @ Ay, A A
Right weakening: By RA applied to the premises, H"*! T'= &, @ Ay, A, A, O

Height-preserving inversion is admissible for all rules except for R\ ; R\ instead
has an inversion-like property which corresponds to the Split property (Proposition
6.2.8). The failure of invertibility of R\ is as desired: the inverted rule is not sound
as, for instance, p\V - p = p\ - p is valid whereas p\ - p = p is not. Observe that for
Lv and Rv, the inverted rules, unlike the original rules, have no syntactic restrictions
and feature no implicit weakening (whereas the inversion-like property for R\ has a
syntactic restriction on the left context).

Note that in the following proof we use the fact that if a formula is of the form
©{y1 }{y,}, this indicates that neither the subformula occurrence y; replacing - in
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©{-1}{-2} nor the occurrence y» replacing -, is a suboccurrence of the other in the
formula @{y;}{y,}. For instance, for ¢;{-1}{-2} = pA-1 A2 we have @, {g}{r} =
p AgAr, in which neither g nor r is a suboccurrence of the other. We also use the
following convention: if we know that y, is a suboccurrence of y; in @{y;}, we
write @{y{{y>}}, where y{-} is constructed in the obvious way. For instance, for
¢©{-} =pn-and y =gAr, we have that r is a suboccurrence of @{y} = pAgAr, whence

we write @{y{{r}}, where y| =gn-.

6.5.2. LEMMA (Height-preserving inversion).

(L-) ¥ T',—a = Aimplies "' I" = a, A;

(R-) +'T'= -, A implies " T, o0 = A;

(LA) v T o Ay = Aimplies H"' T, @,y = A;

(RA) ' T = @ Ay, A implies - T = @, A and "' T" = y, A;

(Lv) - T ovy = Aimplies " T, ¢ = Aand -"T',yy = A;

(Rv) +"T'= @ vy, Aimplies =" T' = @, y,A;

(L) T x{orV or} = Aimplies " T, x{or} = Aand " T, x{Qor} = A;
(RV) H"E = x{orV or},A implies +" E = x{@r},A or " E = x{@r},A.

Proof:

Each item is proved by induction on n. For each item, if n = 1, the derivation D witness-
ing the antecedent of the item consists of a single axiom. In all cases, the consequent
then follows by the same axiom. We now assume that each item holds for n and prove
that it holds for n+ 1. We separate subcases for each item as follows (note that not all
subcases exist for each item):

Case 1: The active formula of the inversion (e.g., the formula - ¢ in the item L -)
is not principal in the final rule R applied in D.

Case 1.1: The active formula of the inversion is in the left/right context of each
premise of R. In this case, the result follows by the induction hypothesis applied to the
(subderivation(s) ending in the) premise(s) of R followed by application(s) of R. For
instance, for the item RA, if R is also RA, it is, in this case, of the form:

IF'=n0ry, A T'=SonyA
C=nad oay,ALA

RA,

where @ A W, A’ = A is the right context of each premise of R. Applying the induction
hypothesis to the (subderivations ending in the) premises yields +" "' = n,¢,A’; +"
I=n,y,AN;-"T'=& 0,A;and =" T = &, w, A’. Then two applications of RA yield
FHIT = n A€ @, A and " T=n Al yw, A A
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Case 1.2: The active formula of the inversion is introduced by the implicit weaken-
ing in R. In this case, the right context of the conclusion of R is of the form A, ¢,,A’,
where @, is the active formula of the inversion, and the right context of each premise
is A. The result follows by an application of R to the premises with a conclusion right
context of the form A, @,,A’, where ¢, is a principal formula of the inversion. For
instance, for the item RA, if R is also RA, it is, in this case, of the form:

I'=n,A I'=¢&A R
T=nAEAQAYA

By applying RA to the premises, we get H"* 1 T'= n A&, A, @,A’ and -+ T = n A
g ) A? W? A/'

Case 2: The active formula of the inversion is principal in R.

Case 2.1: The active subformula of the inversion (e.g., the formula - & in the item
L -, and the formula ¢7 WV @g in LV) is the active subformula of R. In this case, the
(subderivation(s) ending in the) premise(s) of R already yield the desired result (if R is
RA or Lv, right weakening must also be applied to the premises). For instance, for the
item RA, R must in this case also be RA, and it is of the form:

'=¢,A I'=wy,A
= oAy, AN

RA

We get " T'= @,A,A’ and =" T = y,A, A’ (whence also +"*! "= @,A,A’ and +"*!
I'= y,A,A’) by applying height-preserving right weakening (Lemma 6.5.1) to the
premises.

Case 2.2: The active subformula of the inversion is not the active subformula of R.
In this case, the result follows by the induction hypothesis applied to the premises of
R followed by an application (or multiple applications) of R. For instance, for the item
Lv, R must in this case be L\, and we may assume without loss of generality that it is

of the form:
Co{ovy=A  T,o{gr}vy=A

Lo{orvort vy =A
Applying the induction hypothesis to the premises yields H* ', o{¢p} = A; =" T, y =
A; and " T, {@g} = A. Then we already have ~"*! I, w = A, and an application of
L\ yields m*1 T, @{ oLV @r} = A.

For the items L\ and R\, the subcases of Case 2.2 in which R is one of the deep-
inference rules follow essentially as above, but this is less easy to see due to the compli-
cated structure of the formulas involved, and there are some minor additional compli-
cations. We now provide some further details on these subcases. In each of these sub-
cases, the principal formula of both the inversion and R is y { ¢ \V @g }, and the principal
subformula @\ @g of the inversion is not the principal subformula &7\ Eg of R. The
formula ) {¢@.\V @r} is then of one of the following forms: (i) x{@L\V @r}{ELVER};
(i) x{(or Vv or)' {ELVER}}; or (iii) n{(ELVER) { QLY Qr}}.

Case 2.2 of item L\ ; Ris L\v. In all of the subcases (i), (ii), (iii), the result follows
essentially, as above, by applying the induction hypothesis to the premises and then

Lwv
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applying R. We provide the details for (iii). We may assume without loss of generality
that n{(ELVER) {@prLVer}} =n{E/{orL\V er}\VER}. Then R is of the form:

Cn{é{oever}y=A  T,n{&}=A
C,n{& {oLVer}vEr} = A

By the induction hypothesis applied to the left premise, " I',n{&/{¢@.}} = A and
F1 T, n{&/{er}} = A, and from the right premise we have " I',n{&g} = A. Then
by Lv, we have ! I'n{&/{@.} VEr} = A (ie., - T, x{@r} = A) and +"*!
Un{&/{or}VEr} = A (e, H* I T, x{@r} = A).

Case 2.2 of item R\ ; R is R\v. In all of the subcases (i), (ii), (iii), the result follows
essentially, as above, by applying the induction hypothesis to the premises and then
applying R. We provide the details for (iii). We may assume without loss of generality
that n{(ELVEr) {@rVer}} =n{E/{erV@r}VEr}. There are two subcases. In the
first, R is of the form:

E=n{S{e.Ver}},A
E=n{ci{ecVver}vir},A
By the induction hypothesis applied to the premise, we have " E = n{&/{¢}},A
or " E = n{&/{@r}},A. If the former, then "' & = n{&/{@r} VE&},A (ie., -
E = x{@r},A) by R\ if the latter, then -1 & = n{&/{or} VEr},A (le., -1 E=

x{¢r},A) by Rv.
In the second subcase, R is of the form

E=n{&},A
E=n{{oLVor}VEr},A

Rw

Rwv

Then by Rwv applied to the premise, ! & = n{&/{o.} VE&},A (e., F1 E =
%{@L}vA) o

We have concluded the proof, but it is worth making more explicit why the induc-
tion goes through for item R\ in the cases in which R has two premises. Note first
that R cannot be L\ since the left context of the conclusion of R must be classical (in
order to serve as the antecedent for item R\). So R must be RA or Lv. If the principal
formula x{¢@.\V @g} of the inversion is a side formula of R, it must then have been
introduced via the implicit weakening in R, and we proceed as in Case 1.2 (instead
of introducing x{¢@rV @g}, we introduce x{¢@.} or x{@r}). If, on the other hand,
x{®L\V @r} is an active formula of R, R must be RA, and we may assume without loss
of generality that ¥ {@.\V @r} = x1{®LV @r} A x> and that R is of the form:

EZ)X]{(,DL\V(PR},A E:>%2,A
E=x{oVor}Axa, AN

RA,

We proceed essentially as in Case 2.2, by first applying the induction hypothesis to the
left premise and then applying R.



202 Chapter 6. A Deep-Inference Sequent Calculus for a Propositional Team Logic

6.5.3. LEMMA (Height-preserving contraction). Left contraction is height-preserving
admissible, and right contraction is height-preserving admissible with respect to clas-
sical formulas:

- Left contraction: +"T,E,&E = A implies " T, & = A.

- Right contraction: v"I" = «, o, A implies - 1T" = o, A.

Proof:
By simultaneous induction on n. For both items, if n = 1, the derivation D witnessing
the antecedent of the item consists of a single axiom, and then the consequent of the
item follows by the same axiom. We now assume that both items hold for n and prove
that they hold for n+ 1. Let R denote the final rule applied in D. We separate subcases
for each item as follows (note that not all subcases exist for each item):

Case 1: The formula (occurrence) to be contracted is not the principal formula of
R. In this case, the result follows by the induction hypothesis applied to the (subderiva-
tion(s) ending in the) premise(s) of R followed by an application of R. For instance,
for right contraction, if R is L —, it is of the form:

I'=B,a,a,A
I'-B=a,aA

-

By the induction hypothesis applied to the premise followed by an application of L -,
we have H"1 7 -8 = a, A.

For right contraction, when R is Lv or RA, Case 1 has two subcases.

Case 1.1: Both of the formula occurrences o to be contracted are in the right con-
text of each premise of R. The result follows as in Case 1. For instance, if R is RA, itis

of the form:
I'soo00,A I'sooy,A

I'=a,0,0Ay,AAN

RA

By the induction hypothesis applied to the premises followed by an application of RA,
we have 1 T'= a, o Ay, A A,

Case 1.2: At least one of the formula occurrences o to be contracted is introduced
by the implicit weakening in R. In this case, we replace the application of R by another
application in which one fewer occurrence is introduced. For instance, if R is RA, it is
of one of the following forms:

I'=op,A I'=svy,A I'soa,¢,A I'=soy,A
F=ad@ry,AA [=a,a,ry,AA

RA

In either case, by RA applied to the premises, -1 T'= o, o A @, A, A'.

Case 2: The formula occurrence to be contracted is the principal formula of R. In
this case, the result follows by application(s) of the inversion lemma to the (subderiva-
tions ending in the) premise(s), followed by application(s) of the induction hypothesis
(for one of the two items), followed by an application of R. We give three examples.
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For left contraction, if R is L, we have that £ = = and R is of the form:

Fy_‘ﬁ :>ﬁ7A
T,-B,-f=A

=

By the L--case of Lemma 6.5.2 applied to the premise, " I" = 3, 3,A. Then by the

induction hypothesis (for right contraction), we have +" I" = 3, A, whence by L -, we
have -1 T, - = A.
For right contraction, if R is Rv, we have that o = 8; v B, and R is of the form:

F:Bhﬁ%ﬁlvﬁ%A
FZ)B] VBZ,B] \/ﬁz,A

By the Rv-case of Lemma 6.5.2 applied to the premise, =" I" = B, B2, B1, B2, A. Then
by the induction hypothesis, we obtain first " I" = fy,8;,B2,A and then +" " =
B1,B>,A, whence by Rv, we have -1 "= B; v 5,,A.

For left contraction, if R is L\, we have that & = y{¢.\ @g} and R is of the form:

Cox{ecvert, x{oc} =A  Tx{orvoer},x{or} =A
Cox{ocvor}, x{orVer} = A

By the L\-case of Lemma 6.5.2 applied to the premises, H* T', x{¢r}, x{¢rL} = A and
F'T = x{or},x{®r} = A. Then by the induction hypothesis, " I", x{¢r} = A and
T, x{@r} = A, whence by L\, we have 1 Ty {@,\V @} = A.

Note that for right contraction, if R is R\, there is no Case 2 since the principal
formula of R is not classical and hence cannot be the target formula occurrence of the
contraction. O

Lwv

6.6 Countermodel Construction

Due to the (semantic) invertibility of the rules, together with the Split property (Propo-
sition 6.2.8), there is a simple way of proving the cutfree completeness of GT that is
similar to one for G3cp [118, pp. 104-105]: roughly, given a sequent S, one applies
inverted versions of the rules until one arrives at atomic sequents—sequents consist-
ing solely of propositional variables and L. Given semantic invertibility and Split, if
S is valid, so are these atomic sequents, whence they are axioms; one will then have
constructed a derivation of S consisting of these axioms and the non-inverted versions
of the inverted rules applied in the process. Conversely, if S is invalid, some of these
atomic sequents must also be invalid, and these invalid atomic sequents then enable
one to construct a countermodel for S.

6.6.1. LEMMA.

- There is an effective procedure for constructing a countermodel to the conclusion
of any rule apart from RA, Lv and R\ from a countermodel to any premise of
that rule.
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- RA: There is an effective procedure for constructing a countermodel to I" =
O A, A from a countermodel to either I' = @, A or I' = Wy, A.

- Lv: There is an effective procedure for constructing a countermodel to T, v
Y = A from a countermodel to either I',¢ = Aor ',y = A.

- R\: There is an effective procedure for constructing a countermodel to & =
x{WwLV Wr} given countermodels to both E = x{y.},A and & = x{yg},A.

Proof:

o L-: Lett= Al and t # oo v VA. Lett,q:={vet|vE-a}; this is our counter-
model. By downward closure, t_ o = AI'A-o. Andift_ o E VA, thent = o vVA,
a contradiction; therefore 7_ o = VV A.

e R-:Lett= A'Aoc and ¢ # \V A. t is our countermodel. Clearly r = AI'. Assume
for contradiction thatt = —-a v\ A. Thent=1_,Utp Wheret_ o E—-a and tp = VA.
But then by the flatness of & and -, we have that for eachver_ g, vE XA -;
therefore _ o = @, whence 1 =5 E VA, a contradiction. Therefore, ¢ # - a vV A.

* LA: Immediate from the countermodel to the premise.

* RA: Assumer = AT'and £ # @ v/ A. t is our countermodel: clearly 7 # (@ Ay) v
V A. Similarly for the other premise.

e Lv: Assume t = AT'A@ and ¢ # \/ A. t is our countermodel: by the empty team
property, t = AT'A (@ Vv y). Similarly for the other premise.

* Rv: Immediate from the countermodel to the premise.

o Lwv: Assume t = AT'Ax{@rL} and ¢ # \VA. ¢ is our countermodel: clearly 7
AT Ax{@r\V @r}. Similarly for the other premise.

* Rv: Assume t; E AZ and t; ¥ x{¢@r},A and 1, = AE and 1, # x{@r},A. t1Un
is our countermodel. By the union closure of AE, 1 ut, E AE. By downward
closure, 1y Uty # x{@r},Aand ty Uty # x{Qr},Asot; Ut # x{oL\V Qr},A. O

We introduce some metalanguage notation for convenience. We use i as a meta-
language ‘and’, and W as a metalanguage ‘or’. We call a collection of sequents joined
together by the metalanguage connectives a Boolean combinations of sequents. For in-
stance, I' = ¢,A m I'= y, A is a Boolean combination of sequents. We will use these
combinations to express derivability and semantic invertibility facts in the following
manner:

RA (T= @, AT =y, A)arg . I= @Ay A;
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RV (E=x{or},AwE= x{or},A) 9rry E = x{0LV Or},A.

The left-to-right direction of the first line above reformulates the rule RA (without
implicit weakening): given both of the sequents I' = @,A and I' = y, A, one can
derive the sequent I'= ¢ Ay, A using only RA. The right-to-left direction expresses the
semantic invertibility of RA (restricted to classical right contexts): if ' = @ Ay, A is
valid, then both I' = @, A and I' = y, A are valid. Similarly, the second line expresses
that one can derive & = x{¢.V@r},A via RV using either & = x{¢.},A or E =
x{®r},A, and that if E = y{@,\V @g},A is valid, so is either E = y{¢@p},A or
X {QDR }7A'

We say that a Boolean combination S of sequents is valid if, replacing each valid
sequent in § with 1 and each invalid sequent with 0, the Boolean function determined
by the metalanguage connectives in S outputs 1. We write S = S, to denote the fact
that the validity of S; implies the validity of S;. We say that a subcombination of
S is a witnessing combination for § if the validity of the subcombination entails the
validity of S (e.g., §; is a witnessing combination for §; w &,). We write S1 Hc &2
to denote the fact that there is some witnessing combination for S; such that given
derivation(s) in GT~ for the sequents in Sj, one can extend these derivations using
rules in C to construct derivation(s) of a witnessing combination for S;. We write
51 ¢, ¢,y S if 5 k¢, Sy and S, =, S1, and &1 ¢ S it §; Fc, Sy and S = S We
write simply + for ~cp-. We write ~ § if there are derivations for the sequents in
a witnessing combination for § (from axioms) in GT . We say that a derivation D
witnesses ¢, S1 ¢, S2 ¢, ... =, Sp if D consists of derivations of the sequents in a
witnessing combination for S; using rules in Cy, extensions of these derivations using
rules in C; such that the combined derivations constitute derivations of the sequents in
a witnessing combination for S, and so on (D witnessing Sy +c, S2 ¢, --- ¢, Su is
defined in a similar way).

The following list of results (given, for instance, by the rules, by Lemma 6.5.2,
and by soundness) summarizes the facts we make use of in our proof of the cutfree
completeness/countermodel construction theorem (Theorem 6.6.2):

=

[x]

L-T=u0A=a+ _T,-a=A;

R-T,a=A=arr_T'=-a,A;

LA TTo,y=>A=a- , Tory=A;

RA (T= @, ANT =y A)argr. = @Ay, A;

Lv (T,o=>AxT,y=A)=ar ,T,ovy=A,;

Rv I'=> @, y,A=r-g, I'=> @V iy A;

Lv (T, x{oct = AnT, x{or} = A) =y T x{eL\Ver} = A;
RV (E=2{o},AwE=x{gr},A) =y E= x{OLV@r} A
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6.6.2. THEOREM (Cutfree completeness and countermodel construction). There is an
effective procedure that, given a sequent I' = A, yields a cutfree derivation of ' = A if
I'= Ais valid, and yields a countermodel to " = A if I = A is not valid.

Proof:
By applying L\ in reverse, and by the semantic invertibility of L\, we can find
E1;...; %, such that

A (Ei=A)ary T=A

1<i<n
By applying R\ in reverse, and by the Split property (Proposition 6.2.8), we can find
A11;- .3 Apm, such that

AN VYV Ei=Ayj)arry A (Ei=A).

I1<i<n1<j<m; 1<i<n

Finally, by applying rules in G3cp™ in reverse, and by the semantic invertibility of

G3cp ', we can find atomic sequents Z111 = Aq1115- -5 Enmugum, = Aunugam, SUch that
AN Y AN Eig=Aijg) Fcep- N VW (Ei=Ayj).
1<i<n 1< j<m; 1<k<q;; 1<i<n1<j<m;

Therefore,

A V A (Eijk::’Aijk) -1 = A.

I<i<n 1< j<m; 1<k<gq;;

Then if I' = A is valid, so is

AN Y AN Eig=Aijp),

I<i<n1<j<m; 1<k<gq;j

whence we must have

AN VA Eie=Ai)

I<i<n 1< j<m; 1<k<gq;

by the axioms, whence - I"= A. Conversely, if I' = A is invalid, then by the soundness
of GT, we also have that

AN Y AN Eiw=Aij)

I<i<n 1< j<m; 1<k<q;;

is invalid. Since the sequents in this combination are atomic, it is clear how to find
countermodels for the invalid sequents in this combination; Lemma 6.6.1 then yields a
procedure for constructing a countermodel to I' = A from these countermodels. O

Let us consider an example. We write

F1=>A1 F2=>A2
F3 =>A3
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to denote (I'y = Ay m I’y = Ap) =g I's = A3 for all rules R other than R\ (and simi-
larly for single-premise rules), and we write

E=x{o}, A Z=x{er},A .
E=x{oLVer},A

to denote (E = x{@r},AwE = x{or},A) 3 E= x{@LVer},A. Valid sequents
are blue; invalid sequents are red; countermodels are written above the sequent arrows.
The following demonstrates how the procedure yields a countermodel {v,,v5} to the
invalid sequent p\V (pVv-p) = pV -p.

{vz} {vp}
= DD p,p = p=p

- 222 "~ R. —= L=
gt {vp} R obhp= R-
) p=p __~p=p  p=op r=r F
pp= o (o) ()
{vp} pv-p = p pv-p = =p Ry
= = ap
p=p p L R\/ rprn}
p=pV-p pvop = pWV-op L

{vpvp)
pV(pv=-p) = pWV-p

Or, in our inline notation,
((p=pwp,p=)n((p=pmn=p,p)¥(p,p=np=p))
:“_G3cp_
((p=pwp=-p)n(pv-p=pwpVv-p=-p))
SHERWV
(p=pV=pArpVv-p=pV-p)
v
pV(pv-p)=pV-p

6.7 Cut Elimination and Derivation Normal Form

In this section, we prove a normal form result for cutfree derivations and use this
normal form result to describe how the cut elimination procedure for G3cp yields one
for GT.

Let us introduce some standard terminology. The level of a cut (i.e., an application
of Cut) is the sum of the heights of the deductions of its premises. The rank of a cut
on ¢ is |@|, the number of symbols in ¢. The cutrank cr(D) of a deduction D is the
maximum of the ranks of the cutformulas occurring in D.

The standard approach to cut elimination fails due to the syntactic restrictions on
the rules. Consider, for instance, the following case in a prospective standard cut elim-
ination proof: the rightmost cut of maximal rank and maximal level among cuts of the
same rank is such that neither premise is an axiom; the cutformula is not principal on
the left; the final rule applied to get the left premise is Lv. In the setting of G3cp, this
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cut would look as follows:

D, D,
E,ﬁ1=>OC,A E,ﬁ2:>(x,A L D;
ZBivp= oA V0,00

208 vph=AQ Cut

In the cut elimination procedure for G3cp, we would commute the cut upwards
to obtain a derivation with the same cutrank as before (|ct|), but with either a lower
maximal level among cuts of rank ||, or one fewer cut of maximal level of rank |ct|:

Dl D3 DZ D?a
EBi=a,A BO,00=Q EB=aA O,.00=Q
- Cut = Cut
‘:'7®7B12>A’Q :’a®aﬁ2:>Aag L
Vv

E,@,B] VB2:>A,.Q.

In the general setting of GT, the cut would look as follows (in the case in which the
cutformula « is not part of the right context set A generated by the implicit weakening):
D, D,
Ly =a,A Ly, = a,A Ds
T,y vy, = o, A A LV nmasx
TILyi vy, = AA Y

Cut

We cannot freely commute the cut upwards because X might not be classical. If we
tried to do so, we would end up with:

D Ds D, Ds
Iy = oA [La=X Ly, = oA [La=X C
TILy, = Ax ut FILy,=AL ut
V

F7H7W1 \A'%) :>A7A72

Here the application of Lv is not legitimate because the right context set A, X of the
premises might not be classical.

We show instead that each cut can be transformed into a cut on classical sequents.
This follows from a derivation normal form theorem for the cutfree system: any cut-
free derivation of I' = A can be transformed into a cutfree derivation in which one
first derives classical sequents whose antecedents are the resolutions of I" and whose
succedents are resolutions of A, and then applies the deep-inference rules to derive
I'= A. (This is type of theorem is also known as a decomposition theorem in the
deep-inference literature [27].) Before stating the theorem, we give an example. The
theorem transforms the following derivation

D] DZ
x,~xV(=gqVvp),q=p X,-xV(~qVvr),q=r R
WV
x,-xV(=gqVvp),q=pVr x,=xV(=gqVvr),qg=pVr L
WV

x,-xV(=gVv(pVr)),q=p\Vr

x,-xV(=gVv(pVr))=pWVr-gq

x,=xV(=gqVv(pVr)) = (pVr)v-gq
xA(=xVv(=gVv(pwVr)))= (pVr)v-gq
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into the following:

D, D,
x,-xV(-gVvp),g=p X,-xV(=gqVvr),g=r
X,=xV(~gVp)=p,~q X,=xV(~gvr)=>r-q

Rv Rv
xX,—xV(=gVvp)=pv-gq xX,-xV(=gVvr)=rv-q
LA LA
xA(=xVv(=qVvp))=pVv-q xA(=xv(=qVvr))=rv-q
Rwv R
xA(=xv(=qVvp))=(pVr)v-g xA(=xv(=gvr))=(pVr)v-gq

Lwv

XA (=xv(=gVv(pWVr)))=(pVr)v-g

where notice that R(xA (=xVv (=gVv (pWVvr)))) ={xAr(=xVv(=qVvp)),xA(=xVv(-gV
r))} and that R((pWvr)v-q)={pVv-q,rv-q}.

6.7.1. THEOREM (Derivation normal form). There is an effective procedure (that is
height-preserving) transforming any derivation witnessing ~c1- I' = A into a deriva-
tion witnessing

Fespm N (E=S[E])

2eR(I)
Frv A (E=A)
EeR(I)
'_L\\/ I'=> A,

where f:R(I') - R(A). We say that a derivation of T = A of the form above is in
normal form.

Proof:
It suffices to show that applications of R\ can be commuted below applications of
rules in G3cp, and that applications L\ can be commuted below applications of all
other rules (in a way that preserves height); it is then easy to see that the rest follows by
the definition of resolutions. We show this by induction on the height n of derivations.
If n =1, there is nothing to show. We now assume the result holds for n and prove
that it holds for n+ 1 (note that most cases do not need to make use of the induction
hypothesis). We only explicitly show that applications of the \-rules can be commuted
below applications of RA; that applications of L\ can be commuted below applications
of R\; and that applications of L\ can be commuted below one another. The rest of
the cases are similar. In most cases below we write only the relevant rule applications,
and omit the rest of the derivation.

We show that the \-rules can be commuted below RA.

RW: The principal formula of R\ cannot be a side formula of RA since the former
must be nonclassical and the latter classical. It is therefore an active formula of RA,
and we may assume that the relevant part of D is of the form:

= x{oi},A .
Vi
I'= x{oLVer},A =y, A
= x{oLVor} Ay, AA

RA
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This is transformed into:

I'=sx{e}, A T=yA

U= x{@}Ay,AA RTVA
I'=x{oLVer} Ay, AA
L\w: The relevant part of D is of the form:
D] DZ
Cox{o}=90,A T, x{or}=0,A Ly D;
Uox{ouver} = @,A Uox{ouver} =y, A R

T, x{oLVor} = @Ay, A A

By the induction hypothesis, we may assume that either D3 consists of a single axiom,
or the final rule applied in D3 is L\, the principal formula of the final rule application
is x{ oLV @r}, and the principal subformula is ¢ \v @g. In the former case, I', x { ¢, } =
v, Aand I, x{@r} = v, A are also axioms, and the above is transformed into:

D] DZ
Cox{oL} = o,A Cox{oy = w,A - L, x{or} = ¢,A L, x{or} = w,A
Cox{oc} = ony,AA L x{or} = @Ay, AA Ly
L, x{oLVor} = @Ay, A A
In the latter case, we have:
Dy D, D, Ds
Cox{o}=0,A T, x{er}=0.A Coxlo=w,A T x{er}=y,A
LWV LWV
Cox{eLVer} = @,A Cox{oLVer} = w,A R
Cox{oLVer} = ory,AA
This is transformed into:
D] D4 Dz Ds
Coxloct=o0,A  Tx{ec}=w,A RA Cox{er} = 0,A T, x{or}=y.A Ra
Cox{ot = ory,AA L x{or} = ory,AA Ly

Cox{oLVer} = oAy, AA

We show that L\ can be commuted below R\. The relevant part of D is of the

form:
Cox{ect=n{w},A T, x{er} =n{y},A

Lwv
U x{ocv er} = n{vi},A Ry
Cox{orver} = n{yLVvyr},A
This is transformed into:
T x{o} = n{yi},A U, x{or} = n{vi},A

Rwv Rw
Cox{o} = n{vrvyr},A L, x{or} = n{wLVyr},A Ly

Cox{ocvery = n{yLVvyr},A

We show that applications of L\ can be commuted around one another.
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Case 1: The principal formula of the first application is a side formula of the second
application. We may assume that the relevant part of D is of the form:

Coxf{och,n{vey =A  Tx{er},n{v}=A Ly
Cox{ecVer},n{yL} =A Cox{oLVer}t,n{wr} = A
Lo x{oVory,n{yLVyr} =A

Lwv

This case is clearly analogous to the L\ -subcase of RA.

Case 2: The principal formula x{@p\V @r} of the first application is an active for-
mula n{y;} of the second application (we assume i = L without loss of generality).
There are three subcases.

Case 2.1: x{orVor}=x{orVer}{yr}. The relevant part of D is of the form:

Uox{oc{wvt=A T x{egH{yr}=A Ly
Lox{ocVori{yr} =A Lox{oVort{yr} =A
Cox{orV orH{wrVyr} = A

LWV

This case is clearly analogous to the L\ -subcase of RA.
Case 2.2: x{orVor} =x{(orVer) {wL}} (we assume without loss of generality
that y {¢@r vV or} = x{@/{wr} Vv @r}). The relevant part of D is of the form:

Cox{o{ve}} =A L x{or} = A
Cox{o/{vL}Vor} = A Cox{o/{wvr}Vor} = A
Cox{o {wviVyr}Ver}=A

Lwv

Lwv

This case is similar to the L\ -subcase of RA.

Case 2.3: x{orVor} =n{wr}=n{y;{@L\V@r}}. The relevant part of D is of the
form:
Cnfyi{et=A  Tonfyiieett=4

Cn{y {oeVor}} =A Cn{yr}=A
Con{y {orVor}Vyr} =A

Lwv

This is transformed into:

Cn{yi{ett=A  Ton{yr}=A L\ Cn{yi{er}}=A  Tn{ye}=A
Con{yi{ec} Vgt =A Con{y {er} Vyr}=A
Con{y {ocVor}Vyr}=A

Lwv
Lwv

O

Observe that derivations in normal form have a stronger subformula property than
that of cutfree derivations in general (Proposition 6.4.3):

6.7.2. PROPOSITION (Normal form derivation partial resolution subformula property).
For any D in normal form witnessing I =1~ A, each formula occurring in D is a par-

tial resolution or a subformula of a resolution of some formula occurring in I', A.

We are now ready to prove our cut elimination theorem.
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6.7.3. THEOREM (Cut elimination). If D witnesses gt I’ = A, there is an effective
procedure for transforming D into a derivation D' witnessing -g1- I' = A.

Proof:
By induction on the cutrank, with a subinduction on the level of cuts. It suffices to
show that we can transform a derivation D ending in a cut

D, D,
I'=¢,A Ip=X c
[l=AY ut

where D and D, are cutfree into a cutfree derivation. By Theorem 6.7.1, we can
replace D;, D, with cutfree D7, Dé in normal form; i.e., Di witnesses

Feaep N (E=F(E))

EeR(T)
FRWV A (E‘ = (P,A)
EeR(T)
FLwv I'= (P,A,

where f:R(I") > R(¢p,A), and D) witnesses

l_G:":cp_ A (@,OC :>g(®aa))
(0,0)eR(IL,¢)

R A (©,0=>1)
(0,a)eR(I,p)
Foy Lo =X,

where g: R(IT,p) - R(X), each ® ¢ R(II), and each @ € R(¢).

Write f(Z) = a%,A% € R(¢,A). For each (Z,0) ¢ R(T',II), we can find a sub-
derivation D= of D/ witnessing FG3ep- & = A%, aF and a subderivation D=® of D}
witnessing +gsc,- O,a% = g(0,0%). We can then construct the following G3cp-
derivation:

DE DE’®
== A%, af 0,a% = g(0,a%)
E,0,= A%, g(0,0%)
By classical cut elimination (Theorem 6.3.3), there is an effective procedure transform-
ing this derivation into a derivation Dz ¢ witnessing g3~ £,0,= A%, g(0,a%).
Combining the derivations Dz g with subderivations derived from the subderiva-
tions of D} and D} which apply R\ to partial resolutions of A, X (changing the contexts
as appropriate), we can construct derivations witnessing

Cut

'_G3cp_ A (Ea®7:>AEﬂg(®7aE))
(E,0)eR(T,IT)

FRWV A (E,@,SA,Z)
(E,0)eR(T,IT)
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Finally, combining these derivations with subderivations derived from the subderiva-
tions of D} and D} which apply L\ to partial resolutions of I", IT (changing the contexts
as appropriate), we can construct a derivation witnessing

'_G3cp_ A (E‘a@?:) AEﬂg(®7 (XE))
(E,0)eR(T,IT)
FRWV A (E‘?@; = A, Z)
(E,0)eR(T,IT)
Foy TLII=> A O

Let us consider a simple example. We wish to eliminate the following cut from a
derivation D, where D; and D, are cutfree:
D] DZ
av(pVvq)= pVgq,a b,pNvg= (bAap)V(bArg)
av(pvq),b=a,(bap)V(bArg)

The normal form theorem transforms the derivations D; and D, into derivations in
normal form D} and Dj:

Davp Davy
a\/p:>p,a qu=>q,Cl
avp=pVgq,a Rv avg= pVgq,a E\\;/
av(pvq)=pvgq,a
Davp,b Dav%b
b,p=bnrp b,q=bng

V
WV

b,p= (brp)Vv(brgq) RV b,q= (bAap)V(brg) f
b,(pvq) = (brp)V(brg)
Combining the classical subderivations of D{ and D}, we have the following G3cp-
derivations:

Davp ’Da\/Pab Dava Davq,h
avp=p,a b,p=bAp avq=q,a b,g=bng
Cut Cut
avp,b=abnp avg,b=a,bng

By classical cut elimination, we may transform the first of these into a classical cutfree
derivation Dy, of aVv p,b = a,b A p, and similarly for the second. Combining these
derivations with subderivations derived as appropriate from D} and D), we have the
following cutfree derivation of av (p\Vgq),b= (bAp)V(bAq):

Dan,b Da\/q,b
avp,b=abAp avg,b=a,bng

R R
avp,b=a,(bap)V(brq) Vv avg,b=a,(bap)V(bArq) L\\\\//

av(pvgq),b=a,(brp)Vv(bnrq)

Note that we have now the following counterpart to the Resolution theorem (The-
orem 6.2.9) in our system:
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6.7.4. COROLLARY (Derivability resolution theorem). There is an effective procedure
transforming any derivation D witnessing g1 I’ = A into derivations Dz (E € R(T")
witnessing =T Nzer(r)(E = f[E]) where f: R(I') > R(A), and vice versa.

Proof:

For the first direction, Theorem 6.7.3 yields a derivation witnessing +q1- I' = A, and
the result then follows by Theorem 6.7.1. For the second direction, we can clearly
construct a derivation witnessing g1 I' = A using the derivations Dz and the rules
RV and Lw. ]

6.8 Variant System with Independent Contexts

Our system GT features shared contexts for the two-premise rules, and, as in G3cp, the
structural rules of contraction are implicit, having been ‘absorbed’ into these shared-
context rules. In this section, we briefly present a variant of GT with independent
contexts for RA and Lv, and with explicit contraction rules. This variant features no
syntactic restrictions on the rules RA and Lv; the rules of the variant therefore make it
explicit that the structural effect of the syntactic restrictions and the implicit weakening
in RA and Lv is to allow for right weakening for all formulas while allowing for right
contraction only for classical formulas.

6.8.1. DEFINITION (The sequent calculus GT’). The rules for GT' are as for GT ex-
cept we remove the rules RA and Lv, and add:

Logical rules

I'no=A Ihy=A I'i=¢,A D=y A
F17F27(PVW:A17A2 L F17F2:¢AW7A17A2

!

RA

Structural rules

Io,p=A LC I'sooA RC
Fo=A I'=sa,A

It is interesting to note that the v- and A-rules in this variant coincide with those
of the multiplicative disjunction (par) and conjunction (tensor) in linear logic, respec-
tively. Cf. [2], in which a connection is drawn between the semantics of the split
disjunction v and the multiplicative conjunction (recall also that v is often called the
tensor disjunction). The global disjunction, on the other hand, has the rules for the
additive disjunction (plus), modulo deep inference.
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6.8.2. THEOREM (Soundness of GT'). T = A implies AT E VA

Proof:
By induction on the depth of derivations; we look at the final rule applied in the deriva-
tion and only consider the cases Lv/ and Rv/

e Lv: Assume AT'1A@EVA; and ATh Ay = VA, We want to show AT A
ADon(@vy)EVAI VvV Ay, solett = ATTAATA(@V ). Thent =ty Uty
where 1y = @ and 1y F Y, and 1 = AI'y AAI. By downward closure, ¢y = AT’
so that tp = \/ Ay; similarly 7y, £ \V/ Az, whence 1 = VA vV A;.

* RA: Assume AT'1 E@ VvV A and AT EyvVA;. We want to show AT AATLL E
(@AY)VVA VVAy, solett = AT AAT,. Thent=@Vv VA andt = yv VA,
s0 1 =1y Utx; Where 1y E @ and 7p1 = Ay, and t = 1y, Uty where 1y F ¥ and
ta2EV Ay. Thenalsot = (ty Nty ) Uta1 Utxr. By downward closure, to Nty = QA Y,
whence, t E (@A Y)VVAVVA;. O

It is easy to see that the systems GT and GT' are equivalent:
6.8.3. PROPOSITION. +Fcp-I'= A <=+~ T'= A

Proof:
The direction < follows by soundness and the cutfree completeness of GT (Theorem
6.4.7). The direction == follows by the admissibility of Rv and Lv in GT'~. For

instance, we have:
Lp=>A TLy=A

Covy=AA
Clearly ', ovy = A A+ c[ovy=AArrc,ovy=A. As with GT (Lemma
6.5.1), it is easy to show that weakening is admissible in GT'~, whence I, @ v v =
Arcgr-T,ovy=AA. O

Lv/

6.9 Concluding Remarks

In this paper, we presented a sequent calculus GT for the team logic PL(\) consist-
ing of a subsystem G3cp for classical propositional logic together with deep-inference
rules for the inquisitive disjunction V. We generalized the notion of resolutions from
inquisitive logic to define the notion of partial resolutions, and used partial resolu-
tions to define a weak subformula property for GT as well as to prove the cutfree
completeness of GT. We showed that GT ™ admits height-preserving weakening, con-
traction, and inversion; with the caveats that right contraction is only admissible for
classical formulas (which is as expected, given the connection we observed between
right contraction and union closure), and that R\ is only ‘invertible’ in the sense of
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the Split property (Proposition 6.2.8). We provided a procedure for constructing cut-
free derivations and countermodels in GT that is similar to the analogous procedure
for G3cp. We proved a normal form theorem for cutfree derivations, using which we
provided a cut elimination procedure for GT. Finally, we defined a variant of GT with
independent-context rules instead of shared-context rules with restricted contexts for
the connectives v and A, discussed the similarities between these variant and multi-
plicative linear logic, and showed that this variant is equivalent to GT.

Let us conclude by discussing some open problems, as well as the prospects of
applying our deep-inference approach to provide sequent calculi for other team logics.

With regard to the first of these concerns, are there any further interesting conse-
quences we can draw from the cutfree completeness of GT? To consider one example,
can we leverage the cutfree completeness of GT to provide a constructive proof of
Craig’s/Lyndon’s/uniform interpolation for PL(\), perhaps along the lines of [118,
pp. 116-118], or [103, 85, 84]? (There is a semantic proof of uniform interpolation
for PL(\) that follows essentially from results in [43].)

We can provide one limited negative result here: the procedure for proving Craig’s
and Lyndon’s interpolation via sequent interpolants, as detailed in, for instance [118,
pp. 116-118], fails for GT because the form of interpolation involved does not hold
for PL(\). This form of interpolation states, roughly, that for each sequent I' = A,
and each pair of partitions I'1;I, of I" and Aj; A, of A, there is an interpolant ¢ in the
common language of I'1,A; and I',A, such thatI'y = A, @ and I';, @ = A,. Consider,
however, the following valid sequent, where ?p := p\v - p, etc.

0,79 =>MpANIg A IpAIGA T

If it were the case that this form of interpolation held for PL(\), there would be
a formula ¢ such that the following sequents are valid: ?p =?pA?g Ar, ¢ (whence
= (IpA2qar)v ) and ?7q, @ =?pA?q A -1 (Whence 2g A @ E?pA?gA—-r). Now con-
sider the team ¢ := {Vp 4 r,Vpg.r,Vp,g 7 Vpgr)- Since t £?p, we must have ¢ = (?pA2g A
r) Vv @, whence t = t; Utp, where t| E?pA?gAr and 1, = @. Clearly either ¢ € {v, 4}
ort) ¢ {vp@r}, whence either vz, €1, or v, ,, €t. In the former case (the latter
case is similar), by downward closure, {v, 7.} £ ¢. Clearly also {v, 7 ,} £?¢, whence
{vpg.r} E?pA2g A=, but this clearly cannot be the case.

So the type of interpolation involved in the procedure in [118, pp. 116-118] fails;
there might, however, be some other way of leveraging the system GT to prove inter-
polation results for PL(\).

We chose to employ only one set of deep-inference rules in order to keep our system
as close to a Gentzen-style system as possible. However, it might be interesting to
develop a system for PL(\) making more extensive use of deep-inference rules and
techniques in order to make use of the powerful general results in the deep-inference
literature.

With regard to extensions of our approach to other team logics, let us first note
that given that resolutions are adapted from inquisitive logic, and that the analogues of
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the results in Section 6.2.2 hold for propositional inquisitive logic, we expect that our
approach would also work for propositional inquisitive logic InqB (essentially PL(\)
without the split disjunction v, but with the so-called intuitionistic implication —).
However, given the fact that the inquisitive disjunction Vv does not simply distribute
over all other connectives in InqB (as it does in PL(\)), which results in the resolutions
in IngB having a more complicated structure than in PL(\), it is not clear whether a
deep-inference calculus along these lines for IngB would be as simple and appealing
as the system in this paper. As for other team logics, we suspect, given our strong fo-
cus on the properties of a single team-semantic connective—the inquisitive disjunction
\—as well as the apparent reliance of the cutfree completeness of our system on the
Resolution theorem (Theorem 6.2.9), which depends, in turn, on the downward closure
of PL(\) as well as the union closure of the \-free fragment, we expect any appli-
cation of this approach to logics which do not involve Vv and which do not also share
these additional features to involve some further innovations and/or stronger proof-
theoretic machinery. There are, however, some other interesting team logics which do
incorporate \ and do share these features (for instance, the extension of Team Linear
Temporal Logic with \v in [92]).

To summarize, our approach was tailored for PL(\), and the resulting system, with
its simplicity and clarity, appears to be a good fit for this logic. Whether this approach
can be generalised to other team logics remains to be explored. The intriguing links
in our setting between structural properties and team-semantic closure properties do
suggest that further investigation of team logics which differ in their closure properties
from PL(\) may prove fruitful; it might also be interesting to change the interpretation
of the comma in the antecedent of a sequent to produce correspondences between team-
semantic closure properties and structural properties on the left.






[3]

[7]

Bibliography

Samson Abramsky, Joni Puljujérvi, and Jouko Viidnédnen. Team Seman-
tics and Independence Notions in Quantum Physics. 2024. arXiv: 2107 .
10817 [math.LO]. URL: https://arxiv.org/abs/2107.10817.

Samson Abramsky and Jouko Vididnédnen. “From IF to BI”. In: Synthese
167.2 (2009), pp. 207-230. URL: https: //doi . org/10. 1007/
s11229-008-9415-6.

Martin Aher. “Free choice in deontic inquisitive semantics (DIS)”.
In: Proceedings of the 18th Amsterdam Colloquium Conference on
Logic, Language and Meaning. AC’11. Amsterdam, The Netherlands:
Springer-Verlag, 2011, pp. 22-31. URL: https://doi.org/10.1007/
978-3-642-31482-7_3.

Rafael Albert and Erich Gridel. “Unifying hidden-variable problems
from quantum mechanics by logics of dependence and independence”.
In: Ann. Pure Appl. Logic 173.10 (2022). Logics of Dependence and In-
dependence, p. 103088. URL: https://doi.org/10.1016/j.apal.
2022.103088.

Maria Aloni. “Free choice, modals and imperatives”. In: Natural Lan-
guage Semantics 15.1 (2007), pp. 65-94. URL: https://doi.org/10.
1007/s11050-007-9010-2.

Maria Aloni. “Logic and conversation: the case of free choice”. In: Se-
mantics and Pragmatics 15.5 (2022). URL: https://doi.org/10.
3765/sp.15.5.

Maria Aloni, Aleksi Anttila, and Fan Yang. “State-Based Modal Logics
for Free Choice”. In: Notre Dame J. Formal Logic (2024), pp. 1-47.
URL: https://doi.org/10.1215/00294527-2024-0027.

219


https://arxiv.org/abs/2107.10817
https://arxiv.org/abs/2107.10817
https://arxiv.org/abs/2107.10817
https://doi.org/10.1007/s11229-008-9415-6
https://doi.org/10.1007/s11229-008-9415-6
https://doi.org/10.1007/978-3-642-31482-7_3
https://doi.org/10.1007/978-3-642-31482-7_3
https://doi.org/10.1016/j.apal.2022.103088
https://doi.org/10.1016/j.apal.2022.103088
https://doi.org/10.1007/s11050-007-9010-2
https://doi.org/10.1007/s11050-007-9010-2
https://doi.org/10.3765/sp.15.5
https://doi.org/10.3765/sp.15.5
https://doi.org/10.1215/00294527-2024-0027

220

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

Bibliography

Maria Aloni and Ivano Ciardelli. “A logical account of free choice im-
peratives”. In: The Dynamic, Inquisitive, and Visionary Life of ¢, ?¢,
and <& @. Ed. by Michael Franke Maria Aloni and Floris Roelofsen.
Institute for Logic, Language and Computation, 2013, pp. 1-17. URL:
https://festschriften.illc.uva.nl/Festschrift-JMF/.

Maria Aloni and Marco Degano. How to be (non-)specific. Preprint.
2023. URL: https : / /m - degano . github . io / files / how _
nonspecific_draft.pdf.

Luis Alonso-Ovalle. “Disjunction in Alternative Semantics”. PhD the-
sis. University of Massachusetts, Amherst, 2006. URL: https : / /
scholarworks.umass.edu/dissertations/AAI3242324/.

Alan Ross Anderson and Nuel D. Belnap Jr. Entailment. Volume I: The
logic of relevance and necessity, With contributions by J. Michael Dunn
and Robert K. Meyer, and further contributions by John R. Chidgey, J.
Alberto Coffa, Dorothy L. Grover, Bas van Fraassen, Hugues LeBlanc,
Storrs McCall, Zane Parks, Garrel Pottinger, Richard Routley, Alasdair
Urquhart and Robert G. Wolf. Princeton University Press, Princeton,
N.J.-London, 1975.

Aleksi Anttila. “The Logic of Free Choice. Axiomatizations of State-
based Modal Logics”. MSc thesis. University of Amsterdam, 2021. URL:
https://eprints.illc.uva.nl/id/eprint/1788/.

Aleksi Anttila. Further remarks on the dual negation in team logics.
2024. arXiv: 2410.07067 [math.LO]. URL: https://arxiv.org/
abs/2410.07067.

Aleksi Anttila, Matilda Higgblom, and Fan Yang. “Axiomatizing modal
inclusion logic and its variants”. In: Arch. Math. Logic (2024). Forth-
coming. arXiv: 2312.02285 [math.LO]. URL: https://arxiv.org/
abs/2312.02285.

Aleksi Anttila, Rosalie Ilemhoff, and Fan Yang. Deep-inference Sequent
Calculi for Propositional Team Logics. Manuscript. 2024.

Aleksi Anttila and Sgren Brinck Knudstorp. Convex Propositional and
Modal Team Logics. Manuscript. 2024.

Alexandru Baltag and Bryan Renne. “Dynamic Epistemic Logic”.
In: The Stanford Encyclopedia of Philosophy. Winter 2016. Meta-
physics Research Lab, Stanford University, 2016. URL: https : / /
plato . stanford . edu/archives /win2016 /entries/dynamic -
epistemic/.

Fausto Barbero, Marianna Girlando, Fan Yang, and Valentin Miiller. La-
belled proof systems for inquisitive and propositional team-based logics.
Manuscript. 2024.


https://festschriften.illc.uva.nl/Festschrift-JMF/
https://m-degano.github.io/files/how_nonspecific_draft.pdf
https://m-degano.github.io/files/how_nonspecific_draft.pdf
https://scholarworks.umass.edu/dissertations/AAI3242324/
https://scholarworks.umass.edu/dissertations/AAI3242324/
https://eprints.illc.uva.nl/id/eprint/1788/
https://arxiv.org/abs/2410.07067
https://arxiv.org/abs/2410.07067
https://arxiv.org/abs/2410.07067
https://arxiv.org/abs/2312.02285
https://arxiv.org/abs/2312.02285
https://arxiv.org/abs/2312.02285
https://plato.stanford.edu/archives/win2016/entries/dynamic-epistemic/
https://plato.stanford.edu/archives/win2016/entries/dynamic-epistemic/
https://plato.stanford.edu/archives/win2016/entries/dynamic-epistemic/

Bibliography

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

221

John Barwise and Robin Cooper. “Generalized Quantifiers and Natu-
ral Language”. In: Linguistics and Philosophy 4.2 (1981), pp. 159-219.
URL: https://doi.org/10.1007/bf00350139.

Dylan Bellier, Massimo Benerecetti, Dario Della Monica, and Fabio
Mogavero. “Alternating (in)dependence-friendly logic”. In: Ann. Pure
Appl. Logic 174.10 (2023), Paper No. 103315, 58. URL: https://doi.
org/10.1016/j.apal.2023.103315.

Nuel D. Belnap Jr. “A useful four-valued logic”. In: Modern uses of
multiple-valued logic (Fifth Internat. Sympos., Indiana Univ., Bloom-
ington, Ind., 1975). Vol. Vol. 2. Episteme. Reidel, Dordrecht-Boston,
Mass., 1977, pp. 5-37. URL: https://doi.org/10.1007/978-94-
010-1161-7_2.

Nuel D. Belnap Jr. “How a Computer Should Think™. In: Contemporary
aspects of philosophy. Ed. by Gilbert Ryle. Oriel Press, 1977.

Johan van Benthem. “Questions About Quantifiers”. In: J. Symb. Log.
49.2 (1984), pp. 443-466. URL: http://www. jstor.org/stable/
2274176 (visited on 10/24/2024).

Patrick Blackburn, Maarten de Rijke, and Yde Venema. Modal logic.
Vol. 53. Cambridge Tracts in Theoretical Computer Science. Cambridge
University Press, Cambridge, 2001. URL: https://doi . org/10.
1017/CB09781107050884.

Justin Bledin. “Logic informed”. In: Mind 123.490 (2014), pp. 277-316.
URL: https://doi.org/10.1093/mind/fzu073.

Oliver Bott, Fabian Schlotterbeck, and Udo Klein. “Empty-set effects in
quantifier interpretation”. In: Journal of Semantics 36.1 (2019), pp. 99—
163. URL: https://doi.org/10.1093/jos/ffy015.

Kai Briinnler. “Deep Inference and Symmetry in Classical Proofs”. PhD
thesis. Technische Universitdt Dresden, 2003. URL: https://people.
bath.ac.uk/ag248/kai/phd.pdf.

Kai Briinnler. “Locality for Classical Logic”. In: Notre Dame J. Form.
Log. 47.4 (2006), pp. 557-580. URL: https://doi.org/10.1305/
ndjf1/1168352668.

John P. Burgess. “A remark on Henkin sentences and their contraries”.
In: Notre Dame J. Formal Logic 44.3 (2003), pp. 185-188. URL: https:
//doi.org/10.1305/ndj£1/1091030856.

Marco A. Casanova, Ronald Fagin, and Christos H. Papadimitriou. “In-
clusion dependencies and their interaction with functional dependen-
cies”. In: Journal of Computer and System Sciences 28.1 (1984), pp. 29—
59. URL: https://doi.org/10.1016/0022-0000(84)90075-8.


https://doi.org/10.1007/bf00350139
https://doi.org/10.1016/j.apal.2023.103315
https://doi.org/10.1016/j.apal.2023.103315
https://doi.org/10.1007/978-94-010-1161-7_2
https://doi.org/10.1007/978-94-010-1161-7_2
http://www.jstor.org/stable/2274176
http://www.jstor.org/stable/2274176
https://doi.org/10.1017/CBO9781107050884
https://doi.org/10.1017/CBO9781107050884
https://doi.org/10.1093/mind/fzu073
https://doi.org/10.1093/jos/ffy015
https://people.bath.ac.uk/ag248/kai/phd.pdf
https://people.bath.ac.uk/ag248/kai/phd.pdf
https://doi.org/10.1305/ndjfl/1168352668
https://doi.org/10.1305/ndjfl/1168352668
https://doi.org/10.1305/ndjfl/1091030856
https://doi.org/10.1305/ndjfl/1091030856
https://doi.org/10.1016/0022-0000(84)90075-8

222

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

Bibliography

Jinsheng Chen and Minghui Ma. “Labelled Sequent Calculus for In-
quisitive Logic”. In: Proceedings of the 6th International Workshop on
Logic, Rationality, and Interaction (LORI). Ed. by Jeremy Seligman
Alexandru Baltag and Tomoyuki Yamada. Vol. 10455. Lecture Notes in
Computer Science. Berlin: Springer, 2017, pp. 526-540. URL: https:
//doi.org/10.1007/978-3-662-55665-8_36.

Ivano Ciardelli. “Inquisitive Semantics and Intermediate Logics”. MSc
thesis. University of Amsterdam, 2009. URL: https : / / eprints .
illc.uva.nl/id/eprint/818/.

Ivano Ciardelli. “Dependency as Question Entailment”. In: Dependence
Logic: Theory and Applications. Ed. by Samson Abramsky, Juha Kon-
tinen, Jouko Viidnénen, and Heribert Vollmer. Cham: Springer Interna-
tional Publishing, 2016, pp. 129-181. URL: https://doi.org/10.
1007/978-3-319-31803-5_8.

Ivano Ciardelli. “Questions in Logic”. PhD thesis. University of Ams-
terdam, 2016. URL: https://hdl.handle.net/11245/1.518411.

Ivano Ciardelli. Inquisitive logic—consequence and inference in the
realm of questions. Vol. 60. Trends in Logic—Studia Logica Library.
Springer, Cham, 2022. URL: https://doi.org/10.1007/978-3-
031-09706-5.

Ivano Ciardelli. Inquisitive Neighborhood Logic. 2024. arXiv: 2411 .
04031 [math.LO]. URL: https://arxiv.org/abs/2411.04031.

Ivano Ciardelli and Fausto Barbero. “Undefinability in Inquisitive Logic
with Tensor”. In: Logic, Rationality, and Interaction. Ed. by Patrick
Blackburn, Emiliano Lorini, and Meiyun Guo. Berlin, Heidelberg:
Springer Berlin Heidelberg, 2019, pp. 29—42. URL: https://doi.org/
10.1007/978-3-662-60292-8_3.

Ivano Ciardelli, Jeroen Groenendijk, and Floris Roelofsen. Inquisitive
Semantics. Oxford University Press, 2018. URL: https://doi.org/
10.1093/0s0/9780198814788.001.0001.

Ivano Ciardelli, Rosalie Iemhoff, and Fan Yang. “Questions and depen-
dency in intuitionistic logic”. In: Notre Dame J. Form. Log. 61.1 (2020),
pp. 75-115. URL: https://doi.org/10.1215/00294527 - 2019 -
0033.

Ivano Ciardelli and Martin Otto. “Inquisitive bisimulation”. In: J. Symb.
Log. 86.1 (2021), pp. 77-109. URL: https://doi.org/10.1017/jsl.
2020.77.

Ivano Ciardelli and Floris Roelofsen. “Inquisitive logic”. In: J. Philos.
Logic 40.1 (2011), pp. 55-94. URL: https://doi.org/10.1007/
$10992-010-9142-6.


https://doi.org/10.1007/978-3-662-55665-8_36
https://doi.org/10.1007/978-3-662-55665-8_36
https://eprints.illc.uva.nl/id/eprint/818/
https://eprints.illc.uva.nl/id/eprint/818/
https://doi.org/10.1007/978-3-319-31803-5_8
https://doi.org/10.1007/978-3-319-31803-5_8
https://hdl.handle.net/11245/1.518411
https://doi.org/10.1007/978-3-031-09706-5
https://doi.org/10.1007/978-3-031-09706-5
https://arxiv.org/abs/2411.04031
https://arxiv.org/abs/2411.04031
https://arxiv.org/abs/2411.04031
https://doi.org/10.1007/978-3-662-60292-8_3
https://doi.org/10.1007/978-3-662-60292-8_3
https://doi.org/10.1093/oso/9780198814788.001.0001
https://doi.org/10.1093/oso/9780198814788.001.0001
https://doi.org/10.1215/00294527-2019-0033
https://doi.org/10.1215/00294527-2019-0033
https://doi.org/10.1017/jsl.2020.77
https://doi.org/10.1017/jsl.2020.77
https://doi.org/10.1007/s10992-010-9142-6
https://doi.org/10.1007/s10992-010-9142-6

Bibliography

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

223

Ivano A. Ciardelli and Floris Roelofsen. “Inquisitive dynamic epistemic
logic”. In: Synthese 192.6 (2015), pp. 1643-1687. URL: https://doi.
org/10.1007/s11229-014-0404-7.

Giovanna D’Agostino. “Uniform interpolation for propositional and
modal team logics”. In: J. Logic Comput. 29.5 (2019), pp. 785-802.
URL: https://doi.org/10.1093/1logcom/exz006.

Francien Dechesne. “Game, set, maths : formal investigations into logic
with imperfect information”. PhD thesis. Tilburg University, 2005. URL:
https ://pure . tue.nl/ws/portalfiles/portal /2434476 /
608532584011891 . pdf.

Marco Degano, Sonia Ramotowska, Paul Marty, Maria Aloni, Richard
Breheny, Jacopo Romoli, and Yasutada Sudo. “The Ups and Downs
of Ignorance”. Manuscript. 2024. URL: https://1ling . auf . net/
lingbuzz/007389.

J. Michael Dunn. “Intuitive semantics for first-degree entailments and
‘coupled trees’”. In: Philos. Studies 29.3 (1976), pp. 149-168. URL:
https://doi.org/10.1007/b£00373152.

Johannes Ebbing, Lauri Hella, Arne Meier, Julian-Steffen Miiller, Jonni
Virtema, and Heribert Vollmer. “Extended Modal Dependence Logic
EMDL”. In: Logic, Language, Information, and Computation. Ed. by
Leonid Libkin, Ulrich Kohlenbach, and Ruy de Queiroz. Berlin, Hei-
delberg: Springer Berlin Heidelberg, 2013, pp. 126—137. URL: https:
//doi.org/10.1007/978-3-642-39992-3_13.

Herbert B. Enderton. “Finite partially-ordered quantifiers”. In: Z. Math.
Logik Grundlagen Math. 16 (1970), pp. 393-397. URL: https://doi.
org/10.1002/malq.19700160802.

Kit Fine. “Truthmaker Semantics”. In: A Companion to the Philoso-
phy of Language. Ed. by Bob Hale, Crispin Wright, and Alexander
Miller. Wiley, 2017, pp. 556-577. URL: https://doi.org/10.1002/
9781118972090. ch22.

Sabine Frittella, Giuseppe Greco, Alessandra Palmigiano, and Fan Yang.
“A Multi-type Calculus for Inquisitive Logic”. In: Logic, Language, In-
formation, and Computation. Ed. by Jouko Viinénen, Asa Hirvonen,
and Ruy de Queiroz. Lecture Notes in Computer Science. Berlin, Hei-
delberg: Springer, 2016, pp. 215-233. URL: https://doi.org/10.
1007/978-3-662-52921-8_14.

Pietro Galliani. “Inclusion and exclusion dependencies in team seman-
tics — On some logics of imperfect information”. In: Ann. Pure Appl.
Logic 163.1 (2012), pp. 68—84. URL: https://doi.org/10.1016/j.
apal.2011.08.005.


https://doi.org/10.1007/s11229-014-0404-7
https://doi.org/10.1007/s11229-014-0404-7
https://doi.org/10.1093/logcom/exz006
https://pure.tue.nl/ws/portalfiles/portal/2434476/608532584011891.pdf
https://pure.tue.nl/ws/portalfiles/portal/2434476/608532584011891.pdf
https://ling.auf.net/lingbuzz/007389
https://ling.auf.net/lingbuzz/007389
https://doi.org/10.1007/bf00373152
https://doi.org/10.1007/978-3-642-39992-3_13
https://doi.org/10.1007/978-3-642-39992-3_13
https://doi.org/10.1002/malq.19700160802
https://doi.org/10.1002/malq.19700160802
https://doi.org/10.1002/9781118972090.ch22
https://doi.org/10.1002/9781118972090.ch22
https://doi.org/10.1007/978-3-662-52921-8_14
https://doi.org/10.1007/978-3-662-52921-8_14
https://doi.org/10.1016/j.apal.2011.08.005
https://doi.org/10.1016/j.apal.2011.08.005

224

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

Bibliography

Pietro Galliani. “Epistemic Operators in Dependence Logic”. In: Studia
Logica 101.2 (2013), pp. 367-397. URL: https://doi.org/10.1007/
$11225-013-9478-3.

Pietro Galliani. “Strongly First Order Dependencies and Dual Negation
in Team Semantics”. Talk presented at Dagstuhl Seminar 24111 Logics
for Dependence and Independence: Expressivity and Complexity. 2024.

Pietro Galliani and Lauri Hella. “Inclusion Logic and Fixed Point
Logic”. In: Leibniz International Proceedings in Informatics, LIPIcs 23
(2013), pp. 281-295. URL: https://doi.org/10.4230/LIPIcs.
CSL.2013.281.

Peter Gérdenfors. Conceptual Spaces: The Geometry of Thought. The
MIT Press, 2000. URL: https://doi.org/10.7551/mitpress/
2076.001.0001.

Valentin Goranko and Martin Otto. “Model theory of modal logic”. In:
Handbook of modal logic. Vol. 3. Stud. Log. Pract. Reason. Elsevier
B. V., Amsterdam, 2007, pp. 249-329. URL: https://doi.org/10.
1016/51570-2464(07)80008-5.

Erich Grédel. “Games for Inclusion Logic and Fixed-Point Logic”. In:
Dependence Logic: Theory and Applications. Ed. by Samson Abramsky,
Juha Kontinen, Jouko Véédnénen, and Heribert Vollmer. Cham: Springer
International Publishing, 2016, pp. 73-98. URL: https://doi.org/
10.1007/978-3-319-31803-5_5.

Erich Gridel and Jouko Viiniénen. “Dependence, independence, and in-
complete information”. In: Database theory—ICDT 2012. ACM, New
York, 2011, pp. 1-17.

Erich Gridel and Jouko Viédnédnen. “Dependence and Independence”.
In: Studia Logica: An International Journal for Symbolic Logic 101.2
(2013), pp. 399-410. URL: https : //www . jstor . org / stable/
23488329.

Jeroen Groenendijk. “Inquisitive Semantics: Two Possibilities for Dis-
junction”. In: Logic, Language, and Computation. Ed. by Peter Bosch,
David Gabelaia, and Jérome Lang. Berlin, Heidelberg: Springer Berlin
Heidelberg, 2009, pp. 80-94. URL: https://doi.org/10.1007/978-
3-642-00665-4_8.

Jeroen Groenendijk and Martin Stokhof. “Dynamic predicate logic”. In:
Linguistics and Philosophy 14.1 (1991), pp. 39-100. URL: https://
doi.org/10.1007/BF00628304.

Alessio Guglielmi. “A system of interaction and structure”. In: ACM
Trans. Comput. Logic 8.1 (Jan. 2007), 1-es. URL: https://doi.org/
10.1145/1182613.1182614.


https://doi.org/10.1007/s11225-013-9478-3
https://doi.org/10.1007/s11225-013-9478-3
https://doi.org/10.4230/LIPIcs.CSL.2013.281
https://doi.org/10.4230/LIPIcs.CSL.2013.281
https://doi.org/10.7551/mitpress/2076.001.0001
https://doi.org/10.7551/mitpress/2076.001.0001
https://doi.org/10.1016/S1570-2464(07)80008-5
https://doi.org/10.1016/S1570-2464(07)80008-5
https://doi.org/10.1007/978-3-319-31803-5_5
https://doi.org/10.1007/978-3-319-31803-5_5
https://www.jstor.org/stable/23488329
https://www.jstor.org/stable/23488329
https://doi.org/10.1007/978-3-642-00665-4_8
https://doi.org/10.1007/978-3-642-00665-4_8
https://doi.org/10.1007/BF00628304
https://doi.org/10.1007/BF00628304
https://doi.org/10.1145/1182613.1182614
https://doi.org/10.1145/1182613.1182614

Bibliography

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

225

Matilda Hiaggblom. “Axiomatizing Modal Inclusion Logic”. MSc thesis.
University of Helsinki, 2022. URL: http://hdl.handle.net/10138/
347694.

Miika Hannula. “Axiomatizing first-order consequences in indepen-
dence logic”. In: Ann. Pure Appl. Logic 166.1 (2015), pp. 61-91. URL:
https://doi.org/10.1016/j.apal.2014.09.002.

Miika Hannula and Juha Kontinen. “A finite axiomatization of condi-
tional independence and inclusion dependencies”. In: Information and
Computation 249 (2016), pp. 121-137. URL: https://doi.org/10.
1016/j.1c.2016.04.001.

Miika Hannula, Juha Kontinen, and Sebastian Link. “On the finite and
general implication problems of independence atoms and keys”. In:
Journal of Computer and System Sciences 82.5 (2016), pp. 856-877.
URL: https://doi.org/10.1016/j.jcss.2016.02.007.

Peter Hawke and Shane Steinert-Threlkeld. “Semantic Expressivism
for Epistemic Modals”. In: Linguistics and Philosophy 44.2 (2020),
pp. 475-511. URL: https ://doi . org/10.1007 /s10988 - 020 -
09295-7.

Irene Heim. “File Change Semantics and the Familiarity Theory of Def-
initeness”. In: Meaning, Use, and Interpretation of Language. Ed. by
Rainer Béuerle, Christoph Schwarze, and Arnim von Stechow. Berlin,
Boston: De Gruyter, 1983, pp. 164-189. URL: https://doi.org/10.
1515/9783110852820. 164.

Lauri Hella, Antti Kuusisto, Arne Meier, and Jonni Virtema. “Model
checking and validity in propositional and modal inclusion logics”. In:
Journal of Logic and Computation 29.5 (2019), pp. 605-630. URL:
https://doi.org/10.1093/logcom/exz008.

Lauri Hella, Antti Kuusisto, Arne Meier, and Heribert Vollmer. “Satis-
fiability of Modal Inclusion Logic: Lax and Strict Semantics”. In: ACM
Trans. Comput. Logic 21.1 (2019). URL: https://doi.org/10.1145/
3356043.

Lauri Hella, Kerkko Luosto, Katsuhiko Sano, and Jonni Virtema. “The
expressive power of modal dependence logic”. In: Advances in modal
logic. Vol. 10. Coll. Publ., London, 2014, pp. 294-312. URL: http:
//www . aiml . net /volumes / volumel0 /Hella - Luosto - Sano -
Virtema.pdf.

Lauri Hella, Kerkko Luosto, and Jouko Vaidndnen. “Dimension in team
semantics”. In: Mathematical Structures in Computer Science (2024),
pp. 1-45. URL: https://doi.org/10.1017/S0960129524000021.


http://hdl.handle.net/10138/347694
http://hdl.handle.net/10138/347694
https://doi.org/10.1016/j.apal.2014.09.002
https://doi.org/10.1016/j.ic.2016.04.001
https://doi.org/10.1016/j.ic.2016.04.001
https://doi.org/10.1016/j.jcss.2016.02.007
https://doi.org/10.1007/s10988-020-09295-7
https://doi.org/10.1007/s10988-020-09295-7
https://doi.org/10.1515/9783110852820.164
https://doi.org/10.1515/9783110852820.164
https://doi.org/10.1093/logcom/exz008
https://doi.org/10.1145/3356043
https://doi.org/10.1145/3356043
http://www.aiml.net/volumes/volume10/Hella-Luosto-Sano-Virtema.pdf
http://www.aiml.net/volumes/volume10/Hella-Luosto-Sano-Virtema.pdf
http://www.aiml.net/volumes/volume10/Hella-Luosto-Sano-Virtema.pdf
https://doi.org/10.1017/S0960129524000021

226

[73]

[74]

[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

[83]

Bibliography

Lauri Hella and Johanna Stumpf. “The expressive power of modal logic
with inclusion atoms”. In: Proceedings Sixth International Symposium
on Games, Automata, Logics and Formal Verification. Vol. 193. Elec-
tron. Proc. Theor. Comput. Sci. (EPTCS). EPTCS, 2015, pp. 129-143.
URL: https://doi.org/10.4204/EPTCS.193.10.

Leon Henkin. “Some remarks on infinitely long formulas”. In: Infini-
tistic Methods (Proc. Sympos. Foundations of Math., Warsaw, 1959).
Pergamon, Oxford-London-New York-Paris, 1961, pp. 167-183. URL:
https://doi.org/10.2307/2270594.

Jaakko Hintikka. The principles of mathematics revisited. With an ap-
pendix by Gabriel Sandu. Cambridge University Press, Cambridge,
1996. URL: https://doi.org/10.1017/CB09780511624919.

Jaakko Hintikka. “Negation in Logic and in Natural Language”. In: Lin-
guistics and Philosophy 25.5-6 (2002), pp. 585-600. URL: https://
doi.org/10.1023/a:1020895229197.

Jaakko Hintikka and Gabriel Sandu. “Informational independence as a
semantical phenomenon”. In: Logic, methodology and philosophy of sci-
ence, VIII (Moscow, 1987). Vol. 126. Stud. Logic Found. Math. North-
Holland, Amsterdam, 1989, pp. 571-589. URL: https://doi. org/
10.1016/S0049-237X(08)70066-1.

Wilfrid Hodges. “Compositional semantics for a language of imperfect
information”. In: Log. J. IGPL 5.4 (1997), pp. 539-563. URL: https:
//doi.org/10.1093/jigpal/5.4.539.

Wilfrid Hodges. “Some strange quantifiers”. In: Structures in logic and
computer science. Vol. 1261. Lecture Notes in Comput. Sci. Springer,
Berlin, 1997, pp. 51-65. URL: https://doi.org/10.1007/3-540-
63246-8_4.

Matthias Hoelzel and Richard Wilke. “On the Union Closed Fragment of
Existential Second-Order Logic and Logics with Team Semantics”. In:
Logical Methods in Computer Science 17.3 (2021), 14:1-14:32. URL:
http://doi.org/10.46298/1mcs-17(3:14)2021.

Lloyd Humberstone. “From worlds to possibilities”. In: J. Philos. Logic
10.3 (1981), pp. 313-399. URL: https : //doi . org/ 10 . 1007 /
BF00293423.

Lloyd Humberstone. ‘“‘Supervenience, dependence, disjunction”. In:
Log. Log. Philos. 28.1 (2019), pp. 3—135. URL: https://doi . org/
10.12775/11p.2018.007.

Tapani Hyttinen, Gianluca Paolini, and Jouko Vi"anédnen. “Quantum
Team Logic and Bell?s Inequalities”. In: Review of Symbolic Logic 8.4
(2015), pp. 722-742. URL: https://10.1017/s17565020315000192.


https://doi.org/10.4204/EPTCS.193.10
https://doi.org/10.2307/2270594
https://doi.org/10.1017/CBO9780511624919
https://doi.org/10.1023/a:1020895229197
https://doi.org/10.1023/a:1020895229197
https://doi.org/10.1016/S0049-237X(08)70066-1
https://doi.org/10.1016/S0049-237X(08)70066-1
https://doi.org/10.1093/jigpal/5.4.539
https://doi.org/10.1093/jigpal/5.4.539
https://doi.org/10.1007/3-540-63246-8_4
https://doi.org/10.1007/3-540-63246-8_4
http://doi.org/10.46298/lmcs-17(3:14)2021
https://doi.org/10.1007/BF00293423
https://doi.org/10.1007/BF00293423
https://doi.org/10.12775/llp.2018.007
https://doi.org/10.12775/llp.2018.007
https://10.1017/s1755020315000192

Bibliography

[84]

[85]

[86]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

227

Rosalie Iemhoff. “Uniform interpolation and sequent calculi in modal
logic”. In: Arch. Math. Logic 58.1 (2019), pp. 155-181. URL: https:
//doi.org/10.1007/s00153-018-0629-0.

Rosalie Iemhoff. “Uniform interpolation and the existence of sequent
calculi”. In: Ann. Pure Appl. Logic 170.11 (2019), p. 102711. URL:
https://doi.org/10.1016/j.apal.2019.05.008.

Luca Incurvati and Julian J. Schloder. “Weak Rejection”. In: Aus-
tralasian Journal of Philosophy 95.4 (2017), pp. 741-760. URL: https:
//doi.org/10.1080/00048402.2016.1277771.

Hans Kamp. “Free choice permission”. In: Proc. Aristotelian Soc. (N.S.)
74 (1973/74), pp. 57-74. URL: https : / / doi . org /10 . 1093/
aristotelian/74.1.57.

Sgren Brinck Knudstorp. The Expressive Completeness of Bilateral
State-based Modal Logic. Manuscript. 2023.

Juha Kontinen, Julian-Steffen Miiller, Henning Schnoor, and Herib-
ert Vollmer. “A van Benthem theorem for modal team semantics”. In:
24th EACSL Annual Conference on Computer Science Logic. Vol. 41.
LIPIcs. Leibniz Int. Proc. Inform. Schloss Dagstuhl. Leibniz-Zent. In-
form., Wadern, 2015, pp. 277-291. URL: https://doi.org/10.4230/
LIPIcs.CSL.2015.277.

Juha Kontinen, Julian-Steffen Miiller, Henning Schnoor, and Heribert
Vollmer. “Modal independence logic”. In: J. Logic Comput. 27.5 (2017),
pp- 1333-1352. URL: https://doi.org/10.1093/logcom/exw019.

Juha Kontinen and Ville Nurmi. “Team Logic and Second-Order Logic”.
In: Fundam. Inf. 106.2—4 (2011), pp. 259-272. URL: https://www.
researchgate.net/publication/220444491 _Team_Logic_and_
Second-0Order_Logic.

Juha Kontinen, Max Sandstrom, and Jonni Virtema. Set Semantics for
Asynchronous TeamLTL: Expressivity and Complexity. 2023. arXiv:
2304.10915 [cs.LO]. URL: https://arxiv.org/abs/2304.10915.

Juha Kontinen and Jouko Viidndnen. “On definability in dependence
logic”. In: J. Log. Lang. Inf. 18.3 (2009), pp. 317-332. URL: https:
//doi.org/10.1007/s10849-009-9082-0.

Juha Kontinen and Jouko Véédninen. “A remark on negation in depen-
dence logic”. In: Notre Dame J. Form. Log. 52.1 (2011), pp. 55-65. URL:
https://doi.org/10.1215/00294527-2010-036.

Juha Kontinen and Fan Yang. “Complete Logics for Elementary Team
Properties”. In: J. Symb. Log. 88.2 (2023), pp. 579-619. URL: https:
//doi.org/10.1017/js1.2022.80.


https://doi.org/10.1007/s00153-018-0629-0
https://doi.org/10.1007/s00153-018-0629-0
https://doi.org/10.1016/j.apal.2019.05.008
https://doi.org/10.1080/00048402.2016.1277771
https://doi.org/10.1080/00048402.2016.1277771
https://doi.org/10.1093/aristotelian/74.1.57
https://doi.org/10.1093/aristotelian/74.1.57
https://doi.org/10.4230/LIPIcs.CSL.2015.277
https://doi.org/10.4230/LIPIcs.CSL.2015.277
https://doi.org/10.1093/logcom/exw019
https://www.researchgate.net/publication/220444491_Team_Logic_and_Second-Order_Logic
https://www.researchgate.net/publication/220444491_Team_Logic_and_Second-Order_Logic
https://www.researchgate.net/publication/220444491_Team_Logic_and_Second-Order_Logic
https://arxiv.org/abs/2304.10915
https://arxiv.org/abs/2304.10915
https://doi.org/10.1007/s10849-009-9082-0
https://doi.org/10.1007/s10849-009-9082-0
https://doi.org/10.1215/00294527-2010-036
https://doi.org/10.1017/jsl.2022.80
https://doi.org/10.1017/jsl.2022.80

228

[96]

[97]

[98]

[99]

[100]

[101]

[102]

[103]

[104]

[105]

[106]

[107]

Bibliography

Martin Liick. “Axiomatizations of team logics”. In: Ann. Pure Appl.
Logic 169.9 (2018), pp. 928-969. URL: https://doi.org/10.1016/
j.apal.2018.04.010.

Martin Liick. “Team Logic: Axioms, Expressiveness, Complexity”. PhD
thesis. Leibniz University Hannover, 2020. URL: https://doi.org/
10.15488/9376.

Allen L. Mann, Gabriel Sandu, and Merlijn Sevenster. Independence-
friendly logic. Vol. 386. London Mathematical Society Lecture Note
Series. A game-theoretic approach. Cambridge University Press, Cam-
bridge, 2011, pp. vi+208. URL: https : / /doi . org /10 . 1017 /
CB09780511981418.

Julian-Steffen Miiller. “Satisfiability and Model Checking in Team
Based Logics”. PhD thesis. Leibniz University Hannover, 2014.

Valentin Miiller. “On the proof theory of inquisitive logic”. MA the-
sis. University of Amsterdam, The Netherlands, 2022. URL: https :
//eprints.illc.uva.nl/id/eprint/2278/1/MoL-2023-26.
text.pdf.

Karl Nygren. “Free choice in modal inquisitive logic”. In: J. Philos.
Logic 52.2 (2023), pp. 347-391. URL: https://doi.org/10.1007/
$10992-022-09674-4.

Eric Pacuit and Fan Yang. “Dependence and Independence in Social
Choice: Arrow’s Theorem”. English. In: Dependence Logic. Germany:
Springer, June 2016, pp. 235-260. URL: https://doi.org/10.1007/
978-3-319-31803-5_11.

Andrew M. Pitts. “On an interpretation of second order quantification
in first order intuitionistic propositional logic”. In: J. Symb. Log. 57.1
(1992), pp. 33-52. URL: https://doi.org/10.2307/2275175.

Huw Price. “Sense, assertion, Dummett and denial”. In: Mind 92.366
(1983), pp. 161-173. URL: https://doi.org/10.1093/mind/XCII.
366.161.

Huw Price. “Why “not”?” In: Mind 99.394 (1990), pp. 221-238. URL:
https://doi.org/10.1093/mind/XCIX.394.221.

Joni Puljujédrvi and Davide Emilio Quadrellaro. “Compactness in team
semantics”. In: Mathematical Logic Quarterly (2024). URL: https://
doi.org/10.1002/malq.202200072.

Vit PuncCochaf. “Weak negation in inquisitive semantics”. In: J. Log.
Lang. Inf. 24.3 (2015), pp. 323-355. URL: https://doi.org/10.
1007/s10849-015-9219-2.


https://doi.org/10.1016/j.apal.2018.04.010
https://doi.org/10.1016/j.apal.2018.04.010
https://doi.org/10.15488/9376
https://doi.org/10.15488/9376
https://doi.org/10.1017/CBO9780511981418
https://doi.org/10.1017/CBO9780511981418
https://eprints.illc.uva.nl/id/eprint/2278/1/MoL-2023-26.text.pdf
https://eprints.illc.uva.nl/id/eprint/2278/1/MoL-2023-26.text.pdf
https://eprints.illc.uva.nl/id/eprint/2278/1/MoL-2023-26.text.pdf
https://doi.org/10.1007/s10992-022-09674-4
https://doi.org/10.1007/s10992-022-09674-4
https://doi.org/10.1007/978-3-319-31803-5_11
https://doi.org/10.1007/978-3-319-31803-5_11
https://doi.org/10.2307/2275175
https://doi.org/10.1093/mind/XCII.366.161
https://doi.org/10.1093/mind/XCII.366.161
https://doi.org/10.1093/mind/XCIX.394.221
https://doi.org/10.1002/malq.202200072
https://doi.org/10.1002/malq.202200072
https://doi.org/10.1007/s10849-015-9219-2
https://doi.org/10.1007/s10849-015-9219-2

Bibliography

[108]

[109]

[110]

[111]

[112]

[113]

[114]

[115]

[116]

[117]

[118]

229

Greg Restall. “Multiple Conclusions”. In: Logic, Methodology and Phi-
losophy of Science. Ed. by Petr Hajek, Luis Valdés-Villanueva, and Dag
Westerstahl. College Publications, 2005, pp. 189-205. URL: https://
consequently.org/papers/multipleconclusions.pdf.

Raine Ronnholm. Arity Fragments of Logics with Team Semantics. Acta
Electronica Universitatis Tamperensis 1955. Tampere University Press,
2018. URL: https://trepo.tuni.fi/bitstream/handle/10024/
104699/978-952-03-0912-1.pdf.

Ian Rumfitt. “““Yes” and “No””. In: Mind 109.436 (2000), pp. 781-823.
URL: https://doi.org/10.1093/mind/109.436.781.

Katsuhiko Sano. “Sound and Complete Tree-Sequent Calculus for
Inquisitive Logic”. In: Logic, Language, Information and Computa-
tion. Ed. by Hiroakira Ono, Makoto Kanazawa, and Ruy de Queiroz.
Berlin, Heidelberg: Springer Berlin Heidelberg, 2009, pp. 365-378.
URL: https://doi.org/10.1007/978-3-642-02261-6_29.

Katsuhiko Sano and Jonni Virtema. “Axiomatizing Propositional De-
pendence Logics”. In: 24th EACSL Annual Conference on Computer
Science Logic (CSL 2015). Ed. by Stephan Kreutzer. Vol. 41. Leibniz
International Proceedings in Informatics (LIPIcs). Dagstuhl, Germany:
Schloss Dagstuhl — Leibniz-Zentrum fiir Informatik, 2015, pp. 292-307.
URL: https://drops . dagstuhl . de/entities/document /10 .
4230/LIPIcs.CSL.2015.292.

Peter Schroeder-Heister. “Proof-Theoretic Semantics”. In: The Stanford
Encyclopedia of Philosophy. Ed. by Edward N. Zalta and Uri Nodelman.
Fall 2023. Metaphysics Research Lab, Stanford University, 2023. URL:
https://plato.stanford. edu/archives/fall2023/entries/
proof-theoretic-semantics/.

Merlijn Sevenster. “Model-theoretic and computational properties of
modal dependence logic”. In: J. Logic Comput. 19.6 (2009), pp. 1157—-
1173. URL: https://doi.org/10.1093/1logcom/exn102.

Timothy Smiley. “Rejection”. In: Analysis (Oxford) 56.1 (1996), pp. 1-
9. URL: https://doi.org/10.1111/3j.0003-2638.1996.00001.x.

Robert Stalnaker. “Assertion”. In: Syntax and Semantics 9: Pragmatics.
New York: New York Academic Press, 1978, pp. 315-332.

Martin Stokhof, Jeroen Groenendijk, and Frank Veltman. “Coreference
and Modality”. In: The Handbook of Contemporary Semantic Theory.
Ed. by Shalom Lappin. Blackwell Reference, 1996, pp. 179-216.

A. S. Troelstra and Helmut Schwichtenberg. Basic Proof Theory. 2nd ed.
New York: Cambridge University Press, 2000. URL: https://doi .
org/10.1017/CB09781139168717.


https://consequently.org/papers/multipleconclusions.pdf
https://consequently.org/papers/multipleconclusions.pdf
https://trepo.tuni.fi/bitstream/handle/10024/104699/978-952-03-0912-1.pdf
https://trepo.tuni.fi/bitstream/handle/10024/104699/978-952-03-0912-1.pdf
https://doi.org/10.1093/mind/109.436.781
https://doi.org/10.1007/978-3-642-02261-6_29
https://drops.dagstuhl.de/entities/document/10.4230/LIPIcs.CSL.2015.292
https://drops.dagstuhl.de/entities/document/10.4230/LIPIcs.CSL.2015.292
https://plato.stanford.edu/archives/fall2023/entries/proof-theoretic-semantics/
https://plato.stanford.edu/archives/fall2023/entries/proof-theoretic-semantics/
https://doi.org/10.1093/logcom/exn102
https://doi.org/10.1111/j.0003-2638.1996.00001.x
https://doi.org/10.1017/CBO9781139168717
https://doi.org/10.1017/CBO9781139168717

230

[119]

[120]

[121]

[122]

[123]

[124]

[125]

[126]

[127]

[128]

[129]

[130]

Bibliography

Jouko Viidnidnen. Dependence logic. Vol. 70. London Mathematical So-
ciety Student Texts. A new approach to independence friendly logic.
Cambridge University Press, Cambridge, 2007, pp. x+225. URL: https:
//doi.org/10.1017/CB09780511611193.

Jouko Viidnidnen. “Modal dependence logic”. In: New perspectives on
games and interaction. Vol. 4. Texts Log. Games. Amsterdam Univ.
Press, Amsterdam, 2008, pp. 237-254. URL: https://hdl.handle.
net/11245/1.300509.

Jouko Viinidnen. “Multiverse set theory and absolutely undecidable
propositions”. In: Interpreting Godel. Cambridge Univ. Press, Cam-
bridge, 2014, pp. 180-208. URL: https : //doi . org/10. 1017/
CB09780511756306.013.

Bas C Van Fraassen. “Facts and Tautological Entailments”. In: The Jour-
nal of Philosophy 66.15 (1969), pp. 477-487. URL: https://doi.org/
10.2307/2024563.

Frank Veltman. “Defaults in Update Semantics”. In: J. Philos. Logic
25.3 (1996), pp. 221-261. URL: https : //doi . org/ 10 . 1007 /
BF00248150.

Wilbur John Walkoe Jr. “Finite partially-ordered quantification”. In: J.
Symbolic Logic 35 (1970), pp. 535-555. URL: https://doi.org/10.
2307/2271440.

Heinrich Wansing. “Proofs, disproofs, and their duals”. In: Advances in
modal logic. Volume 8. Coll. Publ., London, 2010, pp. 483-505. URL:
http://www.aiml.net/volumes/volume8/Wansing.pdf.

Heinrich Wansing and Sara Ayhan. “Logical multilateralism”. In: J. Phi-
los. Logic 52.6 (2023), pp. 1603—1636. URL: https://doi.org/10.
1007/s10992-023-09720-9.

Malte Willer. “Simplifying with free choice”. In: Topoi 37.3 (2018),
pp- 379-392. URL: https://doi.org/10.1007/s11245-016-9437-
5.

Georg Henrik von Wright. “An essay in deontic logic and the general
theory of action. With a bibliography of deontic and imperative logic”.
In: Acta Philos. Fenn. 21 (1968), p. 110.

Seth Yalcin. “Epistemic Modals”. In: Mind 116.464 (2007), pp. 983—
1026. URL: https://doi.org/10.1093/mind/fzm983.

Seth Yalcin. “Nonfactualism about Epistemic Modality”. In: Epistemic
Modality. Oxford University Press, 2011, pp. 295-332. URL: https:
//doi.org/10.1093/acprof:0s0/9780199591596.003.0011.


https://doi.org/10.1017/CBO9780511611193
https://doi.org/10.1017/CBO9780511611193
https://hdl.handle.net/11245/1.300509
https://hdl.handle.net/11245/1.300509
https://doi.org/10.1017/CBO9780511756306.013
https://doi.org/10.1017/CBO9780511756306.013
https://doi.org/10.2307/2024563
https://doi.org/10.2307/2024563
https://doi.org/10.1007/BF00248150
https://doi.org/10.1007/BF00248150
https://doi.org/10.2307/2271440
https://doi.org/10.2307/2271440
http://www.aiml.net/volumes/volume8/Wansing.pdf
https://doi.org/10.1007/s10992-023-09720-9
https://doi.org/10.1007/s10992-023-09720-9
https://doi.org/10.1007/s11245-016-9437-5
https://doi.org/10.1007/s11245-016-9437-5
https://doi.org/10.1093/mind/fzm983
https://doi.org/10.1093/acprof:oso/9780199591596.003.0011
https://doi.org/10.1093/acprof:oso/9780199591596.003.0011

Bibliography

[131]

[132]

[133]

[134]

[135]

[136]

[137]

[138]

[139]

[140]

231

Seth Yalcin. “Semantics and Metasemantics in the Context of Gener-
ative Grammar”. In: Metasemantics: New Essays on the Foundations
of Meaning. Oxford University Press, 2014, pp. 17-54. URL: https:
//doi.org/10.1093/acprof:0s0/9780199669592.003.0002.

Fan Yang. “Expressing Second-order Sentences in Intuitionistic De-
pendence Logic”. In: Studia Logica 101.2 (2013), pp. 323-342. URL:
https://doi.org/10.1007/s11225-013-9476-5.

Fan Yang. “On Extensions and Variants of Dependence Logic: A study
of intuitionistic connectives in the team semantics setting”. PhD thesis.
University of Helsinki, 2014. URL: https://helda.helsinki.fi/
items/0b455380-1a6b-47e5-99bc-910c78e06£37.

Fan Yang. “Modal dependence logics: axiomatizations and model-
theoretic properties”. In: Log. J. IGPL 25.5 (2017), pp. 773-805. URL:
https://doi.org/10.1093/jigpal/jzx023.

Fan Yang. “Uniform definability in propositional dependence logic”. In:
Review of Symbolic Logic 10.1 (2017), pp. 65-79. URL: https://doi.
org/10.1017/s1755020316000459.

Fan Yang. “Axiomatizing first order consequences in inclusion logic”.
In: Mathematical Logic Quarterly 66.2 (2020), pp. 195-216. URL:
https://doi.org/10.1002/malq.201900031.

Fan Yang. “Propositional union closed team logics”. In: Ann. Pure Appl.
Logic 173.6 (2022), Paper No. 103102, 35. URL: https://doi.org/
10.1016/j.apal.2022.103102.

Fan Yang. “There are (other) ways to negate in propositional team
semantics”. In: Exploring Negation, Modality and Proof (to appear).
Logic in Asia: Studia Logica Library. 2025. arXiv: 2410 . 08413
[math.LO]. URL: https://arxiv.org/abs/2410.08413.

Fan Yang and Jouko Véidninen. “Propositional logics of dependence”.
In: Ann. Pure Appl. Logic 167.7 (2016), pp. 557-589. URL: https:
//doi.org/10.1016/j.apal.2016.03.003.

Fan Yang and Jouko Viéninen. “Propositional team logics”. In: Ann.
Pure Appl. Logic 168.7 (2017), pp. 1406—1441. URL: https://doi.
org/10.1016/j.apal.2017.01.007.


https://doi.org/10.1093/acprof:oso/9780199669592.003.0002
https://doi.org/10.1093/acprof:oso/9780199669592.003.0002
https://doi.org/10.1007/s11225-013-9476-5
https://helda.helsinki.fi/items/0b455380-1a6b-47e5-99bc-910c78e06f37
https://helda.helsinki.fi/items/0b455380-1a6b-47e5-99bc-910c78e06f37
https://doi.org/10.1093/jigpal/jzx023
https://doi.org/10.1017/s1755020316000459
https://doi.org/10.1017/s1755020316000459
https://doi.org/10.1002/malq.201900031
https://doi.org/10.1016/j.apal.2022.103102
https://doi.org/10.1016/j.apal.2022.103102
https://arxiv.org/abs/2410.08413
https://arxiv.org/abs/2410.08413
https://arxiv.org/abs/2410.08413
https://doi.org/10.1016/j.apal.2016.03.003
https://doi.org/10.1016/j.apal.2016.03.003
https://doi.org/10.1016/j.apal.2017.01.007
https://doi.org/10.1016/j.apal.2017.01.007




Samenvatting

Dit proefschrift bundelt vijf artikelen die zich voornamelijk richten op de expressieve
kracht en axiomatisaties van propositionele en modale logica’s met teamsemantiek. De
meeste van deze artikelen richten zich op omgevingen waarin de lege-team-eigenschap
niet geldt—er zijn formules die niet waar zijn in het lege team—en waarin we feiten
kunnen uitdrukken en kunnen redeneren over de leegheid en niet-leegheid van teams
in de objecttaal.

Het eerste artikel bestudeert de wiskundige eigenschappen van de bilaterale state-
gebaseerde modale logica (BSML), een modale teamlogica die is gebruikt om vrije
keuzewijzen en gerelateerde linguistische fenomenen te verklaren. Deze logica breidt
de klassieke modale logica uit met een niet-leegheid-atoom NE dat waar is in een team
dan en slechts dan als het team niet leeg is. In dit artikel introduceren we twee uit-
breidingen van BSML, tonen we aan dat de uitbreidingen expressief compleet zijn, en
ontwikkelen we axiomatisaties in natuurlijke-deductiesystemen voor de drie logica’s.

In het tweede artikel bewijzen we expressieve volledigheidsresultaten voor con-
vexe propositionele en modale teamlogica’s, waarbij een logica convex is als voor elke
formule geldt: als de formule waar is in twee teams, dan is de formule ook waar in
alle teams tussen deze twee teams met betrekking tot de deelverzamelingrelatie. Con-
vexiteit is een natuurlijke uitbreiding van de neerwaartse afsluiting naar een omgev-
ing waarin de lege team-eigenschap niet geldt. We introduceren meerdere proposi-
tionele/modale logica’s die expressief compleet zijn voor de klasse van alle convexe
propositionele/modale teameigenschappen. We lossen ook een probleem op dat in het
eerste artikel open was gebleven met betrekking tot de expressieve kracht van BSML en
zijn propositionele fragment: we tonen aan dat dit propositionele fragment expressief
compleet is voor de klasse van alle convexe en propositionele teameigenschappen die
gesloten zijn onder vereniging, waarbij een modale analogie van dit resultaat een ex-
pressieve volledigheidsstelling voor BSML oplevert. We introduceren ook een gen-
eralisatie van uniforme definieerbaarheid en defini€ren verschillende begrippen van
uitbreiding door gebruik te maken van deze generalisatie om het gevoel te verduideli-
jken waarin onze nieuwe propositionele convexe logica’s de propositionele afthanke-
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lijkheidslogica en propositionele inquisitive logic (propositionele logica die zich o.a.
bezighoudt met de betekenis van vragen) uitbreiden.

In het derde artikel bestuderen we de eigenschappen van de negatie die in BSML
wordt gebruikt, de bilaterale negatie —. Dit is in wezen dezelfde notie als de duale
of speltheoretische negatie van onafhankelijkheidsvriendelijke logica (IF) en athanke-
lijkheidslogica (D). In IF en D vertoont de duale negatie een extreem hoge graad van
semantische onbepaaldheid, aangezien voor elk paar zinnen ¢ en Y van IF/D geldt dat:
als @ en y onverenigbaar zijn in de zin dat ze geen modellen gemeen hebben, er een
zin 6 van IF/D bestaat zodat @ = 8 en ¥ = -0 (zoals oorspronkelijk aangetoond door
Burgess in de equivalente context van het prenex-fragment van Henkin-kwantorlogica).
We tonen aan dat door het begrip van onverenigbaarheid aan te passen (waardoor
in sommige gevallen begrippen van onverenigbaarheid worden gegenereerd die beter
geschikt zijn voor omgevingen waarin de lege team-eigenschap en neerwaartse afs-
luiting niet gelden dan de begrippen die uit neerwaarts gesloten omgevingen worden
geimporteerd), analogieén van dit resultaat voor een aantal modale en propositionele
teamlogica’s kunnen worden vastgesteld, waaronder BSML, de semantisch expres-
sivistische logica van Hawke en Steinert-Threlkeld voor epistemische modaliteiten,
evenals de propositionele afthankelijkheidslogica met de duale negatie. Samen met het
omgekeerde van dit resultaat kan dit type resultaat worden gezien als een expressieve
volledigheidsstelling met betrekking tot het relevante begrip van onverenigbaarheid;
we formuleren een begrip van expressieve volledigheid voor paren van eigenschappen
om dit precies te maken.

In het vierde artikel schakelen we over naar een omgeving die wel de lege team-
eigenschap heeft, maar waarin neerwaartse afsluiting niet geldt. We bieden een
volledige axiomatisatie van de modale inclusielogica — een teamgebaseerde modale
logica uitgebreid met inclusie-atomen. We herzien en verfijnen een expressieve
volledigheids- en normaalvormstelling voor de logica, definiéren een natuurlijke-
deductie-bewijssysteem en gebruiken de normaalvorm om de volledigheid van de ax-
iomatisatie te bewijzen. Volledige axiomatisaties worden ook gegeven voor twee an-
dere uitbreidingen van de modale logica met dezelfde expressieve kracht als modale
inclusielogica: de een verrijkt met een ‘might’-operator en de andere met een enkele-
wereldvariant van de ‘might’-operator.

In het vijfde artikel introduceren we een sequentencalculus voor de propositionele
teamlogica met zowel de gesplitste disjunctie als de inquisitive disjunctie, bestaande
uit een G3-systeem voor de klassieke propositionele logica samen met deep-inference
regels voor de inquisitive disjunctie. We tonen aan dat het systeem verschillende
wenselijke eigenschappen heeft: het staat hoogte-behoudende verzwakking, contractie
en inversie toe; het ondersteunt een procedure voor het construeren van snedevrije be-
wijzen en tegenmodellen, vergelijkbaar met die voor G3cp; en snede-eliminatie geldt
als een corollarium van snede-eliminatie voor het G3-subsysteem samen met een nor-
maalvormstelling voor snedevrije afleidingen in het systeem.



Abstract

This dissertation collects together five papers which focus primarily on the expressive
power, axiomatizations, and proof theory of propositional and modal logics with team
semantics. Most of these papers focus on settings in which the empty team property
fails—that is, there are formulas which are not true in the empty team—and hence in
which we are able to express facts and reason about the emptiness and nonemptiness
of teams in the object language.

The first paper studies the mathematical properties of bilateral state-based modal
logic (BSML), a modal team logic which has been used to account for free choice infer-
ences and related linguistic phenomena. This logic extends classical modal logic with
a nonemptiness atom NE which is true in a team if and only if the team is nonempty. In
this paper, we introduce two extensions of BSML, show that the extensions are expres-
sively complete, and develop natural deduction axiomatizations for the three logics.

In the second paper, we prove expressive completeness results for convex proposi-
tional and modal team logics, where a logic is convex if, for each of its formulas, if the
formula is true in two teams, then it is also true in all the teams between these two teams
with respect to set inclusion. Convexity is a natural generalization of the well-known
property of downward closure to a setting in which the empty team property fails. We
introduce multiple propositional/modal logics which are expressively complete for the
class of all convex propositional/modal team properties. We also solve a problem that
was left open in the first paper concerning the expressive power of BSML as well as
its propositional fragment: we show that BSML is expressively complete for the class
of all convex and union-closed modal team properties invariant under bounded bisim-
ulation. We also introduce a generalization of uniform definability and define distinct
notions of extension making use of this generalization in order to clarify the sense in
which our novel propositional convex logics extend propositional dependence logic
and propositional inquisitive logic.

In the third paper, we study the properties of the negation employed in BSML, the
bilateral negation —. This is essentially the same notion as the dual or game-theoretical
negation of independence-friendly logic (IF) and dependence logic (D). In IF and D,
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the dual negation exhibits an extreme degree of semantic indeterminacy in that for
any pair of sentences ¢ and y of IF/D, if ¢ and y are incompatible in the sense that
they share no models, there is a sentence 6 of IF/D such that ¢ =60 and y = -0 (as
shown originally by Burgess in the equivalent context of the prenex fragment of Henkin
quantifier logic). We show that by adjusting the notion of incompatibility employed
(thus generating, in some cases, notions of incompatibility more suitable for settings
in which the empty team property and downward closure fail than the notions im-
ported from downward-closed settings), analogues of this result can be established for
a number of modal and propositional team logics, including BSML and propositional
dependence logic with the dual negation. Together with its converse, a result of this
type can be seen as an expressive completeness theorem with respect to the relevant
incompatibility notion; we formulate a notion of expressive completeness for pairs of
properties to make this precise.

In the fourth paper, we move to a setting which does have the empty team prop-
erty, but in which downward closure fails. We provide a complete axiomatization of
modal inclusion logic—team-based modal logic extended with inclusion atoms. We
review and refine an expressive completeness and normal form theorem for the logic,
define a natural deduction proof system, and use the normal form to prove complete-
ness of the axiomatization. Complete axiomatizations are also provided for two other
extensions of modal logic with the same expressive power as modal inclusion logic:
one augmented with a might-operator and the other with a single-world variant of the
might-operator.

In the fifth paper, we introduce a sequent calculus for the propositional team logic
with both the split disjunction and the inquisitive disjunction. The sequent calculus
consists of a G3-style system for classical propositional logic together with deep-
inference rules for the inquisitive disjunction. We show that the system satisfies various
desirable properties: it admits height-preserving weakening, contraction and inversion;
it supports a procedure for constructing cutfree proofs and countermodels similar to
that for G3cp; and cut elimination holds as a corollary of cut elimination for the G3-
style subsystem together with a normal form theorem for cutfree derivations in the
system.
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