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1 Verificationism and Fitch's Paradox

The general verificationist thesis says that

What is true can be known or formally: ¢ — QK@ VT

Fitch's argument trivializes this principle. It uses a weak modal epistegnicdo show

thatVT collapses truth and knowledge, by taking a clever substitution instange for

PO-KP - OK(PLO-KP)
Then we have the following chain of three conditionals

(@) O K(P O-KP) - ¢ (KP JK-KP)
in the minimal modal logic for the knowledge operd€or

(b) ¢ (KP OK-KP) - ¢ (KP [-KP) in the modal logid,

and finally (c)¢ (KP [-KP) - [Jin the minimal modal logic for <>.

Thus, a contradictionfollows from the assumptionP [7-KP, and we have shown

over-all thatP? impliesKP, making truth and knowledge equivalent.

Proposedremediesfor the Paradoxfall mainly into two kinds (cf. Brogaard and
Salerno2002, Wansing2002). Someweakenthe logic in the argumentstill further.
This is like tuning down the volume on your radio so asmbiearthe badnews. You

will not hearmuchgood news either. Other remediesleave the logic untouched but
weakenthe verificationist principle itself. This is like censoringthe news:you hear
thingsloud andclear, but they may not be so interesting.The proposalmadebelow
falls into the latter categorput using a different perspectivédrom meretinkering with
proof rules or premises.We will emphasizepositive reasonswhy VT can, and
sometimeshould fail, having to do with the ways in which we learn new information.

2 Knowable propositions and learning

Fitch's substitution instance exemplifiemacholder problemaboutknowledgecalled
Moore's Paradoxlt consists in the observation that the statement



"P, but | don't know it"

can be true, but it cannot be knownKdB & —KP) evidentlyimplies a contradiction.
Now, in an epistemic logic for single agent,the possibleknowledgeof a proposition

@requiresthat K¢ be satisfiableat some world in some model, and hencein all
alternatives to that world. This differs froondinary epistemicsatisfiability, which just

demanddruth of gat someworld in somemodel. Tennant2002 arguespersuasively

for the following restriction on the intended application¥®fto propositionsg

Kgis consistent CK(p

In simple epistemi&5models, this speciabquiremenamountsto global satisfiability
of @ i.e., its truth throughouwtomemodel. Like ordinary satisfiability, the new notion

is decidabldor mostmodallogics (Note 1), and henceconstraintsof knowability can
be formulatedat leastin an effective manner.But thereis a bit more to the situation!
Our first observation is th&K only partially captures the intuition behind.

3 A dynamic shift: consistent update

Consider any epistemic moddl, s, with a designated worlsl for the actualsituation.
What might be known in this setting seems restricted to wigttt be known correctly
aboutthat situations. We know alreadythat it is one of the worlds in M. What we
might learn is that this model cée shrunkstill further,zoomingin on the location of
S. In this dynamicsense the verificationist principle that every true statementimay be
known amounts to stating that

What is true magome to be&known VT

Clearly, VT only holds for propositiongthat satisfy CK. But it is moredemanding.

We need truth oKgnot in just any model, but in some submodel of the current one.
Fact CK(¢) does notimplyT for all propositionsp.

Proof Let<> @be the existential dual of the operatgrstanding forthe epistemic(not

the earlier modal!) notion of 'holding it possible tgatNow consider the statement

@ =(P & <>-P) [JK-P



This is knowablein the senseof CK, sinceK((P & <>-P) [JK=P) is consistent:it
holdsin a modelconsistingof just one world with =P, where the agentknows that

=P. But here is a two-world mod®&l where@ holdsin the actualworld, eventhough

there is no truthful announcement that would make us tgarn

the actual world ............... some other world
P -P

In the actualworld, (P & <>-P) [JK=P holds, but it fails in the other. Hence,

K((P & <>-P) [JK-P) falls in the actualworld. The only truthful properupdateof
this model M just retainsits actualworld. But in the resulting one-world epistemic

model with the proposition letté& true,K((P & <>-P) [JK-P) fails. QED

Thus, consistency dd@need not be enough if we wish to learn thatereandnow in

any model where it holds, as expressed/by. Our first point is then that

In a natural learning scenario, the Verificationist Thesis places stronger
requirements on propositions than those stated so far in the literature.

This observation suggests a closer loothatgeneraldynamicviewpoint underpinning
VT . In a nutshell, what we know is the resultcfions of learning

4 Epistemic logic dynamified

The simplestway of learningis by being told througha true new propositionwhich

prunes the current epistemic model. In particulaylaic announcemerd of assertion
@ doesnot just evaluate gtruth-conditionally in the current model M, s. It rather

changes that model, by eliminating all those worlds from it which fail to satisfy

from S to S

M, s 0] M|g s

"\




This scenarioworks for simple questionsand answers,but also for more intricate
puzzles of knowledge andnorance(van Benthem2003; Note 2). Thus, the semantic
setting for elementary forms of learnirgya family of epistemicmodelsasthe relevant
information states relatedby a repertoireof actionsof announcingpropositionsthat
increase information by moving from oneodelto another.Completesystemdor this
dynamifiedepistemicamix standardepistemiclogics with dynamiclogics of actions,
with expressions describing what holds after an action was performed:

[a] @ Y holds after every successful execution of acéion

The expressioa may be a computer program or soptg/sicalaction, or a speechact.
Now we can express statements about epistemic effects of successful communication:

[@IK,@ after a true public announcementgj knows thaty

There are complete and decidable calculi fortiiciser language Theseinclude axioms
relating statements about the result of an action to those thatruelefore.(Note 3.)
In particular, epistemic logics for communication emphasize the multi-agent chafacter
speakershearers,and audiences Accordingly, the languagecan iterate knowledge
assertions, as iK{,~K,P: '1 knowsthat2 doesnot know thatP'. Therearealsonew

notions for groups of agen® such as common knowled@eg everyoneknows that

¢ and they also know that the others know, and on to any finite dejnation. This

point will return, as paradoxes for lonesome knowers may look brighter in groups.

5 The dynamic logic of learning

One openissuein dynamic epistemiclogics concernsthe generic effects of public
announcementHere is a putative, almost self-evidentprinciple about the epistemic

effects of a public statement that

Learning Principle [¢]C ¢ LP
Announcingg publicly in a groupgs makesp common knowledge

L P holdsfor atomicstatementsind many others.But it is false in generallE.g., if
someone tells you trulyP; but you don't know it", the result is a moaéiereP holds
everywhereandyour ignorancehasdisappearedOf course,this is Moore's Paradox
again,but now in a dynamic epistemicsetting. This very updatewould occurin the
model used earlier to strengthen the Consistency of Knowledge pri@éiple



Thus we have arrived at the second main observation of this paper:
The 'paradoxical’ behaviour 8T closely reflects that dfP.

But this analogyalso suggestsanotherway of looking at the Verificationist Thesis.
Upon reflection, the LearningPrinciple just seemsan overly hasty assertion,and the
given counter-exampleseemsvery natural. Indeed,announcementsf ignoranceare
made frequently, and they can be very useful. E.gveirknown puzzleslike Muddy
Childrenit is preciselypublic announcementsf ignorancewhich drive the solution
process toward common knowledge of the staeof affairs. Logicianshaveadapted
to this situation, and turned a problem into an objestadly. After all, what we seeis
merely that communication is more interestihgnwhat LP thought.For instance we
can investigate what special syntactic forms of assertion do become common
knowledgeuponannouncementAnd this againsuggestsnore generalclassifications.
Statements of atomic facts aef-fulfilling: once announced, their commbkmowledge
results. Moore's statementis self-refuting once announced,its negation becomes
commonknowledge.But there are also wavering statementsn between.(Note 4.)
Given the analogy betwe&T andLP, one might alsalevelopan analogousenriched
verificationist logic, distinguishing different roles for different types of statement.

In the remainder of this paper, we develop this technical tlaenitefurther. What does
knowability or learnability of propositions amount to in a dynamic epistemic setting?

6 Exploring learnable propositions

As in the usual discussion of the Knowmaradox,considerthe caseof a singleagent.
Suggestions for the case of more agents will follow later. Defiearaableproposition

@asonewhosetruth can always becomeknown by announcemendf some suitable

true formulaA. 1.e., the following implication is valid:

@ - [A<AI>Kg Learnability

The existential modalitgA!>K ¢, dual to[Al]K ¢ says that truthful announcementf

Ais possible, leading to knowledge@fThe consequeriA <A!>K @is shorthandor

an infinite disjunction over all formulasof our language.

Fact Learnability is decidable iB5



Proof All modelsof an S5languagefor a finite set of proposition letters can be
enumeratedas the only options that matter are which propositional valuations to

represent in the set of worlds. Thus, for each epistemic fognula can enumera|
modelsM, s |z ¢. Now, for @ to be learnablein the abovesense,eachof the latter
modelsmust have a submodelN containings with @ true in every world of that

submodel. But this can be checked effectively in the finite list. QED

A stricter form of learnability demands that there be sfinite set ofannouncementa
one of which must lead to knowledgeg@ih any given model ofp. This learnability by

finite caseds equivalentto the aboveversion,however,by the compactnessheorem
for S5— or more simply, by the aboemumeratiorargumentA truly strongerversion
is the existence of one single asserficsuch that the following formula is valid:

@ - <A>K ¢ Uniform learnability

Fact Uniform learnability is stronger than learnability.

Proof Consider the following 4-world mod#:

Let pbe anS5formula which is only true in the following minimal situations

(@ in the pictured modeVi: at the world<l, 3 and no others
(b) in the two models indicated by the ellipses: at both worlds.

It is easyto write down sucha formula explicitly. Accordingto the abovedescription
by model enumeratiomis learnable: some update revealstieneverit is true. But is
clear no singldormula A doesthis job uniformly, sincethe selectionof the submodel

in M has to depend on which of the tyeworlds is our point of departure. = QED

Still stronger is the case where announgmigelf producests knowledge.This is the

earlier learning situation of self-fulfilling assertions, restricted to the single-agent case:



¢ - <pl>Kg Self-fulfillment

Fact Statements can be uniformly learnable without being self-fulfilling.

Proof Consider the following modé/l, in the same style as the preceding one:

3 —|p, —|q

Let ¢hold only in

€)) in modelM: at world1,

(b) in M's oval two-world submodel: at both worlds.
Uniform learnability is satisfied here. In every mohlkls wherethis formula ¢holds,
announcinghe true atomicfact p makesgtrue throughoutthe resulting model. But,
announcinghe true statementpitself in the 3-world initial model(M, 1) would leave
just thel-world submodep, q,wheregfails by its definition. QED
Thus,VP andLP are analogous to some extemif the two putativeprinciplesdo not
coincide. On the way to this outcome,we have seenthe flexibility of the dynamic

framework in phrasing different versions of learnability. T¢uoscludesour accountof
the single agent setting for epistemic update and learning. Our third observation is that

VT, VT andLP point toward an interesting general logic of
knowledge assertions, announcements, and learning actions.

Looking at some possible extensions adds still further detail to this perspective.

7 Refining the issues

Our analysishaslooked at the verificationist principle andthe Paradoxof the Knower
in terms of epistemic actions. This does not solve the original problem, but placas it in
broader setting of interaction between many agents. In particular, the original
formulation of the Paradoxof the Knower now becomesa special casein several
senses.For a start, even with a single agent, two different sensesof learnability



emerged:either by meansof fixed assertiondeadingto knowledge,or by context-
dependentassertionsBut also, the multi-agentsetting suggestdurther refinements.

With a single agent,the only candidatefor the requiredknowledgelevel was K ¢. But

now one canrequireknowledgefor otheragentsaswell: some,or all. E.g., Moore's
Paradox disappears with some other agéearning that'P, and1 doesnot know it",
asK,(P & =K ,P) may quite well becometrue. Also, with groups,we canstrengthen
the original knowledge condition T as follows:

If @is true, then it is possible that it becorsesamon knowledge the group.

Perhaps each member finds out partheftruth, and by pooling this information, they

arrive atC,¢ E.g., consider the following model with actual worldo, ¢

p,q, — 1 =p,q
j
-p, —q

Announcingg will makej know the Moore statementhat"p andi doesnot know it".

But this canneverbecomecommonknowledgein the group{i, j}. Whatcanbecome
common knowledgehowever,is p & g, wheni announceshatq, andj thensaysp.
Many further distinctions can be made in interactive versions of knowability.
Moreover, more delicate learning scenariosinvolving secrecy, hiding, and even
misleading,occur in epistemic update logic, with only special subgroupsgetting
complete information about the true facts: cf. Baltag, Moss & Solecki 1998. (Note 5.)

Finally, our perspective also adds a dimension. In recent jargon, the fkrasable"
suffers from the common disease callgesickness'. This means usingeistentially

guantified notion in a situation where more explicit information is available, whose
logic could be brought out. Common symptomsare frequent uses of "-ility™s.

Compare: provability versus concreteproof, pasttenseas'once uponatime' versus
some specific past episode, solvability vergteducingan algorithm, winnability of a
game versus a concratgnning strategy,etc. Dynamicepistemiclogic would curethe
sicknessdn this particularcaseof 'knowability' by making learning actionsand their

propertiesan explicit part of the logic of verificationism, howeverconstrued.There
may be a price for this expressivepower, however,in that generalresults about
learnability for many agents may become harder to formulate and prove (Note 6.)



8 Conclusion

We have shown that knowability of a proposition involves ntloa@ consistencyof its

being known, by placing the Paradoxof the Knower in a dynamic setting where
learning involves changing the current epistemadel. The Verificationist Thesisthen
turnsout relatedto the Learning Principle for public announcementElaboratingthis
analogy, we found different versions of knowability in an update setting, plus
interestingextensiongo multi-agentlearning.This twist in perspectivealso reflectsa
changein mood. Much of the literature on the Fitch Paradoxseemsconcernedwith

averting a disaster, and savinglagje a chunk of verificationismas possiblefrom the
clutches of inconsistency. In our perspective, there savingVT — but thereis also
no such gloom. For in losing a principle, we gaigeaerallogical study of knowledge
andlearningactions,and their subtle properties.The failure of naive verificationism
just highlights the intriguing ways in which human communication works.

9 Notes

1 The computational complexity of globdkcidability may go up, aswe arenow addinga so-
called 'universal modality'. Cf. Blackburn, de Rijke & Venema 2001.

2 More sophisticated 'product update' formats, beyond simple elimination, model cdorpiex

of communication mixing public actions and information hiding. This covers much of what happens
games and more realistic communicative settings.

3 As an illustration, onevalid principle reducesknowledgeafter communicationto 'relativized
knowledge' to be true before Al K, ¢ « (A - K (A - [Al] @).
4 All universal modal formulas are self-fulfilling. These are the ones constructedusing

(negationsof) atoms, conjunction,disjunction,K; and Cs. But thereare other self-fulfilling types of
statement as well, such @sp. A complete syntactic characterizatiohthe self-fulfilling patternshas
been one of the open model-theoretic problems of epistemic dynamic logic since the mid 1990s.
5 A multi-agent epistemitanguagewith a commonknowledgemodality is not like plain S5
Simple arguments like that for decidability of single-agent learnabilitpnger hold, andthe sameis
true for other model-theoretic techniques. We do not know how our earlier results fare in this setting.
6 As a side benefit, our proposal also enriches dynamic epistegiac Our observationsabout
single-agenB5show that learnability assertions are definable there, and do not add anythitggthew
language But now considerpublic announcementa! in a first-orderlanguagewherea formula A =
A(x) restricts the individuals to the definable subdomaithofesatisfying A. Now, expressivegpower
may increase. E.g., take any strict linear order satisfyiadirst-ordertheory of (N, <) which extends
beyondN, by adding copiesf the integersZ. Its only first-order definablesubsetsof objectsarethe

finite and the co-finite ones. Now consider the first-order learnability assertion that



10

'some true announcement makes the following true: the current oligect

the greatest point, while every object different from zero has a predecessor'.
This can only be true for those objentahich lie atsomefinite distancefrom the zero of the model.
These form an initial copy &, which is not definable in first-order logiBalderten Cate has pointed

out one might also do this argument in a temporal language, closer to the epistemic modal original.
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