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Abstract Understandinghuman behaviour involves "why"s as well as "how"s.
Rational people have good reasons for acting, but it can be hard to fimdhatthese
were and how they worked. In this Note, we discussa few waysin which actions,
preferencesand expectationsare intermingled. This mixture is especially clear with
the well-known solution procedurefor extensivegamescalled 'Backward Induction'.
In particular,we discussthree scenariosfor analyzingbehaviourin a game.One can
rationalize given moves asvealingagents' preferencesne camlso rationalizethem
asrevealing agents' beliefsbout others,but one can also changea predictedpattern
of behaviourby making promises All three scenariogransformgiven gamesto new
ones,and we prove someresultsabout their scope.A more generalview of relevant
game transformations would involve dynamic aqistemicgamelogics. Finally, our

analysis describes and disentangles matters: but it will not tell you what to do!

1 Reasons for actions

You can perform one of two available actidueft andRight

You
Le ight

X y

The choices yours. What will you do? Without further information, no prediction
can be made.Philosophersand decisiontheoristssay that we needto know the
values you attacto the outcomesx, y — or statedin anotherway, your preferences
between these. Then, the logical form of the prediction is often said to be this:

(a) You must (and can) deeft or Right
(b) You prefer outcome. Therefore:
(c) You will perform actiorLeft

But surely, there imo compellinglogical reasonwhy you mustdo whatis bestfor

you. Much of the greatestworld literatureis aboutpeoplewho do not. But one
might say thatational peoplebehaveaccordingto this inferencepattern,and hence
we could take it as a definition of behaviour for a certain kind of agent.

The same pattern afiferenceis often invoked post-hocwhenwe explainobserved
behaviour. | see you chookeft, and conclude you must have liked outcommetter



thany. We even ddhis when 'rationalizing'our own actionsto ourselvesor others.
You chose actioheft without thinking about the consequencea shadymid-night
bar — but oh, thosegoodreasons/ou canaddin the following morning light! We
humansmay not be very good in taking rational decisionswith a strict logical
discipline beforehand, but we are wizzards in rationalizing our actions afterwards.

The entanglement of actions, preferences, and rationalitggetsnore complicated
in the context ofameswhere more than one agent is involved. Let usgo there.

2 Interactive rationality in games

Here is a simple interactive scenario. You and | are about to start a little game:

Example 1You first choosé.eftor Right If you choose left thgameis over; while
if you chooseRight it is thenmy turn to choosebetweenLeft and Right The pay-
offs are indicated in the following game tree, with your value written first, then mine:

1’/\ Ve
0, 100/\99, 99

The standard procedure in game theory for this scenario is '‘Backward Induction':

We start at the bottom: as a 'rational’ player, | will choose tefjo
since 100 is better than 99. You can see this coming: so Ba@hy
gives you only 0, whereas goihgft gives you 1. Therefore, you
will chooseLeft at the start, and we both end up getting very little,
while I lose most of all. Rationality literally has a high price!

Much more sophisticatedcenarioexist wherestandardyamesolution procedures
have strange effects. My concern in this Nistaot that this is ‘wrong'. Underneath
various veneersmany humaninteractionswork on 'using' and 'being used',and
rational suspicionis a fact of life. But my interestis in the logical reasoning
underpinningBackwardinduction. This is more complexthan what we have with
single decisions, since it also involves a new feature, viz.gxpectationaboutmy
behaviour. In particular, you assume thatr rationalin the abovesensechoosing
Left, predictingthat Rightwill endin 0, 100 — andso on, in more complex games.
Backward Induction is often considered the 'standard solptimcedurefor games.
What is the status of this mixture of available actigmeferencesand expectations?
The following sections present three ways of viewing the above pattern of reasoning.



3 Given actions and revealed preferences

Rationality in the abovesenseof decisiontheory and backwardinduction has a

remarkable staying power. One reasontlfis is its role, not so muchin predicting
humanbehaviour but in rationally reconstructingit, the earlier-mentionegrocess
of 'rationalization'.Supposethat your preferencedetweenthe outcomesof some
given gameare not known. Thenone canalwaysascribepreferences$o you which

make your actionsrational in the above sense.In the simplest scenario,if you

chooseaction Left over Right one can always make your given choice rational a

posteriori by assuming that you prefer the former outcome over the latter.

This style of rationalizationcarriesover to more complex interactivesettings.But
now one must also think about me, i.e., the other playeytheare interactingwith.
Let a finite two-player extensivegame G specify my preferencesbut not yours.
Moreover, let both our strategieg, o, for playingG be fixed in advancejielding
an expanded structure that is sometimes called a ‘game Modkdiv, when camwe
rationalize your given behaviouro,,, to make our two strategiesthe Backward
Induction solution BI', for short) solution of the gamé¥? principle, to achievethis,
we have complete freedom to just set your preferences, or equivadeithe values
which you attach to outcomes of the game. And this can be done indepefrdemtly
my already given evaluation of these outcomes.

Even so, not all gamemodelsM supportBackward Induction. In particular, my
given actions encoded &), must have &ertainquality to beginwith, relatedto my
given preferences\ote that, at any nodewherel mustmove,playing on according
to our two given strategiesalreadyfixes a unique outcomeof the game.What is
clearly necessary for any succes#listyle analysis, then, is this:

My strategy chooses a move leading to an outcome which is
at least as good for me as any other outcome that might arise
by choosing an action, and then continuing wih o,

ou”
Let us call such a ganigest-responsivdor me. The following result is folklore:

Theorem 1 In any game that is best-responsive for me, there exists a preference
relation for you among outcomes making the unique path that plays our
given strategies against each other the Backward Induction solution.

Proof SketchOne startsvith final choicesfor playersnearthe bottom of the game
tree, assigning values reflecting preferences for yaleasribedat the beginningof
this section. Now proceed inductivet my turns higherup in the gametree, their
being best-responsivéor me makessure automaticallythat | am doing the right



thing, provided our strategiesn the subgamedollowing my available moves are
already in accordance wiBl. Next, suppose it igour turn, while the saminductive
assumption holds about the immediate subgames. In particular, thersubhgaenes
subgameslreadyhaveBI-valuesfor both you and me. Now supposeyour given
movea in g, leadsto a subgamewhich hasa lower value for you than some
subgameproducedby anothermoveof yours. In that casea simpletrick makesa
the bestfor you. Take somefixed numberN large enoughso that addingit to all
outcomes in the subtree headedlmgakes them bettéhanall outcomeseachable

by your other moves than Now, it is easy to see the following feature:

Raising all your values of outcomes in a game tree by a fixed anhbunt
does not change thgd-solution, though it raises your total valueNhy

Doing this toa's subtree, your given move at this turn has become best. &

Example 2Here is a picture of how our proceduums bottom-up— with bold face
arrows drawn for your given moves, and dotted arfmwsnine, while the bold-face
numbers at the leaves indicate the values for outcomes that we postulate for you:

You You You

/\Me 3 Me 3/\Me

You You 2 You
/ \ 0/ \1 / \3
(a) (b) (c) [N=2]

Think of the value 3 to the left in (b) as having beenassignedn somesubgame
already. Of course, the numbers can be assigned in many way8taoiget.

By Theoreml, one canalwayspretendthat you did the rationalthing by tinkering
with your preferencesThis is the basis for re-analysisof gamesin practice,
replacing initial assignments of values for players by othees o matchobserved
behaviour. But there are alternative ways of rationalizing observed behaviour!

4 Given actions and revealed beliefs

The preceding analysis fixes the us®bfo rationalize given strategies in a ga@e
and their accompanyingoeliefs, but it postulatesthe preferencedor one of the
players. Butthereare otherwaysto 'twist the parameters'At the oppositeextreme,
one couldstartfrom given preferencesor both players,but then modify the beliefs
of the players to rationalize the given behaviour Again, here is a simple example.



Example 3Suppose you choosdghtin the gameof Examplel. One caninterpret
this rationally if we assumethatyou believethat! will go Rightaswell in the next
move. This rationalizationis not in termsof your preferencesbut of your beliefs
about me. Note that this style of rationalizing need not produd& g@ution.

Again, this rationalizationfor given strategiespresupposes certain patternin a
gameG, or better.gamemodel M. This time, considera finite extensivegameas
before,with your strategyo,,,, and your preferencerelation given (my preference
relation does not matter in this scenario). Evidently, not all behaviour of youbg can
rationalized. Suppose that you havehaicebetweentwo movesLeft and Right but

all outcomesof Left are betterthanall thosearising after Right Thenno beliefs of
yours aboutmy subsequenimovescan make a choicefor Right come out 'best'.
More precisely,a gamemodelwhich canbe expandedso as to make your moves
bets in terms of your beliefs about my strategy must satisfy the following condition:

Your strategyo,,, never prescribes a move for which each outcome
reachable via further play accordingdp,, and any moves of mine
is worse than all outcomes reachable via some other move for me.

In caseyou are the last to move, this coincideswith the usual decision-theoretic
requirementhat you mustchoosea movethat guaranteea best possibleoutcome
for you. Let us call a game model satisfying this conditiotrtoo-badfor you.

Theorem 2 In any game that is not-too-bad for you, there exists a strategy
for me against which, if you believe that I will playyour g, is optimal.

ou

Proof Sketch This time, the adjustmentprocedurefor finding the rationalizing
strategyz is a bit different. The idea works top-downalong the given gametree.
Suppose that yomakea movea right now accordingto your strategy.Sinceyour
givenstrategyo,,, is not-too-badfor you, eachalternativemove b of yours must
have at least one reachable outcgrféa g, plus some suitable sequencemves
for me) which is majorizedby somereachableoutcomex via a. In particular,the
maximum outcome valdier you reacheable bgiaying a will alwaysbe betterthan

some value in the subgame for the other moves.

Now we describethe expectedstrategyfor me which makesyour given move a
optimal. Choose later moves for me in the subgama fehich leadto the outcome
X, and choose moves for neadingto outcomesy<x in the subgamedgor my other
movesb. Doing this makessurea is a bestresponsegainstany strategyof mine
thatincludesthosemoves.This doesnot yet fully determinethe strategythat you
believe I will play, but one can proceed downward along the given game trees



Example 4 Here is ggamewith your movesmarkedas bold-facearrows,and with
the necessary rationalized beliefs about me indicateddxjottedarrows.Note that
in contrast with Theorem 1, the outcome values for you are now given beforehand:

—
»\ AN

5 2

Your initial choice for goind-eft hasbeenrationalizedby forcing the outcome4 —
assuming that | will gaeft — which is better than thierced outcome3 on the right
—assuminghat| would go Left there,too. Likewise, one stepfurther down, in the
subtree with outcomes 3, 5,2Right movefor you would haveresultedin 2 rather
than3, if we assume that | would next gightthere.

Theorem 2 provides no underpinning of your belief thatll play z. Indeed,z may
go totally againstyour known preferencesBut the rationalizationbecomesmore
convincing, of course, if we can think someplausiblestory of why | might want
to act accordingto 7. And this is sometimespossiblein ways different from
BackwardInduction. E.g., why might | believethat you will chooseRightin the
gameof Examplesl, 3? Van Benthem2003 suggestsa generalalternativeto Bl in
terms ofReturningFavours If playershaverun risks for the ‘commongood',they
should not be punished for that, but rewardeghdrticular,in the given game,l run
the risk of losing one point in playiriRight Hence you owe me &astthat much—
and you should reward me by choosing an outcome where | do not lose it.

Even so, Theorem 1 still applies. Even 'historical justice' caadelyzedn the Bl-

style of Section3, aschangingthe valueswhich playerswould attachto outcomes.

This is no contradiction: just different ways of maksenseof the samebehaviour.

Also, Theoremsl and 2 describeextremecasesof rationalizing given strategiesn
games. We could devise procedures manipulating both my preferences and beliefs.

5 Promises, game change, and dynamic logic

But insteadof rationalizingwhateverhas happenedalready,we can also try to do
something abouthe initial situatiorwe find ourselvesn. Clearly, it would be good



for me in the gamef Section2 to changethe outcome.And indeed,our life is full
of dynamicactionsthat breakout of somegiven scenario,and changeit! A good
way of changing the world in this way is makingramiseto the other player:

Example 9n the game of Example 1, | can promise you that
"I will not go Left when you have gone Right."

In that case, we can both be assured of gettmgutcomeof 99, as opposedo that
meagre outcome 1, 0 recommendedBbyNow there are many tricky aspectshs,
such as what wouldonvinceyou that | would keepthat promise.But theseare not
my concern: | anjust interestedn modelingthe actionin its simplestform. Let us
saythat my promiseputs such a high punishmenton my choosingLeft that this
branch disappears from the game tree. In that case, the new game becomes

1,6/\ Me\

99, 99
How canwe modela processwvheregamescan changebecausef certainactions?
Think of dynamic logics of information update. A binding promise is like

a public announcemeb of a true assertioA

To be precise here, we should waidainwith gamemodelsM, not just games(cf.
van Benthem2001,2002for details). A public announcementestrictsthe current
modelM, sto a modelM|A, s of just thoseworldsin M which satisfy A. One can
then analyze effects of making announcement®n agents'beliefs in dynamic
epistemic or doxastic logics which involve valid ‘'reduction axioms'such as:

['[AlBi¢ < (A>B (!Al¢]A)

where the binary belief operat®{— | —) on theright standsfor a conditionalbelief.
In our gamescenarioa promiseannouncesn intentionin a game,which restricts
the possiblereachablenodes. We will merely sketchhow this can be done more
systematically, referring to the incipient technical literature in the field.

For a complete logic for game changing by promises and announced inteinans,
needsa languageover gamemodelswhich describesplayers'moves,preferences,
and beliefs. A good test on whettibe right expressivgpower hasbeenachieveds
definability of the BackwardInduction solution. Various answersin the literature
canbe usedhere:cf. van Benthem2001, De Bruin 2004, Harrensteir2004, or van
Benthem, van Otterloo & Roy 2006. But once this has been set up, we have this



Theorem 3 There is a complete logic of public announcements over extensive
games of perfect information which consist of a standard static base logic
plus a complete set of reduction axioms for announcement modalities
over the relevant move and preference modalities of the game language.

As an illustration, here is the key axiom for making a neove

['Alla] ¢ <> Poss(A)-> [a]['A] ¢,
wherePoss(A)says that at least one reachable end node safisfies

The required compositionalreduction axioms for preferencemodalities are like
those given in van Benthem & Liu 2005, ahdsefor belief areasin van Benthem
2006. We do not repeatthem here, as they are well-known and accessible But
maybe the more interesting issue concerning behavidompublic announcement
of intentionschangeswvhat we know about the effects of strategiesin a game.
Strategies can be defined as programsdgreamiclogic over extensivegames(van
Benthem 2002), which can then define a modality

{ 0} ¢ saying that strategy only leads to nodes satisfying conditipn

Now we can also give reduction axioms feasoningaboutthe effectsof strategies
in the changed game. These become equivalences of the form

['A{ o}¢ < { of AF]IA] ¢,

using the fact that propositiondynamiclogic is closedunderdomainrelativization
(van Benthem1999). This appliesto reasoningaboutthe new Bl-strategiesn our
earlier gameschangedby a promise. Eventually, defining equilibria in games
requiresmodalfixed-point logics such as the g—calculus(van Benthem2003), in
which casewe needto exploit the closureof suchlogics under relativization,and
other model-changing constructions (cf. van Benthem, van Eijck & Kooi 2005).

This dynamic taken changinggamesis morein line with proceduralconceptions
of rationality, as following the right procedure to improve one's situation.

6 Wheretogofrom here

Our simple observationgaise many further questions What minimal number of
promises will make a given game end in the way | weitat aboutissuingthreats,
not just promisesWhat if playersdo not know eachothers'preferences?Vhat
about alternativesto BackwardInduction, such as RepayingFavours,or Wishful
Thinking, assuming that things will always go for the best? Whaé do not know
other players' strategies, and our beliefs do not §imgle hypothesisAs the game
unfolds, we will learnmore— but this requiresmuch richer gamemodelsthan the



ones used here. And what if we recast the scenaBeacfon5 asa newgameover

a given one, where making promises itself becomes viewed as an admissible move?

Despiteall theseopenends,we hopeto haveshownthat a dynamiclook at game
transformationsis rewarding,and that it leadsto interesting logical questions.
Moreover, we think all this helps getting a betjesispof rationality, which involves
the circular, but intriguing requirementhat we be ableto interactsuccessfullywith

otherrationalagentsIn traditionalmathematicalogic, it wasenoughto recordthe
structure of 'agent-free'proofs, semanticstructures,and valid inferences.But a
modernlogic for analyzinghumanbehaviourmustalso havea story of the *hidden
variables': the beliefs, preferences, and the other features which make us tick.
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