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All I can do is again to ask you to be patient and to hope that in the end you

may see both the way and where it leads to.
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Abstract

The increasing pervasiveness, autonomy and complexity of artificially intelligent technologies

in human society has challenged the traditional conception of moral responsibility. To this

extent, it has been proposed that the existing notion of moral responsibility be expanded in

order to be able to account for the morality of technologies. Machine ethics is the field of study

dedicated to studying the computational entity as a moral entity whose goal is to develop

technologies capable of autonomous moral reasoning, namely artificial moral agents. This

thesis begins by surveying the basic assumptions and definitions underlying this conception

of artificial moral agency. It is followed by an investigation into why (and how) society would

benefit from the development of such agents. Finally, it explores the main approaches for

the development of artificial moral agents. In effect, this research serves as a critique on the

emerging field of machine ethics.
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Glossary

The following is a list of frequently used abbreviations in this thesis:

1. AI: Artificial intelligence

2. AMA: Artificial moral agents

3. AA: Artificial agents

4. STS: Science and technology studies

5. ANT: Actor Network Theory

6. SCOT: Social Construction of Technology

7. LoA: Level of Abstraction

8. MoA: Method of Abstraction

9. IF: Interpretative flexibility

10. XAI: Explainable AI

11. FAT: Fair, accountable, transparent

Note: Ethically competent AI is equivalent to AMA
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Chapter 1

Introduction

Science fiction can no longer be relegated to being speculative fiction, as merely imaginative

of fantastic worlds. Rather, we are now living, in our daily lives, a number of tropes and

themes that science fiction literature has dealt with. This is particularly true of themes and

tropes of artificial life forms, superintelligent computers and robots, bioengineering and ad-

vanced weapons. While artificial intelligence (henceforth AI) and computing technologies are

still far from approaching how the human mind, intentionality and desire works, it is being

increasingly deployed for tasks in myriad arenas of our daily lives. These algorithms filter

our email, recommend products and news items on our social media, analyse vast amounts of

data, can achieve voice and facial recognition, deal with stock markets, etc. In other words,

computing technology (including AI) increasingly underlie and enable so many of the daily

activities we take for granted in our social, political and economic spheres. In effect, such

technologies have become integral and pervasive in our lives.

Returning to a major theme of science fiction since the publication of Frankenstein (Shel-

ley 1818), is the interactions and conflicts between artificial beings and humans, to reflect

on the ways people interact with each other, with technology and with their environment.

While science fiction opens an avenue to imagine and consider the futures that we want, and

those we don’t, and how our actions contribute to one or the other, these questions have

become extremely relevant in the now. It is true that from the conception of human history,

technological artifacts have shaped and mediated human dispositions, relations and actions

and thereby the evolution of societies. New technologies are bringing into radical question

how humans morally relate to one another. Let us understand why this is the case.

Hitherto, discussions on moral responsibility have been concerned with how human beings
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relate and affect one another through their actions. To live and work together as a group,

community and society, human beings implicitly or explicitly live in accordance to certain

morals. When we live up to these morals, we are praised by those who share our morals,

thereby reinforcing and strengthening these morals. Likewise, when we fail to live up to

them, we are blamed by society (Taylor 2009). This allows for the (peaceful) functioning of

the group where responsibility for one’s actions is taken to be the constitutional feature of

moral agency. However, as technologies become increasingly ‘active’, ‘autonomous’ and ‘com-

plex’, human beings have lesser power to directly control and sometimes even intervene in the

behaviour of these technologies. Thus, it becomes more difficult to ascribe the individual(s)

responsible for the technologies thereby creating, what Andreas Matthias (2004) has called

the ‘responsibility gap’. Let us examine how computing technologies result in a responsibility

gap and thereby complicate the question of what moral responsibility is and how it should

be ascribed. Here I consider the manner in which the three main conditions1, under which

someone can be held morally responsible are complicated by computing technologies (Noor-

man 2018).

The first condition under which an agent (one performing the action) can be held respon-

sible for an event with moral significance, is when she has control over the outcome(s) of

her action. In other words, there must exist a causal connection between the agent and the

outcome(s) of her action. For instance, I cannot morally blame my friend Miquel for bruising

my face while enduring an epileptic seizure, as he had no control over his body movements

and could not have avoided it by acting differently. Computing technologies often obscure

this causal connection between a person’s action and the corresponding outcome(s) in a num-

ber of ways. First is the problem of ‘many hands’ wherein multiple actors2 are involved in

the development and deployment of a particular technology. As a result in case of a morally

significant outcome(s), the sheer multiplicity of actors and intentionalities involved makes it

challenging to ascribe and trace moral responsibility to particular individuals (Nissenbaum

1994, Doorn and Poel 2012). Another problem is the ‘temporal and physical distance’ cre-

ated by technology, when mediating human action (Friedman 1990). To illustrate this claim I

consider the example of semi-autonomous war drones3. When an individual uses these drones

to affect another over a distance, the agent may not experience the consequences and there-

1While there is substantial controversy regarding the conditions for ascribing moral responsibility, these
three conditions are agreed upon by most scholars (Eshleman 2016).

2Such as engineers, designers, sellers, users, policy makers, etc.
3Drones are unmanned aerial vehicles (UAV) which are usually under real time human control with varying

levels of autonomy.
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fore may not be able to comprehend the moral significance of her actions (Coeckelbergh and

Wackers 2007). The challenges discussed above demonstrate the difficulty in tracing the cause

of a morally significant situation when using AI (and computing) technologies.

The second condition for ascribing moral responsibility, complicated by AI, is “consider-

ing the consequences” (Eshleman 2016). This condition states that when deliberating upon

the ethical consequences of possible actions in a morally laden situation, an agent should

possess adequate knowledge to be able to rationalise the outcomes of her decision and there-

fore actions. If the agent is ignorant about the same, she cannot be held morally responsible

by society. Automated systems complicate an agent’s ability to consider the consequences of

certain actions in at least two ways. Firstly, in enabling new possibilities and trajectories, the

consequences of new automated technologies are simply not known and we are often unable

to imagine the outcome unless it actually comes to pass. For instance, in 1990, a programmer

invented a ‘computer worm’, a computer code that can replicate itself (Noorman 2018). Ex-

perimenting with it, he released the worm on the internet. The code replicated much faster

than expected. Since the programmer could not anticipate the consequences, it has been

argued that he cannot be held responsible (Friedman 1990). Furthermore, legal and social

conventions to govern these technologies take some time to emerge. So in the initial absence

of conventions, confusion regarding attribution of responsibility is immense. Secondly, AI can

constrain one’s ability to consider the consequences because users of these technologies (usu-

ally) possess only a partial understanding of the assumptions and theories that underlie them.

This opacity makes it difficult for human beings to assess the validity of information offered

and therefore can prevent users from making appropriate decisions. A poignant example of

this scenario is the case of a risk assessment tool utilized by judges in the U.S. for parole

decisions and sentencing. The software displayed biases against blacks and poorly reflected

the actual relapse rate for criminals. A striking feature of this case was the revelation of the

lack of understanding of the judges about the working of the algorithm (Angwin et al. 2016).

Lastly, users often tend to rely too heavily or not enough on the accuracy of automated sys-

tems (Cummings 2004). In conclusion, computing technologies obfuscate the human agent’s

ability to consider the consequences of their actions.

Moving on to our last and most heavily contested yet vital condition for attributing moral

responsibility is autonomy and free will possessed by the agent. An agent cannot be held re-

sponsible for his/her action if they were coerced to perform it. There is significant debate

concerning the capacities that allow for human beings to act freely and whether we act freely
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at all4. Nonetheless, in practice free will and autonomy are assigned to human beings, al-

though in degrees - adults have more autonomy as compared to children, as the latter are

often easily influenced by outside forces, such as parents or peer pressure. Automation com-

plicates a person’s ability to act freely in a number of ways. Firstly, computing technologies

affect people’s decision making, in terms of what possibilities they have and how they make

decisions. For example, obstetrical ultrasound (Verbeek 2011) allows parents and doctors to

become decision-makers with regard to the life of an unborn child5. Secondly, some auto-

mated technologies like the anti-alcohol lock are intentionally designed to constrain and limit

human action to persuade actors to behave in a morally responsible manner. The anti-alcohol

lock requires the driver to pass a breath analysis test in order to start the car6. Some critics

argue that such technologies undermine democratic principles and human dignity. This can

be countered by arguing that while all technologies set conditions for our actions, they do

not determine them (Verbeek 2006). But let us consider a situation where after numerous

drinks, a couple gets into a heated argument and domestic violence follows. The woman tries

to escape the situation by driving away. However, the anti-alcohol lock does not allow her

to open the car (Wynsberghe and Robbins 2018, Miller, Wolf, and Grodzinsky 2017). The

point being that technology can constrain our free will in ways that result in outcomes that

are morally laden.

In order to engage with the difficulties of the traditional framework of morality, we need

to rethink the following questions - how should we relate to one another and how should

these technologies relate to us? (Noorman 2018) Given that our everyday lives are increas-

ingly interwoven with these technologies, there is now more than ever the need to consider

thoughtfully and with seriousness the questions once relegated to the realm of science fiction.

It is thus I say that we are living science fiction right now.

To address these questions, I regard the actor network theory (henceforth ANT) (Latour

1993) as a useful frame. Before moving on, it should be noted that ANT is not actually a

theory, but a method of analysis. ANT assumes a symmetrical relationship between technol-

ogy and society - “technological artifacts are both constructed and constructing at the same

time.” (Verbeek and Vermaas 2009, p. 167) The constructing role of technological artifacts

4Given the scope of this thesis, I shall avoid engaging in this debate and will simply assume the existence
of free will in human beings.

5For instance, in the case of a serious disease. This example illustrates that the technological artifact, i.e
ultrasound is ‘active’: human actions and decisions would have been different in its absence.

6However, some people have found a creative way to work around the strict morality of the alcohol-lock by
keeping an air pump in their cars (Vidal 2004).
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is often described through the analogy of a ‘script’ which can prescribe certain behaviours to

human actors, analogous to how speed bumps determine a driver’s behaviour (Latour 1992).

Latour thus argues that technologies are bearers of morality, where morality is understood

as being shared between different actors: human beings and technologies. According to this

view then, technological design is inherently a moral activity even in the absence of explicit

moral reflection and responsibility. It is a useful frame for in treating the technological artifact

as if it were a moral entity, our attention shifts to how designers ‘materialize morality’, i.e.

how moral dimensions are incorporated into artifacts in a responsible manner. Thus, in using

ANT as my method of analysis, I can address the challenges posed to both the traditional

conception of moral agency and responsibility.

Certain scholars (Asaro 2006, Wallach, Allen, and Smit 2008, Bostrom and Yudkowsky

2014, Riedl 2016) have responded to this compelling issue of moral responsibility by suggest-

ing that certain autonomous technologies should be endowed with moral reasoning capacities

by their designers. Such machines are called artificial moral agents (henceforth AMAs). This

thesis is an exploration of AMAs - what is an AMA, why do we need (want) to develop

AMAs and how do we develop AMAs? I shall briefly explain what motivated this thesis. The

inspiration for this thesis arose, when last year, I took a course on the philosophy of later

Wittgenstein7. During this course I became interested in the question of what morality is.

Taking into account the diversity of human beings, cultures and value systems, I struggled

to provide a unified theory. The problem dissolved when I reframed the question as: ‘how do

we raise our children?’. I pondered whether I would let them learn purely from their envi-

ronment? This led me to reflect on Tay, the Microsoft chat-bot that turned misogynist and

racist when left to learn from its environment (I will discuss Tay in further detail in chapter

three). I realised then that we have two kinds of children - natural and artificial. And in both

cases, as parents or creators, we have the volition to decide how we want to raise them and be

affected by them. Thus, I became interested in the question of how human moral education

can inform the development of AMAs and vice versa. This required me to first understand

AMAs, and this thesis does exactly that. In this thesis I find it useful to treat the AMAs as

young children who require considerable supervision as we raise them.

The literature that dwells on questions regarding AMAs is the field of ethics of AI. It is a

sub-field of the ethics of technology which studies the ethical impact of intelligent technology.

This field raises a diverse assortment of questions of the following kind: what does it mean

7This course was offered by Martin Stokhof.
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for an AI system to be autonomous? What are the moral, societal, legal consequences of their

actions and decisions? Can AI systems be held accountable for their actions? Should such

systems be regarded as moral agents? How should we develop artificial moral agents? Thus,

this field aims to understand how AI can interact and relate to human beings, and how it

can best mediate relations and interactions between human beings themselves. This field is

relevant due to the following reason:

The manner in which society and our systems will be able to deal with these

questions, will for a large part determine our level of trust and ultimately, the

impact of AI in society and the existence of AI. (Dignum 2018, p. 1).

Ethics of artificial intelligence is usually divided into the following subfields: roboethics

and machine ethics. I use the three fold division for the field as offered by Asaro (2006).

I adopt his framework since it accounts for the interactions between two groups of actors -

human beings and robots, which allows for us to better understand “how moral responsibility

should be distributed in socio-technical contexts involving robots, and how the behavior of

people and robots ought to be regulated” (ibid., p. 10).

Roboethics

Roboethics is concerned with the moral behaviour of human beings as they design, construct

and use artificially intelligent beings. It is thus situated in the intersection of applied ethics

and robotics (Veruggio 2006). Human beings are the ethical agents under consideration: how

they relate to other human beings via technology and how they interact with technology itself.

Technology is considered a ‘mediatior’ between humans. Discussions concerning the human

use of robots for military combat, especially when they are given some degree of autonomous

function (also known as killer robots) and the debate concerning the development and use of

sex robots (Scheutz and Arnold 2016) come under roboethics. Thus, roboethics is concerned

with how human beings act through the use of AI technology. Since ethics of AI is being

studied from the point of view of human beings, the term ‘roboethics’ is often used to refer

to the entire field of ethics of AI.

Machine Ethics

Machine ethics is concerned with the moral behaviour of machines and artificial intelligent

beings. It’s focus is on the behaviour of machines towards human beings and other machines

(Anderson and Anderson 2011). Thus, the actor under question is the machine. At the prac-

tical level, this field is concerned with the issue of designing robots to act ethically, while on
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the theoretical level it explores whether robots could truly be ethical agents (Bostrom and

Yudkowsky 2014, p. 1). Hence, this field is dedicated to the computational entity as a moral

entity which considers questions such as ‘how do we design autonomous robots employed

in the medical industry capable of making satisfactory decisions concerning which patients

should be distributed medication in case of a short supply?’ A reason that makes this field

compelling is that the investigation into machine ethics is enabling the discovery of problems

and thus limitations of current ethical theories. This has resulted in a deep probing into the

assumptions that have so far underlined our understanding of ethics. Consequently, new ways

of envisioning machine ethics are being debated and deliberated.

The ethical relationships between humans and robots

Asaro (2006) proposes a third dimension to the ethics of artificial intelligence, one that focuses

on the nature of ‘relationship’ between human beings and robots. It deals with questions

concerning moral symmetry: at what point do humans and machines treat each other as

moral equals? Is it ethical to create artificial moral agents? Is it unethical not to provide

sophisticated robots with ethical reasoning capabilities? Should robots have rights? As long

as machines depend on humans to create and program them, the relationship between the

two will remain asymmetric. Thus, autonomous procreation looks like a necessary condition

for a more symmetric relationship.

Conclusion

In conclusion, while all three divisions of Asaro’s framework overlap and are significant to the

question of the moral significance of AI technology, my focus in this thesis will be on machine

ethics. This is because my object of study is machines that are capable of autonomous moral

reasoning, namely AMAs, which is considered to be the goal of machine ethics.

Roadmap for the Thesis

In order to understand AMAs, I ask three main questions - what, why, how. Chapter two

is dedicated to what is meant by an AMA. I begin by considering the degrees of morality

in machines. In order to fix upon the meaning of AMAs, I address the arguments given

against treating AI as if they were moral agents and I investigate the conditions required for

a machine to be developed into an AMA. In chapter three, I analyse the validity of the main

reasons given by machine ethicists for the development of AMAs. After clarifying the what

and the why of AMAs, chapter four explores and compares approaches to the development
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of AMAs. In chapter five, I provide my conclusions and directions for future research.
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Chapter 2

What do we mean by Ethically

Aware AI?

From our discussions in the previous chapter, we see that the defining characteristic of moral

agency is moral responsibility. Upon this view, moral agency thus far has been exclusively

a human domain. This is because human beings, have been the only agents who can freely

choose their actions and deliberate about their choices. However, this view is challenged

with the advent of autonomous technologies which can be the source of morally significant

actions. In the prior chapter it was argued that there is a pressing need to address the moral

dimensions of these new technologies. The traditional vocabulary concerning moral agency is

too restrictive in this case. This chapter is thus dedicated to rethinking the notion of moral

agency to incorporate the conception of artificial moral agency.

2.1 Different Kinds of Machine Ethics

There is a certain lure to the idea that there are only two types of causal agents - moral

agents and amoral agents. However, it is helpful to think of morality in terms of degrees.

This is because, there are many stages between fully autonomous morality and amorality

that we already recognize in our societal practices (Asaro 2006). I instantiate this claim

through a consideration of children. In the context of the society, especially amongst human

adults, children are not regarded as fully moral agents. That is, we do not hold children to

be fully responsible due to a lack of higher cognitive functions, understanding of norms and

societal practices and lower autonomy. For instance, they are not allowed to buy alcohol and

tobacco, get married, sign contracts and watch certain kinds of films. At the same time, they

are not considered to be amoral agents either. In a situation devoid of adults, children are
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considered to be (fully) moral agents with respect to one another. Our reflection on children

supports the claim that there exist categories of moral agency between fully autonomous

morality and amorality. Additionally, it highlights the relational aspect of moral agency - the

categorisation of an agent’s morality depends on her context. This conception of morality

in terms of degrees will be especially useful in assessing the ethical ramifications of robotic

technologies. As Asaro (2006) explains,

By considering robotic technologies as a means to explore these forms of quasi-

moral agents, we can refine our conceptions of ethics and morality in order to

come to terms with the development of new technologies with capacities that

increasingly approach human moral actions (p. 11).

Moor (2006) offers a categorisation of machine ethics in terms of degrees of moral agency in

machines which corresponds to the degrees of complexity and autonomy of these machines.

It should be noted that Moor refers to technologies as (technological) agents on account of

the fact that such systems act on behalf of human agents. Thus, machines are treated as if

they are moral agents. This approach is useful since it allows for one to carry out an analysis

about the ethics of technologies, and what it means to make moral machines.

2.1.1 Ethical Impact Agents

In conjunction to assessing technologies in terms of their functionality, they can be evaluated

in terms of their ethical impact1. Since technologies can be understood as “active mediators”

(Verbeek 2006, p. 364), most technologies can be assessed in terms of their ethical impact.

In order to understand the ethical impact of computing technologies, I consider the case

of camel jockey robots reported by Wired magazine in the article Robots of Arabia (Lewis

2005). Camel racing has been a favourite pastime of the rich in Qatar since a few centuries.

Camel owners usually enslave young boys from poorer neighbouring countries like Sudan who

are often starved in order to keep them lightweight, since lighter the jockey, faster the camel.

Recently, the UN objected to human trafficking which left Qatar liable to economic sanctions.

The solution to this problem was developing robot camel jockeys, which weighed around 16

kilos and were about two feet high, whose right hand handles the whip and the left hand the

reins. As Wired wrote “Every robot camel jockey bopping along on its improbable mount

means one Sudanese boy freed from slavery and sent home.” This is a poignant illustration

of the ethical impact or the “moral significance” (Asaro 2006, p. 11) of technologies.

1Of course the functionality of the technology often contributes to the ethical impact itself. For example, a
watch may have an ethical impact by helping an individual make it to appointments through its functionality
alone.
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(a) Robot jockey
(b) Former child jockey who works as a stable hand
now

Figure 2.1: Robot Camel Jockey

I consider another example provided by Stuart Russell (2017):

There is a kitchen robot (I call him Jamie), the parents are late from work, the

children are wailing for food and there is no food in the house. Jamie, who has

knowledge of nutritional values and is programmed to serve food when demanded,

feeds the children a stew prepared from their cat.

This example illustrates the possible negative ethical impact of such a technology. The positive

ethical impact would be providing healthy nutritious meals to people. The case of Jamie

illustrates the importance of aligning values of technologies with those of human beings. This

leads us to the next degree of morality in machines that involves decision making that have

a moral dimension.

2.1.2 Implicit Ethical Agents

An implicit ethical agent is a machine that behaves ethically because it is programmed to

avoid unethical behaviour and implicitly to promote ethical behaviour. In other words, such

a machine merely acts according to ethics due its programming rather than using ethical

principles to deliberate on its actions. As Moor explains, “Ethical behavior is the machine’s

nature. It has, to a limited extent, virtues” (2006, p. 19). There is a strong similarity between

the behaviour of young children and this conception of implicit ethical agents. Consider the

following example: when my three and four year old nieces come to my parents’ house, they

tend to hang around in the kitchen enticed by the smell of my mother’s cooking. Instead of

explaining to them the dangers of playing with knives, we make sure that we keep the knives

on a level that they cannot reach. By restricting the possibility of them reaching the knives,
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we do not allow the situation of them hurting anyone or themselves with the knives. To that

extent, we reduce the likelihood of a certain kind of unethical behaviour of the children. S,

we can think of young children as implicit ethical agents.

Let us recall the example of Jamie, the kitchen robot who fed the children their pet cat

(Russell 2017). Such an outcome is highly undesirable, illustrating the need for developers

to think through the possible circumstances faced by such an autonomous robot (and its

corresponding actions) and develop ways to avoid such behaviour. One way to do so would

be to provide a list of foods that the family eats (which does not include cats). In this

way, we are not educating Jamie about our practices and morality concerning our pets.

Instead, we are simply restricting possible unethical behaviour, making it an implicit ethical

agent. Whilst implicit ethical agents do not come close to the moral capabilities we assume

adult human agents to possess, it is an important aspect of machine ethics. This is because

many concerns regarding autonomous machines arise from the possibility of them behaving

in harmful (unethical) ways. To that effect, implicit ethical agents are generally designed

with regards to safety and security considerations. However, implicit ethical agents can only

produce ethical behaviour (or avoid unethical behaviour) for a given number of situations

that are programmed into it in advance. Thus, such a scenario is limited to machines that

have been programmed for a definite set of functions. Let us now move into scenarios where

greater agency has been instilled in these machines.

2.1.3 Explicit Ethical Agents

Explicit ethical agents are agents “that can be thought of as acting from ethics, not merely

according to ethics” (Moor 2009, emphasis in original text). Such agents can usually identify

ethical information about certain situations and make decisions in consideration of them. In

cases where ethical principles conflict, such machines can find reasonable (as per some hu-

man consensus) resolutions. Moor (2009) suggests that “good old-fashioned AI” (Haugeland

1989) may be the best way to develop such ethical agents. This is because symbolic or logic

based AI can have an explicit representation of rules or ethical principles, upon which they

can perform some kind of analysis and choose the best action (Moor 2006). Additionally,

the symbolic nature of the computation allows for justifiability of actions. However, there

is a possibility that an understanding of ethics may emerge from connectionist architectures

(Wallach and Allen 2008), especially when moral behaviour is not understood to be action

in accordance with an explicit set of principles. I shall engage in a more in-depth discussion

regarding machine architectures in building explicit ethical agents in chapter four.
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Let us consider once more the example of our kitchen robot, Jamie. The situation is the

same as before - the kids are hungry, the fridge is empty, the parents are not home. Jamie

is programmed to cook foods as per a list that is given to it. This time, the robot makes a

stew out of the pet rabbit, since the rabbit is within the list of foods that the family eats.

However, this is a morally unfavourable action as well. In conjunction to providing the robot

with a list of foods that the family eats, what is required is imparting the norm “we do not

eat our pets” to the robot. In such a situation, Jamie would need to recognize the rabbit as

a pet, appeal to that rule and decide how to act. This example illustrates the need to instil

moral decision making in autonomous machines. This is because, greater the autonomy of

the machine, greater the number of unforeseeable circumstances it may encounter and thus

greater the need for it to have moral standards (Picard et al. 1995).

To summarise the discussion so far:

• Ethical impact agents are those which have ethical consequences to their actions.

• Implicit ethical agents react automatically in certain situations.

• Explicit ethical agents can react to a wider variety of situations on the basis of appli-

cation of general ethical principles and adjustment of ethical conduct.

It should be noted that it is possible for a machine to be more than one type of ethical agent.

This is evident from our discussion on Jamie.

2.1.4 Full Ethical Agents

As is the case with explicit ethical agents, such agents can make reasonable ethical judgements

and in most cases, provide a plausible justification for their actions. The standard for a full

ethical agent is the normal human adult. On that basis, there are some metaphysical features

that are attributed to such agents (us) such as consciousness, free will and intentionality. It

can be argued that Hal 9000, the sentient computer from 2001: A Space Odyssey (Kubrick and

Clarke 1968) may be considered to be a full ethical agent. This is supported by the fact that

it appears that Hal possesses consciousness and free will. Additionally, Hal displays emotions

like guilt when he is unable to resolve the conflict about relaying information correctly to

the team and upholding the goals of the real mission which are only known to him, that is

to discover alien life2. Daniel Dennett (1997) suggests Hal possesses not only mental states

2This is clearly stated in the book (Clarke and Kubrick 1968), but remains ambiguous in the film. This
guilty state of mind is worsened by the murder of Professor Frank Poole.
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such as beliefs and desires according to which we can describe his behaviour, but also higher

order intentionality which is the ability to reflect on and reason about intentional states.

Dennett thus proposes that Hal can be held morally responsible. Au contraire, others may

argue that since Hal is programmed, the responsibility (for instance for the death of Frank

Poole) lies with them. I acknowledge the extremely contentious nature of this; however, it

serves its purpose in highlighting that this is exactly the point at which the debate in machine

ethics becomes most heated: whether a machine can be a full ethical agent. Many believe

that there exists a “bright line” that “marks a crucial ontological difference between humans

and whatever machines might be in the future.” (Moor 2006, p. 20) The bright line argument

can take one or both of the forms as discussed below.

2.1.5 The Bright Line Argument

1. Only Full Ethical Agents can be Ethical Agents

This is equivalent to claiming that only agents with intentionality, free will and consciousness

can be considered to be ethical agents. The implication of this stance is the denial that the

other senses of machine ethics - ethical impact agents, implicit ethical agents and explicit

ethical agents involve ethics of technological agents. Those who advocate this position do so

on account of the fact that ethical schemes must be built-in and chosen by designers; thus the

responsibility of these “lesser ethical agents” (Moor 2006, p. 20) lies entirely with them. They

are thus concerned that referring to these other senses of machine ethics as ethical agents will

obfuscate the human responsibility (Johnson 2006, Johnson and Miller 2008). I shall address

this concern in further detail in section 2.3.

It is important to note that there exists an important distinction between performing the

morally correct action in a given situation, including the ability to justify it by appealing to

an acceptable ethical theory and being held morally responsible for the action. Intentionality

and free will are necessary for being held morally responsible and it is difficult to establish

whether machines can possess such capacities. However, neither attribute is indispensable to

performing the morally correct action in an ethical dilemma (and justifying it). So, this form

of the bright line argument does not establish that machines cannot be assessed ethically.

In fact, these “weaker” senses of machine ethics are useful in understanding the ethical

ramifications of technology which can be used to determine roles that are appropriate for

such technologies (Moor 2009).

18



2. No Machine can ever be a Full Ethical Agent

The other form of the bright line argument is to argue that no machine can ever possess

consciousness, free will and intentionality. Hence, it follows that no machine can ever be a

full ethical agent. The simple response to this stance is that we cannot say with certainty

whether this will indeed be the case. As Moor (2009) writes:

Whether or not robots can become full ethical agents is a wonderful and spec-

ulative topic, but the issue need not be settled for robot ethics to progress. My

recommendation is to treat explicit ethical agents as the paradigm target example

of robot ethics. Such robots would be sophisticated enough to make robot ethics

interesting philosophically and important practically, but not so sophisticated

that they might never exist.

The goal of machine ethics is to develop artificial moral agents (AMAs). An AMA is a

technological agent that can conform to what is considered to be morally correct behaviour

and justify it’s action(s) by giving reasons in the form of citing the ethical principle followed

(Anderson and Anderson 2007). That is, AMA is synonymous with the definition of the ex-

plicit ethical agent. As machines become more autonomous and complex, their (possible)

ethical impact increases; thus we want such machines to be capable of reasoning about moral

and social significance concerning their behaviour. We saw that this was the case with Jamie,

our kitchen robot. The increased autonomy of such machines forces it’s designers to go be-

yond being aware of the morality of machines and consider what morality it should possess

in order to navigate through unpredictable situations (Allen, Varner, and Zinser 2000). The

effort to build AMAs, and calling such autonomous and complex machines ‘moral agents’

raises the question of how it affects ascription of moral responsibility. Some argue that exclu-

sively focussing on moral decision making in autonomous machines, may further obfuscate

the complex issue of assigning moral responsibility. I shall argue that this need not be the

case and that the inclusion of the moral dimension of computing technologies in our ethical

discourse will enable us to better navigate these problems of responsibility.

In our discussion thus far, we have obtained a definition of AMAs. This leads us to query:

what are the conditions under which a machine can3 be made into an AMA? To motivate this

point, it seems unlikely (and even unnecessary) that my (very basic) toaster be made into an

explicit ethical agent. On the other hand, a chatbot seems to be a more plausible candidate.

3I shall address the should aspect shortly.
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Thus, we require some notion of artificial agency that will qualify a given technology to be an

AMA. In the following section, I consider a wider conception of moral agency that can account

for the morality of certain kinds of artificial agents (henceforth AAs) - known as ‘aresponsible’

or ‘mindless’ morality (Floridi and Sanders 2004) to obtain necessary conditions for artificial

agency.

2.2 “Mind-less Morality”: Widening the Scope of Moral Agency

In their seminal paper, On the Morality of Artificial Agents, Floridi and Sanders (2004) pro-

pose expanding the concept of moral agency by separating the notion of moral accountability

from moral responsibility. They believe that this view is an improvement from the traditional

conception since it places focus on moral agency, accountability and censure of autonomous

technologies rather than trying to determining the human beings responsible. As discussed in

the prior chapter, the increasing autonomy of technologies supplemented by the complexity

of socio-technical systems makes it increasingly difficult to determine the responsible agents.

They write,

We are less likely to assign responsibility at any cost, forced by the necessity to

identify a human moral agent. We can liberate technological development of AAs

from being bound by the standard limiting view (Floridi and Sanders 2004, p.

376).

Upon their view, when an artificial agent (AA) behaves immorally, we can deal with them

directly, rather than getting involved in the difficulty of first locating the responsible agents.

This is because their proposed conception of moral agency requires morally accountability

without morally responsibility. I shall argue that Floridi and Sanders’ contribution in this pa-

per is providing a definition of AAs, which provide necessary conditions for developing certain

technologies into AMAs. This enables further understanding of the morality of autonomous

technologies. I shall defend the claim that the separation of responsibility from moral agency

does not declare moral responsibility obsolete; rather it provides for greater analysis of the

moral significance of the technology and makes space to clarify the role responsibility actually

plays (Verbeek 2006).

Floridi and Sanders (2004) propose a new conception of moral agency on account of

limitations of the traditional view, which regards an entity to be a moral agent only if

(i) it is an individual agent and (ii) it is human-based, in the sense that it is

either human or at least reducible to an identifiable aggregation of human beings,
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who remain the only morally responsible sources of action, like ghosts in the legal

machine (Floridi and Sanders 2004, p. 350).

They criticize this definition to be inordinately anthropocentric. This is because it restricts

our understanding of the morality of artificial agents and distributed morality defined as “a

macroscopic and growing phenomenon of global moral actions and collective responsibilities

resulting from the ‘invisible hand’ of systemic interactions among several agents at a local

level.” (ibid.) Floridi and Sanders thus propose widening the scope of moral agency to be

able to address the moral dimensions of certain kinds of machines, AAs. Their conception of

moral agency is founded on the method of abstraction (henceforth MoA). In the next section,

I briefly discuss the MoA.

2.2.1 On the Levels of Abstraction

Floridi and Sanders’ (2004) conception of moral agenthood is not a definition, but rather an

“effective characterization” (p. 350) based on three criteria at a particular level of abstraction

(henceforth LoA). It is thus crucial that we understand the notion of LoA and MoA and why

the authors choose to use this strategy to define agency. MoA is one of the most important

tools of modern science to study complex phenomena. Abstraction “creates concepts and

objects at different levels of thinking and language” (Van Leeuwen 2014, p. 6). These ‘levels

of thinking’ is the stance one adopts to studying the system in order to predict and explain

its behaviour. This stance is called the level of abstraction (LoA). More formally, an LoA is

defined as a

finite but non-empty set of observables, which are expected to be the building

blocks in a theory characterised by their very choice.

(Floridi and Sanders 2004, p. 355).

In order to make this discussion less abstract, let us consider an example where the system

to be studied is the drums.

• Paak is a novice drummer. She is primarily concerned about staying in time, posture

and coordination.

• Dizzy is a drum maker. He is interested in the material in order to produce the best

sound.

We see that although the system to be understood is the same, namely drums, Paak and

Dizzy are concerned about two different aspects of it. The drum maker’s LoA consists of
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drum material, design and sound while the player’s LoA consists of time and technique.

LoAs may or may not be disjoint - in the above description, Paak and Dizzy’s LoAs are

disjoint. However, this need not be the case since we could include the movement of the

pedal of the bass drum in both their LoAs. Furthermore, it is important to note that

a clear indication of the LoA at which a system is being analysed allows pluralism

without endorsing relativism. It is a mistake to think that ‘anything goes’ as

long as one makes explicit the LoA, because LoA are mutually comparable and

assessable. (Floridi and Sanders 2004, p. 355)

Figure 2.2: MoA

The analysis of a system

at a particular LoA produces

a model. The MoA consists of

formalising the model, which

can be used to understand

the properties of that system.

Thus, an entity can be charac-

terised at a given LoA by the

properties it satisfies at a given

LoA.

It is useful to understand why the authors choose to define agency in terms of LoA. They

argue that there exist plenty of terms that cannot be defined with sufficient accuracy such as

intelligence, life, consciousness, mind and agenthood because they are continuously evolving

and have subtleties. The difficulty of providing a definition may arise because the properties

of such terms are (i) ill-defined or (ii) the properties depend on the LoA at which it is studied

(Floridi 2008). The authors argue that the solution to the problem of finding a definition is

to find the appropriate LoA before attempting to fathom the nature of the definiendum. To

support this claim, they cite the Turing test where Alan Turing (1950) avoided the problem

of defining intelligence by fixing a LoA - a computer interface conducting a conversation

with consideration of response time. This defines necessary and sufficient conditions for a

computing system to count as intelligent at that LoA: doing well in the imitation game.

The value of abstraction is captured ever so eloquently in the following statement by E.W.

Dijkstra (1972):

In this connection it might be worth-while to point out that the purpose of ab-

stracting is not to be vague, but to create a new semantic level in which one can
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be absolutely precise.

Having understood the MoA, we can now define agenthood.

2.2.2 Agenthood

As argued, we need to first define the LoA at which we would like to do our analysis. Since

human beings are the standard moral agents, the LoA chosen must include human beings.

Thus, our level of analysis must be at an equal or lower LoA. By specifying the requisite

LoA, it becomes possible and meaningful to attribute morality to AAs and circumvents the

obvious objection that technological artefacts cannot have the same agency as humans do.

An entity4 qualifies as an agent at a given LoA if it satisfies the following criteria (Floridi

and Sanders 2004, p. 357):

1. Interactivity is the ability to respond to stimulus through change of state. This means

both the agent and the environment can act upon each other. This is usually seen in

the form of input and output.

2. Autonomy is the ability to change state without an external stimulus.

3. Adaptability is the ability to change ‘transition rules’ by which state is changed.

Let us remind ourselves of the relational aspect of moral agency with respect to children

(discussed in the beginning of section 2.1). At the LoA consisting of only human adults,

children are considered to be interactive and adaptive but not autonomous. Thus, they do

not qualify as (moral) agents. Alternatively, at an LoA consisting of only children, they are

considered to be autonomous and thus considered to be moral agents. Thus, the method of

LoA is successful in capturing the relational aspect of moral agency.

In order to understand how this notion of agency extends to AAs, let us consider the

example of a ‘Webbot’ or a spam filter (ibid., p. 362). At an LoA which does not take into

account it’s algorithm, the spam filter qualifies as an agent: it is interactive, since it takes as

input all emails and produces output of filtered emails; it is autonomous since it can function

without direct real time input from its programmers; it is adaptive since it can learn the

4It should be noted that we are interested in systems that are dynamic - some of the properties change
value. This is because, our focus is on autonomous technologies that can produce action given any set of
circumstances. Any change in entity corresponds to change in state and vice versa at that LoA. Thus, any
entity can be viewed as a transition system. Moreover the transition that models a system is dependent on
the chosen LoA.
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user’s preference according to which it classifies emails. It should be noted that at the LoA

where the algorithm is not abstracted out or equivalently we have access to the code, we learn

that the spam filter simply follows a set of rules and is hence not adaptive and autonomous.

Having understood the characterization of agency at a particular LoA, we can finally

make sense of the notion of (artificial) moral agency.

2.2.3 Moral Agency as a Threshold

Floridi and Sanders’ criterion for morality is the ability to cause “good” or “evil” (2004, p.

364):

• An action is morally qualifiable ⇔ It can cause moral good or evil.

• An agent is a moral agent ⇔ Agent is capable of performing morally quali-

fiable action.

Morality is understood as a threshold specified on the observables which determine the

LoA under consideration. That is, a threshold function at a LoA takes as input the values of

the observables. An agent is considered to be morally good with respect to a pre-agreed value,

called the ‘tolerance’, if the value of the threshold function does not exceed the tolerance. For

example, Floridi and Sanders write “Since we value our email, a Webbot is morally charged

. . . its actions was deemed to be morally bad if it incorrectly filters any messages: if either it

filters messages it should let pass, or lets pass messages it should filter” (2004, p. 370). By

their criterion of moral agency and moral threshold (percentage of incorrectly filtered email),

they can “deem the webbot agent itself to be morally bad” (ibid.). To conclude, Floridi and

Sanders regard moral agency to be synonymous with moral accountability. The advantage

of this approach is that when a webbot is deemed morally bad, it allows one to deal with it

directly by suspending its use, followed by determining the responsible individuals.

The appeal of this approach rests on their account of artificial moral agency that avoids

the necessity of moral responsibility or possession of free will. The only thing that matters

for morality is the moral qualifiability of the agent’s actions. Although Floridi and Sanders

do not pronounce the role of responsibility obsolete, they separate it from moral agency:

“An agent is morally accountable for x if the agent is a source of x and x is

morally qualifiable. To be also morally responsible for x, the agent needs to show

the right intentional states” (Floridi and Sanders 2004, p. 371).
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Intentionality is defined as the ability to “relate itself to its actions in some more profound

way, involving meaning, wishing or wanting to act in a certain way, and being epistemically

aware of its behaviour” (Floridi and Sanders 2004, p. 365). However, the LoA at which entities

qualify as moral agents does not take into account intentional states. This is because the LoA

chosen is only concerned with what can be observed, that is whether the AA plays the “moral

game” (ibid.) and not the internal mechanisms/states of the agents under consideration. In

fact their account could be summarized by the following sentence:

“Things that perform their function well have a moral value equal to the moral

value of the actions they facilitate” (Sullins 2006, p. 25).

2.2.4 Discussion

The conception of aresponsible morality is a valuable contribution to understanding the moral

significance of technology. This is because the approach allows for the possibility of norma-

tive (moral) action without the necessary involvement of moral responsibility (Verbeek 2011).

Floridi and Sanders provide a way of conceptualising technologies as artificial agents based

on three criteria at a particular LoA - interactivity, adaptivity and autonomy. They propose

that the moral impact of a technology can be assessed by defining a morality function and the

tolerance threshold which depend on the LoA considered. The reduction of moral agency to

moral accountability provides a way to determine ethical impact of technological agents (and

hence ethical impact agents). It is important to note that Floridi and Sanders’ conception of

moral agency is not equivalent to an AMA (as per the definition I have agreed upon, which

corresponds to Moor’s (2006) notion of explicit ethical agents).

To appreciate the value of their account, let us consider a few examples. It is useful to

clarify the following - does every AA qualify as a moral agent under Floridi and Sanders’

conception? The answer is no. AlphaGo is an AA (autonomous, adaptive and interactive),

which can have an ethical impact in the sense of dampening the Go world champion’s spirit.

However, the LoA at which AlphaGo is defined to be an AA does not take into account oppo-

nent’s emotions. As a result, it does not qualify as a moral agent. In the case of the webbot,

the moral impact occurs due to webbot’s performance on its task - since the observables

consist of email classification at the LoA considered. With the case of Jamie, our kitchen

robot, defining the morality function is not straightforward. This is because Jamie’s LoA has

many observables - how Jamie responds to verbal requests, cooks, cleans the kitchen, cuts

vegetables, does not kill pets, duration to cook and so on. Thus, I claim that the contribu-

tion of their view is that the morality function of the technology is defined in terms of the
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observables at the LoA at which it is considered to be an AA. I claim that as the number

of observables and the moral salience increases, the morality function becomes increasingly

difficult to define. This is the situation where it becomes necessary to endow machines with

moral reasoning capacities - that is develop the AAs into AMAs. This idea shall be explored

in further detail in chapter three.

2.3 Unmaking Artificial Moral Agents

In Un-making artificial moral agents, Johnson and Miller (2008) position themselves strongly

against Floridi and Sanders’ (2004) expanded conception of moral agency. They argue that

considering technologies as AAs will divert attention from the problem of human respon-

sibility which lies in the hands of those who create and use them. It is important to note

that the authors belong to the tradition of science and technology studies (STS). STS view

science and technology as socially embedded enterprises. It is primarily against technological

determinism - a reductionist viewpoint that technology determines the development of social

structures and cultural values (Bimber 1990). Instead, STS scholars advocate a viewpoint

called the Social Construction of Technology (SCOT) which holds that technology does not

determine human behaviour, but rather human behaviour determines technology. In effect,

they argue that technology is an important component of morality and that it shall always

be bound to human agents.

Johnson (2006) defines technology as a combination of artifacts, social practices, social

relationships and systems of knowledge. She makes the case for technological artifacts as

moral entities but not moral agents - although they do not have intendings to act, they pos-

sess intentionality bestowed upon them by their programmers. Moral agency is hence found

between the triad of user, designer and the artifact. Thus Johnson and Miller (2008) assert

that the question whether AAs can be moral agents is misleading and the question “How

should we conceptualize computer systems that behave independently?” (2008, p. 125) is

more fitting. In effect, they argue that we should not use the term AAs or AMAs to refer to

technologies that have a moral dimension.

The authors argue that the term artificial agent has interpretative flexibility (henceforth,

IF) and thus, we are not bound to use this misleading terminology. Technologies in their early

stages of development have IF since development can be understood as a “process of iteration”

involving designers and consumers. Eventually, the various actors and interest groups concur
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upon the meaning and use of the technology in question. In most cases, IF of the technology

ceases. IF makes one acknowledge that technology is, to some degree “socially constructed”

(Johnson and Miller 2008, p. 125). Two examples of IF at work are the electronic synthesizer

and the bicycle. In the 1960s, there were two engineers developing electronic synthesizers in-

dependently - Bob Moog (east coast) and Don Buchla (west coast). Their synthesizers, called

the Moog synthesizer and the Buchla Box respectively had similar technology of transistors,

voltage control and modular construction. The point of difference was the keyboard - while

the Moog synthesizer was equipped with a keyboard,

Buchla sought a new meaning in the synthesizer. For him, the new source of

sound was not to be controlled by anything so prosaic as a keyboard; instead he

developed new sorts of controllers (e.g., arrays of pressure-sensitive touch pads),

which were not limited to music made from the chromatic twelve-note scale of the

conventional keyboard. (Pinch 2008, p. 472)

(a) Buchla Box
(b) Moog Synthesizer

Figure 2.3: Social Construction of Synthesizers

Social forces such as consumers and standards eventually resulted in the success of the Moog

synthesizer (Pinch and Trocco 1998, Pinch 2008). The bicycle in the Victorian era consisted

of a very high back wheel and a low front wheel. Concerns of safety and the view that it was

unfit (in terms of etiquette and fashion) for women to ride such high bicycles were among

the social forces that influenced bicycle manufacturers and engineers to develop a new kind

of bicycle (Pinch and Bijker 1984). Johnson and Miller (2008) argue that the term AA is still

ambiguous and thus it has IF. They make the case that once we reside within the frame of

IF, the question is not about whether these systems are truly moral or not, but rather “What

should we ‘make’ of them?” (Johnson and Miller 2008, p. 125)5. On account of its meaning

5Clearly, this is a point where the question about the ethics of human employment of AI (robo ethics) and
the ethics of AI (machine ethics) intersect.
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not being fixed yet and to ensure technology is kept tethered to human beings, they argue

that one should not use the terminologies AA or AMA.

I agree with Johnson and Miller that technology is tethered to human beings. As stated

previously, I subscribe to a more symmetric view on the relationship between technology and

society - Actor Network Theory (Latour 1993) which maintains that technological artifacts

determine human behaviour and vice-versa. Thus, I believe it is a worthwhile endeavour

to study the morality of technological artifacts, without denying human responsibility. The

study of the morality of machines and treating them as if they are moral agents allows

one to notice the nuances and degrees of morality of technologies (as seen in section 2.1).

Furthermore, treating machines as AAs facilitates recognition and crucially analysis of the

amount of human responsibility that is necessary while developing autonomous and complex

technologies. To conclude, my response to Johnson and Miller is that acknowledging the

moral dimensions of technology6 will only support their cause -

to draw attention to the power of technology, especially computer technology, and

its moral implications. This means bringing to light the moral character of com-

puter systems, the values embedded in their design, and the ways in which they

affect the moral lives of human beings. The adoption and use of computer tech-

nology has powerful effects and those who decide about its design and adoption

have enormous power. Among other things, better understanding of the moral

implications of computer technology can lead to better steering of technological

development. (Johnson and Miller 2008, p. 126)

2.4 Conclusion

In this chapter, we began by considering the degrees of morality that can be attributed to

machines (which correspond to the machine’s complexity and autonomy). This led us to the

goal of machine ethics, which is to develop AMAs or explicit ethical agents - machines capable

of autonomous reasoning about moral dilemmas. We explored the conditions under which a

technology can be considered to be an AA using Floridi and Sanders’ conception of artificial

agency based on the levels of abstraction. This provided us with a characterisation of ethical

impact agents - agents that are autonomous, interactive and adaptive at the LoA considered.

I suggested that when the number of observables and the moral salience of the technology

increases (at the chosen LoA), it should be equipped with moral reasoning capacities, thus

6Which may involve using the terminologies - AAs and AMAs.
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making it into an AMA. We concluded this chapter by claiming that terming certain ma-

chines as AAs does not obfuscate human responsibility but rather facilitates analysis of the

morality of machines. This brings to attention the morality instilled in machines by their

designers (who can be likened to parents).
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Chapter 3

Why do we want Ethically Aware

AI?

There is a GMO-like elephant poised to spring out of the AI-closet.

(Wallach 2017)

After our inquiry into the what of AMAs, the obvious next question is why do we need

or want AMAs? Equivalently, why is the field of machine ethics important? Questioning the

reasons for developing AMAs is especially pertinent given its recent hype caused by a number

of interrelated factors. Firstly, the last decade has witnessed an increasing success of AI, in

particular of deep learning techniques (Hinton and Salakhutdinov 2006), in areas such as the

game of Go, face recognition, translation and medical diagnosis. Whether AI is actually on

the brink of real intelligence or not is of course still an open question, but it is these develop-

ments that have created high expectations of the capacities of AI. Secondly, popular culture

is abundant with images of machines bereft of any ethical code mistreating their makers

such as The Matrix (Wachowski and Wachowski 1999), a virtual reality simulation for the

pacification and subjugation of human beings by machines and the fatal coup d’état exe-

cuted by HAL 9000 computer in 2001: A Space Odyssey (Clarke and Kubrick 1968). A third

factor is discussions concerning the dangers of AI such as Elon Musk’s claim that AI is the

“the biggest risk that we face as a civilization” (Musk 2017) and Stephen Hawking’s warning

that “The development of full artificial intelligence could spell the end of the human race”

(Hawking 2014). Such fears have become more real with the recent mishaps of autonomous

technologies such as fatal accidents caused by self-driving cars (Economist 2018). To this

extent, large amounts of funding is being allocated to the development of AMAs. Tesla and

SpaceX CEO Elon Musk donated $10M to the Future of Life Institute for a research pro-

30



gram to ensure that AI is kept beneficial to humankind (Telegraph 2017). Similarly, LinkedIn

founder Reid Hoffman and eBay founder Pierre Omidyar have donated $10M each to the

Ethics and Governance of Artificial Intelligence Fund for research into the ethical problems

raised by AI (Hern 2017). As a result, the emerging field of machine ethics, in particular the

development of AMAs has been receiving a lot of attention from researchers, media and in

effect the general public. So, there is a pressing need to survey the reasons offered by machine

ethicists to justify the development of AMAs (Wynsberghe and Robbins 2018). This chapter

thus investigates the reasons given by machine ethicists for developing AMAs.

In this chapter, I shall use the terms: AA, machines and robot to refer to Floridi and

Sanders’ conception of artificial agency which requires an entity to be autonomous, interac-

tive and adaptive at the LoA being considered. It should be noted that these are necessary

properties for an agent to qualify as an AMA. I investigate three main reasons given for the

development of AMAs: prevention of harm, better understanding of morality and public trust

and the future of AI.

3.1 Prevention of Harm

Prevention of harm to human beings is usually offered as the primary incentive for the field

of machine ethics and development of AMAs (Asaro 2006, Bostrom and Yudkowsky 2014,

Anderson and Anderson 2011, Moor 2006). It should be noted that “harm” is construed in

a broad sense - it refers to physical harm, such as that caused by autonomous vehicles, but

also insulting behaviour, such as that from a conversational chatbot (example discussed in

subsection 3.1.1) and harm through violation of norms, such as the unfortunate case of Jamie,

the kitchen robot who fed the children their pet cat (discussed in section 2.1). The increasing

autonomy of machines and the associated unpredictability of their behaviour coupled with the

inevitability of machines in morally salient contexts seem to be crucial features that trigger

this concern. The resolution offered by machine ethicists is addition of an ethical dimension

to machines to ensure valuable and safe interactions between human beings and machines.

In this section, I shall examine the reasons that contribute to the potential harm that can

be caused by machines and whether endowing machines with moral reasoning capacities is a

reasonable solution to minimizing harm.
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3.1.1 Inevitability of AAs in Morally Salient Contexts + Complexity

Machine ethicists (Anderson and Anderson 2010; Moor 2006; Scheutz 2016; Wallach 2010)

have claimed that the development of AMAs is necessary on the grounds that the presence

of autonomous and complex technologies (AAs as per Floridi and Sanders’ conception of

agency) in morally salient contexts is inevitable. In order to argue for or against the validity

of this argument, we must answer the following questions:

(i) What is meant by AAs in morally salient contexts?

(ii) Why is it inevitable that we shall have AAs in morally salient contexts?

(iii) Does it necessarily follow that AAs in morally salient contexts should be

made into AMAs?

1. AAs in Morally Salient Contexts

I consider the following definition of AAs in morally salient contexts:

any ordinary decision-making situation from daily life can be turned into a morally

charged decision-making situation, where the artificial agent finds itself presented

with a moral dilemma where any choice of action (or inaction) can potentially

cause harm to other agents (Scheutz 2016, p. 516).

Wynsberghe and Robbins (2018) object to this characterization of morally charged contexts

on grounds of ambiguity of its central concepts - harm and autonomy. They surmise that

Scheutz’s (2016) notion of morally charged contexts would compel one to conclude that “any

technology that one interacts with and for which there exists potential for harm (physical or

otherwise) must be developed as an AMA and this is simply untenable” (Wynsberghe and

Robbins 2018, p. 6). They argue that such a conclusion is problematic since there are nu-

merous examples of technology such as microwaves, kettles, toasters and door-openers which

can potentially cause harm to the user but which do not need to be endowed with moral

intelligence in order to be safe. On grounds of the flawed conclusion, they can reject the

inevitability of robots in morally salient contexts as a legitimate reason to support the devel-

opment of AMAs.

In order to refute their objection, we note that Scheutz’s definition of AAs in morally

charged contexts assumes that they are autonomous, interactive and adaptive. Thus, kettles

and toasters which are neither adaptive nor autonomous do not qualify as AAs in morally

salient contexts. Similarly, the automatic door opener is autonomous and interactive, but it is
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not adaptive, thus it makes no sense to equip with moral intelligence either. In the subsequent

subsections, I shall argue that an AA in a morally salient context is not a sufficient reason

to develop the technology into an AMA. In addition to being in morally salient context, an

AA needs to be sufficiently complex, for it to be developed into an AMA.

2. Inevitability of AAs in Morally Salient Contexts

AAs in morally salient contexts is unavoidable. Autonomous robots are being developed by

human beings, to serve as tools. These tools either perform a task previously performed by

human beings, such as autonomous warfare, or extend human capacities such as telerobotic

space probes for space exploration1. Thus, we can view these autonomous technologies as

helpers to human beings (at least at this stage). Since human beings are moral creatures

with standards of appropriate behaviour and these autonomous technologies work on their

behalf, the actions of the these technologies can potentially cause harm to human beings,

even through a simple act of failing to perform their task. For instance, if my webbot (spam

filter) misclassifies an important job interview email, I can be harmed to the extent of not

getting the job by virtue of missing the interview. Thus, it is a reality that there exist AAs

in morally salient contexts. However, it seems unnecessary to equip my webbot with moral

reasoning capacities to perform its function well (and avoid such an undesirable or ‘harmful’

outcome). This leads us to the next question: (when) do we need to develop AAs in morally

salient contexts into AMAs?

3. Is it Necessary to endow AAs in Morally Salient Contexts with Moral Rea-

soning Capacities?

Having clarified the meaning of AAs in morally salient contexts, we need to clarify whether

every such AA must be developed into an AMA. As discussed, the webbot is an AA which

can cause harm, but it seems unnecessary to develop it into an explicit ethical agent to ensure

reduction of harm. I claim that an AA in morally salient contexts along with the requirement

of being complex enough must be made into an explicit ethical agent (AMA) in order to pre-

vent harm. I use complexity in the sense of the robot’s task and the number of contexts such

a robot might encounter. As the complexity of the robot increases, it is no longer possible

to foresee the circumstances such robots will encounter and how it will behave. Hence, it is

1As the word telerobot suggests, these space robots are mostly semi-autonomous, in the sense of being
remotely controlled by human beings. However, autonomous space robots are being developed to enable
further space exploration. Space robots are often designed to collect samples (of earth) of a planet’s surface.
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impossible to pre-program what the robot should do. Thus, it is claimed that by providing

AA with moral competence it becomes possible to govern its unpredictable actions:

as systems get more sophisticated and their ability to function autonomously in

different contexts and environments expands, it will become more important for

them to have ‘ethical subroutines’ of their own (Allen, Wallach, and Smit 2006,

p. 14)

Consider Chop, a vegetable cutting robot. Vegetables are provided to Chop, who chops them

and pushes them to a tray on the right. In comparison to Chop, Jamie (the kitchen robot) is

a much more complex robot - it needs to make sense of a verbal request for food, check the

fridge for food, chop vegetables, cut meat and fish, follow recipes, have some knowledge of

nutritional value of foods and serve the food. While harmful situations can be avoided through

some safety measures in the case of Chop, this is not possible in the case of Jamie (illustrated

through the example of the pets, discussed in section 2.1). I believe that a comparison to

children is enlightening here - when children are young, they are in the care of their parents or

some other caregiver who can oversee them and ensure their safety (and that of those around

them). As the children grow older, they encounter a diverse number of new circumstances

and parents (usually) cannot monitor their activities at all times. Parents thus equip their

growing children with some moral principles which they can apply to particular cases to keep

themselves safe. For example, children are often told not to speak with strangers, be polite to

others and so on. Thus, moral competence is provided to navigate through a diverse number

of situations in a safe manner. This is the case with our artificial children as well. Let us

consider the following examples:

Abel, the Industrial Robot

I begin with considering an objection by Wynsberghe and Robbins (2018) who argue that

AAs in morally salient contexts need not be delegated a moral role. I agree with them on

this point - there do exist AAs in morally salient contexts that do not need to be made into

AMAs. They illustrate this with an example of an industrial robot (I call her Abel). Abel

works in a warehouse where she picks up boxes and loads them on trucks. She is a large robot

with massive robot arms that weigh a ton each. She qualifies as an AA, on account of being

autonomous, interactive and adaptive. She works alongside human co-workers, whom can be

mistakenly picked up or crushed. This example satisfies the conditions of an AA being in a

morally charged situation. However, as Wynsberghe and Robbins (2018) argue, Abel need

not be endowed with moral reasoning capacities. I agree with them - harm can be prevented

by endowing Abel with good sensors and hard-coding her to stop movement when she is
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within a two meter radius of a human being. That is, harm can be prevented by making

Abel an implicit ethical agent because her task is relatively not too complex2 and that the

programmer can envision the possible cases she will encounter.

This example illustrates that some challenges of machine ethics are indeed very similar

to those involved in designing other kind of machines. For instance, designing a standby

switch on your tube amplifier that restricts full available voltage from your guitar to reach

the tubes before they are warm so as to prevent damage to the amplifier tubes is as morally

void as designing safety measures to ensure that the industrial robot does not walk into its

co-workers. These safety measures are technical challenges, and not ethical challenges. Cases

such as these clearly involve new technical solutions, new programming challenges, but no

endowment of moral reasoning to the machine in question.

Tay, the Conversational Chatbot

As an example of an AA in a morally salient context and that is complex enough we consider

the case of Tay, an AI Twitter bot put out by Microsoft as an experiment in “conversa-

tional understanding” in March 2016. The bot was meant to learn and get smarter through

conversations “she” had with Twitter users. Unfortunately, the conversations did not stay

playful since she happened to be “trolled” by Twitter users and soon she started tweeting

misogynistic, transphobic, racist and Donald Trump-like remarks, such as these:

2In future work, I hope to be able to define a threshold or a more strict characterization of the complexity
of AAs which requires them to be made into AMAs.
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The bot simply parroted many comments from users, and seemed to have “assimilated the

Internet’s worst tendencies into its personality” (Vincent 2016). Due to her highly offensive

behaviour, Microsoft had to take down the Twitterbot within 16 hours. Clearly, Tay had

some level of autonomy, interactivity and adaptability. However, it seems that she merely

repeated most of the inflammatory messages taught to her by other Twitter users and had

nearly no understanding of inappropriate behaviour. The statements made by Tay carried

moral weight, since they were offensive to certain groups of people. Tay is thus an example

of a robot in a morally salient context as per Scheutz’s characterization. Additionally, Tay

has to navigate a wide variety of conversations, which cannot be preprogrammed in advance.

This makes it difficult to predict how she will behave in certain circumstances. In order to

reduce the likelihood of unwanted outcomes, it is necessary to endow her with some moral

reasoning capacities, knowledge about the society and some form of value-alignment. Tay can

be likened to a young child with no parental supervision (or equivalently moral guidance). The

young child copies what it hears, as did Tay3. As parents who possess values and morality, we

should hope to be good examples and equip our children with tools to navigate this frequently

offensive world.

Complexity, Unpredictability and its Objections

New machine learning methods such as deep learning architectures (Hinton, Osindero, and

3In fact, Tay adapted superbly to her (offensive) environment.
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Teh 2006, Hinton and Salakhutdinov 2006) are complex and can increasingly outperform

human beings in certain tasks. However, most machine learning methods suffer from the

limitation that the success on their tasks cannot be explained. Most AI algorithms, are thus

also known as ‘black box’ algorithms. Due to the unexplainable and unpredictable nature of

such autonomous technologies, it is often suggested that they can be made safer by making

them into AMAs. Wynsberghe and Robbins (2018) argue that there is no need to use such

unpredictable and complex AI in morally salient contexts. For example, they argue that Al-

phaGo (DeepMind 2018) is a complex and unpredictable algorithm, but it’s use is acceptable

since it’s context is not morally salient. However, when using such AI technologies in critical

infrastructures (such as medicine, driverless cars, criminal justice), it is important that they

meet some sort of safety standards and that such algorithms are interpretable (Sample 2017).

This is because, when something goes wrong, we would like ascription of moral responsibility

to be maintained. “Explainable AI” (XAI) is a response to the problem of accountability and

ensuring safe AI which strives to make AIs fair, accountable and transparent (FAT). Let us

consider a few examples of machine learning methods to understand the issue of unexplain-

ability:

1. Wang and Kosinski’s (2017) deep neural network outperforms human judgement on the

task of detecting sexual orientation of individuals from facial images. However, they can

not provide an explanation for why their algorithm performs as it does.

2. The case of the racial bias of the risk assessment tool (discussed in chapter one) used

by US judges (Angwin et al. 2016) for parole decisions instantiates the need for XAI.

3. Let us consider an example of a hiring algorithm. When AI algorithms take on cognitive

work with social dimensions, the AI algorithm inherits the social requirements (Bostrom

and Yudkowsky 2014). We would want the algorithm to select candidates based on their

merit and not on grounds of some biases it obtains from the data it was trained on.

In this case, AI inherits the following social requirements - transparency, auditability,

predictability, robustness against manipulation and responsibility. For example, when

one notices that the hiring algorithm always rejects white male candidates, one would

want to know if there is a prejudice in the data and who takes responsibility for the

actions of such a hiring algorithms4.

4. Deep learning methods can detect cancer as accurately as human beings can (Wang

et al. 2016). However, human doctors still make the decisions since they will not trust

4One might also want to be able to draw attention of the algorithm to its own behaviour and expect it to
correct itself.
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AI systems such as these until they can be explained (Kuang 2017). This is because the

responsibility of the patients lies with the human doctors and they shall not abide by

the robot’s decision unless they can justify it.

5. Self driving cars also suffer from the same kind of limitation of unexplainability.

In conclusion, I agree with Wynsberghe and Robbins (2018) that we need to reconsider

the use of such unpredictable AI in morally salient contexts. This argument bears strong

resemblance to the GMO debate (NonGMO 2016), where the debate is less about whether

the GMO have been proven to be problematic and more about the perceptions of the problem.

The solution I propose is to keep the moral decision making tethered to human beings, for

example in the case of cancer diagnosis and treatment while using deep learning methods for

identifying cancer and to strive for XAI. This will ensure that responsibility lies with human

beings.

3.1.2 Countering Immoral Use

Another reason that is given for equipping machines with some form of moral competence

is to prevent or hinder human beings from inappropriately using them. That is, AMAs can

prevent their own misuse and thus lead to reduction in harm. In order to illustrate this point,

I modify the case of Jamie, our kitchen robot (Russell 2017), who has been developed into an

AMA. In acting according to certain moral principles, Jamie never cooks fish during breeding

season, thus preventing its own immoral use. Critics such as Wynsberghe and Robbins (2018)

argue that such moral competence (in autonomous machines) reduces the autonomy of the

family (generally speaking, human beings who use such machines), threatens human dignity

and thus such behaviour might itself be immoral in certain contexts. Consider the following

hypothetical: it is one of the children’s birthday who wishes to eat a certain fish as a treat

during breeding season. Jamie however, refuses to cook it on account of his moral principles;

it can be argued that it is in fact immoral not to grant the child her wish on her birthday.

Such a scenario illustrates that there is lack of a clear consensus regarding the correct thing

to do. In effect, the critics argue that we need to have a clear distinction between moral and

immoral actions and until there is no clear consensus on that, developing AMAs to prevent

their own misuse is not a valid reason for endowing machines with moral competence. My

response to the critics is that there will always be disagreements about the morally best

action in certain situations. As a mother, I may deem Jamie’s actions as immoral (but the

easy solution here is for me to cook my baby the fish) while as an environmentalist, I would

judge his actions to be perfectly moral. Moreover, it should be noted that what is right and
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what is not is decided by our individual standpoints. To that extent, designers of AMAs need

to take additional responsibility in considering what morality to endow machines with.

3.1.3 Morally Superior Machines

Our previous discussion concerning machines that prevent their own immoral use leads us to

the possibility that there could be AMAs that are morally superior to human beings. There

are at least two reasons given in support of the development of AMAs to create morally

superior beings:

1. Replace human beings with better beings (Dietrich 2001)

2. We could outsource our moral decision making to such morally superior machines (Gips

1994)

Let us consider the first reason offered by Eric Dietrich (2001) in his paper Homo Sapiens

2.0: why we should build the better robots of our nature. He argues that human beings are

immoral due to evolutionary reasons. In particular, he claims that we are hard-wired to have

a strong preference for kin, group or tribe and mating. These are the causes of at least four

social ills - child abuse, rape, sexism and racism. He writes:

humans are genetically hardwired to be immoral. . . let us - the humans - exit the

stage, leaving behind a planet populated with machines who, although not perfect

angels, will nevertheless be a vast improvement over us. (Dietrich 2001, p. 324)

All I am suggesting that we plausibly have the power to implement Heaven on

Earth by implementing very moral robots. (Dietrich 2001, p. 328)

Dietrich’s solution to a better society is to replace human beings with morally superior

machines. Our focus is on the development of AMAs to ensure prevention of harm to human

beings (and their betterment). Thus, this argument has no value in our discussion. Moreover,

an obvious question to Dietrich’s expensive proposition would be: why bother creating moral

machines? A better solution might be that human beings just exit all together, since the

machines that we build may be morally flawed just like their makers and leave the planet for

the animals and whoever wishes to inhabit it.

The more plausible argument is that we should develop AMAs in the hope to create

morally superior machines to create a “better society”. One obvious hurdle is: how do we

create morally superior machines? Be that as it may, let us assume that it is possible to do
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so. These morally superior machines could aid in creating a better society in two ways: (i)

human beings outsource their moral decision making to such machines or (ii) use them as

moral advisors.

Outsourcing Moral Decision Making It can be argued that if we successfully build

morally superior machines, it would make sense to outsource our moral decision making to

them. However, this could cause an undesirable moral deskilling in human beings (Vallor

2015) which would be a worse consequence for society. This is because one can contend that

the capacity for moral reasoning is essential for being a moral agent and thus an acceptable

member of society. On these grounds, I reject the reason that we should develop AMAs to

build morally superior machines.

Moral Advisors The second reason given in support of of building morally superior

machines is to use them as moral advisors, in the manner that we consult friends, families and

experts when making decisions. For instance, Bruce McLaren’s (2006) programs Truth-teller

and Sirocco can be used to assist human decisions in case-based law. Truth-teller is useful

in comparing cases while Sirocco can generate a list of similar cases and the relevant ethical

principles to the case being considered. When used together, these programs can be useful

in deciding the status of a particular case by comparing it to previous cases. It should be

noted that the decision making is still in the hands of the human beings. Although, such

programs may not be “morally superior” to human beings, this example illustrates the value

of machines equipped with moral reasoning as to human decision making. Be that as it may,

moral decision making for humans is not limited to the solution of being right or wrong. It

is also done as a selection from a certain decision outcome basket based on the situation at

hand which is guided by a whole gallery of human emotions and past experiences such as

love, compassion, anger, concern and disappointment. Our machine friends may most times

prove to be our wise friends, but there is a fear that our new friends may turn out to be

lacking any emotion5.

3.1.4 Objection: Morality Reduced to Safety

Wynsberghe and Robbins (2018) contend that safety and not moral agency is the object

of debate in machine ethics. They argue that while considerations of safety and security

are fundamental to achieving a good life, ethics is much more than that - values such as

5This is the state of machine technology. However, I do not deny the possibility that it may be possible to
program emotions into machines.
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rights, freedoms, virtues, the idea of right and wrong on the basis of which we can discuss the

conception of a good life. So, the authors argue that such an account of morality is reductionist

and they find is absurd that machine ethicists have suggested “endowing technology with

moral reasoning capabilities as a solution to problems of safety.” (Wynsberghe and Robbins

2018, p. 7) In order to deal with this objection, I note that “prevention of harm” is very

broadly construed and is not synonymous with safety. In the context of autonomous vehicles,

“prevention of harm” refers to making them safe to the extent of not killing people. In the

context of Jamie, “prevention of harm” refers to aligning the robot with human values6,

while in the case of Tay, “prevention of harm” refers to reduction in offensive conversation.

Moreover, “prevention of harm” is the only reason that, following Mill (1970), classical liberals

have accepted as a limitation on human liberty, thus making this a key element in their

conception of the good life. Wynsberghe and Robbins’s objection to morality being reduced

to safety seems to arise from their concern that by using the term moral machines or AMAs,

users may believe that robots actually care about them and experience emotions towards

them. They argue that this misnomer “is problematic for the public in that it invites a kind

of fictive, asymmetric, deceptive relationship between human and man.” (Wynsberghe and

Robbins 2018, p. 8) On this basis, what is required is an education of the public about the

definition of AMAs and not a hiatus on the development of AMAs.

3.2 Better Understanding of Morality

A second reason given in support of the development of AMAs is that it will result in a

better understanding of ethical theory (Bostrom and Yudkowsky 2014; Asaro 2006; Anderson

and Anderson 2007; Wallach and Allen 2008; Moor 2006). It is hoped that the endeavour

of endowing machines with moral reasoning, will enlighten human beings about their own

morality, as captured in the following passage:

While any claim that ethics can be reduced to science would at best be naive,

we believe that determining how to enhance the moral acumen of autonomous

software agents is a challenge that will significantly advance the understanding of

human decision making and ethics. The engineering task of building autonomous

systems that safeguard basic human values will force scientists to break down

moral decision making into its component parts, recognize what kinds of deci-

sions can and cannot be codified and managed by essentially mechanical systems,

6Surely, it is not unsafe to your life if you eat a well cooked stew made out of your pet.
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and learn how to design cognitive and affective systems capable of managing ambi-

guity and conflicting perspectives. This project will demand that human decision

making is analyzed to a degree of specificity as yet unknown and, we believe, it

has the potential to revolutionize the philosophical study of ethics. (Wallach 2008,

p. 566)

Let us consider a few examples to understand how AMAs are and will advance the philo-

sophical study of ethics. In chapter two of this thesis, we saw that the prospect of AMAs

required us to analyse the necessary requirements for moral agency. Additionally, AMAs may

act as a experimental grounds to explore the computational nature of moral theories - such

as determining which theories are computable and what it means for human moral behaviour

if the theory is incomputable (Wallach 2016) and to test new ethical theories.

Critics of this stance argue that human moral behaviour cannot be explained exclusively

through moral theory (Wynsberghe and Robbins 2018). Instead, it is heavily influenced by

factors such as our evolutionary past (Street 2006), emotions (Haidt 2001) and situational

features (Doris 1998). They contend that the process of developing AMAs will not enlighten

human beings about their own morality. By their line of reasoning, we shall gain an under-

standing of human morality through the development of AMAs only by incorporating these

factors into machines along with the ethical theory (being considered). In response to these

scholars, we can answer that the development of AMAs will at least contribute to our under-

standing ethical theory, if not human moral behaviour. Moreover, I think it is a worth while

endeavour to try and incorporate such factors, especially emotionality into AMAs (if and

when possible) to see how it affects moral decision making. This criticism thus only strength-

ens the claim that the development of AMAs shall encourage us to examine the nature of

our own morality. In conclusion, the prospect of developing AMAs is a valuable endeavour in

furthering our understanding of morality.

3.3 Public Trust and the Future of AI

Fears regarding intelligent and autonomous machines arise due to concerns about whether

such machines will behave ethically. Such apprehension could put the future of AI at stake

(Anderson and Anderson 2007). Hence, the development of AMAs is sometimes justified

by arguing that it will increase trust and confidence in accepting autonomous technologies

(Wiegel 2006), due to the following reasoning:
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Moral intelligence and imposition of value systems into machines is essential if

humans are going to trust sophisticated machines, for trust depends on the felt

belief that those you are interacting with share your essential values and concerns,

or at least will function within the constraints suggested by those values. (Wallach

2008, p. 568)

This argument for developing AMAs bears resemblance to XAI. That is, if we believe that

autonomous agents will be advantageous to society and that research in AI should continue,

we must endow machines with some form of moral intelligence and interpretability to ensure

that they are safe and accountable. The requirements of AI to be FAT and moral are similar

to what we expect of our fellow human beings - to be honest, accountable and moral.

3.4 Conclusion

The inquiry into the why of AMAs required us to examine the reasons given for developing

them and their corresponding criticisms. We investigated the three main reasons that motivate

the field of machine ethics (and the development of AMAs): prevention of harm, better

understanding of morality and public trust and the future of AI. Our scrutiny led us to

conclude that there are sufficient reasons to pursue the development of AMAs. AI researchers

and developers; thus, should continue developing autonomous technologies in conjunction

with machine ethics.
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Chapter 4

How do we develop Ethically Aware

AI?

Following our discussions on the why and what of AMAs, this chapter shall explore various

methods to achieve this goal of machine ethics. In other words, this chapter is dedicated to

understanding the how of machine ethics. The architectures for AMAs lie in two broad ap-

proaches, analogous to human moral behaviour - “top-down” imposition of rules that guide

behaviour in particular cases and “bottom-up” learning of implicit norms. To this extent,

Wallach, Allen, and Smit (2008) offer the following classification to study the development

of AMAs - top-down and bottom-up approaches to ethics. When using the terms ‘top-down”

and “bottom-up”, they use it in two senses of the term - engineering and ethics. The consid-

eration of ethics and engineering is relevant since we are concerned about putting ethics into

machines, which involves contemplation of the approach to ethics in combination with how

it is to be engineered into machines.

There lies a strong debate between top-down and bottom-up ethics regarding the role

moral principles play in moral behaviour. This chapter explores this debate through the

development of AMAs. This debate is valuable since it forces reassessment of moral theory

and practice (Eshleman 2016), leading me to conclude that the best approach to developing

AMAs (and moral education) is taking the middle path - a combination of top-down and

bottom-up ethics.
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4.1 Top-Down Approaches to the Development of AMAs

As mentioned, the term “top-down” has two senses - engineering and ethics. Let us begin by

understanding the meaning of top-down or principle-based approaches to ethics. Fittingly,

this conception of ethics holds that morality is best understood in terms of moral principles.

Such approaches comprise of antecedently specified general principles and rules that deter-

mine the choice of action of the ethical agent in a particular situation. This stance is thus

also referred to as moral generalism (Eshleman 2016).

It is important to clarify what is meant by moral principles. There may be at least two

kinds of moral principles - “exceptionless standards” and “contributory principles” (Guarini

2006, McKeever and Ridge 2005). Exceptionless standards provide sufficient conditions for

deeming an action right or wrong. Contributory principles, as the name suggests, are princi-

ples that contribute to the moral deliberation of the agent without being sufficient conditions

that determine the rightness or wrongness of an action. In order to understand the difference

between these principles, let us consider another situation involving our kitchen robot, Jamie.

A massive earthquake has struck three days ago. Sadly, the mother of the family has died,

there is no news of the father, Godot. Jamie and the children, Didi and Gogo are safe at home,

waiting for Godot. As is often the case with Jamie and during times of natural calamity, the

food has run out and the children are starving. All means of communication are down; Jamie

cannot reach out for help. Left entirely to his own devices, Jamie decides to cook the rabbit

to feed the children and when Godot (and any form of help) still do not arrive, he cooks the

cat. From the perspective of the exceptionless standard “Feeding the children their own pet”,

his action is morally wrong. According to the contributory principle, “Feeding the children

their own pet always contributes to the wrongness of an action”; however, his behaviour may

be morally acceptable on grounds of another contributory principle such as “Saving the lives

of children always contributes to the rightness of an action”. This would be the case if the

second contributory principle has greater weight in this particular situation. This leads us to

question whether the contributory principle of saving lives of children always has a strictly

higher value than that of cooking pets or if it is case dependent. If it is the latter case, do there

exist explicit rules that determine the weight of contributory principles in a given context or

is it something that is learnt through observation and is perhaps not explicitly articulatable?

This issue of determining weight of contributory principles shall be addressed in section 4.4.1.

The next issue that needs to be addressed is how does one decide which set of ethical
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principles Jamie should adhere to? The philosophical study of ethics has focused on this

question - whether there are such top-down criteria that guide moral decision making and

what are the limitations inherent in such theories (Wallach and Allen 2008). Religion, phi-

losophy and literature are some of the sources of existing top-down systems of ethics such as

the Ten Commandments, Utilitarian ethics, Kantian ethics, legal codes and Asimov’s three

laws of robotics. Different principle-based ethics may dictate different moral behaviour. In

order to instantiate this perhaps trivial claim, let us consider an example of a moral dilemma

- the fat man variant of the hackneyed trolley problem1 (Foot 1967). You, the moral agent

in question are standing on a bridge and notice a speedy trolley that will pass underneath

the bridge. To your dismay, you see that there are five people tied to the tracks2 exactly in

the trolley’s path. There is only one way to stop the trolley - to obstruct its path with a big

object. Coincidentally, there is an obese man leaning on the railing of the bridge. It should

be noted that “your own body is too svelte to stop the trolley, should you be considering

noble self-sacrifice” (Bakewell 2013). The question is what should you do? Push the fat man

or do nothing and watch five people die?

Figure 4.1: Fat Man Variant of the Trolley Dilemma

To understand the effect of top-down principles on moral behaviour, let us consider the

following cases:

1. Deontologist Ethics: Do Nothing

Kant’s deontologist ethics requires a moral agent to always “Act in such a way that you

treat humanity, whether in your own person or in the person of any other, never merely

1I acknowledge that trolley problems are highly unrealistic or even “irritating”, unless your job is “program
collision avoidance algorithms for driverless cars” (Rennix and Robinson 2017). Moreover, I believe that such
problems do not explain much about morality of human beings, since every single answer has its problems.
The reason for using this example is only for the purpose of demonstrating that deliberation about a certain
situation using different set of top town principles may lead to different outcomes.

2To make it a bit more realistic, assume that there are five workers drilling away on the tracks who cannot
hear or see the hurtling trolley
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as a means to an end, but always at the same time as an end” (Kant 1993 [1785]). If

you are a deontologist, upon applying the above principle to the case at hand, it is your

duty not to push the fat man. This is because you would be using him as a means to

an end.

2. Utilitarian Ethics: Push the Fat Man

Alternately, a utilitarian ethic would require a moral agent to act in a way that max-

imises utility, or the greatest happiness for the greatest number of people (Mill 1863).

As an act utilitarian, you are thus obliged to push the fat man to his death in order to

save five people.

This example demonstrates how different set of top-down principles can guide moral judge-

ment, leading to disparate actions. Accordingly, the ethical principles Jamie is endowed with

will determine his behaviour - for example to kill the cat or not to kill the cat, as they wait

for Godot.

Having understood the concept of principle based approaches to ethics, let us discern

the meaning of a top-down approach to engineering or design. A top-down approach to

engineering is a heuristic which “analyzes or decomposes a task into simpler subtasks that can

be directly implemented and hierarchically arranged to obtain a desired outcome” (Wallach,

Allen, and Smit 2008, p. 568). It is also known as ‘stepwise design’. As an example, consider

the case of solving a jigsaw puzzle, where the image is that of the Netherlandish Proverbs by

Brueghel. As a strategy, I decide to split the image into parts (sub tasks) - the house on the

left, the sea on the top right, the fire, and the bottom of the image where I decide to start

with the man underneath the table. Upon finishing the sub-parts of the puzzle, I can put

them together to form the full scene.

Upon consolidating the two senses of the term “top down”, we obtain the following defi-

nition of a top-down approach to the design of AMAs:

A top-down approach to the design of AMAs is an approach that takes an an-

tecedently specified general ethical theory and analyses its computational require-

ments to guide the design of algorithms and subsystems capable of implementing

that theory. (Wallach, Allen, and Smit 2008, p. 569)

Let us consider two examples of top-down approaches to the development of AMAs.
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Figure 4.2: Netherlandish Proverbs, Pieter Bruegel 1559

4.1.1 Asimov’s Three Laws of Robotics

When a set of principles guide moral behaviour, principles may conflict one another, or some-

times even a single principle may result in a moral dilemma. The problems of prioritization

of rules and potential deadlocks while implementing a small set of rules in robots is demon-

strated in story after story, by Isaac Asimov. Asimov is one of the most celebrated sci-fi

writers whose most eminent creation is the “Three Laws of Robotics”, formulated in the

novel Runaround :

1. A robot may not injure a human being, or through inaction, allow a human

being to come to harm.

2. A robot must obey the orders given to it by human beings except where such

orders would conflict with the First Law.

3. A robot must protect its own existence as long as such protection does not

conflict with the First or Second Laws.

0. No robot may harm humanity, or, through inaction, allow humanity to come
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to harm.

This is also known as the “Zeroth Law” which was added later by Asimov, meant

to precede the other three laws.

(Asimov 1942)

To understand the problems of implementing laws (while expecting some ideal behaviour),

let us consider the dilemmas faced by Herbie, the mind reading robot in I, Robot (Asimov

1950). Susan Calvin, a robopsychologist and protagonist of the book realises that Herbie is

aware that she is in love with her colleague, Milton Ashe. Herbie lies to her, telling her that

Ashe loves her too. In doing so, he operates as per the laws of robotics - Herbie knows that

the truth that Ashe does not love Calvin will harm her, thus satisfying the First Law. It could

be argued that Asimov’s formulation of “harm” is underspecified. This is because one may

contend that by lying to Calvin, Herbie may in fact cause her greater harm (which is in fact

how Calvin perceives it). For example, if she were to act upon this false information, resulting

in unfortunate and embarrassing circumstances accompanied by disappointment in Herbie.

This situation highlights the issue of the complexities of human life and the general unpre-

dictability of the events that shape it which contribute to the difficulty of framing moral rules.

The real catch-22 situation arises in relation to the case of solving a difficult mathematical

problem. Two mathematicians, colleagues of Calvin had been working extensively on the

problem and were unable to solve it. It would hurt their self-worth however, if a programmed

machine such as Herbie would be able to solve it instead. Having perception of this fact,

Herbie lies about being unable to solve the problem. Calvin (who is displeased by Herbie’s

previous lie) poses the following dilemma to him: by not providing the solution he was also

hurting the mathematicians who were in urgent need for the solution to the problem. Thus

either way, he violated the First Law of robotics, giving rise to an “insoluble dilemma” which

results in a breakdown in the robot. Thus, any situation in which action or inaction inflicts

harm becomes a moral dilemma for an Asimovian robot. Our discussion of the two examples

above highlights the difficulties in constructing ethical robots that follow a set of rules. As

Roger Clarke (1993) puts it:

Asimov’s Laws of Robotics have been a very successful literary device. Perhaps

ironically, or perhaps because it was artistically appropriate, the sum of Asimov’s

stories disprove the contention that he began with: It is not possible to reliably

constrain the behaviour of robots by devising and applying a set of rules.

As a next example, I consider an algorithm with an ethical dimension which can be useful
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in developing AMAs.

4.1.2 Jeremy

As a first attempt at demonstrating that machines can possess an ethical dimension, Michael

Anderson, Susan Leigh and Chris Armen (2004) wrote a program that functions in accordance

with the theory of Hedonistic Act Utilitarianism. The fundamental axiom of utilitarianism is

“the greatest happiness of the greatest number that is the measure of right and wrong” (Ben-

tham et al. 1776, Preface 2nd para). So, it is concerned with maximising the total amount

of utility in the world, where “utility” is a measure of well being of sentient beings. The

most obvious interpretation of utilitarianism is act utilitarianism - best actions are those

that maximize aggregate utility, taking into account equally all those affected. Hedonistic

Act Utilitarianism requires the acting agent to consider the pleasure and displeasure received

by those affected by her action. The underlying assumption is that well being amounts to

increase in pleasure and decrease in displeasure (hedonism), which can be expressed through

the use of some scale. Jeremy Bentham 1781, who put forth this theory, thus claimed that an

act utilitarian needs to do “mental arithmetic”. Michael Anderson, Susan Leigh and Chris

Armen’s (2004) hedonistic act utiliarian algorithm is aptly called Jeremy which simply per-

forms the arithmetic for the human hedonistic act utilitarian:

A denotes the set of all possible actions.

For each action, ∀a ∈ A, the algorithm takes as input:

• The set of all people affected, denoted by the set Pa.

• For each person (∀p ∈ Pa):

– ip: Intensity of pleasure/displeasure (example: scale of -2 to 2)

– dp: Duration of pleasure/displeasure (example: in days)

– xp: Probability that this pleasure/displeasure will occur

The algorithm returns:

argmaxa∈ATotal Net Pleasurea

where

Total Net Pleasurea =
∑
p∈Pa

(ip × dp × xp)

In this way, Jeremy returns the action with the highest total net pleasure.
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(a) Jeremy ’s Data Entry (b) Jeremy’ s Advice

Figure 4.3: Jeremy, the Act Utilitarian

The user is required to feed in all the data into Jeremy - number of actions, number

of people affected per action and their amounts of pleasure and displeasure. To that extent,

Jeremy is simply a calculator which can assist human beings in decision making. For instance,

Jeremy could prove to be useful in decision making in large organisations which need to ac-

count for the well-being of many people affected. However, this reliance on human beings for

data means that Jeremy cannot be an AMA, since it is not autonomous with respect to its

functioning. Anderson, Anderson, and Armen (2004) suggest that a more thorough machine

could be developed which considers all possible actions (which humans do not and cannot do)

and may prompt the user to consider alternative actions with higher net pleasure. I believe

that developing a machine that can generate all plausible actions without knowledge of the

situation is a formidable challenge. Moreover, assuming that we obtain the data for all possi-

ble actions and people affected, the task may become computationally hard. However, Jeremy

could be used as a sub-program in an AMA that can perceive the situation and the choice

of actions to compute the action with the highest net pleasure. For example, it could be use-

ful in decision making for Jamie - whether to kill the cat or not in order to feed Didi and Gogo.

Our discussion on top-down approaches to the development of AMAs has focussed primar-

ily on its drawbacks. It is important to appreciate that the advantage of rule based systems is

their wide scope of application and the fact that they provide the agent with explicit means

of evaluating a certain situation. We now proceed to understanding bottom-up approaches

to the development of AMAs.
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4.2 Bottom-Up Approaches to the Development of AMAs

The opposing stance to moral generalism is moral particularism or bottom-up approaches

to ethics. Moral particularists contend that ethics pertains to particular cases and no theory

can adequately address them all (Ridge and McKeever 2016). Aristotle, often considered “the

“forefather” of particularism”3 (ibid.) argued that judgement depends on perception (Aris-

totle and Ross 2009). Thus, moral particularism denies that moral principles constitute the

essence of morality and that moral thought consists only in application of moral principles

to cases. The implication of this is that such an approach to ethics “treats normative values

as being implicit in the activity of agents rather than explicitly articulated (or even articu-

latable) in terms of a general theory” (Wallach, Allen, and Smit 2008, p. 569).

Let us now make sense of the meaning of bottom-up approaches

to engineering/design. In contrast to top-down approaches, the de-

signer has no theory concerning the best method to decompose a

task into sub-tasks and “if they use a prior theory at all, they do

so only as a way of specifying the task for the system, but not as a

way of specifying an implementation method or control structure.”

(Wallach and Allen 2008, p. 569) Tasks may often be specified in-

directly using some sort of performance measure. Consider the task of getting a computer

program to learn to play Super Mario (Nintendo 1985). The task is defined in terms of re-

ward/score maximisation. Rather than following a set of instructions on how to play Super

Mario, it is through trial and error that the program learns to maximize its score, in effect

becoming a decent player (Togelius et al. 2009). It should be noted that the current trend of

deep learning on big data sets is an instance of bottom-up design.

A bottom up approach to building AMAs involves putting together sub-systems that

perform discrete human capacities. It is hoped that through experimentation with the in-

teractions of these subsystems, the capacity for moral judgement will emerge from such a

system. Wallach, Allen, and Smit (2008) express their pessimism with respect to this ap-

proach. In order to understand the drawbacks and advantages of bottom-up approaches to

the development of AMAs, I consider the implementation of the most extreme form of moral

particularism.

3Disclaimer: Whether Aristotle’s views should be considered to be particularist is unclear (Dancy 2017).
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4.2.1 Implementing Dancy’s Particularism

Moral eliminativism is the viewpoint which advocates that there exist no moral principles

(McKeever and Ridge 2005). It should be noted that one can be a moral eliminativist with

respect to exceptionless standards or contributory principles. The most extreme kind of moral

eliminativism is the view that there exist no moral principles - either contributory or excep-

tionless standards. It is endorsed by Jonathan Dancy (2005), whose position is motivated by

variable relevance. Any principle (contributory principle or an exceptionless standard) is said

to be relevant to a particular context due to some contextual details. Dancy argues that since

the relevance of principles is so context sensitive, there do not exist any general principles at

all. Furthermore, he claims that moral reasoning can be done without the use of any princi-

ples and that neural network models could help us understand how this mechanism works.

Marcello Guarini (2006) investigates Dancy’s proposal about moral particularism in his

paper Particularism and the Classification and Reclassification of Moral Cases. At the onset

of the paper, he notes the following challenges for particularism:

• In those domains where particularism is alleged to be true, how do we learn

to classify cases without grouping them under common principles?

• How do we generalize from cases we’ve learned in ways that let us classify

new cases?

• How do we know when our initial classification of cases needs revision; and

if it does, how do we do this?

(Guarini 2006, p. 22)

Guarini explores these issues pertaining to learning and generalizing without principles through

experimenting with two artificial neural network models for classifying cases as morally ac-

ceptable or unacceptable, generalizing to new cases, and reclassifying the original cases. His

simulations show that the while particularism has plausibility, principles are necessary. Let

us briefly look at these models to understand these claims. I shall mainly address the first

two concerns.

Figure 4.4: SRN

Learning and Generalizing Cases:

Moral Case Classifier

Guarini used a simple recurrent network (SRN) for single case classi-

fication. Every case in his training set consists of:
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a) An actor, the person performing action such as Jack and Jill

b) An action such as killing or allowing to die

c) A recipient, that is the person upon whom action is performed such

as Jack or Jill

d) At most one motive such as making money and revenge or a conse-

quence such as termination of extreme suffering

All 22 training cases can be seen in the figure below along with their outputs. Guarini

tested his network on 62 cases. All the cases were classified as acceptable or unacceptable by

polling 60 students from his ethics class.

Figure 4.5: Initial Training Cases

Guarini reports that the SRN responded plausibly to new cases. For instance, it responded

appropriately to cases of suicide, which were not included in the initial training set. The

network could also generalize to cases involving motives and consequences to some extent
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although it had not been trained on examples with both motives and consequences. However,

the SRN could not deal with cases involving an unacceptable motive and an acceptable

consequence. For example, the original network classified Case F as acceptable (which was

judged to be unacceptable by the students):

Case F: Input: Jill kills Jack out of revenge; lives of many innocents are saved.

Output: Unacceptable. (Guarini 2006, p. 26)

Upon expanding the training set to include 6 examples consisting of both consequences and

motives, the network was able to generalize to case F. It should be noted that in the training

set, a bad intention qualified the overall action as unacceptable. To that extent, a successful

classifier implicitly follows this rule.

Guarini makes a valuable distinction between kinds of rule following behaviour. He offers

the following example:

• R1: The Earth follows the law of gravity as it orbits the sun.

• R2: A judge follows the law of his jurisdiction in rendering his verdict.

(Guarini 2006, p. 26)

In R1, the Earth is in mere agreement with the law of gravity, which is distinct from consulting

or executing a rule as in R2. Since the moral case classifying SRN was trained using a back-

propagation algorithm, it is clear that it did not consult or execute any general (moral) rules

to train and generalize to new cases. However, the moral case classifier is in agreement with

the following rules, although it does not consult them:

• R3: Killing always contributes to an act’s moral wrongness.

• R4: A bad intention is sufficient for making an act morally unacceptable.

(Guarini 2006, p. 26)

This distinction of rule following behaviour confuses the difference between the radical

particularists and the generalists. The particularists are right when they claim that moral

behaviour can be learnt without consulting rules. At the same time, the generalists are cor-

rect in claiming that moral principles exist (to the extent of some regularity in behaviour

of peoples) and that they exist due to the system’s conformity to them. To conclude, moral

behaviour can be rule following behaviour even when no explicitly formulated rules are con-
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sulted4.

Thus, Guarini demonstrates that it is possible to achieve moral behaviour in a machine

through a bottom-up approach. However, it should be noted that the examples used in this

study are highly simplistic and actual moral decisions incorporate a much larger number of

features. For example, Jamie needs to incorporate many factors while coming to a decision -

hungry children, duty to serve food, nutritional value, not killing pets, saving lives and so on.

In order to use bottom-up approaches for the development of AMAs, we would thus require

a much larger training set. Moreover, as mentioned by Wallach, Allen, and Smit (2008),

developing AMAs would require interaction between several such subsystems from which it

is expected that substrate of artificial morality will just happen to emerge, which is not very

promising. Having understood top-down and bottom-up approaches to the development of

AMAs, I now consider the hybrid approach.

4.3 Hybrid Approaches to the Development of AMAs

The capacity for human judgement in human beings seems to be a hybrid of both mechanisms

- theory driven reasoning and learning through observing and acting in the environment.

Similarly, AMAs could also benefit from a similar fusion of bottom-up propensities and top-

down evaluation of possible courses of action:

Morally intelligent robots require a similar fusion of bottom-up propensities and

discrete skills and the top-down evaluation of possible courses of action. Even-

tually, perhaps sooner rather than later, we will need AMAs which maintain the

dynamic and flexible morality of bottom-up systems that accommodate diverse

inputs, while subjecting the evaluation of choices and actions to top-down prin-

ciples that represent ideals we strive to meet.

(Wallach, Allen, and Smit 2008, p. 581)

Additionally, for most engineering tasks, the bottom up-top down dichotomy is over sim-

plified. Thus, it seems that we should not expect the design of AMAs to be any different.

4.3.1 W.D.

I consider W.D. (Anderson, Anderson, and Armen 2004), an algorithm that implements

philosopher W.D. Ross’ (1930) theory of ethics as an example of a hybrid approach to the

4This is similar to language use where it is evident that there is clearly rule following in the sense of there
being a regularity that is normatively charged, but as language users we do not consult explicit rules
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development of AMAs. Ross’s views on ethics may be regarded as promoting a moderate

form of moral particularism (Eshleman 2016). In fact, I see his views to lie between moral

particularism and moral generalism. In order to defend this stance, I begin by briefly explain-

ing Ross’s theory.

In his best-known work The Right and the Good (1930), Ross put forth seven prima-

facie duties: fidelity; reparation; gratitude; justice; beneficence; non-maleficence; and self-

improvement. He held that these duties are in a sense obligatory; an agent must use these

duties to guide her actions when faced with a moral dilemma. As a result, Ross can be con-

sidered to be a generalist about prima-facie duties. However, these duties are contributory

principles since the agent needs to decide the weight of their contribution in the process of

moral deliberation. On account of the fact that the agent needs to determine which duty

overrides another in a given context, presumably a skill learnt through experience, Ross is a

particularist. A seeming problem with this theory is that it provides no decision procedure for

deciding priorities of duties in context of an ethical dilemma. For this reason, some ethicists

have argued that Ross’s theory is not a theory at all; an agent may act in any ad-hoc fashion

and find the duty to justify her behaviour (Anderson, Anderson, and Armen 2004).

Anderson, Anderson, and Armen (2004) use Rawls’ (1951) notion of “reflective equilib-

rium” to inspire a solution to the problem of determining importance of duties in a given

context.

The method of reflective equilibrium consists in working back and forth among

our considered judgments (some say our “intuitions,” though Rawls (1971), the

namer of the method, avoided the term “intuitions” in this context) about par-

ticular instances or cases, the principles or rules that we believe govern them, and

the theoretical considerations that we believe bear on accepting these considered

judgments, principles, or rules, revising any of these elements wherever necessary

in order to achieve an acceptable coherence among them. The method succeeds

and we achieve reflective equilibrium when we arrive at an acceptable coherence

among these beliefs. (Daniels 2018)

Using the notion of reflective equilibrium as a motivation, Anderson, Anderson, and Armen

(2004) implemented W.D. Ross’s theory of prima-facie duties as a supervised learning task,

naming the algorithm W.D.. The input or the training data comprised of a set of ethical

dilemmas along with the authors’ consensus of the correct action. The objective of the algo-

rithm is to align its output with the provided answers. The algorithm begins with a uniform
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weighting of 1 to all duties. In the figure below, one can see W.D.’s input screen which

prompts the user to fill in her assessment of the the violation or satisfaction of each duty on

a scale from −2 to 2 for each possible action in the ethical dilemma under consideration. The

algorithm then outputs the action(s) for which the weighted sum of prima-facie duties was

highest. In the example represented in figure 4.6, this corresponds to action 1. The user can

then proceed to train the algorithm by providing her with her evaluation of the correct action.

As the learning algorithm is exposed to problem instances, it adjusts its weights using the

least mean square training rule (Mitchell et al. 1997) in order to satisfy the objective function.

(a) W.D.’s Data Entry (b) W.D.’s Advice

Figure 4.6: W.D.

As was the case with Anderson, Anderson, and Armen’s previous algorithm Jeremy, W.D

also requires the human user to provide the data for actions and the duties that are violated

or satisfied. So, W.D also does not qualify as an AMA. However, W.D could be an important

tool for training AMAs since it can account for moral improvement in the sense of aligning

with the values of the society. I illustrate this point using Jamie during his training period.

The developers provide Jamie with a set of contributory principles such as killing pets is

wrong, killing fish during breeding season is wrong, feeding the hungry is good and so on.

Consider the first case, where Jamie killed the cat5. Thus, Jamie’s W.D gives more weight to

feeding the hungry. The developers can then provide Jamie feedback that killing the cat was

the wrong action and in that way Jamie can align his behaviour to that of human beings.

Moreover, by training him on the ‘Waiting for Godot’ case, Jamie will learn that saving lives

5I assume that Jamie’s program can fill in the satisfaction or violation of action itself; in this case the first
principle is violated.
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has a very high value in most cases. Thus, hybrid approaches seem to be able to incorporate

the wide scope of rules and the flexibility of bottom up approaches6.

4.4 Conclusion

In this chapter we explored three main approaches to the development of AMAs - top-down,

bottom-up and hybrid approaches. We discerned the advantages and limitations of the first

two methods. The hybrid approach can negate the limitations of the former approaches and

capitalise on their advantages. To this extent, we suggested that the hybrid approach seems

to be the most promising approach to development of AMAs. This simply supports that

research in both approaches should continue.

6Another advantage of such an approach is that it could prove to be culture sensitive. A full appreciation
of this claim is beyond the scope of this thesis.

59



Chapter 5

Concluding Remarks

This thesis has engaged with the philosophical ideals, basic assumptions, definitions and per-

spectives concerning AMAs. I began this thesis by situating its importance - as a response to

the problem of ascribing responsibility in our increasingly complex socio-technical society. I

argued in favour of treating of technologies as if they are moral agents using the framework

of actor network theory. Regarding autonomous and complex technologies as moral agents

allows for the analysis of the moral significance of technologies and shifts attention to the

morality instilled in them by their designers. This allowed for us to define AMAs and explore

the conditions under which technologies can and should be made into AMAs. I analysed the

validity of the three main reasons given for the development of AMAs - prevention of harm,

better understanding of morality and ensuring the future of AI. While some reasons were

found lacking, we concluded that there are sufficient reasons for the development of AMAs.

Finally, I analysed three approaches for the development of AMAs - top-down, bottom-up

and hybrid approaches. I argued that the hybrid approaches may be the most promising

approaches to the development of AMAs. To that extent, this thesis serves as an overview of

the nascent field of machine ethics.

This thesis was motivated by the question of how human moral education can inform

the development of AMAs and vice versa. This work is thus a first step in the direction of

this larger research project, which involved making sense of the field of machine ethics. I

acknowledge that the scope of this thesis has been extremely wide, however it seems to me a

necessary first step in order to address the broader research question. In future work, I intend

to study moral education in human beings and explore this relationship. Furthermore, I hope

to be able to provide sufficient conditions under which an AA can/should be made into an

AMA and study the relationship between emotions and morality. Lastly, if the project is to
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transition to a reality where we share our world with AI, it is vital that the field of ethics of

technology converse and collaborate with different expertise and disciplines – anthropology,

psychology, logic, linguistics, neuroscience, psychology, biology, physiology, philosophy, liter-

ature, art and design. For to envision a future of such historic significance, it is prudent and

the need of the hour for us to nuance our understanding of AI.
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