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Abstract. Suppose you need to determine the correct answer to a com-
plex question that depends on two logically independent premises. You
can ask several agents to each evaluate either just one of those premises
(which they can do with relatively high accuracy) or both premises (in
which case their need to multitask will lower their individual accuracy).
We first determine the optimal rule to aggregate the individual judg-
ments reported by the agents and then analyse their strategic incentives,
depending on whether they are motivated by (¢) the group tracking the
truth, by (#4) maximising their own reputation, or by (#i¢) maximising
the agreement of the group’s findings with their own private judgments.
We also study the problem of deciding how many agents to ask for two
judgments and how many to ask for just a single judgment.

1 Introduction

Suppose a group of agents need to collectively determine the answer to a binary
question that directly depends on the evaluation of several independent criteria.
A correct yes/no answer—both on the different criteria and on the complex
question—exists, but the agents are a priori unaware of it. Still, the agents
can reflect on the possible answers and obtain a judgment which has a certain
probability of being correct. But, most importantly, different agents may assess
different parts of the question under consideration. We assume that, under time
restrictions and cognitive constraints, the more criteria a given agent tries to
assess, the less accurate her judgments are likely to be. This decrease in accuracy
might be due to time pressure [3, 10, 16], multitasking attempts [1], or speeded
reasoning [18]. How can the agents then, as a group, maximise the probability
of discovering the correct answer to the complex question they are facing?

Example 1. An academic hiring committee needs to decide whether Alice should
get the advertised research job. In order to do so, the committee members (pro-

fessors 1, 2, and 3) have to review two of Alice’s papers—Alice will be hired if
and only if both these papers are marked as “excellent”. Due to an urgent dead-

line the committee is given only one day to judge the quality of Alice’s papers.

After the day passes, professor 1 has spent all her time on one of the two papers,

while professors 2 and 3 have looked at both, and they express the following

“yes” and “no” opinions, related to whether the relevant paper is excellent:
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Paper 1 Paper 2

Professor 1 Yes —
Professor 2 No Yes
Professor 3 No Yes

Assuming that professor 1 has a higher probability to be correct than profes-
sor 2 about the first paper, but also taking into account that professor 3 agrees
with professor 2, what is the best way to aggregate the given judgments if the
committee wants to be as accurate as possible on Alice’s evaluation? A

Judgment aggregation [11, 12, 15] is a formal framework for group decision
making concerned with the aggregation of individual judgments about several
logically interconnected propositions into one collective judgment. Along the
lines of Example 1, the propositions can be separated into the premises (e.g.,
excellency of Alice’s papers) and the conclusion (e.g., Alice’s hiring), where
the conclusion is satisfied if and only if all premises are. Given two independent
premises ¢ and 1 and a group of agents, each of which answers specific questions
regarding the premises, in this paper we consider two cases of practical interest:

(i) Free assignment: Each agent chooses with some probability whether to report
an opinion only on the first premise, only on the second premise, or on both.

(i) Fized assignment: Each agent is asked (and required) to report an opinion
only on the first premise, only on the second premise, or on both.

Our main goal is to achieve an aggregate judgment on the conclusion that has—
in expectation—high chances to reflect the truth. Notably, under the assumption
that the agents are sincere about the judgments they obtain after contemplating
their appointed premises, we find that the optimal aggregation rule is always a
weighted majority rule assigning each agent a weight that depends on the size
of her submitted judgment. We may think of this as a scoring rule [17].

But a further problem arises, namely that the agents may behave strategi-
cally, trying to manipulate the collective outcome to satisfy their own prefer-
ences. We examine the three most natural cases for the preferences of an agent
in our context, i.e., preferences that prioritise outcomes that are close to (i) the
truth, (i7) the agent’s reported judgment, or (iii) the agent’s sincere judgment.
In addition, we study how an agent’s incentives to be insincere relate to the
information the agent holds about the judgments reported by her peers.

Finally, knowing in which scenarios the agents are sincere, we ask (from a
mechanism-design point of view): Which fixed assignment is the most efficient
one, meaning that it achieves the highest probability of producing a correct
collective judgment? Our answer here depends heavily on the number of agents
in the group as well as on exactly how accurate the agents are individually.

Prior work on judgment aggregation aiming at the tracking of the truth,
which can be traced all the way back to the famous Condorcet Jury Theorem [8],
has primarily focused on scenarios with two independent premises and one con-
clusion, like the one investigated in this paper. But such work has solely been
concerned with the case of complete judgments, that is, the special case where
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all agents report opinions on all propositions under consideration. Under this
assumption, Bovens and Rabinowicz [4] and de Clippel and Eliaz [6] compare
two famous aggregation rules (for uniform and varying individual accuracies, re-
spectively): the premise-based rule (according to which the collective judgment
on the conclusion follows from the majority’s judgments on the premises) and
the conclusion-based rule (which simply considers the opinion of the majority
on the conclusion), concluding that most of the time the premise-based rule is
superior. Strengthening this result, Hartmann and coauthors [13, 14] show that
the premise-based rule is optimal across wider classes of aggregation rules too.
Generalising the model further, Bozbay et al. [5] study scenarios with any num-
ber of premises and agents with incentives to manipulate the collective outcome,
and design rules that are optimal truth-trackers, but again assuming complete
reported judgments. Also focusing on strategic agents, Ahn and Oliveros [2] won-
der “should two issues be decided jointly by a single committee or separately by
different committees?” This question differs essentially from the one addressed
in our work, since our model accounts for the lower accuracy of the agents who
judge a greater number of issues.

This paper proceeds as follows. In Sect. 2 we present our basic model. In
Sect. 3 we provide our central result about the optimal aggregation rule for
truth-tracking with incomplete judgments and in Sect. 4 we conduct a game-
theoretical analysis of our model. We then engage with finding the optimal fixed
assignment for sincere agents in Sect. 5, and we conclude in Sect. 6.

2 The Model

Let ¢ and ¢ be two logically independent premises and ¢ = (¢ A ¥) be the
corresponding conclusion, and assume that all three propositions are associated
with a correct answer “yes” or “no”, where a positive answer on the conclusion
is equivalent to a positive answer on both premises. Each agent ¢ in a group N =
{1,...,n} with n > 2 holds a sincere judgment J; C {¢,%,,¥} that contains
at most one formula from each pair of a premise and its negation: ¢ € Jf
(p € JF) means that agent 7 judges ¢ as true (false). Clearly, agent ¢ cannot
judge the conclusion without having judged both premises, but her judgment on
the conclusion would follow directly from her judgment on the two premises in
case she had one. We denote by J the set of all admissible individual judgments.
We say that two judgments .J, J' agree on their evaluation of a proposition if they
both contain either the non-negated or the negated version of that proposition.

An aggregation rule F is a function that maps every reported profile J =
(J1,-..,Jn) € J" of individual judgments to a set of collective judgments F(J).
F is resolute if |F/(J)| = 1 for every profile J. A collective outcome J € F(J) is
a logically consistent set J C {p,P,1,, c,¢} that contains exactly one formula
from each pair of a proposition and its negation (namely, it is complete). We write
JA C{p,3,9,7,c,c} for the judgment that captures the correct evaluation on
all three propositions.
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We define NY (N5) to be the sets of agents who report a judgment on one
(two) premise(s) and say “yes” (and analogously for “no”) on ¢. We also define
ny = |NY| and ny = |N5| to be the relevant cardinalities of these sets.

We denote by p the probability that agent ¢’s judgment J is correct on a
premise when ¢ judges both premises and by ¢ the relevant probability when 4
only judges a single premise (assuming that the probability of each agent #’s
judgment being correct on a premise ¢ is independent (i) of whether ¢ is true
or false and (ii) of what ’s judgment on premise 1 is). We assume that the
probabilities p and g are the same for all agents, but the agents make their judg-
ments independently of each other. We shall moreover suppose that all agents’
judgments are more accurate than a random guess, but not perfect, and that
agents judging a single premise are strictly more accurate than those judging
both premises, i.e., that 1/2 < p < ¢ < 1. Then, P(J*) denotes the probability
of the sincere profile J* to arise and P(J*; | J) the probability that the judg-
ments of all agents besides ¢ form the sincere (partial) profile J*,, given that i
has the sincere judgment J*. Formally, for a fixed assignment:

P(J*) = P(p true) - P(J* | ¢ true) + P(y false) - P(J™* | ¢ false)

where P(J* | ¢ true) = ¢™ip" (1 — q)"?(l - p)”f, and similarly for P(J* |
¢ false). The accuracy P(F) of a resolute aggregation rule F is defined as:

P(F) = Y. P
JreJ" s.t.
F(J*) and J* agree on ¢

3 Optimal Aggregation

We now define the (irresolute) aggregation rule F;? !, such that for all profiles J:

rr )

t
FP(J) = argmax E w; - |JJ Ny
complete ieN
consistent

where w; = log £ if |J;| = 1, w; = log 1% if |J;| = 2, and w; = 0 if |J;| = 0.
Observe that the base of the logarithm in the definition of w; is irrelevant.

EP* functions as a weighted-majority rule on each premise separately, as-
signing to the agents weights according to the size of their reported judgments,
and subsequently picks that evaluation of the conclusion that is consistent with
the collective evaluation of the premises [17]. Then, F°P! is a resolute version
of FP* that, if the obtained collective judgments are more than one, randomly
chooses one of them for the collective outcome.

For a resolute aggregation rule F', the probability P(F') depends on the prob-
abilities P(F' correct on ¢) and P(F correct on 1), which, for simplicity, we call
P, and Py, respectively. For the remainder of this paper we will further assume
that the prior probabilities of the two premises being true or false are equal (and

independent of each other). That is, P(p true) = P(¢ true) = 1/2. Then:
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P(F)=i[(Pwa)ﬂL(Pwa+(1—P@)(1—Pw)+P¢(1—Pw))+(PgonJr
(1*P¢)(1*P¢)+(1*PW)P¢)+(P¢P¢+P<p(1*Pw)JF(l*Pgo)Pw)}
1  P,Py
BERE e

Given a (fixed or free) assignment, let us denote by J% (J%) and J}{i (J?) the
sets of all possible profiles of reported judgments that lead to a “yes” (“no”)
collective answer on ¢ and v under the rule F', respectively. Then:

1 1
P, = 5 Z P(J* |  true) + 5 Z P(J* | ¢ false) (2)
J*eJs J*eJ?

Now, for a fixed assignment and a profile J*, we have that:

P(J* | p true) > P(J* | ¢ false) &
-1 —p) > - (- e (3
q p @ q )
nflogl_q +nd log - > n{ log - +nflog1_p

Analogously, we consider a free assignment where agent i makes a sincere judg-
ment on premise ¢ with probability pf, on premise ¢ with probability p;?b, and
on both premises with probability pf’w. Given a sincere profile J*:

* R nf n¢ n? n?
P(J* |ptrue) = » oo Ve (1 — ) (1 - p)™
i€ENFUN(1,9) jENSUN (2,9)

Defining P(J™ | o false) similarly, we have as in as in Equation 3:
P(J* | p true) > P(J™ | o false) &
(4)

n¥ log

+nj log > n¥ log + n¥ log

q p q p
l—gq L—p l—q L—p
Theorem 1 states the main results of this section. The proof technique we use is
a standard method in research on mazimum likelihood estimators [9].

Theorem 1. For any fized (or free) assignment and sincere judgments, F°Pt €
argmaxy P(F). For every other aggregation rule F' € argmaxy, P(F), F' only
differs from F°Pt on the tie-breaking part.

Proof. For a fixed assignment, it follows from Equations 2 and 3 that P, (and
P,) will be maximal if and only if F' assigns to the agents weights as in F°P’.
Equation 1 implies that maxp P(F) < § + 22X lemaxe Py " p(p) is maximal
if and only if F°P! (or a rule that only differs from F°P! on the tie-breaking part)
is used. The proof is analogous for a free assignment. O
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4 Strategic Behaviour

In this section we study the incentives of the agents to report insincere judgments
when the most accurate rule F'°P! is used. We examine in detail both fixed and
free assignments. An agent’s incentives to be insincere will of course depend on
the type of her preferences. We analyse three natural and disjoint cases regarding
these preferences, assuming that all agents have the same preference type: First,
the agents may want the group to reach a correct judgment—these preferences
are called truth-oriented. Second, the agents may want to report an opinion
that is close to the collective judgment, no matter what that judgment is—
these preferences are called reputation-oriented. Third, the agents may want the
group’s judgment to agree with their own sincere judgment—these preferences
are called self-oriented.

To make things formal, we employ tools from Bayesian game theory. We wish
to understand when sincerity by all agents is an equilibrium:

Given that agent i holds the sincere judgment J;, and given that the rest
of the agents are going to be sincere no matter what judgments they have,
is sincerity (i.e., reporting J) a best response of agent i ?

We examine the interim and the ex-post case. In both cases agent ¢ already
knows her own sincere judgment, but in the former case she is ignorant about
the judgments of the rest of the group (only knowing that they have to be
probabilistically compatible with her own judgment), while in the latter case
she is in addition fully informed about them (this can happen, for example,
after some communication action has taken place).

Call T € {“truth”, “reputation”, “self’} the type of the agents’ preferences.
Let us denote by Ul ((J;,J*;),J*) the utility that agent i gets by reporting
judgment J;, when the sincere profile of the group is J* and all other agents j # @
report their sincere judgments J;. EUZ»T((J,;, J,), Ji*) stands for the expected
utility that agent ¢ gets by reporting judgment J;, when her sincere judgment
is J; and all other agents j report their sincere judgments for any possible such
judgments. More precisely, we have that:

Uireputation((JZ_ Jti)ﬂj*) — |F0pt(J¢,Jii) N Ji|
Uiself((Ji,Jii)7J*) _ |Fopt(Ji,J*_i) N Ji*l

ULt (J;, T2, J*) = |FoPY(J;, T2 N JA|

Also, for any T' € {“truth”, “reputation”, “self” }:

'For instance, doctors making judgments about their patients may simply care
about the correctness of their collective judgment, participants of an experiment that
are paid proportionally to their agreement with the group can be assumed to aim
at being seen to agree with their peers, and people who like having their opinions
confirmed might manipulate the group to agree with their own privately held judgment.
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EUT((Ji, 7). ) = Y UL ((Ji J73), I ) P | )
Jr

We proceed with formally defining strategyproofness in our framework, namely
the situation where all agents being sincere forms an equilibrium. Given a pref-
erence type T € {“truth”, “reputation”, “self”} and a (fixed or free) assignment,
we say that sincerity always gives rise to an interim equilibrium if and only if
Ji € argmax; ¢ o, EUF ((J;, J7;), J7) for all agents ¢ and sincere judgments J;,
where A; C J is the set of all judgments that agent ¢ is can potentially report
under the given assignment. Similarly, sincerity always gives rise to an ex-post
equilibrium if and only if the above holds, where EU! is replaced by U}

Table 4 summarises our results, where “v” stands for strategyproofness and
“X” designates the existence of a counterexample.

Assignment Fixed Free
Preferences interim ex-post interim ex-post
truth-oriented VThm4 ¢Thm4 v Thma v'Thm4
reputation-oriented VThms XpPrp6 vYThm7 X Prpé
self-oriented VThm8 v Thms XpPmpo Xprpo

Table 1. Strategyproofness results.

Two fundamental lemmas are in order (the proofs are easy and thus omitted).
First, we verify the basic intuition that when an agent holds more information
about the reported judgments of the rest of the group, then her incentives to ma-
nipulate increase. Second, we stress that whenever we can find a counterexample
of ex-post strategyproofness under fixed assignments, the same counterexample
works for free assignments too.2

Lemma 2. For any assignment and type of preferences, ex-post strategyproof-
ness implies interim strategyproofness.

Lemma 3. For any type of preferences, ex-post strategyproofness under free as-
signments implies ex-post strategyproofness under fixed assignments.

4.1 Truth-oriented Preferences

When all agents have truth-oriented preferences and when the rule F°P? is used
to aggregate their reported judgments, it directly is in everyone’s best interest
to be sincere—given that the rest of the group is sincere as well—irrespective
of whether the assignment materialised is fixed or free and whether the agents
know the judgments of their peers. Intuitively, the agents can trust that the
rule F°P! will achieve a collective judgment that is as accurate as possible.

2The other direction does not hold. Importantly, a counterexample may go through
under free but not fixed assignments because the agents have the option to manipulate
by abstaining on some premise they have sincerely thought about.
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Theorem 4. For any fized (or free) assignment and truth-oriented preferences:

(1) sincerity always gives rise to an interim equilibrium
(i) sincerity always gives rise to an ex-post equilibrium

Proof. By Lemma 2, we only need to prove case (ii). For an arbitrary sincere
profile J* = (J;, J*;), we have that U™ ((J;, J*;), J*) = [FP!(J;, J*;)NJA|,
where J4 captures the true evaluation of the propositions. Now suppose, aiming
for a contradiction, that there is an insinsere judgment J; of agent i such that
|Fort(J;, J*,) N JA| > |[FoPi(JF, J*,) N JA|. This means that FoP!(J;, J*,) #
Fort(J* J*,). Then, for a suitable aggregation rule F’ # F°P! we can write
Fort( g, J*,) = F'(JF,J*,) and derive that |F(J}, J*,)NJA| > |FoPY(JF, J* )N
J4|. But this is impossible, because according to Theorem 1 F'°P! has to maximise
aggrement with J4. Hence, it holds that |FoP!(J;, J*, )N JA| < |FPY(JF, T,)N
JA| for all J;, which implies that U/ ((J;, J*,),J*) < U™ ((J7,J~,),J*)
for all J; and concludes the proof. O

4.2 Reputation-oriented Preferences

When the agents care about the positive reputation they obtain by agreeing
with the collective judgment of the group, their incentives to behave insincerely
heavily depend on whether they already know the judgments of their peers. Of
course: if an agent knows precisely what the collective judgment of the group will
be, she can simply change her reported judgment to fully match that collective
judgment. On the other hand, we will see that if an agent does not know exactly
what the sincere judgments of her peers are, it is more attractive for her to
remain sincere (as—knowing that her sincere judgment is more accurate than
random—she can reasonably expect the group to agree with her).

Theorem 5. For any fized assignment and reputation-oriented preferences, sin-
cerity always gives rise to an interim equilibrium.

Proof. Given a fixed assignment, an agent 4, and a sincere judgment J;, let us call
Pgis the probability that agent ¢ will disagree with the group on the evaluation
of premise ¢. Let us assume that agent i’s judgment J; concerns both premises
¢ and v (the proof is analogous when J concerns only premise ¢). Now, let
us denote by P, the probability that the group is collectively correct on their
evaluation of ¢. Recalling that p > 1/2 is the probability that agent i is correct
on her evaluation of ¢, it holds that:

Pais < p(1—Py)+ (1 —p)Py = p+ Py(1 —2p)

Now, we have that p + Py(1 — 2p) < 1/2 if and only if P, > 1)2;1_/12 = 1/2,
which holds since all members of the group are more accurate than random.
So, Pgis < 1/2, which means that it is more probable for the group’s judg-

ment to agree with J on premise ¢ than to disiagree with it, and the same
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holds for premise ¢ as well. Therefore, agent ¢ has no better option than to
report her sincere judgment on the premises that are assigned to her. Formally,
EU[PHaton (1, J*,), JF) is maximised when J; = J;. O

Proposition 6. For reputation-oriented preferences, there exists a fixed (and
thus a free, from Lemma 3) assignment where sincerity does not always give rise
to an ex-post equilibrium.

Proof. Consider a fixed assignment where all agents in the group are asked about
both premises ¢ and v, agent ¢ has the sincere judgment J; = {¢, 1}, and all
other agents j have sincere judgments J; = {¢,¥}. Agent i would increase her
utility by reporting the insincere judgment J; = {¢,¥}. O

Theorem 7. For any free assignment and reputation-oriented preferences, sin-
cerity always gives rise to an interim equilibrium.

Proof. Consider an arbitrary free assignment and an agent ¢ with sincere judg-
ment J. Since the given assignment is uncertain, agent ¢ can potentially report
any judgment set she wants, that is, A; = J. Suppose that her sincere judg-
ment J} has size |J}| = k € {1, 2}. First, following the same argument as that in
the proof of Theorem 5, we see that agent ¢ cannot increase her expected utility
by reporting a judgment J; # J with |J;| = k. We omit the formal details, but
the intuition is clear: the group has higher probability to agree with the sincere
evaluation of agent i on each premise than to disagree with it.

However, we also need to show that agent ¢ cannot increase her expected
utility by reporting a judgment J; # J with |J;| # k. The case where |J;| > k is
straightforward: if agent ¢ has no information about one of the premises, the best
she could do is reporting a random judgment on that premise, but this would not
increase her expected utility. Thus, we need to consider the case where |J;| < k,
and more specifically the only interesting scenario with [J*| = 2 and |J;| = 1.
Say, without loss of generality, that J; = {¢}. Let us call Py, , (P;/)g,z) the
probability that the group will agree with agent i on her evaluation of ¢ ()
given that agent ¢ reports her sincere judgment on both premises, and let us call
P(;’;’I the probability that the group will agree with agent ¢ on her evaluation of
@ given that she reports her a judgment only on premise ¢. We have that:

E,(jireputatwn((Ji*7 J’iy)’ JZ*) — ]3;’0972 —+ P;{;’Q

EU:eputation((Ji7Jii),Ji*) — Pfg,l

and

Analogously to the proof of Theorem 5, it holds that P , > 1/2 and Pj’%z >
1/2,s0 Pfg72+Pf972 > 1. This means that P, | < P“”QQJrPi;,Q (because Py, | < 1

a
is a probability value), so, it is the case that EU;P“*“"((J;, J*,),J¢) <
EU[ "t”tw"((Ji*7J ), J;‘) We conclude that agent ¢ cannot increase her ex-

pected utility by reporting J; instead of J7. U



10 Z. Terzopoulou and U. Endriss

4.3 Self-oriented Preferences

Suppose the agents would like the collective outcome to agree with their own
sincere judgment. Now, having a fixed or a free assignment radically changes
their strategic considerations: under fixed assignments the agents can never in-
crease their utility by lying, while there are free assignments where insincere
behaviour is profitable. The critical difference is that when the agents are free to
submit judgments of variable size, they can increase the weight that the optimal
aggregation rule F°P! will assign to their judgment on one of the two premises
by avoiding to report a judgment on the other premise, thus having more op-
portunities to manipulate the outcome in favour of their private judgment.

Theorem 8. For any fized assignment and self-oriented preferences:

(1) sincerity always gives rise to an interim equilibrium
(%) sincerity always gives rise to an ex-post equilibrium

Proof. By Lemma 2, we only need to show case (ii). Given a fixed assignment,
an agent can only report an insincere opinion by flipping her sincere judgment
on some of the premises she is asked about. But if she did so, F°P! could only
favour a judgment different from her own, not increasing her utility. Thus, every
agent always maximises her utility by being sincere. O

Proposition 9. For self-oriented preferences, there exists a free assignment
such that sincerity does not always give rise to an interim (and thus also not to
an ex-post, from Lemma 2) equilibrium.

Proof. Consider a group of three agents and a free assignment as follows: Agent 1
reports an opinion on both premises ¢, with probability 1/2, and only on
premise @ or only on premise ¢ with probability 1/4 and 1/4, respectively.
Agent 2 reports a judgment on both premises ¢, ¥ with probability 1, and agent 3
reports a judgment only on premise ¢ with probability 1. Suppose that a2gent 1’s

truthful judgment is J; = {¢,v¥}. Suppose additionally that g > Mﬁ. In
such a case, if agent 1 decides to report her sincere judgment on both premises,
she will always be unable to affect the collective outcome on ¢ according to the
rule F°P! and she will obtain an outcome that agrees with her sincere judgment
on ¢ with probability p(p + 15—”) +(1=-pA-p+5)= p? 4+ p+1< 1. How-
ever, if agent 1 reports the insincere judgment J; = {1} instead, she will always
obtain a collective outcome on v that is identical to her own sincere judgment,
corresponding to a higher expected utility of value 1. Thus, we can conclude that

Ji ¢ argmax; ¢4, BU™M((J1, J5, J5), J7). O

5 Optimal Fixed Assignment

Having a group of n agents, different choices for assigning agents to questions
concerning the premises induce different fixed assignments, which in turn yield



Optimal Truth-Tracking Rules for the Aggregation of Incomplete Judgments 11

the correct answer on the conclusion with different probability. In this section we
are interested in finding the optimal (viz., the most accurate) such assignment.

Let us denote by n; < [5]| the number of agents that will be asked to
report a judgment only on premise ¢. For symmetry reasons, we assume that
the same number of agents will be asked to report a judgment only on premise ¥,
and the remaining n — 2n; agents will be asked to report a judgment on both
premises. Given ny, P, ,, (F°P') is the probability of the aggregation rule F°P*
producing a correct evaluation of premise ¢, and since we assume that the same
number of agents that will judge ¢ will also judge 1, it will be the case that
Py, (FPY) = Py, (FOPY). As in Sect; 3, the accuracy of Fort rteggarding the
conclusion is P,, (F°P') = § + Peny (B )2P1"="1(F ") _ 1y Pon) ()"
will maximise P,, (F'°P") if and only if we maximise P, ,,, (F°P"):

. Thus, we

argmax P, (F°P") = argmax P, (F"")
0<ni< 3] 0<ni< 3]

The optimal assignment depends on the specific number of agents n, but also on
the values p and ¢ of the individual accuracy. For small groups of at most four
agents, we calculate exactly what the optimal assignment is for any p and ¢; for
larger groups, we provide results for several indicative values of p and gq.

Proposition 10. For n = 2, argmax,, P, (F°P") = 1. Thus, when there are
just two agents, it is optimal to ask each of them to evaluate one of the two
premises (n1 = 1) rather than asking both to evaluate both premises (ny =0).

Proof. For n = 2 we have two options: n; = 0 or n; = 1. We consider them sep-
arately. It is the case that P, o(F°P!) = p? + %2])(1 —p) = p, while P, 1(F°P) =
q > p. Thus, argmax,, P, ,, (F°") =1. O

Proposition 11. For n = 3, argmax, Py, (F°") = 1 if and only if ¢ >
p*(3 - 2p).

Proof. For n = 3 we have two options: ny = 0 or n; = 1. We consider them
separately. It is the case that P, o(F°PY) = p® + (g)pQ(l —p) = p*(3 — 2p),
while P, 1(F°P") = ¢ (because the judgment of the agent who reports only on
premise ¢ will always prevail over the judgment of the agent who reports on
both premises). Thus, argmax,, P, ,, (F°") =1 if and only if ¢ > p*(3—2p). O

Thus, if agents who evaluate both premises are correct 60% of the time, then
in case there are three agents, you should ask two of them to focus on a single
premise each if and only if their accuracy for doing so is at least 64.8%.
Proposition 12. For n = 4, argmax,, P, (F) =1ifq < (17;’)72%1)2 and
argmax,, P, ,, (F°") =2 otherwise.
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Proof. We provide a sketch. We have three options: ny =0, ny =1, or n; = 2.
opt 4 4 3 174 2 2 2
Ppo(FP) =p" + {  |P" (L =p) + 5|, |P"(1 = p)" =p"(3 — 2p)

_ )2 2 . 2
a0+ 21 -p)+ 55+ (19 ife= 5

2

Ppy(F) = q it ¢> e

. 2
a(p* +2p(1 —p)) + (1 — q)p° if ¢ < e
1
Poa(F) = + 5a(1 - ) = g
The claim now follows after some simple algebraic manipulations, by distinguish-
2

ing cases regarding the relation of ¢ to C O

P
1—-p)*+p*"

Now, for an arbitrary number of agents n and a number of agents n; who judge
only premise ¢ (and the same for ), we have the following:

n—=2n1 ni ni
1
Py o (FPY) = E ( P(k,l,n,n1,p,q) + 3 E P(k,ﬁ,n,nl,p,q)>
k=0 £=0 £=0
s.t. LeW s.t. LeT

k counts how many of the agents that judge both premises are right on ¢.
¢ counts how many of the agents that judge only ¢ are right on ¢.
-Ww={/] Eloglq%’q —|—klog1p%p > (g —Z)log?q + (n—2m —k)log{v%p}.
= P(k.t,n,ny,p,q) = (") ()AL =) R (L g

For large groups with n > 5 it is too complex to calculate the optimal assignment
analytically in all cases. We instead look at some representative values of p and q.
For that purpose, we define a parameter « that intuitively captures the agents’
multitasking ability, as follows: o = 5 :8:?. Clearly, 0 < a < 1, and the smaller
is, the worse multitaskers the agents can be assumed to be.

We consider three types for the agents’ multitasking ability: good, average,
and bad, corresponding to values for a of 0.8, 0.5, and 0.2, respectively. In addi-
tion, we consider four types for the agents’ accuracy on a single question: very
high, high, medium, and low, corresponding to values for ¢ of 0.9, 0.8, 0.7, and
0.6, respectively. Table 2 demonstrates our findings regarding the optimal assign-
ment in terms of the number n; for these characteristic cases, for groups with
at most 15 members.>* In general, we can observe that the better multitaskers
the agents are, the lower the number n; that corresponds to the best assignment
is. This verifies an elementary intuition suggesting that if the agents are good
at multitasking, then it is profitable to ask many of them about both premises,
while if the agents are bad at multitasking, it is more beneficial to ask them
about a single premise each.

3For any assignment, collective accuracy converges to 1 as the size of the group
grows larger. Thus, our analysis is most interesting for groups that are not very large.
4The calculations were performed using a computer program in R.
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Low Medium High Very high
bad avg. good|bad avg. good|bad avg. good|bad avg. good

[N]
[\]
[N]
[\]
[\]
[\]
[\]
[\]
[\]
[N]
[\]
[N]

© 0 g o o3
Q

33 3|3 3 313 3 3|3 3 3
3 3 2|3 3 213 3 3|3 3 3
4 4 3 |4 3 314 4 3 |4 4 3
4 4 4 14 4 4|14 4 414 4 4
10 5 5 5 |5 5 5 |5 5 5 |5 5 5
11 5 &5 4|5 5 4|5 5 5 |5 5 5
12 6 6 5 |6 5 5 |6 6 5 16 6 5
13 6 6 6 |6 6 6 |6 6 6 |6 6 6
14 v o T\7 7 Tv.\|\v v T |7 7 7
15 T 7T 6 |7 7T 6 |7 7 7|7 7 7

Table 2. Optimal assignment in terms of the number of agents who should be asked
about premise ¢ only, for different group size, individual accuracy, multitasking ability.

6 Conclusion

We have contributed to the literature on the truth-tracking of aggregation rules
by considering scenarios where the agents may not all judge the same number
of issues that need to be decided by the group. Assuming that multitasking is
detrimental to the agents’ accuracy, we have found what the optimal method to
aggregate the judgments of the agents is, and we have analysed the incentives
for strategic behaviour that the agents may exhibit in this new context.

For this first study on the topic a few simplifying assumptions have been
made. First, we have assumed that all agents have the same accuracy and that
there are only two premises. Our analysis can be naturally extended beyond this
case, considering different accuracies and more than two premises: the optimal
aggregation rule would still be a weighted majority rule, agents with truth-
oriented preferences would still always be sincere, while agents who care about
their reputation or their individual opinion would still find reasons to lie—but
careful further work is essential here in order to clarify all relevant details. Sec-
ond, we have assumed that the exact values of the agents’ accuracies are known,
but this is often not true in practice. Thus, to complement our theoretical work,
our results could be combined with existing experimental research that measures
the accuracy of individual agents on specific application domains, ranging from
human-computer interaction [1] to crowdsourcing [7].
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