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1 Introduction and Motivation

It is generally accepted that a rational belief must be grounded in the evidence available to an agent.
However, there is much less agreement about the precise relationship between an agent’s beliefs
and her evidence. Understanding this complex mechanism raises many interesting philosophical
and technical issues. Modeling evidence requires richer structures than found in standard epistemic
semantics where the accessible worlds aggregate all reliable evidence gathered so far. Even recent
more finely-grained plausibility models ordering the epistemic ranges identify too much: belief
is indistinguishable from aggregated best evidence. At the opposite extreme, one might model
evidence syntactically as “formulas received”, but this seems overly detailed, and we we lose the
intuition that evidence can be semantic in nature, zooming in on some actual world.

Our proposal in this paper is to explore an intermediate semantic level, viz. that of neighborhood
semantics, where evidence is recorded as a family of sets of worlds. Neighborhood models have
been proposed as a technical tool for studying weak modal logics in the past. But here, we show
how they support a notion of evidence with matching languages for attitudes based on it, as well
as an array of natural actions that transform evidence.!

Our paper is mainly a pilot study. We develop the basics of neighborhood models for evidence
and belief, and the logics that they support. Then we move to the main theme of the paper, showing
how these models support natural actions of “evidence management”, ranging from external new
information to internal rearrangement. Our main results are relative completeness theorems for
these actions over the static base logic of evidence and belief, identifying the major ‘dynamic
equations’ that govern the flow of information. Finally, we show via some representation theorems
how the neighborhood framework extends the currently popular approach to dynamic logics of
belief revision via plausibility pre-orders. All this is just the start of a much larger research project,
and we indicate some further directions at the end.

2 Evidence in Neighbourhood Models

The semantics of evidence that we will use in this paper is based on neighborhood models (cf.
Chellas, 1980, Chapter 7). Segerberg (1971) is an early source, while Hansen (2003), Pacuit (2007)

!Precursors to our ideas are found in the treatment of abstract belief revision policies in Segerberg (1995) and
further explored in Leitgeb and Segerberg (2007), the PhD thesis of Girard (2008), and in the representation of
scientific theories as discussed in van Benthem (2005). Also inspirational was the work by Kaile Su and colleagues
(Su et al., 2005) on sensor-based models of knowledge in Al studies of agency. Finally, we mention the congenial
research program of ‘topologic’ (Moss and Parikh, 1992).



and Hansen et al. (2009) give modern motivations and mathematical details. Our main interest
is not the standard logic of these models per se, however, but the account of evidence dynamics
which they support.? Even so, our approach may also shed some new light on neighborhood logics.

2.1 The basic models

Let W be a set of possible worlds or states one of which represents the “actual” situation. An agent
gathers evidence about this situation from a variety of sources.®> To simplify things, we assume
these sources provide binary evidence, i.e., subsets of W which (may) contain the actual world. We
make the following basic assumptions:

1. Sources may or may not be reliable: a subset recording a piece of evidence need not contain
the actual world. Also, agents need not know which evidence is reliable.

2. The evidence gathered from different sources (or even the same source) may be jointly incon-
sistent. And so, the intersection of all the gathered evidence may be empty.

3. Despite the fact that sources may not be reliable or jointly inconsistent, they are all the agent
has for forming beliefs. 4

The evidential state of the agent is the set of all propositions identified by the agent’s sources.
In general, this could be any collection of subsets of W; but we impose some constraints:

e No evidence set is empty (evidence per se is never contradictory),

e The whole universe W is an evidence set (agents know their ‘space’).

In addition, much of the literature would suggest a ‘monotonicity’ assumption:
If the agent has evidence X and X C Y then the agent has evidence Y.

To us, however, this is a property of propositions supported by evidence, not of the evidence itself.
Therefore, we will model this feature differently, through the semantics of our logic.

Example 2.1 To illustrate these ideas, consider a situation with two worlds W = {w, v}, where p
is true at w and not at v. The following might be evidential states:

CE HOIENICC

There is evidence There is evidence  There is evidence that
that supports p. that rejects p. supports p and also ev-
idence that rejects p.

There is no evidence
for or against p.

20ther concrete uses of neighborhood models are logics for knowledge: (cf. Vardi, 1986), players’ powers in games
(cf. Parikh, 1985; Pauly, 2002), and beliefs in the dynamic-epistemic foundations of game theory (cf. Zvesper, 2010).

3We basically treat the single-agent case, the many agent case is discussed briefly in Section 5.

“Modeling sources and agents’ trust in these is possible — but we do not develop this theme here.



Definition 2.2 (Evidence Model) An evidence model is a tuple M = (W, E, V), where W is
a non-empty set of worlds, E C W x p(W) is an evidence relation, V : At — (W) is a valuation
function. A pointed evidence model is a pair M, w where w is the “actual world”. When F is
a constant function, we write (W, &, V), w where £ is the fixed family of subsets of W related to
each state by F. In such a case, we call M a uniform evidence model. N

We write E(w) for the set {X | wEX}. If X € E(w), we say “the agent accepts X as evidence at
state w”. The above two constraints on the evidence function then become:

(Cons) For each state w, () & E(w).
(Triv) For each state w, W € E(w).

In what follows, we shall mainly work with uniform evidence models. While this may seem very
restrictive, the reader will soon see how much relevant structure can be found even at this level.

As stated before, we do not assume that FE(w) is closed under supersets. Also, even though
evidence pieces are non-empty, their combination through the obvious operations of taking inter-
sections need not yield consistent evidence: we allow for disjoint evidence sets, whose combination
may lead (and should lead) to trouble. But importantly, even though an agent may not be able to
consistently combine all of her evidence, there will be maximal collections of admissible evidence
that she can safely put together:

Definition 2.3 (Maximal overlapping evidence) A family X" of subsets of W has the finite
intersection property (fip.) if, for each finite subfamily {Xi,..., X} C X, 1, Xi # 0.
The set X has the maximal f.i.p. if X has the f.i.p. but no proper extension X’ of X has f.i.p. <

We will now develop the logic of this framework. Clearly, the above families of sets give us more
detail than the usual information states with sets of (accessible) worlds. However, our semantic
abstraction level does not provide us with details of code and syntax — and hence it retains a
whiff of epistemic closure and logical omniscience. If finer operational aspects of inference and
introspection are thought important to one’s notion of evidence, then the methods of this paper
should be extended to include the dynamic logics of awareness and inference (Fagin and Halpern,
1988; Agotnes and Alechina, 2007; van Benthem, 2008; Velazquez-Quesada, 2009).

Here is one final restriction: all models in this paper are assumed to be finite. Lifting this
restriction is possible, but the lure of the infinite must be left for another occasion.

2.2 Reasoning about an agent’s beliefs and evidence
In this section, we introduce our basic logic for reasoning about evidence and beliefs.
Language While many formalisms come to mind, we will merely explore a simple modal system.

Definition 2.4 (Evidence and Belief Language) Let At be a fixed set of atomic propositions.
Let Ly be the smallest set of formulas generated by the following grammar

pl-p oAy | Be|Op| Ap

where p € At. Additional propositional connectives (A, —, ) are defined as usual and the existen-
tial modality F¢ is defined as =A-p. <



The intended interpretation of Oy is “the agent has evidence that ¢ is true” (i.e., “the agent
has evidence for ¢”) and By says that “the agents believes that ¢ is true”. We also include the
universal modality (Ag: “p is true in all states”) for technical convenience.

Our notion of evidence of having evidence for ¢ need not imply that the agent believes . In
order to believe a proposition ¢, the agent must consider all her evidence for or against ¢. To
model the latter, we will make use of Definition 2.3. Each maximal f.i.p. subset of F(w) represents
a maximally consistent theory based on (some of) the evidence collected at w. °

Semantics We now interpret formulas of this language on our neighborhood models,

Definition 2.5 (Truth) Let M = (W, E, V) be an evidence model. Truth of a formula ¢ € Ly is
defined inductively as follows:

e M,wkEpiff we V(p) (p € At)
e M,w k= —piff Mw - ¢

Mow =AY iff MywlE ¢ and M,w =19

M, w = Ogp iff there exists X such that wEX and for all v € X, M,v = ¢
e M,w |= By for each maximal fi.p. X C F(w) and for allv e X, M,v = ¢
e MwkEApiffforallve W, M,v ¢
The truth set of ¢ is the set [p]am = {w | M, w [= ¢}. The standard logical notions of satisfiability

and validity are defined as usual. N

In uniform evidence models, our main concern, these clauses work out the same. 6

Logical validities Now we get a set of valid principles for evidence and belief. While the complete
static logic of our language is not the main concern of this paper, being rather evidence dynamics,
we do make a few simple observations.

Fact 2.6 (i) A satisfies all laws of modal S5,7 B satisfies the modal logic KD,® and O satisfies
only the principles of the minimal classical modal logic allowing for upward monotonicity (but
conjunction under the modality fails)®. (ii) The operator connections

% Analogous ideas occur in semantic theories of conditionals (cf. Kratzer, 1977; Veltman, 1976) as well as policies
for belief revision (cf. Géardenfors, 1988; Rott, 2001).

50ne might also be interested in a notion of knowledge in our models. One candidate is truth in all worlds occurring
in evidence sets, since these are the relevant ones. Given our special assumptions, this is the whole universe, and
hence the A-modality serves as knowledge. More refined modelings of knowledge are possible, here and later in this
paper, but we omit them here.

"By the axioms A(p — 1) = (Ap — AY), Ap — ¢, Ap — AAp, ~Ap — A=Ay and the rule of Necessitation.

8By the axioms B(¢ — ¥) — (Byp — Bv), By — ~B-y and the rule of Necessitation.

9That is, (O AD) — O(p A1) is not valid. The logic only contains the axiom scheme dual O > =O—¢p (given
the usual definition of < as the dual of O) and the monotonicity rule: “from ¢ — v, infer Op — )",



are valid, but no other implications hold.

Verifying part (i) of the above fact is straightforward. In particular, the observation about [
is typical for neighborhood semantics: the basic evidence modality does not allow of automatic
“aggregation by conjunction”. For aggregation to happen, an agent must do work — as we will
see later on. The validity in part (ii) follows from our two basic assumptions (Cons) and (Triv):
that Ap — (O A Byp) is valid follows from the fact that the evidential states are assumed to be
non-empty (by Triv, at least W is in the agent’s evidential state); and the fact that O — E¢ is
valid follows from the assumption that evidence sets are non-empty.

But over our special class of uniform evidence models, we can say much more about validities.
First note that the following are valid:

By - ABy and Oy — AOp.
It follows easily that belief introspection is trivially true, as reflected in:

Op <> By and —Up < B-Up

These observations suggest the following more general proposition:

Proposition 2.7 On the class of uniform evidence models, each formula of Ly is equivalent to a
formula with modal depth 1.

The proof is essentially the same as that for modal S5 (cf. Meyer and van der Hoek, 2004, Section
1.7.6). Axiomatizing the logic of our models completely seems an application of standard techniques,
but we do not pursue this theme here. 1°

Model theory and bisimulation While our basic system seems quite straightforward, our
treatment of belief has some special features deviating from modal orthodoxy. These become
visible when we consider the fundamental semantic invariance of bisimulation appropriate to our
evidence models. !

For a start, recall that we do not assume that the set of evidence accepted by the agent at a world
is closed under supersets, though our semantic definition implies that the set of propositions that
the agent has evidence foris closed under weakening. This means that our language L is invariant
under adding supersets of evidence already contained in a model. As a concrete illustration of this
point, consider the three evidential states pictured below:

10The semantics for belief may pose some problems, since it does not translate obviously into standard modal or
guarded first-order languages.
"This section is a brief technical excursion that can be skipped without loss of continuity.



& = (X} £ = {X,Y} & = {X.,Y, 2}

In each model the agent believes any proposition entailed by X. Furthermore, the agent has
evidence for X, Y and Z (and all that they entail) in all three models. Of particular interest is
evidential state &, where the agent not only has evidence for Y (because of the accepted evidence
X), but also has accepted Y itself as evidence. However, in general, an agent can have evidence
for X without accepting the set X as evidence.'? This all suggests the following observation:

Fact 2.8 Let M = (W, E,V) and M' = (W, E"| V) be two models differing only in their evidence
functions. Suppose that, for all w € W, (1) E(w) C E'(w) and (2) if X' € E'(w), there is a
X € E(w) with X C X'. Then, for allw € W and all ¢ € Ly, M',w ¢ iff M',w = ¢.

The proof is an easy induction on the structure of the formulas. A natural generalization here is the
“monotonic bisimulation” familiar from the literature on neighbourhood semantics (Hansen et al.,
2009; Hansen, 2003) and game logics (Pauly, 2001).

Definition 2.9 (Monotonic bisimulation) Let M; = (Wi, Ey, Vi) and My = (Wa, Es, Va) be
two evidence models. A non-empty relation Z C W7 x W is a bisimulation if, for all worlds
wy € W1 and wy € Wo:

Prop If wi Zws, then for all p € At, p € Vi(w;) iff p € Va(wa).

Forth If wyZws, then for each X € E{""(w;) there is a X’ € Ey""(wq) such that for all 2/ € X',
there is a z € X such that xZ2’.

Back If wy Zws, then for each X € E5"(ws) there is a X' € E{""(w1) such that for all 2’ € X',
there is a € X such that zZx’.

We write M7 €& M,y there there is a bisimulation Z between M; and My and M1, w1 € Mo, wo
if in addition wi Zws. We say Z is a total bisimulation if it is a bisimulation and every world in
W7 is related to at least one world in Wy and vice versa. N

It is a standard fact that the sublanguage of £y without belief operators is invariant under total
bisimulations (totality is needed for the universal modality). Thus, with respect to statements
about evidential states two evidence models are the “same” if they are neighborhood bisimilar.
Interestingly, beliefs are not invariant under this notion of bisimulation.

Fact 2.10 The belief modality is not definable in terms of evidence modalities only.

Proof. Consider the following example of two evidence models:

12This issue will return when discussing an evidence removal operation: cf. the proof of Proposition 3.12.



& ={X,Y} r & ={X}

It is easy to see that the dashed line is a total bisimulation between the above two models. Still,
note that p is believed in the model on the left (Bp is true) but not in the model on the right. QED

Of course, there remains the issue of finding a stronger notion of bisimulation respecting the
complete language of evidence and belief. We refer to Section 5 for some thoughts.

2.3 Conditional belief and conditional evidence

While our language so far has a familiar look, it still lacks some basic features that have turned out
essential to logics of belief. For this reason, and also in anticipation of the evidence dynamics found
in the next section, we introduce conditional belief and evidence, replacing absolute belief By and
evidence [y with their conditional versions: B¥y and [(0¥¢. Let £1 be the resulting language. 3

Conditional evidence The intended interpretation of [1¥%) is “the agent has evidence that ¢ is
true conditional on ¢ being true”. This is almost immediate, but not quite. When conditioning
on ¢ the agent may have evidence X inconsistent with ¢. Thus, we cannot simply intersect each
piece of evidence with the truth set of . We say that X C W is consistent (compatible) with
¢ if X N [¢]m # 0. Truth of conditional evidence can then be defined as follows:

o M, w = [O%y iff there exists an evidence set X € F(w) which is consistent with ¢ such that
for all worlds v € X N [p]m, M,v = .

In particular, if there is no evidence consistent with ¢, then [1¥ is false. This, in turn means
that 0% is not equivalent to (¢ — v). ' Indeed, a simple bisimulation argument shows that
no definition exists for conditional evidence in the language with absolute evidence and belief.

Conditional belief Defining conditional belief (B¥) requires us to understand what it means
to “relativize” an evidence model to some formula ¢. Some of the agent’s current evidence may be
inconsistent with ¢ (i.e., disjoint with [p]a). If one is restricting attention to situations where ¢
is true, then such inconsistent evidence must be “ignored”. Here is how we do this:

Definition 2.11 (Relativized maximal overlapping evidence) Suppose that X C W. Given
a collection X of subsets of W (i.e., X C p(W)), the relativization of X to X is the set XX =

13As usual, we can define absolute belief and evidence as follows: By := B'¢ and Op := [O'¢. That these
syntactic definitions are semantically correct will become apparent below.

14T5 see this, consider a model where ¢ is false at all worlds. Then (¥4 is also false at all worlds, but (e — )
will be true at all worlds, since ¢ — 9 is true everywhere.



{YNX |Y € X}. Wesay that a collection X of subsets of W has the finite intersection property
relative to X (X-f.ip.) if, for each {X3,...,X,} C &X, Ni<icn Xi # (). X has the maximal
X-f.i.p. if X has X-f.i.p. and no proper extension X’ of X has the X-f.i.p. N

To simplify notation, when X is the truth set of formula ¢, we write “maximal p-f.i.p.” for “maximal
[e]m-fip.” and “X¥¢” for “X[¥lmM”  Now we define conditional belief:

e M,w = B¥% iff for each maximal p-f.i.p. X C E(w), for each v € (X%, M,v E ¢

Of course, By — BY¢ is not valid. One can compare this to the failure of monotonicity for
antecedents in conditional logic. In our more general setting which allows inconsistencies among
accepted evidence, we also see that the following variant is not valid:

By — BYoV B Yy
This is interesting as it is valid on connected plausibility models.

Example 2.12 Consider the model M = (W, E, V') whose evidence function for world w is pictured
below. There are four evidence sets (i.e., E(w) = {X1, X2, Y1,Y2}). There are two maximal f.i.p.
X ={X1,Y1} and Xy = {X9,Ys}. Since X; NY; C [g]m for i = 1,2, we have M, w | Bg.

e D, q o D, q e D,q
X, Y1
oD, q e D, q e D, q
X, Yo

When the agent conditions on p, there is are two maximal [p]am-fip. sets &1 = {X1,Y1} and
Xo = {X1}. Since NXy € [pJm we have M, w |= =BPq. Furthermore, there are two [—p]m-f.i.p.
sets X1 = {X1} and Xy = {Y1,Y2}. Since NX; € [g]m, we also have M, w = ~B™Pq.

The complete logic of the above notions show strong analogies with the basic logic of conditionals
as found in (Burgess, 1981; Veltman, 1985; Girard, 2008). !> Conditional belief satisfies

1. B%y

2. B — BV

3. (B?Y1 A B¥92) — B(¢1 A o)
4. (B¥y1 A B¥3) — B (Y1 A o)
5. (B4 A BP2p) — BP1Ve2)

15To make a comparison with conditional semantics easier, our treatment of belief may be viewed as involving a
binary relation from any world w to all worlds occurring in the intersection of all maximally f.i.p. families of evidence.



6. (B¥Y A BYp) — (B¥x < BYY)

Compare the fifth validity to the formula discussed in the above example. Further possible validities
include “cautious monotonicity”: (B¥v¢ A B¥x) — B?"¥x. 16 But of course, the full logic that
we need would add evidence and conditional evidence modalities, which amounts to mixing normal
and non-normal conditional logics in one system. 7

2.4 Non-uniform evidence models

For ease of exposition, this paper works with uniform evidence models, the neighborhood counter-
part of binary, rather than ternary accessibility relations between worlds. However, it is easy to
generalize our analysis to models where different worlds may have different evidence sets.

Example 2.13 Here is how the earlier introspection property for evidence fails. Suppose there are
two worlds W = {w, v} and an atomic proposition p true only at v. We will construct an evidence
relation so that M, w = Op A =0O0p. Suppose there are two evidential states, X = {{v}, W} and
X" = {W}. The evidence relation F relates w to X and v to X’ as pictured below:

w v

In the above model, w is the only state where M, w = Op, so [Op]a = {w}. However, there is no
evidence for {w} in X, so M, w = -OOp.

As for the logic, we now get a much weaker set of valid principles, supporting many new
distinctions. In particular, no iterations of evidence operators will be collapsed, the same way the
basic conditional logic does not collapse nested implications.

Finally, as in standard modal logic, one can study the effects of imposing special conditions on
our general models. This was true before already: it is well-known that imposing (e A Ovy) —
(O(p A1))) requires closure of evidence sets under intersections, leading to a collapse into relational
semantics. Likewise, for example, the above introspection principle Oy — [OOg is true on an
evidence frame (i.e., a model without a valuation) iff the evidence function E has the following
property: for all w, if X € E(w), then {v | there is an Y € E(v) with Y C X} € F(w). Hansen
(2003) develops a systematic modal correspondence theory in this context.

This concludes our discussion of the static base language of evidence models. While this may
look like a rich repertoire already, it still follows familiar patterns for absolute and conditional

16These depend on evidence counterparts to transitivity in order semantics, but we omit technical details. Our
treatment of belief may be viewed as involving a binary relation from any world w to all worlds occurring in the
intersection of a maximally f.i.p. families of evidence.

17We are not aware of complete axiomatizations for such mixed systems.



belief. However, as we shall see in the following section, there are still further natural evidence
modalities, and we will bring them to light through a dynamic analysis of operations that change
one’s current evidence.

3 Natural Operations on Evidence Models

Evidence is not a static substance that we have once and for all. It is continually affected by new
incoming information, and also by processes of internal re-evaluation. Our main point in this paper
is to show how this dynamics can be naturally made visible on the neighborhood models that we
have introduced so far.

Our methodology in doing so comes from recent dynamic logics of knowledge update (van Dit-
marsch et al., 2007; van Benthem, 2011) and belief revision (van Benthem, 2004; Baltag and Smets,
2006a), which model a rich repertoire of informational actions driving agency. Formally, these
come as operations that change current models, viewed as snapshots of an agent’s information and
attitudes in some relevant process over time. Examples range from “hard” information change pro-
vided by public announcements (Plaza, 2007; Gerbrandy, 1999) to softer announcements encoding
different policies of belief revision (cf. Rott, 2006) by more radical or more conservative upgrades of
plausibility orderings. Nowadays there are also dynamic logics of acts of inference or introspection
that raise ‘awareness’ (van Benthem, 2008; Velazquez-Quesada, 2009), and of questions that modify
the focus of a current process of inquiry (van Benthem and Minica, 2009).

Our neighborhood models of evidence and belief suggest a new scope for all these methods, as
they bring out various forms of what may be called evidence dynamics. What we expect, and what
we will soon find confirmed, in line with our richer structure as compared with standard relational
models, is a finer view of possible changes that can take place. '®

3.1 Public announcements

We start with the situation where the agent considers the (source of) the new evidence infallible.
This type of informational action has been extensively studied in the dynamic epistemic logic
literature and is usually called public announcement (or also “public observation”).

Definition 3.1 (Public Announcement) Let M = (W, E, V) be an evidence model and ¢ € £;
a formula. The model M' = (W', E' V'?) is defined as follows: W'? = [p]u, for each p € At,
V*¥%(p) = V(p) N W' and for all w € W,

E¥Y(w)={X|0# X =Y n[p]pm for some Y € E(w)}. q

There is again a corresponding modal operator [!¢]v, this time, expressing that “y is true after the
public announcement of ¢”. Its truth is defined as usual:

(PA)  M,w = [l iff M, w = ¢ implies M, w |= 1.

On evidence models, the standard recursion axioms for public announcement then turn out to be
valid, and we get a new set of dynamic equations for evidence under hard information. Again, we
get a relative completeness theorem, which we state in slightly less detail than the preceding one:

8Dynamic-epistemic views of neighborhood models with different motivations coming from game theory and prob-
ability theory are found in (Agotnes and van Ditmarsch, 2010; Demey, 2010a; Zvesper, 2010).

10



Theorem 3.2 The dynamic logic of evidence-based belief under public announcement is axiom-
atized completely over the chosen static base logic by (a) the minimal modal logic for separate
dynamic modalities, (b) the following set of recursion axioms:

(PA1) [lo]p < (p—=p) (PEA
(PA2) [l Ax) < ([lelv Allglx)
(PA3)  [lo]¢ < (o= [lely)
(PA4)  [lo]0y < (o= DO%lgly)
(PA5)  [l] By < (v = B?[loly)
(PA6) [0 & (p— Olgly)
(PAT) [l9]B*y < (p — BM¥elp)y)
(PA3) [lp]Ay < (v = Allgly)

Table 2: Public Announcement Recursion Azxioms

Proof. The general strategy of the proof is standard. Owing to lack of space, we omit detailed
verifications for the key axioms PA1 - PA8, which may be obtained in analogy with the calculations
in (Demey, 2010b) and (Zvesper, 2010, Chapter 3). QED

From the perspective of our evidence models, a public announcement of ¢ can be naturally
“deconstructed” into a complex combination of three distinct operations:

1. Evidence addition: the agent accepts that ¢ is an “admissible” piece of evidence (perhaps
on par with the other available evidence).

2. Evidence removal: the agent removes any evidence for —¢.

3. Evidence modification: the agent incorporates ¢ into each piece of evidence gathered so
far, making ¢ the most important piece of evidence.

Our richer evidence models allows us to study each of these operations individually.

3.2 Evidence addition

The first action we investigate is accepting an input from a trusted source. Let M be an evidence
model and ¢ a new piece of evidence which the agent decides to accept. Here “acceptance” does not
necessarily mean that the agent believes that ¢ is true, but rather that she agrees that ¢ should be
considered when “weighing” her evidence. The formal definition of this action is straightforward:

Definition 3.3 (Evidence Addition) Let M = (W, E, V) be an evidence model, and ¢ a for-
mula in £1. The model M = (Wt? ET¢ V@) has W2 =W, V¢ =V and for all w € W,

ET?(w) = E(w) U{[e]m}- <

11



This operation can be described explicitly in our modal language with a dynamic modality [+¢]v
which is intended to mean “i is true after ¢ is accepted as an admissible piece of evidence”. The
truth condition for this formula is straightforward:

(EA)  M,w = [+¢)¢ iff M,w E Ep implies M™% w |= 1.

Here, since evidence sets cannot be empty, the precondition for evidence addition is that ¢ is true
at some state. Compare this with the better-known precondition for public announcement which
requires the announced formula to be true.

Now we can capture the essence of evidence addition in logical terms. The goal is to find
recursive axioms that precisely describe the effect of its action on models, and may be viewed as
the ‘dynamic equations’ of this evidence change.

Definition 3.4 (Compatible/Incompatible) Let M = (W, E,V) be an evidence model and

X C E(w) a collection of evidence sets. Let ¢ be a formula, we say

1. X is maximally ¢p-compatible provided NX N [¢]a # @ and no proper extension X’ of X
has this property; and

2. X is incompatible with ¢ provided there are Xi,..., X, € X such that X;n---N X, C
[=¢lm- q

The following example illustrates this definition.

Example 3.5 Consider the evidential state pictured below. There are four maximal f.i.p. sets
Xl = {X(),Xl},XQ = {XQ},X?, = {X37X4} and X4 = {X5,X6}. Given the a formula Y, wWe
partition the the evidential state into those states satisfying ¢ and those satisfying —:

=

Maximally p-compatible sets: X1 = {Xo, X1}, Xo = {Xo}, &3 = { X3}, Xy = { X4}

Maximal f.i.p. sets incompatible with ¢: X; = { X3, X4}, X = { X5, X6}

Maximally —p-compatible sets: A1 = {Xo}, Ao = {X3, X4}, X3 = {X5, X6}
e Maximal f.i.p. sets incompatible with —: X} = {Xg, X1}

In particular, note that maximally —p-compatibility need not imply maximally incompatible with
¢: For example, {X»} is maximally —¢-compatible but not incompatible with ¢.
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We can rephrase the definition of conditional belief (which we now denote BT%1)) as follows:
M, w = BT iff for each maximally ¢-compatible X C E(w), (X N [¢]m C [¢]m
But, more interesting, is a new conditional belief operator, now based on incompatibility:

Conditional Beliefs (Incompatibility Version) M,w | B~ % iff for all maximal f.i.p., if X
is incompatible with ¢ then (X C [¢]m-

Lemma 3.6 The formula [+p]|Bt <> E@ — (BT#[+p]) A B~?[+¢]) is valid

Proof. Let M = (W, E, V) be an evidence model and ¢ a formula with [¢]a # 0. We first note
the following facts:

1. X C E(w) is maximally p-compatible iff X U {[¢]Jm} € ET¥(w) is a maximal f.i.p.

2. X C F(w) is a maximal f.i.p. that is incompatible with ¢ iff ¥ C ET¥¢(w) is a maximal f.i.p.
that does not contain [¢]as.

The proof of both of these facts follows from the observation that F(w) C ET¥(w) and any X that
is a maximal f.i.p. in ET?(w) but not in E(w) must contain [¢] .
Suppose M, w |= [+¢]Bw. Then,

(%) for all maximal f.i.p. X C Et?(w), we have (X C [¢]pi++

We must show M, w = BT?[+p]i A B=?[+p]. To see that the left conjunct is true, let X C F(w)
be any maximally p-compatible collection of evidence. By (1), XY U{[¢]m} C ET%(w) is a maximal
f.i.p. set. Then, we have

X N[l = (X U{lelam}) € [lre = [+l

where the containment follows from (x). Since X’ was an arbitrary maximally ¢-compatible set,
we have M,w = BT¥[+¢p]i. For the right conjunct, let X C E(w) be any maximal f.i.p. that
is incompatible with ¢. By (2), X € ET%(w) is a maximal f.i.p. (that does not contain [p]a).
Again by (x) we have

X < [lare = [[+]]m

Hence, since X was an arbitrary maximal f.i.p. subset of E(w) incompatible with ¢, we have
M, w |= B~?[+¢tp. This shows that [+p]|By — BT¢[+p|p A BT¢[+p]y is valid.

Suppose now that M, w = BT#[+¢]y) A BT#[+¢]ip. Then
A. For all maximally ¢-compatible X C E(w), we have (X N [p]m C [[+¢]¢]m; and
B. For all maximally f.i.p. X C E(w) incompatible with ¢, we have (X C [[+¢]]m-

We must show M*? w = By. Let X C ET¢(w) be a maximal f.i.p. set. There are two cases
to consider. First, [o]m € X. Then, by (1), X — {[¢]m} C E(w) is maximally ¢-compatible.
Furthermore, by (A) we have

N =X = {Ielm}) 0 [l S 1l = [l aeee

13



The second case is [p]Ja € X. Then by (2), X C F(w) is a maximal f.i.p. that is incompatible
with ¢. By (B), we have

X S [+elelm = [
In either case, (X C [¢)] py++; hence, M w = B, as desired. QED

A complete logical analysis of recursion axioms has to mix compatibility-based conditional belief and
the new incompatibility-based notion, generalizing them to one notion of belief that is conditional
on one proposition, but only at stages where some other proposition has already been settled.”
Thus, we find a new conditional belief operator which generalizes both types of conditional belief
operators we have encountered thus far.

Language Extension Let £5 be the smallest set of formulas generated by the following grammar:

pl-wleAy|Op| BHYx | Ap
where p € At and @ is any finite sequence of formulas from the language.?’

Definition 3.7 (Truth of £2) We only define the new modal operator:

e M,w = B?¥y iff for all maximally ¢-compatible sets X C E(w), if X N [p]m € [¢]m,
then (1 1 [elat € X

Note that we defined Bt% as B¥T and B~¢ as B¢ q

As usual in dynamic-epistemic logic, we concentrate on the principles that need to be added to
the static base logic. A precise choice of models and valid principles for the latter is largely a ‘free
parameter’ in our analysis.

Theorem 3.8 The dynamic logic of evidence addition is axiomatized completely by (a) the static
base logic of evidence models, (b) the minimal modal logic for each separate dynamic modality, and
(c) the following set of recursion azioms:

9Excluding ¢ as in the above incompatibility notion amounts to having settled that — holds. The idea of condi-
tionality relative to some proposition having been settled is reminiscent of the semantics of intuitionistic implication,
and analogies with relational models with be pursued in Section 4 below.

20 Absolute belief and evidence versions again arise by setting some parameters to T.
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(EAL) [+¢lp < (Bp—p) (peAt)
(EA2) [+ol(@Ax) < ([+elv Al+elx)
(EA3) [+l < (Be = —[+ely)
(EA4)  [+¢]0y < (Bp — (OH+ely vV Alp — [+¢]¥)))
(EA5)  [+¢]By < (Bp = (B™[+]Y A B=?[+¢]y))
(BA6) [+ol0%% < (Ep— ([OF¥[+plp v (E(p A [+pla)A
A((p A [+ela) = [+elv))))
(EAT) [+¢]BY*x & (Bp — (BPFAGIle[L o]y A BIFelvmenlteleyp)y))
(EA8) [+¢]AY < (B — Al+oly)

Table 1: Evidence Addition Recursion Azioms

Proof. As for soundness, we mainly explain what the recursion axioms say, which then easily
justifies their validity. The first three axioms express the usual relationship between a dynamic-
epistemic modality and boolean connectives. For example, axiom F A3 says that evidence addition
is functional: it maps each evidence model to the unique model representing the situation after the
evidence is accepted. Axioms FA4 - FA8 then describe the precise effect of evidence addition on
the agent’s (conditional) beliefs and accepted evidence. Axiom FE A4 says that after accepting ¢
as evidence, the agent has evidence that v just in case either the agent had evidence for ¢ before
adding ¢, or ¥ was implied by ¢ in the model. Axiom E A5 shows the effect of accepting the evidence
 on the agent’s beliefs. An agent comes to believe ¢ after accepting ¢ as evidence just in case the
agent believed v conditional on ¢ being true and believes ¢ conditional on the incompatibility of
. This should be contrasted with the much stronger law for public announcement (cf. axiom PA5
in Section 3.1 above) which only considers whether the agent believed 1 conditional on ¢ being
true.

Here are a few more detailed verifications of some key recursion axioms. To simplify the pre-
sentation, assume that [p]a # 0 (so M, w = Ep).

(Axiom EA4.) M,w E [+¢]0¢ iff MT% w = Oy iff there is an X € ET¢(w) with X C [¢] pq+e-
By definition, we have [] \+¢ = [[+¢]¥]m. There are two cases to consider for the axiom:

1. X € E(w). Then, M,w = O[+p].
2. X = [¢]m. This means that [e]m C [[+¢]Y]m and so M, w | A(p — [+¢]v).

(Axiom EA5.) The validity of this axiom is proven in Lemma 3.6.

(Axiom EA6.) M,w E [+p]0%) iff MT? w | O%) iff there exists X € E1?(w) consistent with
a and having X N [a] p+¢ € [$]pr+¢. Again there are two cases:

1. X € E(w). Then we have X N [[+¢la]m = X N [a] e C [W]m+e = [[+o]tV]m. Hence
Myw O],
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2. X = [p]m. Then we have [p]am N [a] p+e € [¢]ag+¢. Therefore, M, w = A((¢ A [+¢la) —
[+¢]1). Furthermore, since X is consistent with a in M*% we have [p]m N [a]p+e # 0,
and hence M, w = E(p A [+¢]a).

(Axiom EAT7.) The proof here is similar to the proof of Lemma 3.6. We first note the following
facts:

1. X C E(w) is maximally ¢ A [+¢]y-compatible with (X N [o A [+e]v]m C [[+ela]am iff
X U{[e]m} € ET?(w) is maximally ¢-compatible with (\(X U{[e]m}) N[L] e C [a)pre

2. X C E(w) is maximally [+¢]i-compatible with (X N [[+¢]v]m C [-e A [+ela]am iff X C
E*?(w) is maximally 1)-compatible such that [p]pm & X and (X N [¢Y] e C [a] gt

The proof of these facts is straightforward. For the proof of (2), note that if X C Et%(w) is
maximally ¥-compatible and [p]r € X then we must have () X N [¢¥] p+e € [-@]am. Suppose that
M, w = [+¢]|B¥*x. Then,

(%) for all maximally i-compatible X C ET%(w) with (X N [¢Y]p+¢ C [@] pr+e, We have
NX N [Plaere S Dlmre

We must show M, w | BPAFAV:Fele Loy A BV meAlFela [ 1]y, To see that the first conjunct
is true, let X C E(w) be maximally oA [+¢]¢-compatible with (XN ([e A [+¢]Y]m) C [[+e]la]m
By (1), XU{[¢]m} C ET¥(w) is maximally 1)-compatible with ((XU{[¢]m P[] p+e € [[Oz]]Mw-
By (%),

(xNle A Helylam = [ X0[elmnl+ella = (Y@ U{Ielr DN aere € Dilaere = [Hex]m

Hence, M,w }= B NFA el Loy For the second conjunct, let X C E(w) be a maximally
[+p]i-compatible set with (X N [[+¢]Ylm C [-¢ A [+¢la]m. Then by (2), X C ET¢(w) is
maximally ¢-compatible with X N [¢]p+¢ C [a]pg+¢. By (%), we have

(X N H+elela = ()X 0 [Wlaere € IXare = [H+elxIm

Hence, M, w = B[+w]wﬁ<p/\[+@]a[+¢]x
For the converse, suppose that M, w = BP @b Helaly o)y A BlFelYmenlelal L o]y Then

A. for all maximally pA[+¢]i-compatible sets X C E(w) with () XN[e A [+¢]Y]m C [[+ela]m
we have (YN [ A [+l € [[+#]x]am 5 and

B. for all maximally [+p]iy-compatible sets X C E(w) with (X N [[+¢]v]m C [-e A [+@la]m
we have X N [[+¢]v]m C [[+elxIm-

We must show M™% w = BY%y. Let X C E*¥(w) be a maximally i-compatible set with
NX N [Y]am+e € [a]p+e. There are two cases. First, [p]m € X. Then by (1), X — {[p]m} is

maximally ¢ A [+¢]i-compatible with (X — {[¢]m}) N [e A [+e]v]m C [[+e]a]m- By (A), we
have

X N [Blaee = )X = {lelamd) N e A [H+edlm € [H+elxdm = Dl e
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The second case is [p]jym € X. Then, by (2), X C E(w) is maximally [+¢]i-compatible with
NX O [HelvIm € [-e A [+¢lefa By (B), we have

(X N[l = ()X N Helelm S DHexXIm = X

In either case, X N [¥]a+e € [X]pgtes S0 MTP w = B2y, as desired.

The remainder of the completeness proof follows what is by now a standard pattern in dynamic
epistemic logic. Working inside out, the stated recursion axioms suffice for successively removing
all dynamic modalities from a given formula, leading to a provably equivalent formula in the base
language, whose logic was assumed to be complete. QED

We have now found a complete system of evidence addition with its natural associated static
base modalities of conditional belief. But we do not just want to work in a piece-meal fashion. How
does this language extension fit with our earlier analysis of public announcement? Things turn out
to be in harmony.

Fact 3.9 The following principle is valid principle for our extended notion of conditional belief
under public announcement:

U(p]Bw,aX o B‘p/\[!“’]d”“"*““’]o‘[!go]x

Further algebraic laws of evidence change? As usual, this completeness result raises further
questions. The preceding completeness proof does not require a recursion axiom for combinations
of the form [+¢][+9]a, but it is of interest to ask whether one exists. Can two acts of evidence
addition be compressed into one? Maybe the above combination is equivalent to [+(p A ¥)]a? As
it happens, in general, it is not, though it can be in special cases — say, when adding some evidence
and then adding weaker evidence. Thus, there is more to the general logic of operator combinations
than meets the eye.

For instance, it is well-known that public announcement satisfies valid combination principles
such as

][] < [He A [le]ih)]en.

Next, combining our two operations so far, what about valid recursion axioms for mixed com-
binations of evidence actions like [+¢][l]a? It is easy to see that no general commutation law
holds, but there may be valid special cases. Here is one case where evidence addition and public
announcement can be interchanged.

Fact 3.10 The following equivalence is valid for arbitrary formulas 1 and factual formulas 2" ¢,

lel[+d]a < [+'ely][lpla

This is easy to show %2, as is the fact that this equivalence may fail when ¢ is not factual, containing
modal operators sensitive to the dynamic effects of the evidence operation +p. There are many
further valid principles in this spirit, but we leave their study to some other occasion.

21 Factual formulas are purely propositional without modal operators. Their truth values at worlds remain un-
changed by any of the model transformations considered in this paper.

22The formula [l¢]t¢ describes the set of worlds that will be 9 after ¢ has been announced, and factual formulas
do not undergo side effects of the two different orders of reaching the same model.
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3.3 Evidence removal

Evidence addition and public announcement represent two different ways in which an agent can
incorporate a proposition ¢ into her evidence. Adding ¢ to her evidence set means that the agent
agrees to consider ¢ when figuring out what she believes. A public announcement of ¢ is stronger in
that the agent also agrees to ignore states inconsistent with ¢. But this latter attitude is interesting
by itself, suggesting an act of evidence removal, something that is also well-known in studies of belief
revision, as a natural converse to addition. Here is how such an act can be defined in our setting;:

Definition 3.11 (Evidence Removal) Let M = (W, E, V) be an evidence model, and ¢ € L;.
The model M™% = (W=¥¢ E-? V=% has W ¢ =W, V%=V and for all w e W,

E7?(w) = E(w) —{X | X C [p]am}- <

This time, the corresponding dynamic modal operator is [~y (“after removing the evidence
that ¢, ¢ is true”), whose truth is defined as follows:

(ER)  M,w = [~¢] it M,w = —Ayp implies M™%, w =9

Removal or contraction®? has been a challenge to existing systems of dynamic-epistemic logic, since
it is not lear how to modify a current epistemic or doxastic relation to “retreat” into some weaker
position. But our neighborhood models record more relevant history, and hence we have more
structure to work with.

Again, we will do a complete reduction-axiom analysis in the earlier style. But as before, this
dynamic analysis is not purely a passive imposition of an action superstructure. It affects the
very choice of the base language itself, and hence it is an instrument for discovering new static
logical structure concerning evidence structure. Once more, we are going to find a need for several
extensions of what we had earlier on, before we find a total dynamic language that is in expressive
harmony between its dynamic and its static parts. Let £, be the extension of the language £y
with the dynamic operator [—¢].

Proposition 3.12 L] s strictly more expressive than L1 over evidence models.

Proof. Let M; = (W, &,V) and Mgy = (W, &2, V) be two evidence models pictured below:

23Note that, in our setting, removing the evidence for ¢ is much weaker the usual notion of contracting by ¢ found
in the belief revision literature (cf. Rott, 2001). In particular, it is possible to remove the evidence for ¢ and yet the
agent maintains her belief in ¢! Formally, [—¢]—By is not valid. To see this, suppose that W = {w1, w2, w3} where
p is true only at ws. Consider an evidential state with two pieces of evidence: € = {{w1,ws}, {w2,w3}}. The agent
believes p and, since the model does not change when removing the evidence for p, we have that [—p|Bp is true. Note
that the same is true for the evidential state that has explicit evidence for p, i.e., & = {{w1,ws}, {wz, w3}, {ws}}.
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b

First of all, note that the formula [—p]d(pV ¢) of £ is true in M; but not in M. However, there
is no formula of £; that can distinguish M; from Mas. To see this, just note that & = &7,
while the agent has the same beliefs in both models. QED

Adding compatibility At this stage, we find the need for another key notion in our language of
evidence-based belief. So far, we have looked at conditional evidence and beliefs where we added
evidence that implies some given proposition. But this time, we also need to look at evidence that
is merely compatible with some relevant proposition.

An agent had evidence that 1 conditional on ¢ if there is some evidence consistent with ¢
such that restriction of the evidence set to the worlds where ¢ is true entails 1. Our new weaker
conditional operator, denoted [, 1), drops this latter condition. So, U, is true if the agent has
evidence compatible with ¢ that entails 1. 2* In general, we include operators Uzt where @
is a sequence of formulas. The intended interpretation is that “i is entailed by some admissible
evidence compatible with each of p”.

Definition 3.13 (Compatible evidence) Let M = (W, E,V) be an evidence model and @
(¢1,...,¢n) a finite sequence of formulas. We say that a subset X C W is compatible with
provided that, for each formula ¢;, X N [@i]am # 0.

A 6

Truth of the new formula [z is then defined as follows:
M, w |= Ogyp iff there is some X € E(w) compatible with @ where X C [¢)]p

This new operator gives us a very natural reduction axiom for OJ: 23
Fact 3.14 The formula [—¢]¢ <> (mAp — O-,[—¢]Y) is valid on evidence models.

Proof. Let M = (W, E,V) be an evidence model with [p]sm # W (otherwise, we have that, for
all w, E=%(w) = ). We will show that [—¢]0¢ <> O-,[—¢]t is valid on M. Suppose w € W.
The key observation is that for all X C W, X € E~%(w) iff X € F(w) and X is compatible with
—p. Then we get

24Note that a set X may be consistent with both ¢; and g2, yet not consistent with @1 A 2.
25The precondition is because each evidence set must contain at least the set of all worlds W.
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Mok [-¢0p i M%wkOp
iff there is a X € E~%(w) such that X C [¢]p—e
(note that [¢Y] - = [[—¢]¥]Mm)
iff there is a X € F(w) compatible with —¢
such that X C [[—¢]v]m

iff M, w = O-p[—¢ly. 9
ED

Note how this principle captures the logical essence of evidence removal.

But we are not done yet. In this new language we also need a reduction axiom for our new
operator L. This can be stated in the same style. But we are not done even then. In general, with
conditional evidence present as well, we need an operator L%t expressing there is some evidence
compatible with @ and « such that the restriction of that evidence to a entails ). Moreover, we
must make some adjustments to our earlier notion of (conditional) beliefs:

Definition 3.15 (Compatibility evidence - set version) A maximal fi.p. set X' is compat-
ible with a sequence of formulas @ provided for each X € X, X is compatible with 3. <

Language and dynamic logic We are now ready to formally define our new language. Let L3
be the smallest set of formulas generated by the following grammar:

ploeleAy | Bay | LG | Ap
where p € At and @ is any finite sequence of formulas from the language.?S

Definition 3.16 (Truth of £3) We only define the new modal operators:
e M,w = Ug¢ iff there is X € E(w) compatible with @, o such that X N [a]m C [
o M,wkE Bz iff for each maximal a-f.i.p. & compatible with P, XY C [Y]m.

We write U3, for [I¢ and @, a for (o1,...,¢n, a). N

s P (SOl,---,‘Pn)

We are now ready to give the reduction axioms for evidence removal over the language £3. Some
final notation: if @ = (¢1,...,®n), then we write [—p]@ for ([—¢|e1,. .., [—len)-

Theorem 3.17 The complete dynamic logic of evidence remowval is axiomatized, over the complete
logic of the static base language as enriched above, by the following reduction axioms:

26 Absolute belief and evidence versions again arise by setting some parameters to T.
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(ER1)  [=¢lp o (hdp—=p)  (peAY
(ER2) [=¢l(Ax) < (el Al=¢lx)

(ER3)  [~¢]~¢ o (tAp = ol=ely)

(ERY) [-o0ox  © (-Ap—>O77  [-¢y)
(ER5) [-¢lB2x  « (wAp = B2 [—¢l)
(ER6)  [~¢]Ad o (tAy = Al-ely)

Table 3: Evidence Removal Recursion Axioms

Proof. We only do axiom ER5: Suppose that M = (W, E, V) is an evidence model, w € W and
[e]lm # W. First of all, note that the key observation in the proof of Fact 3.14 extends to sets of
evidence sets (cf. Definition 3.15). That is, for all worlds w, X € E~%?(w) is compatible with v iff
X C E(w) is compatible with [—¢]i), ~p. Furthermore, for all states w, X C E~¢(w) is a maximal
a-fip. iff X C E(w) is a maximal [—p|a-f.i.p. compatible with —p.2” Then,

M w = [—go]B%X iff M™% wl= B%X
iff for each maximal a-f.i.p. X C E~¢(w) compatible with &,
N < Ddaee = ll=¢IxIm
iff for each maximal [—p]a-f.i.p. X C E(w) compatible with
[~¢l% and ~p, N X2 C [[~@]x]m
i M, w = B[E_’fla[—gp}x.
QED

The above principles state the essence of evidence removal, as well as the beliefs one can still
have after such an event. The additional insight is that removal essentially involves compatibility
as well as implication between propositions — something that seems of independent interest.

Languages once more Again, this is a beginning rather than an end. For a start, extending
the base language in this manner will have repercussions for our earlier analyses. Using the style
of analysis presented here, it is possible to also find reduction axioms for the new evidence and
belief operators under actions of evidence addition and public announcement. For example, for the
compatible evidence operator DE with 1) = (31, ...,1y,), we have the following validities:

o [+ollpx < [Ee = (O pltelx V (Aimr,. n E(e Ai) A Alp = [+¢]1)))]

o ["l05x & (v = OF_Slelx)

In the interest of space, we do not include all combinations here. The important point is that the
combinations do not lead to further extensions of the base language.

2"Note that this last clause about be compatible with —¢ is crucial: it is not true that every X C E~?(w) that is
a maximal a-f.i.p. corresponds to a maximal [—p]a-f.i.p. subset of E(w).
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Further, and more challenging open problems have to do with the ‘action algebra’ of combined
modalities for our three basic actions on evidence so far. What happens when we compose them?
We must leave this to another occasion.

3.4 Evidence modification

Our examples so far represent the major operations on evidence that we can see. Nevertheless, the
space of potential operations on neighborhood models for evidence is much larger, even if we impose
suitable conditions of bisimulation invariance similar to those found in process algebra (cf. Nicola
(1987) and also the discussion in Hansen et al. (2009)). Instead of exploring this wide mathematical
realm, we conclude with a different type of definition that might make sense. What we have done
so far is adding or removing evidence, or perhaps combining it. But one could also modify the
existing pieces of evidence. To see, the difference, here is a straightforward new operation, making
some proposition ¢ more prominent:

Definition 3.18 (Evidence Upgrade) * Let M = (W, E, V) be an evidence model and ¢ € L.
The model MT¥ = (W Ete V19) has WY = W, V¥ =V, and for all w € W,

E(w) = {X U [¢]lm | X € E(w)} U [¢]um- <

This operation is stronger than simply adding [¢]a¢ as evidence, since it also modifies each ad-
missible evidence set. But it is still weaker than publicly announcing ¢, since the agent retains
the ability to consistently condition on —p. The result of this operation is to make ¢ the most
“important” piece of evidence, as exemplified in the following principles:

Fact 3.19 The following recursion principles are valid:

L [fp]0¢ < (Ep — A(e — [p]Y))
2. [fe]BY < (B — A(p — [fo]¥))

Proof. For the second principle, note that in ET¥(w), there is only one maximal f.i.p. whose
intersection must be [¢]rq. The proof of the first principle is left to the reader — to see how it goes,
cf. the proof below of Fact 3.20. QED

As these laws show, {1y is a strong operation which gives a very special status to the incoming
information ¢ and consequently blurs the distinction between evidence and belief. This suggests a
weaker operation that modifies the evidence sets in favor of ¢, but does not add explicit support
for . Define MTw% as in Definition 3.18 except for setting ETw¢(w) = {X U [e]m | X € E(w)}.
A simple modification to Principle 2 in the above fact gives us a valid principle for our evidence
operator. However, the case of belief poses some problems. 2

Fact 3.20 The formula [we]0¢ < (Oftwelty A A(e = [ffwe])) is valid.

28This operation is somewhat similar to the “radical upgrade” in dynamic logics of belief change.
29The new complication is that, without adding ¢ to the evidence sets, intersections of maximal f.i.p. sets in the
upgraded model may contain more than just ¢ states.
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Proof. Let M = (W, E, V) be an evidence model with w € W. Then,

Mow = [oe]Ty iff - M w = Oy
iff there is a X € EM™(w) such that X C [/] e
(note that [1/] pere = [[fie]¥] )
iff there is X’ € E(w) with X' U [¢]m = X C [[fe]]m
iff there is X’ € E(w) with X’ C [[fip]v]m and [e]am € [[fe]v]m

it M, w = Ofelv A Al — [fie])
QED

Other operations in the same vein would intersect the current evidence sets with [¢] a4, or rather
subtracting the latter set from all evidence sets — as long as this can be done consistently. However,
the latter operations seem close to the public update that we have already discussed before.

3.5 Evidence combination

We have now brought to light a rich repertoire of evidence-modifying actions. Still, the operations
discussed above all exemplify “external evidence dynamics” responding to some outside source,
where the agent reacts appropriately, either by incorporating ¢ or removing ¢ from consideration.
But our neighborhood models also suggest internal operations that arise from pondering the evi-
dence, without external triggers. We will discuss only one such internal operation in this paper, be
it a basic one.

One natural operation available to an agent is to combine her evidence. Of course, as we have
noted, an agent’s evidence may be contradictory, so she can only combine evidence that is not
inconsistent. For example, one round of combination in an evidence model M = (W, E, V') results
in the new evidence set:

E#1(w) = E(w) U{X | there are Y7, Y5 € E(w) such that §) # X = Y; N Y5}

The corresponding operator [#1]¢ says that “p is true after one round of evidence combination”.

Once more, an analysis of evidence dynamics has repercussions for the static base. A logical
analysis of this operator suggests that, yet again, to enrich our static language with further evi-
dential attitudes. We do not pursue this interesting line here, but we do note that the following
formula is valid:

(E(p A y) NBp ABY) — [#1] B (9 AY).

where is B the “evidence-that” operator true at states where the truth set is an element of the
evidence set rather than a superset of some piece of evidence (i.e., M,w |= By iff [p]m € E(w)).
It is interesting to note that if we replace the “evidence-that” operator H with the “evidence-for
operator” [, then the resulting formula is not valid®. Finally, we note that it is not hard to see
that this new operator satisfies recursion axioms under the dynamic operations on evidence we

30Consider a model with W = {w1, w2, ws}, V(p) = {w1,wa}, V(q) = {wa, w3} and there is a uniform evidence
function with & = {{w1}, {ws}, {w1, w2, ws}}. So the agent as evidence for both p and g, but does not have evidence
that p nor have evidence that g (i.e., Hp A Hgq is not true). Now, E(p A q) is true, Op A Oq is true, but [#:1]0(p A q)
is not true, since combining the evidence does not add anything new. The problem is that while the agent does have
evidence for p and ¢, there is no way to generate evidence (given her current collection of evidence) for p A ¢. We
thank Dominik Klein for pointing us to this interesting issue.
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discussed in the previous sections. For instance, the reader is invited to check that the following
variant of K A4 is valid:

[+o] By < (Ep — (B[+¢]y V Alp < [+¢])))

Of course, further rounds of evidence combination may generate even more evidence sets. The
limit of this internal process of introspection leads to the following notion:

Definition 3.21 (Evidence combination) Let M = (W, E,V) be an evidence model. The
model M# = (W# E# V#) has W# = W, V# = V and for all w € W, E#(w) is the small-
est set closed under (non-empty) intersection and containing E(w). The corresponding modal
operator is defined as M, w = [#]p iff M# w = . <

A complete analysis of this operation will be left for future work, since it poses some challenges to
our recursive style so far. 3 Nevertheless, we can observe the following interesting facts:

Fact 3.22 The following formulas are valid on the class of evidence models:
1. O[#)e — [#]0¢ (combining evidence does not remove any of the original evidence’?)
B[#]p < [#]By (beliefs are immune to evidence combination)

By — [#]0¢ (beliefs are explicitly supported after consistently combining evidence3®)

e e

For factual ¢, By — —[#]0-¢ (if an agent believes ¢ then the agent cannot combine her
evidence so that there is evidence for —p)

Proof. The proofs for the stated principles are easy but instructive. The proof that the first three
are valid is left to the reader. For the fourth principle, note that O—-¢ — — By is valid. The
proof is as follows: First of all, in any evidence model M = (W, E, V), every piece of evidence
in X € E(w) is contained in a maximal fip. X C E(w) (models are finite, so simply find the
maximal f.i.p. containing X which may be {X, W}). Suppose that (- is true at a state w, then
there is an X € E(w) such that X C [-¢]ar. Let X be the maximal fi.p. containing X. Hence,
NX € X C [-¢]m. Therefore, By is not true at w. This shows that O—-p — =By is valid, as
desired. We can then derive Principle 3 by noting the following series of implications:

By = [#]Bp — [#]-U-p — —[#]0-e

Here the first implication follows from the second principle applied to factual formulas ¢ (for which
© > [#]p is valid), the second implication follows from the fact that By — —[O-¢p is valid (as

31The problem may be that standard modal languages are too poor, forcing us upward in expressive power to
hybrid or first-order logics — but we suspend judgment here.

32That is, we assume in Definition 3.21 that for all states w, E(w) C E#(w). This means that during the process
of combination, the agent does not notice any inconsistencies that may be present in her evidential state. A more
fine-grained analysis would include policies for removing such inconsistencies.

331t is not hard to see that the converse is not valid. In fact, one can read this combination of modalities [#]0]
as an existential version of our belief operator. That is, [#]0p is true provided there is some maximal collection of
evidence whose intersection implies ¢. More pictorially, in the plausibility models of Section 4 below, this says that
 is true throughout some mazimal cluster.

While By is a very cautious notion of belief, this notion of belief is much riskier. An interesting line of research
suggested by our observations is to explore definitions of belief that fall in between these two extremes.
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argued above) while [#] is a normal modal operator and the third implication follows from the fact
that the evidence combination operation is functional. QED

We conclude with a few comments. First, recall that By — U is, in general, not valid
(believing that ¢ is true need not imply that the agent has evidence for ). The agent must do
some work (i.e., consistently combine her evidence) to find explicit support for her beliefs. Our
second observation is that the converses of principles 3 and 4 are not valid. This is surprising as
one may expect that, in our setting, believing that ¢ is true corresponds to not having evidence
for —¢ after consistent combining all available evidence (or perhaps having evidence for ¢ after
consistently combining all available evidence). But the agent’s evidence may not be able to make
the “relevant distinctions”. Consider the following evidence sets:

51 52

Combining evidence does not add any new pieces of evidence to either evidence set and the agent
does not believe p in either model. However, in £ the agent does not have evidence for —p and
in & the agent does have evidence for p. Thus, the principles [#]0p — By and —[#]0-¢ — By
are not valid. The problem is that the evidence in £ does not make enough distinctions while the
evidence in & makes too many distinctions. There may be interesting “separation properties” we
can impose on the evidence sets that would find a balance between these two extremes, validating
both principles, but we leave a full discussion for another time.

Internal evidence combination has no counterpart in the standard modal semantics of belief, as
we will see in Section 4. There may be other actions of this internal kind, too, such as versions
of introspection on one’s evidence. In particular, our distinction between external and internal
evidential acts is not hard and fast. Think of an agent noting that she has two contradictory pieces
of evidence: this is an act of “seeing an inconsistency”. This act does not license combination in
the above sense, but it might well lead to remowval of one of the two disjoint sets. In that sense,
removal fits with a purely internal process of restoring consistency in one’s evidence.

We conclude our dynamic analysis of operations on evidence by juxtaposing a few recursion
axioms found above. Note the subtle differences in varieties of evidence management and resulting
belief changes:

Public announcement:  [l¢]|By < (¢ — B¥[lyy)

Evidence addition: [+p]BY < (Ep — (BT™[+¢]y A B~¢[+¢]v))
Evidence removal: [—¢|BY < (mAp = B-,[—¢]¥)

Evidence upgrade: Me]BY  «  (Ee — Alp — [ffo]v))

Table 4: Recursion axioms describing belief change under different forms of evidence management
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Summarizing, we have shown how neighborhood models support a rich dynamics of evidence
transformations, and there are bound to be more than those we have studied. Along the way, we
found that it was necessary to extend our basic static language of evidence and belief Ly with
several new types of conditional evidence and beliefs. We conclude this section by taking stock of
these various extensions:

e R\
(I “there is evidence for v)”
¥ “there is evidence compatible with ¢ for "
Ux: “there is evidence compatible with each of the ~y; for ”
Buy: “the agent believe x”
By “the agent believe y conditional on ¢”
B%'OIZJZ “the agent believe x conditional on ¢ assuming compatibility
with each of the ~;”
B¥“):  “the agent believe v, after having settled on a and conditional on ¢”
. J

Table 5: Different notions of conditional evidence and belief

We leave open a complete logical analysis in the full static language including all of these operators.
Validities include interesting connections between varieties of conditional belief such as:

B¥Y)p — B(p — 1) and  B(p — 1)) — B

4 Plausibility Models

In this section, we will contrast our neighborhood models with another general framework for belief
change in the modal tradition. This will put our findings so far in a broader perspective, while
connecting up to more standard approaches.

4.1 Plausibility orders

Originally used as a semantics for conditionals (cf. Lewis, 1973), plausibility models are wide-spread
in modal logics of belief (van Benthem, 2004, 2011; Baltag and Smets, 2006a; Girard, 2008). The
main idea is to endow epistemic ranges with further structure, viz. an ordering w < v of relative
plausibility on worlds (usually uniform across epistemic equivalence classes): “(according to the
agent) world v is at least as plausible as w”. 3* Plausibility orders are typically assumed to be
reflexive and transitive, and often also connected, making every two worlds comparable. We will
look at both cases, though our general set-up will allow for incomparable worlds.

Example 4.1 Recall the simple illustration from the introduction (Example 2.1: W = {w, v} with
p true at w). Plausibility models over W can represent the following states of belief, with belief
read as usual as truth in all most plausible worlds:

e w = v and v A w: the agent believes that p is true

34In conditional semantics, plausibility or ‘similarity’ orders are typically world-dependent.
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e v < w and w A v: the agent believes that p is false

e w =< wv and v X w: the agent suspends judgement on p

e w A v and v £ w: the agent cannot compare w and v (perhaps for lack of evidence)
We will see later on how to relate these belief states to evidential states.

Here is the formal definition of our semantic structures:

Definition 4.2 (Plausibility model) A plausibility model is a tuple M = (W, <, V') where W
is a finite nonempty set, <C W x W is a reflexive and transitive ordering on W, and V' : At — p(W)
is a valuation function. If < is also connected (for each w,v € W, either w =< v or v < w) then we
say M is a connected plausibility model. A pair M, w where w is a state is called a pointed
(connected) plausibility model. <

We conclude by discussing the interpretation of plausibility orders that are not connected. 3°
When two worlds w and v cannot be compared in the ordering, the agent has either accepted
contradictory evidence or lacks enough evidence to compare the two states. For example, consider
the following two plausibility models:

[ ] [ ] @o<—>0
Evidence coming from Evidence coming from
different sources the same source

We can interpret the model on the left concretely as representing a situation where the agent has
two sources of evidence which are not fully compatible.

4.2 Language and logic

Plausibility models interpret a standard doxastic language. Let £< be the smallest set of formulas
generated by the following language

ploelend | By [ [=le | Ap
As usual, By is defined as B" . To define truth, we need some notation. For X C W, let
Min<(X)={ve X |v3wforallwe X }

Given a set X, Min<(X) is the set of most plausible worlds in X (i.e., minimal elements of X
according to the plausibility order)3¢. Truth of the boolean connectives and atomic propositions is
explained as usual. We only consider the modal operators:

35The recent article Swanson (2011) has an extensive discussion of incomparability in modeling conditionals.
36 As before in this paper, we assume that the set of worlds is finite, so this minimal set always exist. One needs a
well-foundedness condition to guarantee this when the set of state is infinite.

27



o Mow b B2 iff Min([elu)  [¥lu
o M,w =[]y iff for all v € W, if v < w then M,v = ¢
e M,wkE Ay iff for allv e W, M,v | .

With By defined as BT, we get the usual notion of belief as truth in all minimal worlds. We
can think of this as follows. As is well-known, any pre-order forms a partial order of ‘clusters’,
maximal subsets where the relation is universal. A finite pre-order has one or more final clusters,
not having any proper successors. (If the order is connected, there is only one final cluster.) Belief
means truth in all final clusters.

The logic of this system is basically the minimal conditional logic over pre-orders that we
have encountered before. Instead of pursuing it, we make some further comments on definability.
Plausibility orders are binary relations supporting a standard modal language. Indeed, as has been
noted by Boutilier (1992), on finite models, belief and conditional belief are already definable in
the language with A and [<] only:

Fact 4.3 Belief and conditional belief can be explicitly defined as follows:
* By = A(Z)[=]e

o B¥Y = Alp = ()@ A [Z](p = ¥)))
The proof is straightforward since the combination (=<)[=] refers to final clusters, while the
second equivalence is a standard relativization of the former to the antecedent predicate.

While the plausibility modality may look like a technical device, Baltag and Smets (2006a)
interpret [<]p as “a safe belief in ¢”. Following Stalnaker (1996), they show that this amounts to
the beliefs the agent retains under all new true information about the actual world. 37 Indeed, we
see this simple modal language over plausibility models as a natural limit of expressive power. In
Section 4.4, we will show how it passes the additional test of being able to define all new evidence
modalities that were brought to light by our dynamic analysis of Section 3.

4.3 Dynamics on plausibility models

Plausibility models support a dynamics of informational action through model change. In this
subsection, we quickly survey some relevant themes from the literature, and then make a few new
points relevant to linking up with our evidence setting.

Belief change under hard information One paradigmatic action has been discussed before,
in Section 3.1. “Hard information” reduces current models to definable submodels:

Definition 4.4 (Public announcement - plausibility models) Let M = (W, <, V) be a plau-
sibility model. The model M'? = (W'?, <' V'%) is defined as follows: W = [¢]um, for all p € At,
V%(p) = V(p) NW' and == n(W" x W), q

Dynamic logics exist that describe belief change under such events of new hard information,
i.e., the logical laws governing [l¢]Bv. 3® Indeed, the crucial recursion axioms for belief are the

37For the same notion in the computational literature on agency (cf. Shoham and Leyton-Brown, 2009).
380ne might think this is taken care of by conditional belief Bf1), and indeed it is, when ¢ is a factual formula
not containing any modal operators. But in general, the laws are different (van Benthem, 2011, Chapter 7).
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same as those for evidence models in Section 3.1:
[lp] BY < (¢ — B?[l¢]y)

1ol BYx & (o = B 1g]x)

Public announcement assumes that agents treat the source of the new information as infallible.
But in many scenarios, agents trust the source of the information only up to a point. This calls
for softer announcements, that can also be brought under our framework. In this section, we will
only make some basic remarks on how this works: (van Benthem, 2011, Chapter 7) and (Baltag
and Smets, 2009) have much more extensive discussion.

Belief change under soft information How to incorporate evidence that ¢ is true into a
doxastic or epistemic-doxastic model M7 Soft announcements of a formula ¢ do not eliminate
worlds, but rather modify the plausibility ordering that represents an agent’s current information
state. The goal is to rearrange all states in such a way that ¢ is believed, and perhaps other
desiderata are met. There are many “policies” for doing this (cf. Rott, 2006), but here, we only
mention two, that have been widely discussed in the literature on belief revision.

Example 4.5 The following picture illustrates soft update as plausibility change:

-

A
D

C

One policy that has been extensively studied is radical upgrade where all ¢ worlds are moved
ahead of all other worlds, while keeping the order inside these two zones the same. In the above
example, the radical upgrade by ¢ would result in the ordering A< B <C <D < FE.

More formally, the model transformation here is relation change:

Definition 4.6 (Radical Upgrade.) Given an epistemic-doxastic model M = (W, <, V) and a
formula ¢, the radical upgrade of M with ¢ is the model M = (WTe v V) with WY = W,
V¢ =V, where <% is defined as follows:

1. for all z € [p]a and y € [~¢]m, set z <T¥ y,
2. for all z,y € [¢]m, set x <T¥ g iff 2 <y, and
3. for all 2,y € [~p]um, set © =M%y iff 2 < y. <

A logical analysis of this type of information change uses modalities [f} @]t meaning “after
radical upgrade of ¢, ¥ is true”, interpreted as follows:

M,w = gl if M2, w = 0.
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Here is the crucial recursion axiom for belief change under soft information: 3°

(el BYX < (E(p A [ely) A BN [ngly) v (= E(o A [e]y) A BRI ] x)

This is the key principle driving the complete logic of belief revision from (van Benthem, 2004),
and its proof shows quite concretely how revision policies as plausibility transformations give agents
not just new beliefs, but also new conditional beliefs.

But radical upgrade is not the only way for an agent to accept incoming information. Perhaps
the most ubiquitous policy is conservative upgrade, which lets the agent only tentatively accept the
incoming information ¢ by making the best ¢ the new minimal set and keeping the old plausibility
ordering the same on all other worlds. In the above picture a conservative upgrade with ¢ results
in the new ordering A < C < D < BU FE. The general idea for dealing with such policies is this:

“Information update is model transformation”4°

Digression: pre-orders and safety Many intuitions underlying dynamic logics of belief change
were formed with connected plausibility orders in mind. However, as we shall soon see, the plausi-
bility orders that are most congenial to our evidence models need to allow for arbitrary pre-orders
where worlds can also be incomparable. In such cases, not every insight from the study of relational
belief revision can be adopted as it stands. Here is one example.

One conspicuous feature of current logics over plausibility models is their extending the reper-
toire of basic doxastic attitudes with new ones suggested by the dynamic perspective. A famous
example is the above notion of safe belief. This has been characterized dynamically as those be-
liefs,*! which an agent keeps having when given true information about the actual world:

M, w = By iff for each X C W with w € X, we have Min<(X) C [¢]m
But this neat equivalence fails on pre-orders:

Example 4.7 The following model M shows that By is not equivalent to [<]¢ — and also that
B?%y is not equivalent to By:

e

° °
p p

First, note that both [<]p and Bp are true at w. However, since X is a set with w € X and
Min<(X) = {w, v}, we have M, w = B*p.

The correct result for general plausibility models needs a wider-ranging modality:

39There are some technical issues here with the treatment of possible epistemic structure, and also, with possible
non-connectedness of the plausibility order. We forego these in this survey section.

“0Baltag and Smets (2006b); van Benthem and Liu (2004) provide general logical formats for belief revision policies.

410ne needs to restrict attention to factual propositions for this result.
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Fact 4.8 On arbitrary pre-orders M, safe belief in its dynamic sense B%p holds at a world w iff
@ is true at all worlds v ¥ w that are not strictly less plausible than w.

We omit the simple proof, but the reader can easily see the point of the new broader modality
by looking at a model consisting of two disjoint worlds.

This concludes our brief tour of relational plausibility models. For further notions and results
(including the role of knowledge entangled with belief), we refer to the cited literature.

4.4 From plausibility models to evidence models

Plausibility pre-orders are a very general format for describing beliefs. Let us know make a con-
nection with our evidence models.

Transformation Let M = (W, =<, V) be a plausibility model. Our main intuition is very simple:
the appropriate evidence sets are the downward <-closed sets of worlds.

To be more precise, we fix some notation:

e Givena X CW, let X|<={veW |3z e X and v <z}
(we write X| when it is clear which plausibility ordering is being used).

o Aset X CW is =-closed if X|<C X.

Here is the formal definition for the above simple idea:

Definition 4.9 (Plausibility-Based Evidence Model) Let M = (W, <, V) be a plausibility
model. The evidence model generated from M is*? EV(M) = (W, €<, V) with £< as follows:

E<={X|0+# X is <-closed } N
Comparison with general evidence models Given a plausibility model M, the evidence
model generated by the plausibility order of M clearly satisfies the basic properties that we have

required in Section 2: the sets are non-empty, and the whole universe is among them. 43 But more
can be said. Here is an extremely simple, but important observation:

Fact 4.10 The evidence sets of generated models EV (M) are closed under intersections.

Example 4.11 The following three plausibility models — with their induced evidence sets drawn
in gray — highlight three key situations that can occur:

42Here the set of worlds and valuation function remains the same as in the plausibility model M.
43But our evidence sets need not be upward closed: we need upward relational closures of extensions.
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A
O ® ] | ©®© @

EV(My),w E ~B(pAq) EV(Mz),w E ~B(pAq) EV(Ms3),w = BpA—Bq

EV (M), w = Op Alqg EV(Ms),wE-OpA-0Og  EV(M3),w =0PAq)

But not every evidence model, not even a uniform one, comes from a plausibility model.

Example 4.12 Let M be an evidence model with W = {w, v, 2}, a constant evidence function with
range £ = {{w, v}, {v,z}} and the valuation function defined by V(p) = {w,v} and V(q) = {v,z}.
Note that we have M, w = B(p A q) (the agent believes p and q) but M,w = Op AOgA-O(pAq)
(even though there is evidence for p and evidence for g, there is no evidence for p A q).

Here is the intuitive explanation. Plausibility models represent a situation where the agent has
“combined” all of her evidence, as reflected in this technical property:

FX,Yeésand XNY #0then X NY € .

In other words, the combining operation # of Section 3.4 has already happened.

Translation Having connected the two kinds of structure in one direction, we now want to
compare their languages. Let £ be the full static language of evidence models (so £L = Lo U L1 U
L2 U L3) and L=< be the language of plausibility models with modalities [<] and A. The following
key shows how this basic modal inclusion language can deal with all operators introduced in the
course of Section 3.

Definition 4.13 (P-translation) The translation (-)F : £ — £ is defined as follows:
o P =p, (-p)F =0, (0 AP = P AYT, (Ap)F = AP,
Op)” = E[=]e",
(@°)F = B(=) (e A=)(9" = 7)),
(@) = E(N (T A @ A =197 = 97))),
(B#p) = A(e” = (29" A [=1(e” = ¥h))),
(B#ep)F = A(([Rla” A =H=)9") = ()@ ARI(9F = 97))), and
(BZp)” = A((¢" ANAIY) = (@ AN A RI@T AN = 97)). <

Here is how the connection works:
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Lemma 4.14 Let M = (W, <X, V) be a plausibility model. For any ¢ € L1 and world w € W,
M, w ): QOP ZﬁEV(M)’w ‘: ¥

The proof follows by noting that the intersection of maximally overlapping families of evidence sets
are exactly the final clusters in an plausibility models. This shows how our earlier basic modal
language of evidence can be reduced to that of plausibility on these special evidence models. 44

4.5 From evidence models to plausibility models

The transformation We have seen how to turn plausibility models into evidence models. Going
in the opposite direction, we start with a family of evidence sets, and need to induce a natural
ordering. Here we borrow a ubiquitous idea, occurring in point-set topology, but also in theories of
relation merge (cf. Andreka et al., 2002; Liu, 2008): the so-called specialization (pre)-order”

Definition 4.15 (Plausibility based evidence model) Suppose that M = (W, &, V) is an evi-
dence model (with constant evidence function E whose range is £). The plausibility model generated
by M is the structure ORD(M) = (W, <g, V) where <g is an ordering on W defined as follows:

w=gviff VX € £, v e X implies w € X
It is easy to see that < is reflexive and transitive, so ORD(M) is indeed a plausibility model.*> <

To make this definition a bit more concrete, here is a simple illustration.

w1 Wy
w2 e o W3
M ORD(M)
WGl VT
e W2
M ORD(M)

Now one obvious question arises: how are our two representations related?

Fact 4.16 (i) For all models plausibility models M, ORD(EV((M)) = M, (ii) The identity
EV(ORD(M)) = M does not hold for all evidence models M. (iii) For all evidence models M,
EV(ORD(M)) = M#, where # is the combination operation of Section 3.21.

4GQimilar issues make sense for the next subsection, but we will not repeat them there.

4*The intuition is that if there is no evidence that distinguishes (or “separates”, in a topological sense) w and v,
then w and v should be considered equally plausible. Furthermore, w should be considered “more plausible” if there
is more evidence in support of w. At one extreme here, all of the agent’s sources may provide just the trivial evidence
set W, and all worlds will be equally plausible. At the other extreme is an overabundance of information with all
singletons as evidence sets. In this case, all states are incomparable. Interestingly, according to our definition of
belief, in both cases the agent will believe a proposition ¢ iff it is true at all worlds.
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Proof. (i) The first identity follows by a simple calculation. The main underlying point is the
observation that, on any pre-order,

w =< v iff for all <-closed sets U: v € U implies w € U.

(ii) Here is a counter-example to the second identity. Consider an evidence model M with two
evidence sets as pictured below on the left. Notice that representing this model as a plausibility
model and then turning that model back into an evidence model adds an evidence set:

2 EIRCI R )

V(ORD(M
ORK \ / EV(-
ORD(M

(iii) The preceding example explains what is going on: composing the two transformations adds all
intersections of evidence sets, adding which does not change the induced world order. QED

Translations We now ask again, given the above transformation turning evidence models into
plausibility models, can we also show that this transformation is correct by reducing the modal
language of plausibility models to our basic modal language of evidence and belief? Our first
observation is that the interpretation of (conditional) beliefs is indeed invariant under the above
transformation. Let Lp be the language with only (conditional) belief modalities. Note that Lp is
interpreted over both evidence models and plausibility models. The following is easy to show:

Fact 4.17 Let M = (W, E, V) be an evidence model. For each formula ¢ € Lp and world w € W,
M,w | ¢ iff ORD(M),w = ¢

This remains true if we add the universal modality. But, recall that over plausibility models
(conditional) beliefs were defined in a more basic language L£< including only A and the base
modality [<] (safe belief). One can show that this modality does not have a counterpart in our
basic modal language for evidence modals. Instead, it suggests a natural extension to our language
beyond what we have seem earlier:

Reliable evidence and belief Suppose that M = (W, E, V) is an evidence model. Let EX (w) =
{X € E(w) | w € X} denote the set of evidence that is “correct” or reliable at state w. Unlike
the agent’s full evidential state at w, the set of reliable evidence at w can always be consistently
combined, suggesting a new modality (09 meaning “the agent’s reliable evidence entails ¢” or,
for lack of a better term, “p is reliably believed”. The formal definition is:

M,w DO gOlfffOI‘&HUGﬂEC , Myv E ¢
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This is indeed the counterpart to the basic plausibility modality. Let £ be the extension of £;
with the operator (¢ and define the translation (-)V : L5 — £ as follows: (-)V commutes with
boolean connectives and the universal modality and ([<]p)" = O%p". Then,

Fact 4.18 Let M be a uniform evidence model. Then, for all formulas ¢ € L< and worlds w,
M,w = " iff ORD(M),w |= ¢

The easy proof is left to the reader. The key observation is that () E (w) = {v | v <¢ w}.46

There is one technical issue we need to address here, which has interesting consequences. Recall
that we transform wuniform evidence models into plausibility models. But note that the set of
reliable evidence differs from state to state. That is, even if the evidence function F is assumed to
be constant, the reliable evidence function E€ will not be constant. This means that, unlike plain
belief, even in uniform evidence models, reliable belief does not satisfy introspection properties. So,
what type of doxastic attitude is J°? We do not have the space here for an extensive discussion,
but here are a few comments.

First, notice that (0 validates the truth axiom (0% — ¢), so believing something based on
reliable evidence implies truth. Of course, it is only the modeler, from a third person perspective,
who can actually determine what the agent believes based only on reliable evidence. Since the
agent does not have access to the actual world, she herself cannot determine which evidence is
reliable and which is not. Second, the restriction to “truthful” evidence suggests that reliable belief
might be safe belief on evidence models. However, plausibility models of the form ORD(M) are
typically not connected, and we showed that on such models safe belief quantifies over all worlds
not strictly less plausible than the current world (cf. Fact 4.8). In particular, if ¢ is safely believed
at a world w in a non-connected plausibility model, then ¢ must be true at all worlds that are
incomparable with w. Now, in a plausibility model ORD(M), there are two reasons why a state
v may be incomparable to the actual state w: either there is reliable evidence not containing v, or
there is evidence containing v but not w. This suggests yet another extension to the language L;.

Unreliable evidence Let M = (W, E,V) be an evidence model and define EV(w) = {X €
E(w) | w ¢ X}. This is the set of unreliable (or incorrect) evidence at state w. The corresponding
modality is OY: “p follows from the unreliable evidence at w”. Of course, the agent cannot
necessarily consistently combine this evidence, but in the formal definition we can take the union
of these sets:

M, w = 0OV iff for all v € UEU(w), Mv =

It is the conjunction of these two operators that corresponds to safe belief on evidence models:
Fact 4.19 Let M be a uniform evidence model, then for all factual formulas®™ :
M,wEDO% ADY iff ORD(M),w = By

Finally, we show that these new operators are not definable in our basic language L.

46For a proof, suppose that v € (£ (w) = N{X € E(w) | w € X}. Then for all X € E(w), if v € X then w € X.
But this means v <g w. The converse is straightforward.
4"This fact extends to more complex formulas, but we leave the details for a later analysis.
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Fact 4.20 The operators ¢ and OY are not definable in evidence belief language L.

Proof. Consider two uniform evidence models M and M’ whose evidence sets are pictured below:

The dashed line is a monotonic bisimulation, so M,w & M’ v. Furthermore, it is easy to see
that the agent has the same beliefs in both models: recall that in uniform models all higher-order
beliefs are reducible to first-order beliefs (Proposition 2.7), and the agent only has trivial first-order
beliefs in both models. So, M, w and M/, v satisfy the same formulas of £y. However, we have?
M, w = O ADOY=p while M, v = =0 A =0V —p. QED

This concludes our comparison of relational and neighborhood semantics for belief and evidence.
We have clarified their relationship as one of generalization, and we have also shown how some
interesting new questions arise at the interface.

5 Further Directions

Having explored our basic framework, we conclude by pointing out a number of interesting avenues
for future research. Some are more technical, some increase coverage: 49

Complete static logic We have found quite a few new evidence-based modalities of conditional
belief. What is the complete logic of this system? This is a new question of standard axiomatization,
that can be appreciated also outside of our dynamic perspective. One reason for its complexity
may be that we are mixing a language of neighbourhood-based modalities with normal operators
of belief that can also be interpreted in a matching relational semantics.

What is the right notion of bisimulation? Here is a more systematic perspective on our study
of evidence models. Designing logical languages invites matching up with notions of structural
invariance for evidence models. We have already seen that standard bisimulation for neighborhood
models is appropriate for modal logics with only evidence operators. But Fact 2.10 showed that
this does not extend to the modal language with belief referring to intersections of maximally

“8In general, it need not be the case that the agent reliably believes ¢ iff the agent unreliably believes —p. We do
not discuss the logic of these operators here, but the reader might note that the set of reliable evidence at a state is
a filter while the set of unreliable evidence is an ideal.

490f course, there are some obvious technical generalizations that need to be made, say to infinite models and to
DE L-style product update mechanisms for rich input.
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consistent families of evidence sets. And we introduced even stronger modal evidence languages
in our discussion of dynamics in Section 3 as well as the transformation of evidence models into
plausibility models in Section 4.5. What would be well-motivated stronger notions of bisimulation,
respecting more evidence structure?

Reliable evidence. In our discussion of plausibility models versus evidence models, we found
notions of “reliable” evidence, based only on sets containing the actual world. What is the complete
logic of this operator? This observation also suggests a broader study of types of belief based on
reliable evidence, in line with current trends in epistemology. Eventually, we also want explicit
modeling of sources of evidence and what agents know or believe about their reliability.

Social notions. We have seen that interesting evidence structure arises in the single agent case,
the focus of this paper. But, multi-agent situations are also natural: e.g., argumentation is social
confrontation of evidence, which may result in new group attitudes among participants. This raises
a number of interesting issues of its own. The most pressing is to find natural notions of group
evidence and belief. Here one soon finds that the additional evidence structure takes us beyond the
usual notions of group beliefs or group knowledge that are found in the epistemic logic literature
based on relational models.

To illustrate this, suppose there are two agents ¢ and j and a multi-agent uniform evidence
model M = (W, &;,E;, V). We can then ask what evidence the group ¢, j has. One option here is
mere throwing together into one “unprocessed” new evidence set:

M, w = O} g iff there is a X € & U &; such that X C [¢]um

At another extreme, the group might only take into account only evidence that is shared between
the two agents:

M, w = Oy jye iff there is a X € & N E; such that X C [p]m

For a rough analogy on relational models, the latter form of group evidence is more like common
knowledge, while the former is more related to distributed knowledge. But our richer neighborhood
models also allow for further distinctions. In particular, the agents can also “pool” their evidence
creating a new evidential states by combining their evidence:

ENE={Y |0#£Y =XNX with X € & and X' € §; }

We can then define group evidence and belief modalities for this evidential state as we did in Section
2.2. For instance,

M, w = [i M jlp iff there exists X € & M E; with X C [p]m

How, precisely, are these notions related to the familiar common/distributed belief found in the
epistemic logic literature? What other natural notions of group evidence can we find?

Priority structures. The evidence dynamics in this paper treats evidence sets on a par. As

a consequence, removal may seem arbitrary and non-deterministic, since there is nothing in the
structure of the evidence itself which directs the process. A next reasonable step would be to
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model levels of reliability of evidence. One natural format for this are the “priority graphs” of
Andreka et al. (2002), which have already been used extensively in dynamic-epistemic logic (Liu,
2008; Girard, 2008). These graphs provide much richer input to evidence management, and can
break stalemates between conflicting pieces of evidence. It should be possible to extend the above
framework to one with ordered evidence sets — and conversely, then, our logics may help provide
something that has been missing so far: modal logics working directly on priority graphs.

Evidence structure once more. As noted at the start of this paper, “evidence” is a notion
that has many different aspects. Our proposal has been set-theoretic and semantic, while there are
many other treatments of evidence for a proposition ¢, in particular, in terms of proofs for ¢, or
using the balance of probability for ¢ versus —¢. What we find particularly pressing is a junction
with more syntactic approaches making evidence something coded that can be operated on in terms
of inference and computation. As we have noted before, in seeking this balance between syntax
and semantics (cf. Velazquez-Quesada, 2011), we may have to merge our approach with current
extensions of dynamic-epistemic logic with actions on syntactic code.

Related work.  Our final desideratum is of a different kind. As we said right in the introduction,
there are several related lines in the literature, such as the seminal work by Dempster (1967) and
Shafer (1976) on evidence, the probabilistic logics of evidence (cf. Halpern and Pucella, 2006), or
the “topologic” of Moss and Parikh (1992). And one can add more, such as the “priority graphs”
inducing preference orders in (Liu, 2011), or the “belief base” account of belief revision in (see
Hansson, 1999, and references therein). We intend to clarify these connections in future work.

6 Conclusion

We have made a pilot proposal for using neighborhood models as fine-grained evidence structures
that allow for richer representation of information than current relational models of belief. We have
shown how, in particular, these structures support a rich dynamics of evidence change that goes
beyond current dynamic logics of belief revision. A number of completeness theorems identified
the key dynamic equations governing this process, while also suggesting new static languages of
evidence and belief. We also clarified the connections between plausibility models and evidence
models, leading to further questions across frameworks. Finally, we discussed some of the interesting
new issues that lie ahead now, such as finding logics with priority structure and group evidence
that exploit the more finely-grained neighborhood setting.
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