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Abstract

In this thesis, we identify properties which guarantee consistent outcomes in a
model of judgment aggregation, called binary aggregation with rationality and fea-
sibility constraints. We consider an outcome to be consistent when we can guaran-
tee that the outcome will abide by with the feasibility constraint when all voters
provide a judgment that is consistent with the rationality constraint. In order to
guarantee feasible outcomes, we take inspiration from the formula-based model
of judgment aggregation and translate both properties and the consistency results
which follow from them, to our model. We translate types of agenda properties and
domain restrictions to our setting, in particular the (k-)median property and value
restriction, respectively. Following this, we recreate the corresponding consistency
results, guaranteeing feasible outcomes on rational profiles.

In turn, we study the computational complexity of problems related to the median
property and value restriction, as well as their binary aggregation counterparts.
Our results support the claim that they are complete for a class at least as hard as
coNP, and no harder than I1%.

iii



iv



Contents

Abstract iii
1 Introduction 1
1.1 Motivation for this Thesis . . . .. ... ... ... ... ....... 1
1.2 AboutthisThesis . . . . . ... ... ... 3

2 Binary Aggregation with Constraints 5
2.1 TheModel. . .. . . .. .. e 6
2.1.1 Judgments and Binary Aggregation . . . . ... .. ... ... 6

2.1.2 Constraints . . . . . . . . . ..ttt 8

2.2 From Judgment Aggregation to Binary Aggregation . . . . . ... .. 10
2.2.1 An Introduction to Judgment Aggregation . . . ... ... .. 10

2.2.2 Translation from Judgment Aggregation to Binary Aggregation 12

2.3 Integrity Constraints . . . . . . . . . v v v vttt e e 13
2.4 Prime Implicates . . . . . .. . . ... 15
2.5 Rationality and Feasibility Constraints . . . . .. ... ... ... .. 16

3 Guaranteeing Feasible Outcomes Using Quota Rules 19
3.1 Constraints which are a Single Clause . . . . . ... ... ... .... 21
3.1.1 Integrity Constraints and QuotaRules . . ... ... ... .. 21

3.1.2 Positive Rationality Constraints . . . . ... ... ... . ... 22

3.1.3 Negative Rationality Constraints . . . . . ... ........ 25

3.1.4 Any Rationality Constraint . . . . . . .. ... ... ...... 27

3.2 Constraints with Multiple Clauses . . . . . . ... ... ... ..... 30
3.2.1 Collectively Rational Outcomes on Any Constraint . . . . . . 30

3.2.2 Guarantee Feasible Outcomes on Any Pair of Constraints . . . 33

3.3 SummaryofChapter3 . .. .. ... ... .. ... ... .. ..., 37

4 Domain Restriction in Binary Aggregation 39
4.1 An Introduction to Domain Restriction . . . . ... .......... 39



4.1.1 Unidimensional Alignment. . . . ... ... ..........
4.1.2 Value Restriction . . ... ... .. ... ............
4.2 Binary Value Restriction with a Single Constraint . . . ... ... ..
4.3 Binary Value Restriction with Rationality and Feasibility Constraints .
4.4 Summaryof Chapter4 . . . . . .. ... .. ...

Computational Complexity of Guaranteeing Feasible Outcomes

5.1 An Introduction to Computational Complexity . ... ... ... ..
5.1.1 Complexity Classes and Complete Problems . . .. ... ...
5.1.2 The Complexity of Checking Implicates of a Formula . . . . .

5.2 The Complexity of Simplicity . . ... ... ... ... ........

5.3 The Complexity of Value Restriction. . . . . ... ... ........

5.4 coNP-Hardness and Membershipin 115 . ... ............

5.5 Summaryof Chapter5 . . . ... ... ... ... .. ... ... ...

Conclusion
6.1 A Summary of the Chapters . . ... ... ... ............
6.2 Future Work . . . . . . . . . e

A Appendix

A.1 Chapter 4, Proof of Lemma4.4 . .. ... ... ... .........

Bibliography

vi

49
50
50
51
52
54
58
60

63
63
65

67
67

69



Acknowledgements

The first person I must thank for this thesis is my supervisor, Ulle. You are so in-
credibly patient, and it is this patience that has allowed me to grow as a researcher.
Your attention to detail made this thesis something that I am proud of. Thank you.

I must also thank the ILLC’s COMSOC group. Ronald, your enthusiasm for compu-
tational complexity rubbed off on me, and your generosity with your time allowed
me to grow in an area I previously had not encountered. I have to thank Sirin and
Zoi for introducing me to the field of computational social choice, and since then
you have always supported me. Sirin, thank you for your constant guidance and
ability to make me laugh.

To all of the friends I have made through the Master of Logic. I cannot name them
all here, but I will give some honourable mentions.

To my housemates (including Charles the cat), you all made our space so comfort-
able and special. I will miss our logic family dinners the most.

Jack, I am so grateful that we were writing our theses on related topics. Your sound
judgment and clarity helped me so much.

The women of the MoL had a special role in these past two years. Mina, thank you
for your continual encouragement. Jelly, thank you for always listening to me in the
hall way. Lisa, thank you for your constant kindness. Maria, thank you for always
making me laugh (and not being a MoL student). Robin, thank you for inventing
the Square Horse. Yvette, thank you for being my home away from home.

To my mother, brother and grandfather, thank you for believing in me, despite only
roughly knowing what I do. Your unconditional support makes this all a lot easier.

Jamie, thank you. No words can describe how much you support me and any life

choice I make. Thank you for helping me succeed.

Finally, the person I have to thank the most, is my father. He gave me that final
push to start this amazing journey in Amsterdam.

vii



viii



Chapter 1

Introduction

This thesis is concerned with guarantee feasible outcomes in binary aggregation
with rationality and feasibility constraints. This is a model of judgement aggrega-
tion, a field that has its roots in social choice theory. Social choice theory aims to
model collective decision making, such as groups of friends deciding where to go
for dinner, a national referendum, or a group of experts deciding on the best course
of action. With social choice theory, problems of consistency can arise and one of its
aims is to avoid inconsistent outcomes by restricting the input in some way. Judg-
ment aggregation formally models the aggregation of a group of agents’ individual
opinion on a given situation. It usually manifests in such a way that we can see the
collective decision-making process as a voting procedure between agents.

In the next section, we motivate this thesis. Following this, we will go on to describe
the focus of the remaining chapters of this thesis.

1.1 Motivation for this Thesis

Consistent outcomes in judgment aggregation do not come about organically. There
are situations that occur where, even though each agent’s judgment is consistent,
the outcome is not. An example of this is the doctrinal paradox (Pettit, 2001),
leading to situations depicted in Table 1.1.

a b aAbd
Voterl | v Vv v
Voter2 | v X X
Voter3 | x Vv X
Majority | v v X

Table 1.1: The Doctrinal Paradox (Pettit, 2001)



In Table 1.1, we see that although each voter gives a consistent judgment, the
outcome is inconsistent. Specifically, each agent either rejects a A b or accepts both
a and b. However, the majority outcome accepts a and b, yet rejects a A b.

One aim of judgment aggregation is trying to avoid these inconsistent outcomes.
This can be done by restricting the types of profiles given to the aggregation rule,
or the types of agendas which we allow.

We will be using a different model of judgment aggregation called binary aggre-
gation with rationality and feasibility constraints (Endriss, 2018). In this model,
agents vote on independent issues. Therefore, issues are no longer interconnected,
and no problems of consistency can arise. With the addition of constraints to the
model, we can impose a logical connect between the issues in a given situation
(Grandi, 2012a).

Our first constraint is the rationality constraint, this relates to the rationality con-
ditions in judgment aggregation, i.e. that their judgments have to be complete and
consistent. The rationality constraint reflects the rationality of the agents in terms
of their capacity to make consistent choices. For example, choosing a single food
item and a single drink item at a meal, or supporting all of the policies of your
political party.

The second constraint is the feasibility constraint. It relates to the expectations of
the collective decision. In both models judgment aggregation, we have expectations
of the outcome. In the formula-based model of judgment aggregation, we want the
outcome to be consistent. In our model, we want the outcome to abide by this
feasibility constraint. We can think of this constraint as expressing the practical
necessities of the situation, such as abiding by the local council’s budget, or only
admitting the correct number of students to a course.

Binary aggregation with rationality and feasibility constraints allows us to have dif-
ferent conditions on the agents’ judgments and what we expect on the outcome of
the rule. This makes it more expressive than the formula-based model of judgment

aggregation.

Our focus will be finding ways in which we can guarantee feasible outcomes, given
that every agent’s judgment is rational. We will draw on the consistency results
from the formula-based model of judgment aggregation to guarantee consistent
outcomes. We translate these ways of guaranteeing consistent outcomes to our
model, in order to guarantee feasible outcomes. Furthermore, we will be looking
at the relationship between these two constraints, and from this find when a rule
can guarantee feasible outcomes on rational profiles. In the next section, we will
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outline how this will be achieved in each chapter.

1.2 About this Thesis

In what follows, we will give an overview of the chapters of this thesis.

Chapter 2

In this chapter, we will introduce binary aggregation with rationality and feasibility
constraints. Here we will also give a small introduction to the more widely used
model of judgment aggregation where the agents vote on an interconnected list of
formulas. Furthermore, we will show a translation from judgment aggregation to
our binary aggregation setting with constraints (Grandi and Endriss, 2013). Then in
Sections 2.3 and 2.5, we begin to introduce the work already carried out in binary
aggregation with either a single constraint or rationality and feasibility constraints,
respectively.

Chapter 3

In this chapter, we focus on which quota rules can give feasible outcomes on rational
profiles for a given pair of constraints. This chapter follows on from the work of
Grandi and Endriss (2013), where the rationality and feasibility constraints are
logically equivalent. Furthermore, this single constraint is restricted to be a single
clause. The aim of this work was to find when quota rules can guarantee feasible
outcomes with respect to a single clause, assuming that the profile was rational
with respect to the same single clause as well. We extend this to look at two single
clauses, one for deciding a rational input and the second determining a feasible
outcome. We build upon this, and look at quota rules which can guarantee feasible
outcomes on rational profiles when the constraints can have any finite number of
clauses.

Chapter 4

In this chapter, we look to judgment aggregation for ways we can guarantee con-
sistent outcomes by restricting the domain of inputs. We then translate them to
our setting. In judgment aggregation, one way this is done is through domain
restriction, only allowing profiles with some specific characteristic. We introduce
domain restrictions in judgment aggregation, along with the motivation of focusing
on value restriction from the remainder of chapter. We translate the property of

value restriction to both the single-constraint and two-constraint settings of binary
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aggregation. Then, we go on to show that this ensures feasible outcomes under the
majority rule. However, this result comes with the extra assumption that there has
to be an odd number of agents. In light of this, we extend the notion of a profile
being value-restricted, to being negatively value-restricted. Then we show that this
guarantees feasible outcomes for any number of agents.

Chapter 5

In this chapter, we will look at the computational complexity of three problems in
depth which relate to the properties explored in Chapters 3 and 4. These prob-
lems are: VALUERESTRICTED, BINVALUERESTRICTED and PAIRSIMPLE. VALUERE-
STRICTED, checks if a formula-based profile being value restricted with respect to
the agenda. BINVALUERESTRICTED is the binary aggregation analogue of VALUER-
ESTRICTED and it checks if a binary profile is value-restricted with respect to a pair
of constraints. The final problem we will look at is PAIRSIMPLE, which checks if
a pair of constraints has the property of being simple. The judgment aggregation
analogue of this problem, MP, is a IT-complete problem (Endriss et al., 2012). For
each of the three problems that we will inspect, we will see that they are all coNP-
hard and that they have membership in II5. From these results, we conclude that
the problems must be complete for a class at least as hard as coNP, however, no
harder than the class IT5.



Chapter 2

Binary Aggregation with
Constraints

In this chapter, we outline the model of binary aggregation which will be used
throughout this thesis. We give definitions and the notation required for the results
and proofs in this thesis. Following this, we will outline the existing work in binary
aggregation with constraints.

In Section 2.1, we will lay out the model of binary aggregation. A model which finds
a collective outcome of a group of voters, where each voter gives a yes or no answer
to a series of binary issues. In Section 2.2, we will introduce the more commonly
used formula-based model of judgment aggregation. In this model voters select a
complete and consistent subset of the items of the agenda, it was originally laid out
by List and Pettit (2002). Here we will also introduce some of the central problems
and results of judgment aggregation that we will be touching upon. Following this
introduction, we will show the connection between the two models by giving a
translation from judgment aggregation to binary aggregation (Grandi, 2012b).

In Section 2.3, we will lay out the work of Grandi and Endriss (2013). This fo-
cuses on integrity constraints, which dictates what is rational for the agents to vote
in accordance with. If the aggregation rule is collectively rational with respect to
the constraint, then the outcome abides by the integrity constraint as well. These
integrity constraints mirror the assumption that judgments and outcomes are com-
plete and consistent. Grandi and Endriss translate some of the solutions to guaran-
tee consistent outcomes in judgment aggregation to the binary aggregation setting.
For example, they translate the median property, which guarantees consistent re-
sults under the majority rule (Nehring and Puppe, 2007), and the k-median prop-
erty, which guarantees consistent results under some quota rules, dependent on the
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value of k£ (Dietrich and List, 2007).

In Section 2.4, we will introduce prime implicates. We use prime implicates to re-
late pairs of constraints. Their use allows us to examine the relationship between
constraints in a more fine grained way than only semantic entailment. Prime impli-
cates will be used mainly in the rationality and feasibility model for this purpose.

In Section 2.5, we see an extension of the work described in Section 2.3. Now
we consider two constraints instead of a single integrity constraint, namely the
rationality and feasibility constraints (Endriss, 2018). The rationality constraint
dictates what is individually rational in a given context, whereas, the feasibility
constraint reflects what we expect from the outcome of the rule. We see that using
rationality and feasibility constraints is more expressive than using a single integrity
constraint. As what is expected of the agents is not necessarily the same as what
we expect of the outcome. We will introduce some of the terminology in order to
understand one of the main results by Endriss (2018). This result is an analogue of
the result by Nehring and Puppe (2007) regarding the median property in judgment
aggregation. Furthermore, it also extends the Grandi and Endriss (2013) result
from the single-constraint case, to the two-constraint case.

2.1 The Model

In this section, we will describe the model of binary aggregation. In the formula-
based model of judgment aggregation our agenda contains well-formed formulas.
Whereas, in binary aggregation our agenda contains independent issues, which
can be thought of as non-negated propositional variables. Therefore, in binary
aggregation, agents vote either for or against a proposition, this can be thought of as
a yes/no response to a certain issue. Our notation of binary judgement aggregation
will follow that of Endriss (2018); Grandi (2012a); Grandi and Endriss (2013).

2.1.1 Judgments and Binary Aggregation

We let AV be the set of n voters, such that N' = {1,...,n}, and we assume that
n > 1. Unless specifically stated. we do not make an assumption on whether n is

odd or even. Moreover, we will use voter and agent interchangeably.

An agenda @ is a set of independent issues. We usually denote the issues of the
agenda as letters of the Greek alphabet, such as ¢ or ¢». We define a voter’s judg-
ment, B; as such: for a voter i € N, B; : ® — {0,1}. Here we see that 0 corre-
sponds to answering ‘no’ or a rejection, whereas, 1 represents answering ‘yes’ or an

acceptance of an issue. We call the collection of all the voters’ judgments a profile,
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denoted by B € ({0, 1}®).

To be able to speak about certain subsets of A/, we introduce the following notation.
We let Nf denote the set of voters who vote for ¢ in the profile B. Therefore, \Nf |
will be used to denote the number of voters who voted for ¢ in the profile B.

Moreover, we need to address how we aggregate the voters’ judgments in order to
gain a collective judgment. An aggregation rule, F', is a function which takes in
profiles, and outputs a judgment. We define it formally as such:

F: ({0,1}")" = P({0, 1}*)\{0}

Note that the rule will return some non-empty set of judgments. We now go on to
define some aggregation rules in binary aggregation which we will be focusing on
in this thesis.

A quota is a function that takes an issue of the agenda and gives a real number.
This number dictates how many votes are required for the issue to be accepted by
the quota rule.

Definition 2.1 (Quota). A quota is a function such that:

q:®—[0,n+1]

Thus, we denote the quota of an issue ¢ as ¢(y¢). Using Definition 2.1, we now
define a quota rule.

Definition 2.2 (Quota Rule, Grandi, 2012a). A quota rule accepts an issue ¢ € ® if
and only if ],/\/f | > q(p), otherwise ¢ is rejected by the rule.

Observe that quota rules in binary aggregation do not treat the acceptance or rejec-
tion of an issue in the same way. In essence, we can think of there being different
quotas for issues being accepted or rejected, with an issue requiring ¢(y) votes of
for the issues or n — ¢(y) votes against it, respectively. A special case of the quota
rules are uniform quota rules, where every issue of the agenda is assigned the same
quota.

Definition 2.3 (Uniform Quota Rule). A quota rule is a uniform quota rule if and
only if ¢ is a constant function, for all ¢ € ® we have that ¢(¢) = c.
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The final aggregation rule we will introduce in this section is the strict majority rule.

Definition 2.4 (Strict Majority Rule). The strict majority rule accepts an issue ¢ € ®
if and only if [N Z| > 2.

We will refer to the strict majority rule as simply the majority rule in this thesis.
Observe that when n is odd, the support required for an issue and its negation to
be consistent with the outcome is the same. However, when n is even, an issue
requires 7 + 1 votes to be accepted. Whereas, its negation requires 3 votes against
the issue for it to be rejected.

2.1.2 Constraints

In this subsection, we will add constraints to our model. With this we create con-
nections between the independent issues of the agenda.

The propositional language used to create the constraints is £(®). This is the set of
well-formed formulas built using the usual connectives: A, V, =, — and the propo-
sitional variables from ®. We will usually denote the constraints as I, or I'". We will
think of the constraints as being in conjunctive normal form (CNF), a conjunction of
clauses. We define a clause as such:

Definition 2.5 (Clause). A clause, 7, is a disjunction of literals.
We call a clause empty if it does not contain any propositional variables.

As all formulas can be rewritten in CNF, we will assume throughout this thesis that
our constraints are in CNF. Therefore, a formula in CNF with s clauses can be writ-
tenas I' = ]_, m;. Next, we move onto being able to speak about the issues which
appear in the constraints, namely, the variable function.

Definition 2.6 (Variable Function). Let I" € £(®). We define the following function
which returns a set of the issues which appear in T'.

Var : L(®) — P(P)

A voter’s judgment, B;, will satisfy a constraint I' € £(®), when the constraint T
evaluates to true under the same assignment entailed by the voter’s judgment B;.
We denote this by B; F I'. Following from the work of Endriss (2018), we will

define this notion of satisfaction recursively as such:
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B; E ¢ for an issue ¢ € @ if and only if i € NZ.

B; E —T' if and only if it is not that case that B; £ T"

B;ET ATV ifand only if B; FT' and B; F T
e B;ET VvIVifand onlyif B; ET or B; £ I
e B;ET - I"ifand only if B; ¥ T"or B; ET”

When looking at the relationship between pairs of constraints, we usually to see if
a semantic entailment holds between the pair. We say that I = I", if for all B; such
that B; £ T, then it is also the case that B; = I''. However, a more concrete way of
thinking about this is by introducing the following notation.

Definition 2.7 (Models of a Constraint). Let I' be a constraint such that I' € £(®).
We denote the models which satisfy a constraint as Mod(I"). We define this formally
as such:

Mod(T") = {B € {0,1}* | BE T}

We can denote I' E IV as Mod(I") € Mod(I"), that is that all models of T" are also
models of .

Lastly, we need to define the notion of consistency in this setting. In the existing
literature, this relies on two notions relating to the input and output of the aggre-
gation rule (Endriss, 2018; Grandi and Endriss, 2013; Grandi, 2012a). Although,
only Endriss (2018) uses the terminology of rationality and feasibility constraints,
we will stick to this terminology to avoid confusion, as all of the existing work can
be thought of in these terms.

Definition 2.8 (I'-rational Profile, Endriss, 2018). A profile B € ({0,1}®)" is I'-
rational if for all « € N B; E T' (alternatively, if B € Mod(I")"™).

Next we want to define what is a feasible outcome.

Definition 2.9 (I"-feasible outcome, Endriss, 2018). An outcome F'(B) is I''-feasible
if F(B) E I (alternatively F'(B) € Mod(I")).

Finally, our notion of consistency is when the two previous definitions coincide. We
refer to this as guaranteeing a feasible outcome on rational profiles, which we define
it as such:



Definition 2.10 (Guaranteeing I’'-feasible outcomes, Endriss, 2018). An aggrega-
tion rule F is said to guarantee I"’-feasible outcomes on I'-rational profiles, if for
every profile B € Mod(I")" it is the case that F'(B) € Mod(I").

2.2 From Judgment Aggregation to Binary Aggregation

In this section, we will take the more commonly used model of formula-based
judgement aggregation and show that it can be translated to binary aggregation
setting as described in Section 2.1. However, in order to do this, we will first intro-
duce the formula-based model of judgment aggregation and some key results.

2.2.1 An Introduction to Judgment Aggregation

We will give the formula-based model of judgment aggregation introduced by List
and Puppe (2009), which we will refer to as just judgment aggregation. We have
a set of propositions which represent different items in a certain context. We will
denote this set of propositions as P = {pi,...,p;}.! We assume that this set of
propositions is finite. From this set of propositions we can build well-formed for-
mulas with the standard logical connectives: —, A,V and —. We denote the upward
closure of the set of propositions with the logical connectives as £(P), and it is from
here that the judgment aggregation agenda is built.

Definition 2.11 (A formula-based agenda). The agenda in formula-based model
judgment aggregation, X is a set of issues, which is closed under complementation,
such that X C L(P).

Npte that we will use X to refer to just the positive (non-negated) propositions in
X.

We will denote a judgment in the formula-based model with J (in binary aggrega-
tion we will denote the judgment as B). Therefore, a profile in judgment aggrega-
tion (which we will denote as J) is a subset set of the agenda, J C X". However,
allowing for J C X", without any further restrictions, means that the profiles could
contain inconsistent or incomplete judgments. Therefore, in judgment aggregation
we have conditions imposed on an agent’s judgment, such as that they have to be:

e complete, i.e. for all « € X, either o € J; or ~« € J;, and;

e consistent, i.e. there exists a truth assignment that satisfies all « € J;.

!Note that these are atomic propositions excluding the symbols of T and L. Thus, the propositions
are not contradictions nor tautologies themselves.
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We denote the set of judgments which abide by these rationality conditions by
J(X). We define aggregation rules in judgment aggregation as such:

Definition 2.12 (Aggregation rules). An aggregation rule is a function which takes
a profile, where each judgment abides by the rationality conditions and gives a
result which is a subset of the agenda:

F:JXxX)m—2%

We will not formally define specific aggregation rules, such as the majority rule and
quota rules, in judgment aggregation. However, they work in an analogous way as

in binary aggregation.

Now that we have a model of judgment aggregation we will look at some central
results.

As we saw in the introduction, although all agents give a consistent judgment, there
can be inconsistent outcomes, as in the doctrinal paradox (see Table 1.1). In the
field of judgment aggregation, there have been strides to find conditions when the
majority rule will provide consistent outcomes, one way in which this is done is by
only allowing agendas which have the median property.

Definition 2.13 (Median Property, Nehring and Puppe, 2007). An agenda X has
the median property if and only if every minimally inconsistent subset of ® has a
size of at most two.

Nehring and Puppe (2007) found that the agenda having the median property is
a necessary and sufficient condition for the the majority rule giving consistent out-

comes.

Theorem 2.1 (Nehring and Puppe, 2007). The majority rule guarantees consistent
outcomes if and only if the agenda has the median property.

A similar problem concerning guaranteeing consistency, as in the doctrinal paradox,
can occur when using quota rules. Therefore, there is a variation of the median
property to avoid inconsistencies under quota rules, namely the k-median property.

Definition 2.14 (k-Median Property, Dietrich and List, 2007). An agenda X has

the k-median property if and only if every minimally inconsistent subset of X has a
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size of at most k.

This definition leads to the following result by Dietrich and List (2007), as the nec-
essary and sufficient conditions for consistent outcomes under the a certain class of
quota rules.

Proposition 2.2 (Theorem 2a, Dietrich and List, 2007). A quota rule F’ gives consis-

tent outcomes if and only if ) ¢(p) > n(]Z| — 1), for every minimally inconsistent
pEZ
subset Z of the agenda X.

There are other types of conditions which are used to avoid inconsistent outcomes
in judgment aggregation. However, the existing work on binary aggregation with
constraints has currently only focussed on agenda properties. Hence, we will intro-
duce any further background knowledge when necessary.

2.2.2 Translation from Judgment Aggregation to Binary Aggregation

In this subsection, we will see the translation between judgment aggregation and
binary aggregation with constraints (Grandi and Endriss, 2011; Grandi, 2012b).
From the previous subsection, we can now show the translation from judgment
aggregation to binary aggregation with constraints.

We start with the agenda. Take an agenda X from judgment aggregation. Then
we can define an agenda of binary aggregation as ®x = {¢, | @ € X}, giving us
a binary translation of the agenda X. Thus, if we have the formula-based agenda
X = {p1, 1, p2, P2, p1 Ap2, ~(p1 A p2)}, then its translation to binary aggregation

will be & = {90171 y P=p1s Pp2s P-p2s PpiAp2s 90—\(1)1/\172)}'

Next we have to translate the domain of profiles from judgment aggregation to bi-
nary aggregation. For this we will introduce some notation. We let Y E Z denote
that Y is a minimally inconsistent subset of Z. To find the translation of 7(X), we
need a translation of the rationality conditions, which we saw in the previous sub-
section. As formulated by Grandi (2012a, Section 3.2.2) we restrict the judgments
in the profiles such that they abided by the following constraints:

e Completeness: ¢, V ¢-, foralla € X+
e Consistency: =(/A cg ¥a) for every S E'X .

The translation of completeness is clear, every agent has to vote for either ¢, or
¢-a- This relates to the formula-based model, where the voter has to accept either

a or —«. The constraint hat represents consistency tells us that an agent cannot
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vote for all of the formulas of a minimally inconsistent subset of the agenda X,
making their judgments consistent with respect to X .2

In our model of binary aggregation, the domain of profiles must abide by the con-
straint I"x, where:

I'x =( /\ (‘Pa\/@ﬂa))/\(/\ _‘(/\ Ya))

aeXt m.i. aesS
SCX

It is clear that a translation from judgment aggregation to binary aggregation holds,
as the I'x-rational profiles will equate exactly to the judgments in 7(X). Fur-
thermore, it is possible to translate from ‘binary ballots’ to judgments (see Grandi
(2012a, Section 6.2.2) for details). However, this will not be expanded upon here
as we will only be concerned with the translation from judgment aggregation to
binary aggregation.

2.3 Integrity Constraints

In this section, we will expand upon the work of Grandi and Endriss (2013). The
aim of this work was to find consistent outcomes with respect to an integrity con-
straint which the voters all abide by. They call rules collectively rational when all
voters abide by the constraint, the outcome abides by it as well (Grandi and Endriss,
2013). This mirrors trying to avoid inconsistent outcomes in judgment aggregation.
The following example shows the connection between the two using the translation
spelled out in the previous section.

Example 1. Three agents N' = {a1, a2, a3} vote on the following binary agenda,
D = {Ya, P-as P> P-p: Panss P-(ang) }»> translated from the formula-based agenda
Xt = {a,B,a A B}. Our constraint says that all judgments have to be complete
and consistent with respect to the agenda X (the subscripts of our binary issues).
Therefore, we have the following integrity constraint, I' = (A, cx+(¢a V ¢-a)) A
( /\SIE i “(Apes Pa)). Now consider the profile depicted in Table 2.1.

We see that every voter abides by the integrity constraint I', as they give complete
and consistent judgements with respect to X. Therefore, for all : € N, B; £ T.
However, the outcome does not abide by the integrity constraint I', as the outcome
fails to be consistent with respect to X, therefore, F'(B) ¥ T". Thus, the majority is

2As we are looking at minimally inconsistent subsets of the agenda, taking one item away from
this set will mean that the set is consistent. Therefore, not voting for all of the items in the minimally
inconsistent subset means that there must be at least one item that you didn’t vote for. Thus, the
judgment is consistent.
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Pa P-a P P8 Pans Spﬁ(a/\,b’)
al v X X v X v
as v X v X v X
as X v v X X v
Majority | v X v X X v

Table 2.1: Translation of the doctrinal paradox

not collectively rational with respect to I'. A

From this example, we see that in binary aggregation the same problems of incon-
sistent outcomes can arise. Grandi and Endriss appeal to some of the solutions
in judgment aggregation in order to solve the analogue problems in binary aggre-
gation with integrity constraints. One of their solutions is translating the median
property to binary aggregation. In the previous example, we see that if all of the
minimally inconsistent subsets of the agenda were of size at most two, then the
clauses of I" would also be of size at most two. Thus, Grandi and Endriss (2013,
Proposition 1) prove that in binary aggregation the median property corresponds
to the clauses of the integrity constraint having at most two literals each, leading
us to the following proposition.

Proposition 2.3 (Proposition 1 Grandi, 2012b). The majority rule is collectively
rational with respect to clause with two literals.

Grandi and Endriss (2013) also translate the k-median property. They recreate the
result by Dietrich and List (2007) (see Theorem 2.2 in this thesis) in their single-
constraint setting. Grandi and Endriss translate this through a series of results
leading to the following result.

Theorem 2.4 (Theorem 30, Grandi and Endriss, 2013). A quota rule is collectively
rational with respect to a clause T with k literals if and only if the quotas of the issues
which appear in T' abide by

Yooale)+ Yo (n—alg) +1) >nlk-1),

pj€Var(I'~) pj€Var(I't)

or an issue in I either has a quota of 0 or n + 1 if it appears positively or negatively,

respectively.

This theorem is with respect to a single clause, instead of formulas with many
clauses we described in Section 2.1. This is something that will be touched upon
later in Section 3.2.
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Note that we will refer to integrity constraints as the single-constraint case of binary
aggregation. Furthermore, we will not use the notation of the single-constraint
model, but that of rationality and feasibility model, as the former can be thought of
in terms of the latter.

2.4 Prime Implicates

In this section, we will gain some understanding of prime implicates. We use this
to relate constraints with multiple clauses. They allow us to inspect the constraints
in a more in-depth way than just comparing their clauses when in CNF form or if

there is a semantic entailment between the formulas.

The prime implicates of a formula are the formula’s logically strongest clauses, and
therefore, do not contain redundancies. The study of implicates and prime im-
plicates can be found in the work of Inoue (1992) and Marquis (2000). A more
detailed account of prime implicates can be found there. However, we shall be
following the same notation used by Endriss (2018). First, we formally define an
implicate.

Definition 2.15 (Implicate). Let I" € £(®). A clause 7 € L(®) is an implicate of T
if and only if ' & 7 and = is not a tautology.

We see here that an implicate of a CNF formula can be a clause of the formula, de-
scribing part of the formula. Note that, as described by Tourret (2012), we exclude
tautologies from being implicates. The definition of an implicate has no notion of
strength nor a definite relationship between the clause and the formula. For exam-
ple, consider the formula I' = (p; V p2). An implicate of T is 7 = (p1 V p2 V p3).
Here we see that although 7 is an implicate of T, it is not very informative with
respect to I'. Therefore, we define a stronger notion of an implicate to describe a

given formula, we call this a prime implicate.

Definition 2.16 (Prime Implicate). Let I' € £(®). A clause m € L(®) is a prime
implicate of T" if and only if:

e 7 is an implicate of T';
e and for every implicate 7’ of T, if 7’ F 7, then 7 F 7’ holds.

Definitions 2.15 and 2.16 are a reformulation of Definition 3.3 from Marquis (2000).

To understand what a prime implicate is we will see an example.
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Example 2. Consider the following formula, I" = (¢1 V ¢2) A (—p2 V —3).

Table 2.2: Satisfying truth assignments of I' = (1 V p2) A (—¢2 V —p3)

We can see that the prime implicates of I" are (¢1 V ¢2), (—p2V —ps) and (1 V —ps).
It is worth noting that each of these truth assignments also make each of the prime
implicates true. Furthermore, if we remove an literal of a prime implicate, then one
of these truth assignments would make it false. A

We can now use prime implicates to describe the strongest clauses of the rationality
and feasibility constraints. Furthermore, with the following lemma, we can now
use prime implicates to inspect the relationship between the constraints.

Lemma 2.5 (Marquis, 2000). If " E I" is the case, then for every prime implicate 7’
of T there exists a prime implicate 7 of " such that 7 E 7'

The proof of Lemma 2.5 can be found in the work of Inoue (1992, Theorem 4.7).
The use of Lemma 2.5 allows us to make a connection between prime implicates of
the two constraints.

2.5 Rationality and Feasibility Constraints

In this section, we will focus on binary aggregation with rationality and feasibility
constraints, introduced by Endriss (2018). The integrity constrain model, explored
in the previous section is a special case of this model®. The rationality constraint
relates to the input, while the feasibility constraint relates to what we expect of the
output, denoted by I" and I, respectively.

In order to see how these constraints could be used, we will consider an example

where agents decide what a budget should be spent on.

Example 3. Three agents (N = {aq, a2, az}) are deciding which of the three projects
should be funded. We denote ® = {1, 2,3} as the set containing the three
projects. The budget cannot fund all of the projects. Therefore, ' = Vo,ea i

®Note that the single-constraint case is a special case of the rationality and feasibility model, where
the two constraints are logically equivalent (F I' <+ I').
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However, it is rational for voters to support at least one of the projects. Thus,
I' = 1 V 2 V 3. Using the majority rule, we can have a situation as in Table 2.3.

Y1 P2 3
aq v v X
a9 X v v
as v X v
Majority | vV vV

Table 2.3: A I'-rational profile without a I"-feasible outcome

In Table 2.3, we see that all agents have accepted one of the projects. Therefore,
it is a I'-rational profile. However, all three of the projects have been selected.
Therefore, this is not a I''-feasible outcome. A

From this previous example we can observe two things:

First, we see that the rationality and feasibility model of binary aggregation is much
more expressive than the integrity constraint model. In the previous example, it
might not be rational for voters to think about the strict monetary outcome when
deciding which items of ® should be supported. Whereas, this is not possible in the
single-constraint model.

Second, we can see in this example that we are not guaranteed I"’-feasible out-
comes. Thus, the majority rule cannot guarantee consistent outcome with respect
toI" and I'. One way to be able to guarantee feasible outcomes on rational profiles
is via simple clauses.

Definition 2.17 (Simple Clause). A clause is simple if and only if it is logically
equivalent to a clause with at most two literals.

Endriss (2018) extends this definition of a simple clause to a pair of formulas being
simple.

Definition 2.18 (A simple pair of formulas Endriss, 2018). A pair of formulas
(I, T') € L(®)? is simple, if for every non-simple prime implicate 7' of I there
exists a simple prime implicate = of I" such that = F 7’ holds.

To unpack this definition, we will now look at an example of a simple pair of for-
mulas, where both formulas themselves are not simple.

Example 4. Consider the following pair of formulas: ' = (¢1 V ¢2) A (@3 V @4 V ¢5)
and IV = (p1 V 2 V ¢3). Here we see that neither I' nor I are simple formulas
as they contain clauses which have more than two literals. However, the pair is
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simple. Take the only non-simple prime implicate of I/, namely (1 V @2 V ¢3). We
see that there exists a simple prime implicate of ', namely (¢; V ¢2), which entails
(1 V @2 V ¢3). Therefore, the pair of formulas (", I”) is simple. JAN

Next, we see the result from Endriss (2018, Theorem 2), giving the conditions to
guarantees feasible outcomes under the majority rule.

Theorem 2.6 (Endriss, 2018). The Majority Rule guarantees I''-feasible outcomes on
I-rational profiles if and only if ' £ I and (T, T") is simple.

The crux of the application of this theorem is that the prime implicates of the fea-
sibility constraint will always be entailed by a simple prime implicate of the ratio-
nality constraint. As this prime implicate is simple and the profile is rational, every
agent votes for at least one of these two literals in the simple prime implicate. This
entails that the outcome will support one of these literals. As the simple prime im-
plicate is accepted, the corresponding prime implicate of the feasibility constraint
will also be accepted, giving a feasible outcome. Next, we see an application of
Theorem 2.6.

Example 5. Consider three agents, N’ = {a1, as, a3}, who are voting on an agenda
of five issues, ® = {p1, v2, ¢3, P4, p5}. The agents have a restriction on their judg-
ments, given by I' = (1 V 02) A (03 V @4 V 5). Furthermore, the agents expect the
outcome to abide by the feasibility constraint IV = (7 V 2 V ¢3). The profile of the
three agents’ judgments are depicted in Table 2.4.

Y1 P2 P3 P4 P5

al v X Vv x X

as x v x v X

as v X x x VY
Majority | v X x X X

Table 2.4: A T'-rational profile with a I"-feasible outcome.

Here we see that all of the agents have voted in accordance with the rationality
constraint I'; therefore, it is a I-rational profile. From the previous example, we see
that the pair of formulas is simple. Consequently, the outcome is I"-feasible. A

This result corresponds to a theorem from Nehring and Puppe (2007) in the formula-
based model of judgement aggregation. This is Theorem 2.1 in this thesis, using
the median property (Definition 2.13). We see the link between the size of a min-
imally inconsistent subset and the size of of the prime implicates in the rationality
constraint.
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Chapter 3

Guaranteeing Feasible Outcomes
Using Quota Rules

This chapter will extend upon the work of Grandi and Endriss (2013). They take
agenda properties of judgment aggregation, such as the Median property, and trans-
lates them into the single-constraint setting (described in Section 2.3). In particular,
they translate the k-median property (Definition 2.14) to binary aggregation with a
single constraint. This allows them to recreate Dietrich and List’s consistency result
(see Theorem 2.2) in this new setting. The chapter will be split into two sections.
In Section 3.1, we recreate the translation of the k-median property, however, now
in the two-constraint setting (Grandi and Endriss, 2013). Then in Section 3.2, we
look at guaranteeing feasible outcomes for any pair of constraints. We do this using
prime implicates and the results from the previously mentioned section.

The first result in this chapter motivates an assumption made throughout this chap-
ter. Furthermore, it is one of the conditions in Theorem 2.6 by Endriss (2018). This
assumption is that the rationality constraint must entail the feasibility constraint for
our judgment aggregation rule to guarantee feasible outcomes. The contrapositive
of this result shows that if this entailment is not the case, then there is no guarantee
that the outcome will be feasible when given rational profiles.

Lemma 3.1. Suppose that F' is an aggregation rule that satisfies the axiom of Una-
nimity. If F' guarantees I"'-feasible outcomes on I'-rational profiles, then T & T".

Proof. We shall prove the contraposition of the statement in Lemma 3.1. When
assuming that I" ¥ I holds, there must be a truth assignment which satisfies I", but
does not satisfy I". Equivalently there exists a B € Mod(I")\Mod(I"”). Consider a
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voting profile, B for which the agents vote unanimously for this judgment, B. As
the aggregation rule satisfies unanimity, we have that F'(B) = B. Thus, F(B) ¥
I". Therefore, there is a I'-rational profile which does not guarantee a I''-feasible
outcome. O

In Section 3.1, we restrict rationality and feasibility constraints to be single clauses.
Note that when we make this assumption, the literals of I" are also literals of I
(Var(T') C Var(I"”)). Due to this observation, we define a recurring feature of the
feasibility constraint IV will arise throughout this chapter.

Definition 3.1 (Trivial Quota with respect to a constraint I'). A quota ¢(yp) is a
trivial quota with respect to T if and only if either:

e ¢(p) =0when p F T,
e or g(p) =n+1when @ FT.

If the feasibility constraint is a single clause and one of its literals has a trivial quota,
then we are guaranteed that the outcome will be consistent with that literal. There-
fore, the outcome will be consistent with the feasibility constraint. We show this in
the following Lemma.

Lemma 3.2. Let I be a single clause. If a quota rule has a trivial quota with respect

to I, then we are guaranteed I"-feasible outcomes.

Proof. We assume that I'" has a trivial quota. Therefore, there exists a ¢ € Var(I")
such that it has a quota of ¢(¢) = 0 (q(¢) = n + 1) if ¢ (—¢) is a literal of T".

If ¢ is a literal of IV and ¢(¢) = 0, then no matter the number of agent who vote
against ¢, ¢ will always be accepted by the rule. Therefore, as I' is a single clause,
the outcome will be I"-feasible.

If - is a literal of I” and ¢(¢) = n + 1, then no matter the number of agents who
voted for ¢, we see that ¢ would be reject by the rule. Therefore, as I is a single
clause, the outcome will be I'-feasible. O

Next we give an outline of this chapter. In Section 3.1, we will first recreate the
single-constraint case results corresponding to the k-median property in the ratio-
nality and feasibility setting. In Subsection 3.1.1, we shall look at the existing
results by Grandi and Endriss (2013). In Subsections 3.1.2, 3.1.3 and 3.1.4, we
follow the steps of Grandi and Endriss (2013) to recreate the analogue results in

our setting.

20



In Section 3.2, we move from constraints which are single clauses to constraints
with any finite number of clauses. In Subsection 3.2.1, we will look at the steps
already taken by Grandi and Endriss (2013) to extend the results from a clause
to a constraint of any length in the single-constraint setting. We strengthen this
result using prime implicates; however, by restricting the aggregation rule to be
any quota rule. In Section 3.2.2, we extend both of these results to the rationality
and feasibility setting.

3.1 Constraints which are a Single Clause

A lot of the groundwork of investigating consistent outcomes with respect to con-
straints has been carried out by Grandi and Endriss (2013). This work uses one
constraint, which in our model means that the rationality and feasibility constraints
are logically equivalent. In this section, we will introduce the existing quota rule
results by Grandi and Endriss (2013) and then prove the analogue results in the ra-
tionality and feasibility setting. These results will be split into three cases where the
rationality constraint is: a positive clause, a negative clause and finally any clause.

3.1.1 Integrity Constraints and Quota Rules

In Section 2.3, we saw an overview of the work carried out by Grandi and Endriss
(2013). Many of their results restrict the integrity constraints to be single clauses.
They go on the find the types of quotas required to guarantee outcomes consistent
with the constraints. They do this by focussing on constraints that contain literals
which are either all positive, all negative, or a mix of both positive and negative
literals. As we will follow the same steps as Grandi and Endriss (2013), next we
will introduce some of their terminology which will be useful in the remainder of
this chapter.

A technique used in the proofs of the single-constraint results, is that we want to
label votes as either ‘wrong’ or ‘correct’. We want to label votes in this way when
we want to say if a vote supports a clause or not, without making any assumptions
on the literals in the clause itself.

Definition 3.2 (Wrong vote with respect to a clause 7, Grandi and Endriss, 2013).
A clause 7 has received the wrong vote from an agent if and only if all of the literals
which appear positively (negatively) in the clause 7 have been rejected (accepted).
We will denote this with ‘W’.

Next, we will define a ‘correct’ vote with respect to a clause .

21



Definition 3.3 (Correct vote with respect to a clause 7, Grandi and Endriss, 2013).
A clause 7 has received a correct vote from an agent if and only if one of the literals
which appear positively (negatively) in the clause = has been accepted (rejected).
We will denote this with ‘C’.

As in Grandi and Endriss (2013) we will assume a particular form of the clauses we
speak about in this thesis. We make the assumption that the clauses are not trivial.
Where a trivial clause either has a repeated literal, or the clause contains both an
issue and its negation. If a clause is trivial, then it can be reduced to a non-trivial
clause or an empty clause. For example, the clause p V —p would be reduced to an
empty clause, and the clause —p Vv ¢ V —p would be reduced to —p V ¢q. From now
on, we shall assume that all clauses are in their non-trivial form.

3.1.2 Positive Rationality Constraints

In this subsection, we will inspect which classes of quota rules can guarantee fea-
sible outcomes, where our rationality constraint is some positive clause. First, we
will define a positive clause.

Definition 3.4 (Positive Clause). A positive clause is a clause which only contains
positive literals.

The following proposition generalises the result from Grandi and Endriss (2013,
Proposition 21).

Proposition 3.3. Let I" and I be single clauses such that I" F I holds and let T’
be a positive clause with k literals. A quota rule guarantees I"”-feasible outcomes
on I'-rational profiles if and only if there is a trivial quota with respect to I or the
quotas of the issues in I satisfy:

Z q(p) <n+k.

peVar(T')

Proof. We shall prove the left-to-right direction via contraposition. Assume that

there are no trivial quotas with respect to I, as well as that Y. q¢(¢) > n + k.
p€eVar(T')
We want to show that there exists a I'-rational profile which does not result in a

T/-feasible outcome.

Due to the conditions on the two constraints in the Proposition, we can number
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the k issues of I" from one to k. thus, we can formulate the constraints as such:
= \/g‘f':1 pjand IV = (\/;?:1 ©;) V 1, where 1 is a clause which could be empty.

Consider the I'-rational profile depicted in Table 3.1, where as defined in Definition
3.2 ‘W’ represents the ‘wrong’ vote for the clause . This means that each of the
issues in 1) is rejected (accepted) if they are a positive (negative) literal in ).

# ofagents | o1 @2 w3 .. @p O
61 < q(gpl) -1 v X X X Y
EQ < q(gog) -1 X v X X Y
l3<q(p3)—1 | x x Vv .. x W
O <qlpp)—1| x x x .. v W

Outcome X X X .. x W

Table 3.1: Profile B for the proof Proposition 3.3

Observe that n = Y>> ¢; < > (q(¢;) — 1), which is consistent with our
pj€Var(T") pj€Var(T")
assumption that >~ ¢(¢;) > n+k, asT has k literals. Since there are no trivial
pjeVar(T")

quotas with respect to IV (and therefore no trivial quotas with respect to I"), our
claim that /; < g(¢;) — 1 holds.

B is I'-rational; however, the outcome is not I'-feasible. This is in part due to there
being no trivial quota with respect to I'". Thus, none of the literals in I will agree
with the issues in the outcome, regardless of the profile. Moreover, as each issue
; receives strictly less than ¢(y;) votes, none of the issues of I" will be accepted.
Furthermore, as v receives the ‘wrong’ vote from all n agents, all positive (negative)
literals in ¢ have receive zero (n + 1) votes. Therefore, we see that the outcome
will not agree with 1, as there are no trivial quotas with respect to ¢). Therefore,
we have found a I'-rational profile without a I''-feasible outcome.

For the right-to-left direction, suppose that either I'” has a trivial quota or that the

issues which appear in I' are such that >  ¢(¢) < n + k. In the first case,
peVar(T')
we assume that I has a trivial quota. It follows from Lemma 3.2 that we are

guaranteed I"-feasible outcomes.

For the second case, it is left to show is that if 3 .y, () < n + k holds then

all outcomes are I"-feasible. However, for the sake of a contradiction, suppose that

there is a I'-rational profile which does not result in a I"-feasible outcome. Then

no ¢ € Var(I') will have reached its quota, thus the cumulative number of votes for

these issues is at most Y. (¢(p) — 1). By our assumption > q¢(¢) < n+k,
peVar(T) peVar(T)
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then > (¢(¢) —1) < n. However, as the profile is I'-rational, each agent must

p€eVar(T')
vote for a ¢ € Var(I'), so the cumulative number of votes for the issues in I' must
be such that )  (¢(¢) — 1) > n. Thus, we have derived a contradiction. O
peVar(T')

We can see that this proof is a generalisation of Proposition 21 from Grandi and
Endriss (2013). If IV has a trivial quota, then this is equivalent to the positive
constraint having a quota equal to zero. Furthermore, when I' and I" are logically
equivalent, then it is clear that our condition I" & I” holds. Thus, Proposition 21
from Grandi and Endriss (2013) is a special case of Proposition 3.3. Next, we will
see an example of Proposition 3.3 being used.

Example 6. Consider a group of five agents (N = {a1, as, as, a4, as}), who are voting
on the following agenda: ® = {ya, ¥p, e, ©d, pe}- The rationality constraint is
I' = pa Vo V@, a clause with three positive literals, thus £ = 3. We take the
feasibility constraint to be IV = 4, V p V . V —pq V .. It is clear here that T' E T".

By Proposition 3.3, we see that the sum of the quotas of issues ¢,, ¢, and ¢, have
to be strictly less than n + £ = 8. Say we have the following quotas: ¢(y,) = 3,
q(ep) = 2, q(ee) = 2, q(pq) = 4 and q(pe) = 5, it is clear that this abides by the
restriction from the proposition. Now consider the profile depicted in Table 3.2.

Pa Pb Pc Pd  Pe

aq v X X X X
as v x x v
as X v X v X
aq X x v v X
as X x v v X
Total | 2 1 2 4 1

Table 3.2: A I'-rational profile with a I''-feasible outcome

We see that this is a '-rational profile as every agent has voted for ¢,, ¢, O @e.
Furthermore, this is a I'-feasible outcome as ¢, has reached its quota of ¢(¢.) = 2.

However, without as’s vote, the issues ¢, ©p, and . have each receive one vote less
than their quotas. Thus, no literal in the rationality constraint, nor the feasibility
constraint would be supported by the outcome. For the profile to be I'-rational,
as has to vote for one of the three issues in I', meaning that the quota rule would
accept one of the issues. Thus, ensuring a I"'-feasible outcome. JAN

From Proposition 3.3 follows a corollary regarding uniform quota rules, analogous
to how Grandi and Endriss (2013) proceed from Proposition 21 to Corollary 244.
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Corollary 3.4. Let T" and I" be single clauses such that T' = TV and T be a positive
clause with k literals. A non-uniform quota rule guarantees I''-feasible outcomes on

I'-rational profiles if and only if the uniform quota u satisfies:
n
< [ =

The proof of Corollary 3.4 follows directly from Proposition 3.3 where we use the
facts that q(¢) = u for all ¢ € Var(I"), as well as that [%] is the largest integer
smaller than 7 + 1.

Hence, we have the necessary and sufficient conditions for obtaining I"’-feasible
outcomes on I'-rational profiles for quota rules when T" is a positive clause. The
next step is to repeat this process when I' is a negative clause.

3.1.3 Negative Rationality Constraints

In this subsection, we will again look at when we can guarantee feasible outcome
on rational profiles. However, now we are restricting the rationality constraint to
be a negative clause.

Definition 3.5 (Negative clause). A negative clause is a clause which only contains
negated propositions as its literals.

Next, we generalisation Proposition 22 from Grandi and Endriss (2013).

Proposition 3.5. Let I" and I" be single clauses such that I' = I holds and let I"
be a negative clause with k literals. A quota rule guarantees I"’-feasible outcomes
on I'-rational profiles if and only if there is a trivial quota with respect to I'” or the
quotas of the issues in I" satisfy:

S ) > (k- .

peVvar(T')

Proof. We shall prove the left-to-right direction via contraposition. Assume that

there are no trivial quotas with respect to I/, as well as that > ¢(¢) < (k—1)n
p€eVar(I')
holds. We want to show that there exists a I'-rational profile which does not result

in a I''-feasible outcome.

Due to the conditions on the two constraints in the proposition, we can number
the & issues of I' from one to k£ and denote the constraints as I' = \/;‘?:1 —p; and
"= (\/2?:1 —p;) V 1, where 1 is a clause which could be empty.
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Consider the I'-rational profile depicted in Table 3.3, where, as before ‘W’ represents
the ‘wrong vote’ for the clause ¢ as defined in Definition 3.2.

# of agents | 1 o2 3 ok
h<n—q(le1) | x Vv V v W
lo<n—qle2) | v. @ X V v W
ls<n—qlps) | v Vv X v W
e<n—qler) | v v V x W

Outcome v v v v W

Table 3.3: Profile B in the proof of Proposition 3.5

Observe thatn = Y. ¢; < > . n —q(p;) holds, which is consistent with
pj€Var(T") pjeVar(T")
our assumption that Y~  ¢(¢;) < (k — 1)n, as I has k literals. Furthermore,
@j€EVar(T")

the outcome of our profile is consistent, as there are no trivial quotas with respect
to IV (and therefore, there are no trivial quotas with respect to I'), our claim that
¢; < n —q(p;) holds.

B is I'-rational; however, the outcome is not I''-feasible. This is in part due there
being no trivial quotas with respect to the issues of I". Therefore, the outcome will
not always be consistent with I, regardless of the profile submitted to the rule.
Moreover, as each issue ¢; receives at most n — g(y;) votes against the issue, none
of the issues of I" will be rejected. Furthermore, as v receives the ‘wrong’ vote from
all n agents, and there are no trivial quotas with respect to ), the outcome won’t
agree with ¢. Therefore, we have found a I'-rational profile without a I''-feasible
outcome.

For the right-to-left direction, suppose that either I'" has a trivial quota or that the

issues which appear in I" are such that >  ¢(¢) > (k — 1)n holds. In the first
peVar(T')
case, it follows from Lemma 3.2 that if there are no trivial quotas with respect to

I, then we are guaranteed I"-feasible outcomes.

For the second case, it is left to show is that if > v,y a(¢) > (k — 1)n holds then
all outcomes are I"-feasible. However, for the sake of a contradiction, suppose that
there is a I'-rational profile which does not result in a I"-feasible outcome. Then
each ¢ € Var(I") will have reached its quota. Thus, the cumulative number of votes

against these issuesisat most > (n—g¢q(y)). By our assumption > q(p) >
peVar(T) peVar(T)
(k—1)n,then > (n—q(p)) < n. However, as the profile is I'-rational, each agent
peVar(T')
must vote against at least one ¢ € Var(I') as it is a negative clause. Therefore, the
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cumulative number of votes against the issues must be such that >~ (n—q(y¢)) >
peVar(T')
n holds. Thus, we have derived a contradiction. O

A corollary follows directly from Proposition 3.5, regarding the uniform quota rule.
This links to Corollary 24i: by Grandi and Endriss (2013).

Corollary 3.6. Let I" and I be single clauses such that I' £ IV and T' be a nega-
tive clause with k literals. Any non-trivial uniform quota rule guarantees I"'-feasible
outcomes on I'-rational profiles if and only if the uniform quota u satisfies:

uZn—(%WﬂLl-

This result follows from Proposition 3.5 with the assumption that ¢(p) = w for all
¢ € Var(I'). This also uses that [] > 7.

3.1.4 Any Rationality Constraint

In the two previous subsections, we restrained the rationality constraints to be sin-
gle clauses, with literals which are either only positive or only negative propositions.
In this subsection, we look at the case where the rationality constraint can be any
single clause.

Before we can do this, we need to set some notation, which will be used throughout
the remainder of this chapter. As Var(I") (see Definition 2.6) denotes all of the issues
which appear in T', we will let Var(I't) denote the issue which appear positively in
I'. Similarly, we will let Var(I'~) denote issues which appear negatively in T".

The first result in this subsection extends Theorem 30 by Grandi and Endriss (2013)
to the rationality and feasibility setting.

Theorem 3.7. Let T and I” be single clauses such that T" F T” holds and T is a clause
with k literals. A quota rule F' guarantees I''-feasible outcomes on I'-rational profiles
if and only if either F has a trivial quota with respect to I or the quotas of the issues
in I satisfy:

Yooale)+ Y (n—alp)+ 1) >n(k-1).

peVar(I'~) peVar(T't)

Proof. The left-to-right direction will be shown via contraposition. Assume that

there are no trivial quotas with respectto I/, aswellasthat >  q(p)+ > (n—
peVar(l'—) peVar(I't)
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q(¢) +1) < n(k —1). We want to show that there is a I'-rational profile without a
I-feasible outcome.

From the conditions on the constraints in the theorem, we see that they can be
denoted as I" = \/;?Zl(Lj) and IV = (\/;‘le(Lj)) V 1. As before 1 is a clause which
could be empty. We let L; be a literal of I', which is either equal to ¢; or —¢; (note

that here we number the k issues which appear in I" from 1 to k).

Consider the I'-rational profile depicted in Table 3.4. ‘W’, as before, represents the
‘wrong’ vote, and now a ‘C’ represents a ‘correct’ vote (see Definitions 3.2 and 3.3).

#ofagents | o1 @2 .. @p U
2 cC W W W
ts W C wow
0 W W cC W

Outcome W W W W

Table 3.4: Profile B in the proof of Theorem 3.7

In Table 3.4, there are ¢; agents voting for a particular judgment (a row). For all
J € [1, k] we have that ¢; is either equal to at most to ¢(¢;) — 1 votes for p;, if L;
is a positive literal in I'. Otherwise, /; is at most n — ¢(y;) votes against ¢, if L;
is the negative literal. Observe that the number of ‘wrong’ votes for an issue ;
(j € [1,k]) in this profile is at least n — g(¢;) + 1 if L; is a positive literal in T', or at
least n — (n — ¢;) if L; is a negative literal in I".

From Table 3.4, we see that the total number of ‘wrong’ votes for issues in I is

ooon—=4< Y qle)+ > (n—gq(pj)+1). As B is a I'-rational
pj€Var(T") pj€Var(I'™) pj€EVar(I't)
profile this means that there are at least n ‘correct’ votes for issues in I' from the total

number of votes for the issues of I', nk. Hence, the total number of ‘wrong’ votes is

at most n(k — 1). Thus, we have that >~ q(p;)+ >, (n—q(p;)+1) <
pj€Var(l'™) pj€Var(I't)
n(k — 1), which abides by our assumption.

B is a I'-rational profile; however, the outcome is not I''-feasible. This is in part
due to there being no trivial quota with respect to I'. Thus, none of the literals
in I'” will agree with the outcome, regardless of the profile submitted to the rule.
Moreover, as each of the issues in I" has received ¢; votes agreeing with L;, it is
clear that this is not enough for the outcome to agree with any of the literals in I'.
Furthermore, as v receives the ‘wrong’ vote from all n agents, the outcome will not
agree with 1) as there are no trivial quotas with respect to I''. Therefore, we have

found a I'-rational profile without a I''-feasible outcome.

28



For the right-to-left direction, suppose that either I'' has a trivial quota or the issues

which appearinI" are such that Y~ ¢(¢;)+ > (n—q(e;)+1) >n(k-1)
pj€Var(I'™) pj€Var(I't)
holds. In the first case, we assume that I has a trivial quota, and we want to show

that we are guaranteed I"-feasible outcomes. This was shown in Lemma 3.2.

For the second case, it is left to show thatif >  q(p;)+ > (n—qly;)+
pj€EVar(I'~) p;jEVar(I't)
1) > n(k — 1) holds, then all outcomes are I''-feasible. However, for the sake of a

contradiction, suppose that there is a I"-rational profile which does not result in a
I"'-feasible outcome.

As this profile is not I"'-feasible, this entails that none of the literals in I" agree with
the outcome. All of the positive issues in I' can receive at most ¢(¢) — 1 ‘correct’
votes, or at least n — ¢(p) + 1 ‘wrong’ votes. Similarly, the negative issues in I" can
receive at most n — g(¢p) ‘correct’ votes, or at least ¢(y) ‘wrong’ votes. Cumulatively

this means that there are atleast ) q¢(p;)+ Y. (n—q(p;)+1) ‘wrong
pj€Var(I'~) pj€Var(I't)
votes for the issues in I'. By our assumption  >°  q(¢;)+ >, (n—q(p;)+
pj€Var(I'™) pj€Var(I't)
1) > n(k — 1), that is, the total number of ‘wrong’ votes should be greater than

n(k —1).

As this profile is I'-rational, there must be at least n ‘correct’ votes for the issues in
I'. Conversely, there are at most nk — n (or equivalently n(k — 1)) ‘wrong’ votes
for the issues in I". Thus, we have reached a contradiction, as the total number of

‘wrong’ votes for the issues in I' has to be greater than and at most n(k — 1). O

We can see how Proposition 3.3 and Proposition 3.5 are special cases of Theorem
3.7. If either the first or the second summation in the inequality is empty, then we
find the inequalities from these propositions.

Again, there is a corollary which follows from Theorem 3.7 regarding uniform quo-
tas. This corollary corresponds to Corollary 31 in Grandi and Endriss (2013).

Corollary 3.8. Let I" and I" be single clauses such that T E T holds and T be a clause
with k literals. Any non-trivial uniform quota rule guarantees I''-feasible outcomes on
T'-rational profiles if and only if the uniform quota u satisfies:

u(k— — ki) >n(k— —1) — ky.

Where k. is the number of positive literals in T (k4 = |Var(T'")|) and k_ is the number
of negative literals in I (k_ = |Var(I'")|).
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The proof of Corollary 3.8 follows directly from Theorem 3.7. Observe that both
Corollaries 3.4 and 3.6 can be recovered from Corollary 3.8, when we let either &_
or k. be equal to zero, respectively.

This result links to both the the formula-based model of judgment aggregation, as
well as the single-constraint model of binary aggregation. We see from the result
of Dietrich and List (2007, Corollary 2(a)) (see Proposition 2.2), links directly to
Corollary 31 from Grandi and Endriss (2013), and our result, Corollary 3.8.

3.2 Constraints with Multiple Clauses

In the previous section, we saw hoe to guarantee feasible outcomes when our ra-
tionality constraint is a single clause. In this section, we will use prime implicates
(Section 2.4) to extend these results to constraints with any number of clauses.

In Section 3.2.1, we will introduce the existing work in the single-constraint case
(Grandi and Endriss, 2013, Lemma 3). Using this result, we prove a theorem con-
necting quota rules that guarantee feasible outcomes for both a pair of constraints
and their prime implicates, in the single-constraint setting. Following this, in Sub-
section 3.2.2, we recreate each on the results from the previous subsection in the
rationality and feasibility setting.

3.2.1 Collectively Rational Outcomes on Any Constraint

In this subsection, we will follow on from the work of Grandi and Endriss (2013)
using the integrity constraint setting of binary aggregation. This looks at classes of
aggregation rules which guarantee feasible outcomes for every member of a set of
constraints. We focus on their following lemma.

Lemma 3.9 (Lemma 3, Grandi and Endriss, 2013). Given a set of formulas £ C
L(®). If an aggregation rule F' guarantees w-feasible outcomes on w-rational profiles

for all # € L, then F guarantees (/\ ., 7)-feasible outcomes on (A ., 7)-rational

profiles.

In the following example from Chen and Endriss (2018) we see that the converse
does not hold.

Example 7. Consider the following clauses as our rationality and feasibility con-
straints: m = —p, V —pp and oy = ¢,. We see from Grandi and Endriss (2013,
Corollary 31) (the single-constraint case of Corollary 3.8), that taking 7 as the

constraint, we get that the class of uniform quota rules which guarantee 7 -feasible
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outcomes is when u > 3. Similarly, when taking m, as the constraint, we get

that the class of uniform quota rules which guarantee m,-feasible outcomes is when
u < n+ 1. From Lemma 3.9, we see that a uniform quota rule guarantee (m; A 72)-
feasible outcomes on (7 A m2)-rational profiles when v abides by n 41 > u > 3.

However, we see that m; A ma = ¢, A —pp. It is clear that any non-trivial quota rule
will give (71 A mg)-feasible outcomes on (m; A my)-rational profiles. Therefore, the
previous range n + 1 > u > § does not fully capture all of the aggregation rules
which give (m; A m)-feasible outcomes on (7; A my)-rational profiles.

Moving away from Chen and Endriss’s example, we can look to prime implicates
fora solution to this problem. There are two prime implicates of (7 A m3), namely
-y and p,. Thus, by applying the result from Grandi and Endriss (2013, Corollary
31) on both prime implicates, we get that n + 1 > u > 0. This captures all possible
non-trivial quota rules that can lead to (7; A m2)-feasible outcomes. A

The previous example motivates Theorem 3.11. However, first we will prove a
lemma in order to prove this theorem. Note that this lemma appears to be similar
to the left-to-right direction of Theorem 3.7. However, this lemma is not a special
case of Theorem 3.7.

Lemma 3.10. Let I" be a formula, 7 be a prime implicate of T with k literals, and let
F be a quota rule. If F guarantees m-feasible outcomes on I'-rational profiles then F'
either has a trivial quota with respect to m, or the quotas of the issues in Var(w) abide
by:

Yo+ D (n—gqlp)+1) >nk—1).

peVar(n—) peVar(nt)

Proof. First, it is worth noting that when T is inconsistent, then there are no I'-
rational profiles. Therefore, the lemma is vacuously true. Thus we will assume that

I' is consistent and that there exists some I'-rational profiles.

We shall prove the lemma by contraposition. Therefore, we assume that F' does
not abide by the inequality for the quotas of the issues in 7, as well as there being
no trivial quotas with respect to 7. We want to show that there exists a I'-rational
profile without a 7-feasible outcome. Consider the following profile, B, depicted in
Table 3.5.

In Table 3.5, we let 7 = \/f:1 L;, where L; is a literal which is equal to either ¢;
or —p;. We see each judgment agrees with one of the literals of = and disagrees
with the rest. In the ‘remaining issues’ column we see that every judgment in B

gives a correct or consistent vote. We next need to check that this profile B can be
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# of agents | v1 2 3 ¢k | Remaining Issues:Var(I")\Var(r)
2 cC w w w C
lo w Cc W w C
ls w W C w C
Ly, w W W C C
Outcome |W W W W N/A

Table 3.5: Profile B for the proof Lemma 3.10

a I'-rational profile.

Suppose that a judgment supporting L; A A\ jerpngt Ly from Table 3.5 is incon-
sistent with I (with ¢ € [1, k]). Therefore, B cannot be a I'-rational profile. Hence,
we have that I' A L A \jep iy 7Ly B L, or I'E =(Li A N\jep g iy 7Lj), which
is equivalent to I' B =L; V' \/;cpy gy 4y Lj- Therefore, =L; V'V, cpy g5y Ly is an im-
plicate of I'. As both = and —L; V' \/ LR} L; are implicates of T', it is clear that
Vjep i\ qip Ly must also be an implicate of I'. ! However, this entails that 7 is not
a prime implicate of T, as the implicate \/je[l,k}\{i} L; Em and 7 ¥ \/je[Lk]\{i} L;.
Therefore, we can conclude that B can be a I'-rational profile.

Finally, we need to check that the profile depicted in Table 3.5 does not result in a
w-feasible outcome. Under the earlier made assumptions, there are no trivial quotas
with respect to w. Furthermore, the quotas of the issues in 7 do not abide by the
inequality in the statement of the lemma. In the table, we let ¢; be equal to at most
q(¢j) — 1, if L; is a positive literal in w. Otherwise, ¢; can be at most n — ¢(¢y;), if
L; is the negative literal of 7. Observe that the number of ‘wrong’ votes for an issue
¢; (4 € [1,k)) in this profile is at least n — ¢(y;) + 1 if L; is a positive literal in 7, or
at least n — (n — q(y;)) if L; is a negative literal in 7.

From Table 3.5, we see that the total number of wrong votes for the issues in = is

ooon—=4< Y qlej))+ > (n—q(pj)+1). As B is a I'-rational
@ EVar(r) pj€EVar(n—) pj€EVar(nTt)
profile this means that there are at least n correct votes for issues in 7. Therefore,

the total number of wrong votes for the issues in 7 can be at most n(k — 1) votes.

Thus, we have that >~ q(¢;)+ >, (n—q(e;)+1) <n(k—1), whichis
@pj€EVar(n—) pj€Var(nt)

consistent with our assumption.

B is a I'-rational profile; however, the outcome is not w-feasible. This is in part

due to there being no trivial quota with respect to 7. Therefore, none of the literals

in 7 will agree with the outcome, regardless of the profile submitted to the rule.

I This is more commonly known as the resolution rule, used to find (prime) implicates of a formula.
See Definition 8 from Tourret (2012).
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Moreover, as each ¢; € Var(7) has received /; votes agreeing with L;, it is clear that
this is not enough for the outcome to agree with any of the literals of =. Therefore,
we have found a I'-rational profile without a I''-feasible outcome. O

Now that we have shown the previous lemma, we can prove the following theorem.

Theorem 3.11. Let F be a quota rule, and T" be a formula. F guarantees I'-feasible
outcomes on I'-rational profiles if and only if for all prime implicates « of I', F' guar-
antees 7-feasible outcomes on w-rational profiles.

Proof. In the right-to-left direction, we let P be the set of prime implicates of T.
Thus I' is logically equivalent to A .p 7. Therefore, the right-to-left direction fol-
lows from Lemma 3.9, so left to prove is the left-to-right direction.

We assume that F' guarantees I'-feasible outcomes on I'-rational profiles. We want
to show that F' also guarantees w-feasible outcomes on r-rational profiles, for all
prime implicates of I". We pick a prime implicate 7 of I" arbitrarily.

As F' guarantees I'-feasible outcomes on I'-rational profiles, F' also guarantees -
feasible outcomes on I'-rational profiles. By Lemma 3.10 we see that this implies
that F' either has a trivial quota with respect to 7, or the quotas of the issues of 7

abideby Y ql@)+ X (n—qle)+1) > nlk—1).

pEVar(m—) pEeVar(nt)
We see that these are the conditions in Theorem 30 by Grandi and Endriss (2013),
for F' to guarantee w-feasible outcomes on 7-rational profiles. As m was chosen
arbitrarily, we have that F' guarantees rw-feasible outcomes on 7-rational profiles
for all prime implicates of T". O

3.2.2 Guarantee Feasible Outcomes on Any Pair of Constraints

In this subsection, we will look the rationality and feasibility analogues of the re-
sults which appeared in Subsection 3.2.1. Next, we will see a lemma which is
similar to Lemma 3.9 by Grandi and Endriss (2013).

Lemma 3.12. If F' guarantees I'|-feasible outcomes on I'y-rational profiles, and also
guarantees I'}-feasible outcomes on I'y-rational profiles, then F guarantees (I'} ATY)-

feasible outcomes on (I'y A I'y)-rational profiles.

Proof. We assume that the aggregation rule F' guarantees I'}-feasible outcomes on

I'y-rational profiles, and F also guarantees I',-feasible outcomes on I's-rational pro-
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files. For the sake of a contradiction, we assume that F’ does not guarantee (I'; AT'%)-
feasible outcomes on (I'y A I'g)-rational profiles. Therefore, there exists a B such
that F'(B) ¥ (I'; AT%), but Bis a (I'; A I'y)-rational profile.

As B is a (I'; A T'g)-rational profile, we have that for all i € N that B; € Mod(I"; A
I';). Therefore, for all i € N, B; € Mod(I';) and B; € Mod(T';). Hence, B is
both a I';-rational profile and a I';-rational profile. By assumption, we can then
say that F(B) is both a I'|-feasible outcome and a I'}-feasible outcome. Thus,
F(B) € Mod(I'}) and F(B) € Mod(I'}), which is equivalent to F'(B) € Mod(I"})) N
Mod(T) = Mod(I") ATY%). Therefore, F'(B) F (I'; AT%) holds and we have reached
a contradiction. m

It is clear that the above result can be extended to the conjunction of any finite
number of constraints. In the following example, observe that converse of the
above result does not hold.

Example 8. Consider the pair I'; = (-, V —pp) and Iy = (-, V -V —.), as well
as the pair I'y = ¢, and I'), = (¢, V —¢.). From Corollary 3.8, we see that we can
guarantee I"|-feasible outcomes on I'y-rational profiles when the uniform quota is
such that u > §. Furthermore, from Corollary 3.8, we see that a uniform quota rule
guarantees I'}-feasible outcomes on I';-rational profiles when n+ 1 > u. Therefore,
from Lemma 3.12, we see that uniform quota rules can guarantee (I'} AT,)-feasible
outcomes on (I'; A I'z)-rational profiles when n +1 > u > Z.

However, as (I'y A T'y) is logically equivalent to ¢, A —pyp. It is clear that we can
guarantee (I} A I',)-feasible outcomes on (I'; A I'y)-rational profiles for any non-
trivial uniform quota rule.

Therefore, we can see that there are quota rules which guarantee (I'} AT,)-feasible
outcomes on (I'; A I'g)-rational profiles. However, they do not guarantee outcomes
for both of the pairs (I';,I}) and (T'y, T'%). A

Next, we will gain the other direction of Lemma 3.12 when considering only quota
rules. However, first we will prove a lemma in order to prove our main result. As
with Lemma 3.10, there are similarities between the following lemma and the left-
to-right direction of Theorem 3.7. However, the following lemma is not a special
case of Theorem 3.7.

Lemma 3.13. Let F be a quota rule, " and T be formulas such that " E T, and let 7’
be a prime implicate of I"'. If F' guarantees n’-feasible outcomes on I'-rational profiles,
then there exists a prime implicate 7 of T, such that = = 7’ and either F has a trivial
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quota with respect to 7' or the quotas of the issues of m satisfy:

Yooa@)+ DY (m—qlp)+1)>nk-1).

peVar(n—) peVar(nt)

Proof. We prove the following lemma by contraposition. Therefore, we assume
that for any prime implicate 7 of I such that it entails 7’ and F' does not satisfy
the inequality with respect to m. Moreover, F' has no trivial quotas with respect
to w’. We want to show that there exists a I'-rational profile without a 7’-feasible

outcome.

First, we take an arbitrary prime implicate 7 of T', such that 7 £ 7/. We let 7 =
\/f:1 L;, where L; is either o; or —p;. As 7 E ©/, we denote " as 7’ = ¢ V \/f:1 L;,
where v could be an empty clause. Consider the profile B depicted in Table 3.6.

# of agents | 1 @2 ... ¢ 1 | Remaining Issues:Var(T')\Var(n’)
12 c w .. W W C
Uy w  C w W C
Uy, w w .. C W C
Outcome |W W ... W W N/A

Table 3.6: Profile B for the proof Lemma 3.13

In Table 3.6, we have W denoting a wrong vote and C' denoting a correct vote
(see Definitions 3.2 and 3.3). The correct vote for the remaining issues, means that
these agents give some consistent vote to make their judgment I'-rational. Next we
will show that B can be a I'-rational profile.

Suppose that B is not a I'-rational profile. Then there is a judgment from Table 3.6
which is incompatible with I'. Say that judgment is (L; A (/e g i3 —Lj) A 0
(for some i € [1,k]). Thus, I' A (Li A (Ajep iy 7Ly) A —) F L. Equivalently, I'
~(Li A(Ajeprp gy 7Ls) A—). Therefore, =L V' ;e g gy Lj V ¥ s an implicate of
T. By the resolution rule,? as we have that 7 = \/¥_, L; and —L; v Ve mgiy Li Vo
are both implicates of I, we have that \/ jeman Li V¥ is also an implicate of T,
Mod(T") € Mod(Vepy ap iy L V ¥)-

It is clear that Mod(\/ ¢ x4y L V ) € Mod(n’). However, although Mod(I") C
Mod(n’), it may not be the case that Mod(I") € Mod(V jepy s\ 5y L5 V). I Mod(T”) €
Mod(V ey up iy Lj V ) is the case, then 7 is not a prime implicate of I, contra-
dicting our assumption.

If Mod(I") & Mod(Vep gy Li V %), then I & (A;jcp ap iy ~Lj) A ~. Conse-

2See Tourret (2012, Definition 8 ) for more details.
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quently, Mod(I") € Mod(x") and Mod(I") € Mod((A e k(i Lj) A —¢), thus,
Mod(I") € Mod(7') N Mod((Ajep i iy ~Lj) A —%) = Mod(L;). Therefore, I' F L;,
and we can conclude that 7’ is not a prime implicate of IV as L; E «/, but 7’ ¥ L;.
So, B is a I'-rational profile.

Therefore, we have checked that B is a I'-rational profile. Next, we need to check
that F'(B) is not a n’-feasible outcome. In Table 3.6, there are ¢; agents voting for
a particular judgment. We let ¢; be at most ¢(y;) — 1, if L; is a positive literal in 7.
Otherwise, we let /; be at most n — ¢(¢;) votes, when L; is a negative literal of 7.
Observe that the number of wrong votes for an issue ¢; (j € [1, k]) in this profile is
at least n — q(¢;) + 1 if L; is a positive literal in 7, or at least n — (n — q(p;)) if L;
is a negative literal in 7.

From Table 3.6, we see that the total number of wrong votes for issues in 7 is

ooon—4;< > qlej))+ Y. (n—gql(pj)+1). As B is a I'-rational
@jEVar(r) pj€EVar(n—) pj€EVar(nTt)
profile this means that there are at least n correct votes for issues in 7. There-

fore, the total number of ‘wrong’ votes is at most n(k — 1). Thus, we have that

> qle)+ Y (n—q(ej)+1) < n(k—1), abiding by our assumption.
pj€EVar(r—) pjEVar(nt)

B is a I'-rational profile; however, the outcome is not 7’-feasible. This is in part
due to there being no trivial quota with respect to n/. Thus, none of the literals
in 7’ will agree with the outcome, regardless of the profile submitted to the rule.
Moreover, as each ¢; € Var(m) has received ¢; votes agreeing with L;, it is clear
that this is not enough support for the outcome to agree with any of the literals in
m. Furthermore, as v receives the wrong vote from all n agents, the outcome will
not agree with ¢ as there are no trivial quotas with respect to /. Therefore, we
have found a I'-rational profile without a 7’-feasible outcome.

As m was chosen arbitrarily, there will exist a I'-rational profile without a 7’-feasible

outcome for each prime implicate 7 of I" that entails 7. O

Now we can prove the following theorem.

Theorem 3.14. Let T and T” be formulas such that ' = T” and let F be a quota
rule. F guarantees I"-feasible outcomes on I'-rational profiles if and only if for all
prime implicates 7' of I”, there exists a prime implicate 7 of I" such that = £ «’ and F
guarantees 7'-feasible outcomes on w-rational profiles.

Proof. The right-to-left direction of this proof follows from Lemma 3.12. We let
P’ be the set of prime implicates of I". Observe that I" is logically equivalent to
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Ay cp 7. Furthermore, we let P be that set of prime implicates of I'" that are ‘picked
out’ by the prime implicates of I'". We see that A __, 7 will be such that Mod(I") C
Mod(A,cp 7). Therefore, we have that F' guarantees I'-feasible outcomes on I'-
rational profiles.

For the left-to-right direction, we assume that F' guarantees I"-feasible outcome on
I'-rational profiles. Therefore, for an arbitrary prime implicate 7’ of I, F guaran-
tees 7’'-feasible outcomes on I'-rational profiles. By Lemma 3.13, we can conclude
that either F' has a trivial quota with respect to 7/, or there is a prime implicate =

of I, such that 7 £ 7’ such that F' satisfies > q(p)+ > (n—qlp)+1) >
peVar(n—) p€eVar(nt)
n(k — 1) with respect to the issues of w. These are the conditions of Theorem 3.7.

Therefore, we can conclude that F' guarantees 7’-feasible outcomes on r-rational

profile for some prime implicate 7 of T'.

As 7/ was chosen arbitrarily, the statement holds for all prime implicates of IV. [

In order to shed light on the the previous result, we will now see an example of the
theorem in practice, using a uniform quota rule.

Example 9. Consider five agents (N = {a1, as, as, a4, as}) voting on the following
agenda, ® = {@a, Yv, e, Pd; Pe, P, Pg, ¢ }- They have to vote in accordance with
the rationality constraint, I' = (¢, V ~¢p V @c) A (¢a V ~¢@e V ) and the outcome
should be consistent with the feasibility constraint, IV = (¢, V =@, V o V g V —pp).
Observe that I = I holds. The only prime implicate of I is itself. Furthermore, the
only prime implicate of I" which entails I" is (¢, V ¢y V ). We have that n = 5,
ky = 2 and k_ = 1. Therefore, the uniform quota should be such that u < 2, for
all ¢ € Var(®). As we are only considering non-trivial quotas, the only quota for

which we are guaranteed a I"-feasible outcome is when u = 1.

One can see that no I'-rational profile will every produce an outcome which is not
I’-feasible when the uniform quota is equal to 1. If 4 of the 5 agents vote against
issue ¢y, (thus it would not be rejected by the quota rule). For this to be a I'-rational
profile, the final agent would have to either vote for ¢, or ¢. or against ¢,. Thus,
one of y,, -, or . will have reached their quota and will be consistent with the
outcome. Therefore, the outcome will be I''-feasible. A

3.3 Summary of Chapter 3

In this chapter, we looked at translating the k-median property from judgment ag-
gregation to binary aggregation with constraints. The chapter splits into two sec-
tions, guaranteeing consistent outcome with respect to single clauses or any formu-
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las. In the single-constraint case, Grandi and Endriss (2013) have translated the
k-median property from judgment aggregation to the their setting. In Section 3.1,
we followed the same steps as Grandi and Endriss, taking the k-median property
from judgment aggregation to the rationality and feasibility constraint setting. We
attained analogous results in this section as Grandi and Endriss did in their work.

In Section 3.2, we moved from considering single clause constraints to any for-
mulas. We saw the existing results of Grandi and Endriss (2013) which links the
ability to guarantee feasible outcomes when the constraints are single clauses to
being able to guarantee feasible outcomes for the formula composed of the clauses.
We extended this result, showing the link between guaranteeing feasible outcome
with respect to a pair of formulas and their prime implicates. We recreated these
two results in the rationality and feasibility setting. The main result being that is a
quota rule guarantees I’'-feasible outcomes on I'-rational profiles if and only if for
each prime implicate 7’ of ", there exists a prime implicate 7 of T, such that the
quota rule guarantees 7’-feasible outcomes on r-rational profiles.
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Chapter 4

Domain Restriction in Binary
Aggregation

In this chapter, we will look at a property of profiles in judgment aggregation that
guarantee give consistent outcomes. We will translate this property to our binary
aggregation setting.

We introduce and motivate the translation domain restriction to binary aggrega-
tion. We approach two well-known domain restrictions, namely unidimensional
alignment and value restriction. We motivate why our focus in the remainder is
value restriction. We translate the corresponding Dietrich and List (2010) result
from judgment aggregation to both binary aggregation settings.

4.1 An Introduction to Domain Restriction

As we’ve seen throughout this thesis, the majority rule cannot guarantee consistent
results. In judgment aggregation, we try to get around outcomes which are incon-
sistent by finding properties of the agenda or the profiles. One way this is done is
called domain restriction. The idea of domain restriction is that we limit the profiles
that the majority rule can take as an input in order to be able to guarantee consis-
tent outcomes. This is a more specific set of profiles than the set of consistent and

complete profiles, 7 (X).

In the next subsection, we will address unidimensional alignment and why we are

not translating this to our binary aggregation settings.
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4.1.1 Unidimensional Alignment

Introduced by List (2003), one widely known way of restricting the domain of
profiles is called unidimensional alignment. In judgment aggregation, this concerns
only allowing the aggregation rule to receive profiles which are unidimensionally
aligned. This can be thought of as the items of the agenda being ordered on a scale.
For example, we could order political policies from extreme left-wing policies to
extreme right-wing policies.

The profile is unidimensionally aligned if all agents’ judgments agree with a subset
of items that are adjacent in the scale. For example, if someone agrees with the
most extreme left-wing policy, then they will only agree with the items adjacent to
it on the scale, until policies becomes ‘too right wing’. Then the agent will disagree
with all remaining items of the agenda. On the other hand, a profile would not
unidimensionally aligned if an agent agrees with items of the agenda which are not
adjacent in the scale. For example, if an agent votes for both the most extreme
left-wing and right-wing policies. The outcome of having profiles like this is that as
all agent’s submit consistent judgments. Then the median voter(s) judgment(s) will
coincide with the outcome. This also links to notion of single-peaked preferences
in preference aggregation, introduced by Black (1948).

In this thesis, we are nottranslating the notion of unidimensional alignment to bi-
nary aggregation with constraints. This is due to the fact that the rationality and
feasibility constraints reflect a logical property of the profile. Whereas, unidimen-
sional alignment does not. In the single-constraint case of binary aggregation, a
translation of the corresponding consistency result may hold. This would be due to
the median voter’s judgment, which is rational with respect to the constraint, being
the same as outcome. Therefore, the outcome will also abide by the constraint.
A similar result could be attained in the two-constraint case with the extra condi-
tion that the rationality constraint entails the feasibility constraint. Therefore, the
translation of unidimensional alignment to binary aggregation will not provide any
further insight as to how the constraints can guaranteeing feasible outcomes.

4.1.2 Value Restriction

Next, we introduce the type of domain restriction which will be the main focus of
the remainder of the chapter, namely value restriction. The idea of value restriction
was introduced by Sen (1966) in preference aggregation. Voters are able to agree
that one of the candidates is either the ‘best’ candidate, the ‘worst’ candidate, or the
‘medium’ (or middle) candidate. However, we are concerned with the translation

of this value restriction in the context of judgment aggregation. Therefore, we will
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be focussing on the definition given by Dietrich and List (2010). For details on the
notation of judgment aggregation we refer to Section 2.2.1.

Definition 4.1 (Value restriction, Dietrich and List, 2010). A profile J is value-

m.i.
restricted if every minimally inconsistent subset Y C X of the agenda X, has a
two-element subset Z C Y that is not a subset of any J; € J.

Using this definition in the formula-based model of judgment aggregation, there is
the following result by Dietrich and List (2010) (Proposition 7(a)) regarding con-
sistent results from the majority rule with respect to the agenda X.

Proposition 4.1 (Dietrich and List, 2010). For any profile J of consistent judgment
sets, if J is value-restricted, then the majority outcome is consistent.

Not only do Dietrich and List (2010) introduce this definition of value-restricted
profiles. They also extend the idea of unidimensional alignment, with the notions
of single-canyonedness and single-plateauedness. They are similar to the notion
of unidimensional alignment. However, instead of insisting that the items can be
permuted in such a way that for all voters their judgements are collected into those
accepted and those rejected, they are collected into three sections. Thus, creating a
‘plateau’ or a ‘canyon’ of accepted or rejected issues. Dietrich and List show the log-
ical connections between these different types of domain restriction. They find that
the class of value-restricted profiles contains all of the other types of domain restric-
tions mentioned. This further motivates our focus on translating value restriction
to binary aggregation with constraints.

4.2 Binary Value Restriction with a Single Constraint

In this section, we will take the approach of value restriction in judgment aggre-
gation and translate this into the single-constraint setting to recreate Theorem 4.1
from Dietrich and List. This gives sufficient conditions for consistent results in judg-
ment aggregation under the majority rule. In the next section, we look at extending
this to the rationality and feasibility model of binary aggregation.

We will now give the single-constraint binary aggregation analogues for both the
definition of value restriction and the corresponding consistency result.

Definition 4.2 (Binary value-restricted profile with respect to a constraint). A bi-

nary profile B is value-restricted with respect to a constraint T" if and only if for all
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prime implicates 7 of I, there exist two distinct literals ¢; and ¢; of 7 such that no
voter disagrees with both.

While we consider the analogue to value restriction with respect to a single con-
straint in binary aggregation, we will continue to use the rationality and feasibility
notation and terminology. However, we are restricted to the rationality and feasi-
bility constraints being the same.

Theorem 4.2. Let n be odd and B be a I'-rational profile. If B is a value-restricted
profile with respect to T, then the majority rule guarantees I'-feasible outcomes.

Proof. Assume that there is a I'-rational profile B which is value-restricted with
respect to I'. However, for the sake of a contradiction we assume that the outcome
is not I'-feasible. As the outcome is such that F/(B) ¥ T" holds, there exists a prime
implicate 7 of " such that F'(B) ¥ 7.

Without loss of generality, we can assume that 7 is a positive clause. Therefore, it

can be denoted as such, i.e. 7 =/ . This rewriting is possible due to the

p€Var ()
symmetric treatment of propositions under the majority rule in binary aggregation
when n is odd. Therefore, any prime implicate can be rewritten as a positive clause
where the roles of ¢ and — are switched.! It is worth noting that disagreeing with

a positive clause 7 is equivalent to rejecting all of the issues in 7.

As B is a value-restricted profile with respect to T', for two distinct propositions
v, € Var(m), no voter rejects both of them. Equivalently, everyone votes for at
least one of ¢ or 4. From this and the assumption that n is odd, it is clear that at
least one of ¢ and ¢ will gain a majority. This literal will be accepted under F'(B),
and thus we have that F'(B) F 7 holds.

We have reached a contradiction, as we have that both F(B) ¥ rand F(B) E w. [

It is worth observing that this is only the case if the number of voters is odd. Next,

we will see an example showing that this is not the case if n is even.

Example 10. Consider two voters, N' = {aj,a2} who are deciding on two issues,
® = {pq, vp}. The constraint which the agents have to vote in accordance with is
I' = ¢, V ¢p. Thus, both voters have to vote for one of the two issues. Consider the
binary profile depicted in Table 4.1.

We see that the profile depicted in Table 4.1 is a I'-rational profile which is also
value-restricted with respect to I'. However, the outcome is not I'-feasible. This

Hf 7 contains the literal | = —, then it can be replaced by ¢’ = —, thus | = ¢'.
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Pa  $b
al v X
as X v
Majority | x X

Table 4.1: Value-restricted profile with respect to I', without a I"-feasible outcome

is due to the majority rule favouring the rejection of the issues when there is a
tie (rejection of an issue requires 3 votes against the issue, while the issue needs
5 + 1 votes of support for it to be accepted). This is connected to the notion of
completeness in judgment aggregation (see Subsection 2.2.1), where we want that
either a formula or its complement will be in the outcome. In binary aggregation,
this completeness is built into our model with respect to quota rules. If ¢ is not

accepted, then —y is accepted.

Now suppose that I' = —¢, V —¢,. Then the outcome would be I'-feasible. The
theorem would hold in this case. This mirrors the bias of the majority rule towards
negated issues. Similarly, we see that when our constraint I" has at least one negated
issue, then we are guaranteed I'-feasible outcomes. A

Here we see a distinction between the theorem by Dietrich and List (Theorem 4.1 in
this thesis) and our translation of this result in Theorem 4.2. To guarantee consis-
tent outcomes, or I'-feasible results, we need to assume that n is odd. Dietrich and
List do not need this extra assumption to guarantee consistent results in judgment
aggregation, as the outcomes do not need to be complete. In the case when n is
even, and exactly half of the voters vote for ¢ and the remaining voters for —¢, the
outcome would include neither ¢ nor —¢. However, in binary aggregation, we are
guaranteed that the result will be complete due to the way in which the majority
rule and more generally, quota rules are defined. However, as alluded to in the pre-
vious example, this does not mean that a similar notion of value restriction cannot
be used when n is even. Still, it is more restrictive than Definition 4.2.

Definition 4.3 (Negatively value-restricted profile with respect to a constraint). A
binary profile B is negatively value-restricted with respect to a constraint T" if and
only if for all prime implicates 7 of I, there exist two distinct literals ¢; and ¢; of
7 such that no voter disagrees with both ¢; and ¢;, and at least one of them is a

negated issue.

It is worth noting here that all profiles that are negatively value-restricted with re-

spect to some constraint I" are also value-restricted with respect to I.
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Theorem 4.3. Let B be a I'-rational profile. If B is negatively value-restricted with
respect to a constraint T, then the majority rule guarantees I'-feasible outcomes.

Proof. When n is odd the claim follows from Theorem 4.2, so suppose n is even.

When n is even, we assume that there is a I'-rational profile B which is negatively
value-restricted with respect to I'. However, for the sake of a contradiction we
assume that the outcome is not I'-feasible. As the outcome is such that F(B) ¥ T,
there exists a prime implicate = of I' such that F'(B) ¥ .

As the profile is negatively value-restricted with respect to I', the prime implicate
7 has two literals, namely ¢; and ¢;, such that no voter disagrees with both of
them. Furthermore, we know that one of them is a negated issue. Without loss of
generality we will assume that ¢; is a negated issue, without making any assumption
about whether /; is a negated issue or not.

As F(B) ¥ m holds and /; is the a negated issue, there can be at most § — 1 votes
agreeing with the literal ¢;. However, the remaining agents need to agree with /;.
Thus, we have § + 1 votes agreeing with the literal /;. Therefore, ¢; will have
received enough support such that it is consistent with the outcome, whether it is a
positive or negative literal. Therefore, we have that F'(B) F .

We have reached a contradiction as we have that both F(B) E rand F(B) ¥ «. [

The consequence of Theorem 4.3 is that although we have a more limiting sense
of a profile being value-restricted with respect to a constraint, it can account for
any number of voters. Thus, there is a trade-off in usefulness in two senses: one
theorem can speak about only specific groups of voters and the other restricts the
domain of profiles a lot further. However, we see that when n is odd we can look to
Theorem 4.2 for guidance and to Theorem 4.3 when n is even.

Next, we will move away from the single-constraint case and extend the work in
this section to the two-constraint case.

4.3 Binary Value Restriction with

Rationality and Feasibility Constraints
In this section, we will extend the results from the previous one, moving from the
single-constraint setting to the rationality and feasibility setting of binary aggre-

gation. Next we take Definition 4.2 and extend to be with respect to a pair of
constraints, rather than one.
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Definition 4.4 (Binary value-restricted profile with respect to a pair of constraints).
A binary profile B is value-restricted with respect to a pair of constraints (I',T") if
and only if for every prime implicate 7’ of I" there is exists a prime implicate 7 of
I" such that 7 7’ holds, and there are two distinct literals ¢; and ¢; of = such that
no voter disagrees with both.

It is worth noting here, that if the profile is value-restricted with respect to the pair
of formulas, we see that for all prime implicates of the feasibility constraint there
exists a prime implicate of the rationality constraint such that the latter entails the
former. By Lemma 2.5, this holds if the rationality constraint entails the feasibility
constraint. We see that the converse of Lemma 2.5 holds as well.

Lemma 4.4. If for all prime implicates ' of 1", there exists a prime implicate = of T'
such that m E 7/, then T = T".

The proof of Lemma 4.4 can be found in Appendix A.1. Therefore, we can see that
if a profile is value-restricted with respect to a pair of formulas, this means that the
rationality constraint entails the feasibility constraint.

Next, as in Section 4.2, we will recreate the result of Dietrich and List (2010). How-
ever, now we are considering a pair of constraints.

Theorem 4.5. Let n be odd and B be a I'-rational profile. If B is value-restricted with
respect to the pair of constraints (I',T"), then the majority rule guarantees I"-feasible

outcomes.

Proof. Assume that there is a I'-rational profile B which is also value-restricted with
respect to (I', I”). For the sake of a contradiction, assume that F(B) ¥ T".

We see that as F'(B) ¥ I”, there must exist a prime implicate 7’ of I/, such that
F(B)E 7.

From the assumption that B is a value-restricted profile with respect to (T',T”),
there exists a prime implicate = of I" which entails 7’. Furthermore, 7 has two
literals such that no voter disagrees with them both. Since 7 entails 7/, we also
have F'(B) ¥ .

Due to the symmetric treatment of issues under the majority rule when n is odd,
we can assume that 7 is a positive clause. Therefore, there exists ¢, 1) € Var(r) that
are literals of 7. Furthermore, no voter disagrees with both ¢ and . Equivalently,
all voters vote for at least one of them. It is clear that the this implies that one of
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¢ or 1) will be accepted by the majority rule. Therefore, the outcome will satisfy ,
thus F(B) F .

Therefore, we have reached a contradiction, as we have that both F(B) ¥ 7 and
F(B) E 7 hold. O

We see that a profile being value-restricted with respect to a single constraint is a
special case of a profile being value-restricted with respect to a pair of formulas,
where T" and I are logically equivalent. Next, we see an example where I" and T
are different, thus showing that Theorem 4.5 is more expressive than Theorem 4.2.

Example 11. We consider three voters, N' = {a1, ag, ag}, who are voting on agenda
® = {@a, ¥, e, Pd; Pe, . The voter’s judgments have to abide by the following
rationality constraint: I' = (¢4 V 5 V@) A(aV @e V). Furthermore, the outcome
should abide by the following feasibility constraint: IV = (¢, Vp Ve VpaV e Ver)
(observe that I" F I'"). Now consider the I'-rational profile depicted in Table 4.2.

Pa b Pc Pd Pe Pf

ai v X x v X X

as x v x x Vv X

as X x v v x X
Majority | x x x Vv X X

Table 4.2: Value-restricted profile with respect to (I', ")

We see that the profile is value-restricted with respect to (I',I”). The only prime
implicate of I is itself. I" is entailed by the clause (¢4 V ¢ V ¢¢), and all voters
have accepted either ¢, or .. This leads to ¢4 being accepted by the majority rule.

We see that this is a I'-rational profile with a I”-feasible outcome under the majority
rule, even though the pair (I',I") is not simple. Therefore, our result shows a
situation with I"-feasible outcome. However, it does not abide by the conditions of
Theorem 2.6.

Furthermore, observe that this profile is not value-restricted with respect to the
rationality constraint I', showing that Theorem 4.5 can be more expressive than
Theorem 4.2. However, we see that this profile is value-restricted with respect to
the feasibility constraint. JAN

As with Theorem 4.2, we see that Theorem 4.5 only holds for the case when n
is odd. However, we can define another notion of value restriction in this setting
which we can guarantee feasible outcomes for any n. Thus, as before, we use a
more limiting definition to restrict our domain.
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Definition 4.5 (Negatively value-restricted profile with respect to a pair of formu-
las). A binary profile B is negatively value-restricted with respect to a pair of formulas
(T, I") if and only if for every prime implicate =’ of I, there exists a prime implicate
7 of I" such that 7 F 7’ holds, and there exist two distinct literals ¢; and ¢; of m such
that no voter disagrees with them both, and at least one of them is a negated issue.

Observe that all profiles that are negatively value-restricted with respect to some
pair of constraints (I',I), are also value-restricted with respect to (I',T"). Fur-
thermore, if a profile is negatively value-restricted with respect to some pair of
constraints (I', "), then it is also the case that I" entails I” by Lemma 4.4. Now we
have the following result.

Theorem 4.6. Let B be a I'-rational profile. If B is negatively value-restricted with
respect to a pair of constraints (I',T"), then the majority rule guarantees I"-feasible
outcomes.

Proof. When n is odd the claim follows from Theorem 4.5, so suppose n is even.

When n is even we assume that there is a I'-rational profile B which is negatively
value-restricted with respect to (I, I”). However, for the sake of a contradiction we
assume that the outcome is not I'-feasible, i.e. F/(B) ¥ I".

We see that as F'(B) ¥ I", there must exist a prime implicate ' of I, such that
F(B)¥ 7.

From the assumption that B is a negatively value-restricted profile with respect to
(T,T"), there exists a prime implicate 7 of I" such that the conditions in Definition
4.5 hold. Thus, 7 has two literals, namely ¢; and ¢;, such that no voter disagrees
with them both. Moreover, at least one of these literals is a negated issue. Without
loss of generality we will assume that /; is a negated issue without making any
assumptions on whether ¢; is negated or not. Additionally, as 7’ cannot be entailed
by the outcome, we also have F'(B) ¥ .

As F(B) ¥ 7 and /; is a negated issue, there can be at most § — 1 votes agreeing
with the literal ¢;. However, the remaining voters need to agree with ¢;. Therefore,
we have at least 5 + 1 votes agreeing with the literal /;. Thus, ¢; will have received
enough support such that the outcome is consistent with it, whether it is a positive
or negative literal. Therefore, we have that F'(B) F .

We have reached a contradiction as we have that both F(B) F mand F(B) ¥ «. O

The consequences of Theorem 4.6 are similar to the consequences of Theorem 4.3.
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Therefore, we see that when n is odd, we can look to Theorem 4.5 and to Theorem

4.6 when n is even.

4.4 Summary of Chapter 4

In this chapter, we looked at translating domain restriction to binary aggregation
with constraints. We focussed on value restriction, rather than the other types
of domain restriction- such as unidimensional alignment. We translated value re-
striction from judgment aggregation to both the single-constraint setting and the
two-constraint setting of binary aggregation.

For both settings, we recreated the consistency result of Dietrich and List (2010)
(Proposition 4.1 in this thesis). Therefore, if our binary profile is value-restricted
with respect to a constraint (or a pair of constraints), then we are guaranteed fea-
sible outcomes with respect to the constraint (or with respect to the feasibility con-
straint). These results required an extra assumption that n is odd, whereas in the
original Dietrich and List (2010) result, this extra assumption is not needed. This
is due to the majority rule in binary aggregation favouring the rejection of an issue
when n is even. We then go on to define a new notion of value restriction. Namely,
negatively value-restricted profiles with respect to either a single constraint or a pair
of constraints. We see in both of the binary aggregation settings that this guarantees
feasible outcomes, with no assumption of whether n is odd or even.

In this chapter, we have shed light on another method with which we can guarantee
feasible outcomes on rational profiles. This way can cover more cases than the
method from Endriss (2018) (see Theorem 2.6). Moreover, all rational profiles for
which the pair of formulas is simple, are also value-restricted with respect to the

pair of formulas.
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Chapter 5

Computational Complexity of
Guaranteeing Feasible Outcomes

In this chapter, we provide computational complexity results relating to some of the
properties explored in Chapters 3 and 4. We focus on three decision problems in this
chapter, regarding the simplicity of pairs of constraint formulas and value-restricted
profiles. Note that here we will focus problems from both judgment aggregation
and binary aggregation with rationality and feasibility constraint. We do not focus
on the single-constraint case as it is a special case of two-constraint case.

In Section 5.1, we will give an introduction to the relevant background of computa-
tional complexity in order to understand the remainder of the chapter.We introduce
the complexity class I15, as well as some problems that will appear in the proofs in
this chapter.

In Section 5.2, we will inspect a decision problem, we call PAIRSIMPLE. This prob-
lem relates to checking if a pair of formulas is simple, according to Definition 2.18
(Endriss, 2018). Throughout this thesis, we have seen thata formulas being simple
corresponds to the median property (Definition 2.13) in judgment aggregation. As
an analysis of the complexity of checking if an agenda has the median property has
been carried out by Endriss et al. (2012). It is of interest to compare the complex-
ity classes which these two similar problems belong to. After this, we will prove
membership of PAIRSIMPLE in I} and then we will go on to show that PAIRSIMPLE
is also a coNP-hard problem. This supports our claim PAIRSIMPLE is IT5-complete.

In Section 5.3, we will look at the complexity of checking if a profile is value-
restricted with respect to an agenda in the formula-based model of judgment ag-
gregation. We will call this problem VALUERESTRICTED. Here we will prove that
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VALUERESTRICTED is in IT5. We then look at the analogue of this problem in binary
aggregation (Definition 4.4), which we will call BINVALUERESTRICTED. We go on
to show that this problem is too in IT5 and coNP-hard. After which we prove that
VALUERESTRICTED is at least as hard as BINVALUERESTRICTED, by giving a reduc-
tion.

In Section 5.4, we will explore the results of this chapter, comparing them to the
aims of the chapter. Furthermore, we will draw on the results of Endriss et al.
(2016), which focusses on the succinctness of the languages of judgment aggrega-
tion and binary aggregation with constraints. Following this we will summarise the
chapter.

5.1 An Introduction to Computational Complexity

In this section, we will cover enough background information on computational
complexity for the reader to be able to understand the remainder of the chapter.
However, we assume some prior understanding of computational complexity. We
direct the reader to the textbook by Arora and Barak (2009) for more details. Fur-
thermore, we assume throughout this chapter that P # NP, and that the polyno-
mial hierarchy does not collapse to any point below the third level.

5.1.1 Complexity Classes and Complete Problems

In this chapter, the main complexity class that we will be working with is IT5, a class

in the second level of the polynomial hierarchy. T} is also known as coNPNP |

“coNP with an NP-oracle” (Arora and Barak, 2009, Section 5.2).

or

This chapter aims to prove that the problems in question are IT5-complete. For a
problem to be IT5-complete it has to belong to the class I15, as well as be I15-hard. To
prove that a problem L is in IT} for a given input x, we need to find a certificate to
affirm that = ¢ L. This certificate must be checked in polynomial time, with access
to an oracle which answers queries of an NP-complete problem. This could be a
problem such as SAT. Once membership has been shown, this gives the problem an
upper bound to the class that the problem can be complete for.

To prove IT5-hardness of a candidate problem, we take a problem known to be a
I15-complete problem and show that we can reduce the II5-complete problem to our
candidate problem with a polynomial reduction (Arora and Barak, 2009, Definition
2.7). This reduction has to be computable in polynomial time and consists of a
mapping from our IT5-complete problem to our candidate problem. This mapping
means we can use an algorithm for our candidate problem to give a solution for
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the II5-complete problem. Therefore, we can informally see this as giving a lower
bound on the hardest class that the problem can belong to. Note that other hardness
results for other complexity classes follow the same structure. However, they use a
problem complete for that class.

5.1.2 The Complexity of Checking Implicates of a Formula

In this subsection, we will introduce the problem NOTIMPLICATE, a problem which
will check if a clause 7 is not an implicate of a formula I'.

NOTIMPLICATE
e Input: A formula I" and a clause 7
e Question: Is 7 not an implicate of I'?

Throughout this thesis, we have used Definition 2.16 to characterise the prime im-
plicates of a formula. Checking if a clause is a prime implicate by this definition
requires finding a list of all other implicates to check that the second condition
holds- that any implicate that entails the clause is also logically equivalent to it.
However, this is computationally expensive. Therefore, we will describe a more
efficient way of checking if a clause is a prime implicate of a formula, using our
decision problem NOTIMPLICATE. However, first we will define what is meant by a
sub-clause of clause.

Definition 5.1 (sub-clause). Let 7w be a clause. A clause 7’ is a sub-clause of 7 if and
only if every literal of 7’ is also a literal of 7.

Next, we will outline a different method of checking if a clause is a prime implicate
using a more efficient method.

Remark 1. To check if a clause 7 is a prime implicate of a formula I', we need to
check two properties. First, the clause needs to be an implicate of I'. Thus, we
need to check that I" F 7. Second, we need to check that no sub-clause of 7 is an
implicate of T'. It is sufficient to check if all sub-clauses of 7 containing just one
literal less than 7 are not implicates of I, as this entails that any shorter sub-clause
will also not be an implicate of T'.

Therefore, we can see that this method of checking a single clause does not require
a list of candidate prime implicates of the formula. Furthermore, we can use the
problem NOTIMPLICATE to help us check if a clause is a prime implicate. Now we
will see an example of how we can use the previous method.

Example 12. Consider the formula ' = (¢, V ¢y V =) A (@q V ¢p) and the clause
T = (pa V p V ). Itis clear that ' F «, therefore 7 is an implicate of I'. Next,
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we have to check that all sub-clauses of = containing two literals are not implicates
of . AsT' ¥ (pa V —¢.) and I' ¥ (¢p V —¢.), neither (¢, V =) nor (¢ V —p.) are
implicates of I". However, (¢, V ¢p) is an implicate of I" as I' F (¢, V ¢3). Therefore,
we can conclude that 7 is not a prime implicate of T, as there exists a sub-clause of
7 which is an implicate of T". AN

Hence, we can use the problem NOTIMPLICATE to check if a clause is a prime impli-
cate of a formula. Furthermore, observe that NOTIMPLICATE is a variation of the NP
decision problem SAT.! Therefore, we see that NOTIMPLICATE is an NP-complete
problem. In Section 5.2, we will use the problem NOTIMPLICATE as an oracle for
the proof that PAIRSIMPLE is in IT;. Therefore, the oracle will be used to check if a
clause will be a prime implicate of the formula.

5.2 The Complexity of Simplicity

In this section, we will look at the complexity of checking if a pair of constraints
is simple by Definition 2.18 (Endriss, 2018). We will first inspect the problem
PAIRSIMPLE, then we will prove some results supporting the problem being I15-
complete.

PAIRSIMPLE
e Input: A pair of constraints (I, T")

e Question: Is the pair of constraints (I',I") simple?

The analogue of this problem in judgment aggregation, checking if an agenda has
the median property, is a II5-complete problem (Endriss et al., 2012). This moti-
vates us to look at the membership of PAIRSIMPLE in IT5.

Lemma 5.1. The problem PAIRSIMPLE is in I15.

Proof. To show membership of PAIRSIMPLE in the complexity class 15, we need an
algorithm that decides on the correctness of a certificate for the violation of the
input (", T”) being simple. This certificate must be checked in polynomial time with
access to an NP-oracle. Here we let the oracle have access to the NP-complete
problem, NOTIMPLICATE, described in Section 5.1.2.

Our certificate 7’ is a clause, with 7’ € L£(Var(I")). This certificate needs to have
the following two properties in order for (I', ) not to be simple: (1) 7’ needs to be
a prime implicate of I, and (2) there are no prime implicates of I', which entail 7’
and are simple. We let the number of literals in 7’ be m (|Var(7')| = m).

f 7 is not an implicate of a formula T, then T' ¥ 7 holds. Therefore, we need a certificate which
satisfies I', but not 7. This would be the same as checking if I" A —r is satisfiable.
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1. First we need to check that 7’ is an implicate of IV, we can check this with one
call to the oracle. Once, we have established that it is an implicate of IV, we
check that every sub-clause of 7’ containing m — 1 literals is not an implicate
of I'. This takes m queries to the oracle. In total checking that 7’ is a prime
implicate of I' takes m + 1 queries to the oracle.

2. Second, we let P be the set of candidate simple prime implicates of I' which
entail 7/, P = {r | 7 is a simple clause, = F =’ holds, and Var(x) C Var(n’')}.

As 7 E 7', it is clear that each = € P is a sub-clause of 7’ with either one or two

2

literals. As 7’ has m literals, the size of the set P is |[P| < ) (7)) = M#m
i=1

We need to call to the oracle for each m € P to check that none of them are

implicates of I'. This takes at most w calls to the oracle.

Therefore, we can verify the correctness of a certificate n’ for the violation of the
input (I',I") being simple in M + 1 calls to the oracle. Therefore, this can be
computed in polynomial time. Thus, we can conclude that PAIRSIMPLE is in II5. [

With this result, we know that the decision problem cannot be complete for any
class higher in the hierarchy than IT5. Our next step is to prove hardness. However,
here we do not prove II5-hardness, but rather coNP-hardness. We will expand on
the consequence of this in Section 5.4.

Lemma 5.2. PAIRSIMPLE is coNP-hard.

Proof. We shall show with a reduction from UNSAT (a coNP-complete problem)
that PAIRSIMPLE is coNP-hard.

Take an input formula of UNSAT, ¢, then map this onto the pair of constraints
(T',I"). Let " = a, where a ¢ Var(p) and IV = —y. It is clear that the function which
takes ¢ to the pair (I',I") is computable in polynomial time. Now we will show that
a positive (negative) answer to the problem PAIRSIMPLE under this mapping means
that we have a positive (negative) answer to UNSAT.

First consider the case where p € UNSAT. As ¢ is not satisfiable, it is clear that —¢
is a tautology. By definition 2.15, an implicate cannot be a tautology, therefore, I
has no prime implicates. Therefore, it is vacuously true that for all prime implicates
of I that there exists a prime implicate of I" such that the latter entails the former
and the latter has at most two literals.

In the second case, we consider the case when ¢ ¢ UNSAT. Then, ¢ is satisfiable,
and therefore, — is not a tautology. Therefore, there will exist a prime implicate
7" of TV (such that Var(n’) C Var(I'')). As the only prime implicate of T is a, and
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a is a fresh variable, it is clear that this prime implicate will not be entailed by a.
Therefore, the pair of constraints is not simple. O

We know that the problem PAIRSIMPLE is at least as hard as the hardest problems
in the class coNP, as we are able to solve a coNP-complete problem using the
algorithm for PAIRSIMPLE. As we have shown membership of PAIRSIMPLE in I,
and that it is coNP-hard, we can conclude that PAIRSIMPLE is complete for a class
which is at least as hard as coNP and no harder than the class IT5.

5.3 The Complexity of Value Restriction

In this section, we investigate the complexity of checking if a profile is value-
restricted (Definition 4.1). Then we will inspect the problem of a binary profile
being value-restricted (Definition 4.4). Therefore, this section relates to Chapter
4 of this thesis. First, we will introduce the problem, which we will call VALUER-
ESTRICTED. Following this, we show that this problem and its binary aggregation
analogue, BINVALUERESTRICTED, are both in IT5. We go on to show that BINVAL-
UERESTRICTED is coNP-hard. To prove that VALUERESTRICTED is coNP-hard as
well, we will reduce VALUERESTRICTED to BINVALUERESTRICTED.

VALUERESTRICTED
e Input: A profile J and an agenda X

e Question: Is the profile J value-restricted with respect to X?

In the following lemma, we will see that the problem of checking if a profile is
value restricted is in IT5. An intuitive argument for this is due to the structure of the
polynomial hierarchy. We see that II} fits problems which follow the quantification
pattern ‘for all ...there exists ...’. This pattern fits with the definition of value
restriction, as we need to check that for all minimally inconsistent subsets of the

agenda, there exists a two-element subset that has a certain property.

Lemma 5.3. The problem VALUERESTRICTED is in II5.

Proof. To prove that the decision problem VALUERESTRICTED is in IT) we need to
provide an algorithm with access to an NP-oracle. This algorithm decides the
correctness of a certificate for the violation of J being a value-restricted profile. We
will take the oracle’s NP-complete problem to be SAT.

We consider the certificate A C X, where |A| = m. Our certificate A should be
a minimally inconsistent subset of the agenda, X. Furthermore, A should be such

that for every two element subset of A, there is an agent who accepts both of them.
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Therefore, A has to satisfy the following: (1) A is an inconsistent subset, (2) A is
minimally inconsistent and (3) we need to check that the profile property does not
hold. We now check the time required to check these three criteria.

1. The set A needs to be inconsistent. This is equivalent to checking if the con-
junction of the formulas in A is not satisfiable. This can be done with one
query to the SAT oracle.

2. Next we need to check that A is a minimally inconsistent subset of X. There-
fore, we need to check that each © C A, with |©| = m — 1, is consistent (note
that there are m of these subsets). We do this by taking the conjunction the
formulas in each ©. Then we query if the conjunction of the members of © is
satisfiable. Therefore, to check that all of these m subsets of A are consistent

we need m queries to the SAT oracle.

3. The last part we have to check is that there are no two-element subsets of A
such that each voter rejects one of them. Alternatively, for each two-element
subset of A, one agent must accept both elements. Therefore, there are

W two-element subsets for which we have to check that at least one

voter accepted both elements in the subset. This can be done in (’)(m(mT_l))

steps.

Therefore, we have a polynomial time algorithm that checks the correctness of a
certificate for the violation of J being a value-restricted profile with respect to an
agenda X, with access to a SAT oracle. O

We have shown the membership of VALUERESTRCITED in IT5. Thus, the problem
cannot be complete for any class harder than II5. Now we move on to look at
the analogue problem to VALUERESTRICTED in the binary aggregation setting (de-
scribed in Section 4.2), which we will call BINVALUERESTRICTED.

BINVALUERESTRICTED
e Input: A pair of constraints, (I', "), a I'-rational profile B
e Question: Is the profile B value-restricted with respect to (I, I)?

Next we shall show that this problem, like the judgment aggregation analogue, is in
I15. Again, this is intuitively the correct class for this problem, as we need to check
that for all prime implicates of the feasibility constraint, that there exists a prime
implicate of the rationality constraint such that it has a certain property.

Lemma 5.4. The problem BINVALUERESTRICTED is in II,.

Proof. To prove that the decision problem BINVALUERESTRICTED is in IT) we need
to provide an algorithm with access to an NP-oracle. This algorithm decides the
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correctness of a certificate for the violation of B being a value-restricted profile. We
let the oracle have access to the NP-complete problem, NOTIMPLICATE.

We take our certificate to be a pair of clauses, (7, 7’). For this to be a certificate that
verifies that the input is not value-restricted, it needs to be that case that = and =’
are prime implicates of I" and I", respectively. Furthermore, it should be the case
that 7 £ 7/, Once this has been done, we need to check that for every pair of literals
of m, there is an agent who disagrees with both of these literals. This is broken down
into the following four steps, where we assume that [Var(r)| = m, [Var(z')| = m’

with m < m/.

1. Checking if 7’ is a prime implicate of I" first requires us to check that ' is an
implicate of I”. This takes one call to the oracle. Then to check that it is a
prime implicate, we have to check that any sub-clause of 7’ (containing one
literal less than 7") cannot be a implicate of I”. This requires m/' calls to the
NOTIMPLICATE oracle for each sub-clause of 7’ containing m’ — 1 literals. This
step takes m/ + 1 calls to the oracle.

2. As with the previous point, we need to check if 7 is a prime implicate of T'.
This requires m + 1 calls to the NOTIMPLICATE oracle. One for each sub-clause
of 7 containing m — 1 literals, and one to check that 7 is an implicate of T'.

3. Next to check is that 7 F 7’ holds, or equivalently, that 7’ is an implicate of 7.
Therefore, we need a negative response from the NOTIMPLICATE oracle. This
takes one call to the oracle.

4. Finally, we need to check that for all pairs of literals in «, there is an agent
that disagrees with both of the literals. This can be done in time O(% (m—1)).

Therefore, we can check if a certificate shows that an input has a negative answer
in polynomial time with access to an NP-oracle. Therefore we have shown mem-
bership of BINVALUERESTRICTED in IT5. O

Next, we will not show that BINVALUERESTRICTED is IT5-hard. Instead, we will
show that it is coNP-hard. This is a weaker result, but it does reduce the number
classes for which BINVALUERESTRICTED can be complete.

Lemma 5.5. BINVALUERESTRICTED is coNP-hard.
Proof. We show that BINVALUERESTRICTED is coNP-hard by giving a polynomial
reduction from UNSAT to BINVALUERESTRICTED. Therefore, we have an input for

UNSAT, a well-formed formula ¢. We map this onto the following input of BIN-
VALUERESTRICTED. We let the positive section of the agenda be ®* = Var(y) U {a},
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where a ¢ Var(y). Our constraints are I' = ¢ and " = —p. We have a unanimous
profile B, where for all i € A we have that B, & ®*. This translation can be
computed in polynomial time.

Now we have to show that there is a positive answer to the input UNSAT if and
only if the translation of the input gives a positive answer of BINVALUERESTRICTED.
Therefore, we first assume that ¢ is not satisfiable. Then, — is a tautology. There-
fore, there are no prime implicates of I". As before, we see that our profile is
value-restricted with respect to the pair of formulas.

Now we assume that ¢ is a negative input for UNSAT. Therefore, ¢ is satisfiable.
Furthermore, we do not know if IV = —¢ is satisfiable or not, but we know that
- is not a tautology. Therefore, we know that it has a prime implicate 7/, such
that Var(n’) C Var(y). The only prime implicate of I' is # = a and it is clear that
for the prime implicate 7’ there is no prime implicate of I" such that it entails 7/,
as 7 ¥ 7. Therefore, this is not a binary value restricted profile with respect to the
constraints. O

From this result, we know that the problem BINVALUERESTRICTED will be complete
for a class at least as hard than coNP and no harder than IT5. Now we want to see
the relationship between BINVALUERESTRICTED and VALUERESTRICTED, which we
will see in the following lemma.

Lemma 5.6. VALUERESTRICTED is at least as hard as BINVALUERESTRICTED.

Proof. We show this by a reduction from BINVALUERESTRICTED to VALUERESTRICTED.
Therefore we start with a valid input for the problem BINVALUERESTRICTED, namely
(I,T") and a I'-rational profile B. We need to translate this input to a valid input
of VALUERESTRICTED. We let the new agenda X be such that X = {I"} U Var(I").
Then we translate B into J as such: given B; and ¢ € X, if B; F ¢ then ¢ € J;,
otherwise - € J;. This translation takes polynomial time, where the only com-
putational expensive part is checking if B; F I''. However, this is computable in
polynomial time and is repeated n time. Thus, the overall time is polynomial.

Now we have to show that we can use this translation to decide the outcome of
BINVALUERESTRICTED using the algorithm for VALUERESTRICTED. We first assume
that B is value-restricted with respect to (I, I”). As this is the case, we can assume
that I = I", as this is entailed by the profile being value restricted with respect to a
pair of constraints (following from Lemma 4.4). Therefore, as Mod(I") C Mod(I"),
we see that B is also a [-rational profile and I € J; for all i € N. We see that any

minimally inconsistent subset of X (other than a member of X and its complement)
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will either contain " or —I"”. If the minimally inconsistent subset contains —I",
then as J is a I'-rational profile, it will also be a I"-rational profile. Everyone will
reject —I"”. Therefore, J will be value-restricted when considering this minimally
inconsistent subset. If the minimally inconsistent subset contains I, then it will
contain IV and the negation of literals of one of its prime implicates. That is, it will
contain: {I',—/y,..., ¢}, where 7’ = \/f:1 ¢; is a prime implicate of I". As B is
a value-restricted profile with respect to (I',I"), it is clear that J is value-restricted
with respect to the agenda X.

Now assume that B is not a value-restricted profile with respect to (I',T"). Then
there exists a prime implicate 7’ of I such that for all prime implicates 7 of ', such
that 7 F 7’ and for all pairs of literals of 7, there is an agent who disagrees with
both of them. We see that after mapping the input to the judgment aggregation
setting, this means that there is a minimally inconsistent subset containing I'" and
the negation of the literals of 7’ (like in the previous case). However, there will be
no two items in this minimally inconsistent subset such that every agent rejects one
of the two items. Therefore, the translation of B is not value-restricted. O

Now we can conclude the following corollary.
Corollary 5.7. VALUERESTRICTED is coNP-hard.

This follows from Lemma 5.5 and Lemma 5.6. Now we have seen all of the results
from this chapter, we will go on to elaborate further on what we can conclude from
these results.

5.4 coNP-Hardness and Membership in IT)

In this chapter, we have seen a lot of complexity results, which have not lead to
any of our problems being complete for a class. Note that, throughout this dis-
cussion we will assume that P # NP, and furthermore, the polynomial hierarchy
does not collapse below the third level. The aim of this chapter was to show that
our three candidate problems were all IT5-complete problems. Unfortunately, we
haven’t shown this here. However, we have narrowed down the scope of classes
which the problems can be complete for. For each of the problems, we have shown
that they have membership in I}, this tells us that our problems can be complete
for 115, or any class which lies within it.

Furthermore, we have shown that each of the problems are coNP-hard, either by
giving a reduction from UNSAT, or a reduction from a coNP-hard problem. A
problem being coNP-hard entails that it is as hard as the hardest problems in the
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class coNP. We see in Figure 5.1 the classes which contain coNP-hard problems
up until the second level of the hierarchy. 2

coNP hard:

Figure 5.1: Problems which are coNP-hard up until the second level of the poly-
nomial hierarchy.

As we have membership in IT5 the class the problems are complete for cannot be
harder than II5. Furthermore, membership in IT) means that the completeness of
the problems in ¥} can be ruled out, otherwise the polynomial hierarchy would
collapse to the second level. There is a class between coNP and II5. Namely,
AP (also known as PNP). This is a class of problems which can be solved by a
deterministic Turning Machine in polynomial time with access to an NP-oracle.
However, as stated with the introduction of each problem, the structure of these
problems suggest that they are IT5-complete problems. This is due to the class
having problems which follow the quantification pattern of ‘for all ... there exists...’,
which is what we see in each of these problems. This still makes us see that these
problems are likely to be II5-complete problems.

Our problem PAIRSIMPLE is the binary aggregation analogue to the problem of
checking if an agenda has the median property, MP. The problem MP was shown
to be II5-complete (Endriss et al., 2012, Lemma 20, Lemma 24). We here showed
that in the binary aggregation setting, this property is no harder to check. Future
research may extend this result to a full completeness proof.

Similarly, we investigated the problems VALUERESTRICTED and BINVALUERESTRICTED,
checking a property in judgment aggregation and binary aggregation, respectively.
In Lemma 5.6, we saw that we can compute the problem BINVALUERESTRICTED
by using an algorithm for VALUERESTRICTED, meaning that VALUERESTRICTED is at

2This diagram assumes that P # NP, as well as that the polynomial hierarchy does not collapse
below the third level of the hierarchy. Furthermore, the exact relationship between coNP-complete
and NP-complete problems is not known. However, this diagram represents what is commonly
thought of the structure of the polynomial hierarchy up until its second level.
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least as hard as BINVALUERESTRICTED. This means that using value restriction in
our binary aggregation setting is no harder than in the judgment aggregation set-
ting. So although, we believe that they will both be complete for the same class
we also see that our binary value restriction can be no harder than in the judgment

aggregation setting.

There is already work regarding the comparison between problems in the judgment
aggregation and binary aggregation settings. This is looking at the succinctness
of the languages. Endriss et al. (2016, Theorem 6) prove that the language of
judgment aggregation is strictly more succinct than that of binary aggregation with
constraints, unless the polynomial hierarchy collapses.

To give an idea of what this means, we see that checking if a binary profile is rational
can be done in polynomial time, as it is model checking. Whereas, checking if a
judgment aggregation profile is consistent is an NP-complete problem, as it boils
down to the problem SAT.

Since judgment aggregation is more succinct than binary aggregation, this entails
that we can translating a binary aggregation input to judgment aggregation with-
out a super-polynomial blow up of the input size (Endriss et al., 2016). Whereas,
the same is not true for a translation from judgment aggregation to binary aggre-
gation. Following from this, Endriss et al. (2016) prove results such as, if a winner
determination problem in judgment aggregation is in a class, such as NP, then the
equivalent winner determination problem in binary aggregation will also be in that
class (Endriss et al., 2016, Propsition 14). Although, in our setting we are not look-
ing at winner determination problems, we see that the results shown in this chapter
follow in the same direction as this work. In this chapter, we showed that the prob-
lems in binary aggregation are no harder than their analogue results in judgment
aggregation.

5.5 Summary of Chapter 5

In this chapter, we have looked at three problems. PAIRSIMPLE, checking if a pair of
constraints is simple. VALUERESTRICTED, checking that a profile is value-restricted
with respect to an agenda. BINVALUERESTRICTED, checking if a profile is value-
restricted with respect to a pair of constraints. The results in this chapter showed
that they all had membership in II; and were all coNP-hard. Therefore, we have
narrowed down the complexity classes for which they will be complete: at least
as hard as coNP-complete problems, but no harder than IT}-complete problems.
Although it hasn’t been shown, the structure of the problems suggest that they will
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be IT5-complete, this is due to their for all ..., there exists...” quantification pattern.

Another conclusion we can draw from this chapter is that, we can say that our
translation of the median property and value restriction to the binary aggregation
does not increase the complexity of checking the properties. This is follows from
the work of Endriss et al. (2016), stating that judgment aggregation is a more
succinct than binary aggregation. As MP is II5-complete and it’s analogue is the
pair of formulas being simple, PAIRSIMPLE, has membership in 1T then we know
that PAIRSIMPLE cannot be any computational harder than MP. Similarly, for value
restriction, we saw that both VALUERESTRICTED and BINVALUERESTRICTED both
have membership in IT5. therefore, showing that both problems cannot be complete
for any harder class than II5. However, in Lemma 5.6 we saw that we can reduce
the binary aggregation problem to the judgment aggregation problem. This shows
that the judgment aggregation version of value restriction is at least as hard as the
binary aggregation version of value restriction. Therefore, we can conclude that
moving from the binary aggregation setting does not increase the complexity of the
problem.

61



62



Chapter 6

Conclusion

In this chapter, we will give an overview of the chapters and the results that lie in
them. We aimed to investigate binary aggregation with rationality and feasibility
constraints. In particular, looking at when we can guarantee consistency, in the
form of the outcomes abiding by the feasibility constraint. First, we will give an
overview of the chapters and then we move on to look at some future research

directions.

6.1 A Summary of the Chapters

In Chapter 2, we introduced the formal model of binary aggregation with con-
straints. We saw a translation of the formula-based model of judgement aggrega-
tion to binary aggregation with constraints (Grandi and Endriss, 2011). This shows
the connection between the two models. Furthermore, it shows that the binary ag-
gregation model can be seen as more expressive than the formula-based model. The
constraints can give complete, consistent and complement-free judgments, as well
as allowing us to add clauses which reflect the restraints of a situation, e.g. that the
voters must accept at least one of the items. Then we looked at the work already
carried out investigating binary aggregation with constraints. First, we looked at
the work of Grandi and Endriss (2013). Their work focusses on the translation of
agenda properties to binary aggregation with a single constraint. Following this we
saw the extensions of this work by Endriss (2018); introducing binary aggregation
with rationality and feasibility constraints. Following this, we looked at the first

translation of an agenda property into this setting.

In Chapter 3, we continued to translate agenda properties from judgment aggrega-

tion to binary aggregation with rationality and feasibility constraints, focussing on
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the k-median property. We recreated Proposition 2.2 by Dietrich and List (2007)
in the rationality and feasibility setting. The judgment aggregation result has been
translated by Grandi and Endriss (2013) into their single-constraint case and we
followed the same steps to arrive at the rationality and feasibility analogues. We
looked at rationality constraints which were either positive, negative and mixed
clauses, giving Proposition 3.3, Proposition 3.5 and Theorem 3.7, respectively.
From this, we moved to inspect the translation of the k-median property to con-
straints with any finite number of clauses. We looked at the results already given
for the single-constraint case and extended them to any constraint, resulting in The-
orem 3.11. From this, we moved to the two-constraint setting. First, we recreated
Lemma 3.9 in the rationality and feasibility setting, giving Lemma 3.12. Then, as
before, we used this result to prove Theorem 3.14.

In Chapter 4, we looked to judgment aggregation for more ways in which consis-
tent outcomes can be guaranteed. We then translated them into our binary aggre-
gation setting. We first introduced domain restriction, which is linked to consistent
outcomes under the majority rule in judgment aggregation. We focus on value re-
striction rather than other well-known domain restrictions, as it relies on the logical
properties, rather than the organisation of the issues. In Section 4.2, we focussed
on translating value restriction to the single-constraint setting and in Section 4.3,
we translated value restriction to the two-constraint setting. In these sections, we
produce similar results in both the single-constraint setting and the two-constraint
setting. However, in the single-constraint setting, we found that the profile is value
restricted with respect to a single constraint. Whereas, in the two-constraint setting,
the profile is value restricted with respect to a pair of constraints. In this chapter,
and in both settings, we recreated the result of Dietrich and List (2010) which states
that if a profile is value-restricted, then it guarantees consistent outcomes under the
majority rule. However, after translating this result, to both settings, we see that
it only holds under the assumption that there is an odd number of agents. From
this we created a new notion of value restriction. Namely, a profile being negatively
value-restricted which guarantees feasible outcomes, for any number of agents.

In Chapter 5, we investigated the complexity of checking some of the properties that
we encountered, namely agenda properties and domain restrictions. We focussed
on the median property (which the complexity has already been investigated by
Endriss et al. (2012) and shown to be IT5-complete) and the property of a pair of
constraints being simple. For domain restriction, we focussed on a profile being
value-restricted in both judgment aggregation and binary aggregation with ratio-
nality and feasibility constraints. For the three problems which we studied, we
showed that they all have membership in 1T} and that they are all coNP-hard. An-
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other conclusion we can make from our results is that the problems in the binary
setting are no harder than the problems in judgment aggregation. These results
also align with the work of Endriss et al. (2016), stating that judgment aggrega-
tion is more succinct than binary aggregation. Furthermore, although we do not
have completeness results for the problems in question, we have narrowed down
the possible complexity classes wherein the problems will be complete. We also
gave motivation that these problems are intuitively in II, as each of the problems

)

follow the same quantification pattern, ‘for all ...there exists ...’, and it is this

quantification pattern which defines the class IT5.

6.2 Future Work

This thesis has expanded the study of binary aggregation with rationality and fea-
sibility constraints. However, there are still some unanswered questions which we
raised. In this section, we will look at some of the possible research directions
which can follow on from our results.

In Section 3.2, we saw results such as Theorem 3.14. Here we saw that a quota
rule guarantees I"”-feasible outcomes on I'-rational profiles if and only if this quota
rule guarantees 7’'-feasible outcomes on some 7-rational profile, with = and 7’ being
prime implicates of I" and I, respectively. The result has only been shown under the
condition that the aggregation rule is a quota rule. The next steps in this research
would be to find the characterisation of the rules for which the result holds. For
example, it could be said that the rule has to be independent, as if it were not,
then we would not be able to move between I"-feasible outcomes and =’-feasible
outcomes.

In Chapter 5, we gave support for why the problems in question are IT5-complete.
However, there is still a completeness proof still missing. Thus, these completeness
proofs would be the next step in this research, allowing us to know precisely where
the problems sit in the hierarchy.

We could also extend our research by considering irresolute rules and how this
would interact with our results. For instance, we assumed that the majority rule
favours the rejection of issues when n is even. There are arguments against this
asymmetric definition, as it does not fit how we intuitively want the majority rule
to work, so we may move towards an irresolute rule. Furthermore, with the rule
not being resolute, this may interact with some of our methods of attaining fea-
sible outcomes. In particular, our results in Chapter 4 using value-restriction and

negative value-restriction.

65



66



Appendix A

Appendix

A.1 Chapter 4, Proof of Lemma 4.4

Proof. We assume that for all prime implicates =’ of I, there exists a prime impli-
cate w of T such that # = 7’ and for the sake of a contradiction we assume that
TET.

As T' ¥ T, there exists a B € Mod(I")\Mod(I"). As B ¢ Mod(I"), there exists a
prime implicate 7’ of I, such that B ¢ Mod(#’). By assumption we have that there
exists a prime implicate 7 of I" such that = F 7/, or equivalently Mod(7) C Mod(n").
However, B € Mod(I") C Mod(7) € Mod(n"). Therefore, B € Mod(n’) and we have
reached a contradiction. O
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