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Abstract

In this thesis, we study positive (non-distributive) logics and their modal ex-
tensions by means of duality theory. Our work is inspired by topological dualities
for semilattices and lattices established by Jipsen and Moshier (2014). First we
construct a choice-free version of this duality using methods of Bezhanishvili
and Holliday (2020). Then we establish a Priestley-like duality based on Jipsen &
Moshier duality for arbitrary lattices. We call it Principal upset Priestley (PUP)
duality. We define a filter completion of a lattice and, using PUP duality, prove by
a Sahlqvist style argument that filter completions preserve all inequalities. That
allows us to obtain a purely dual proof of a classical result by Baker and Hales
(1974).

We also extend PUP duality by adding modal operators and prove preserva-
tion under filter completions for it, thus obtaining a modal version of the Baker and
Hales theorem. Furthermore, we show that Sahlqvist-like inequalities correspond
to first-order sentences, just as in standard modal logic. We also consider a PUP
duality with a non-standard modality nabla, which can be seen as a generalization
of the orthocomplementation operation on ortholattices. Therefore, our duality
specializes to a duality for ortholattices that turns out to be equivalent to the one
constructed by Goldblatt (1975) and Bimbé (2007). Finally, we develop deductive
systems reflecting the PUP dualities. We introduce general team semantics for
these deductive systems and demonstrate how preservation by filter completions
implies completeness for this type of semantics.






CHAPTER

Introduction

Modal and superintuitionistic logics are among the most well-studied non-classical
logics [11, 8, 34]. One of the central tools in investigating these logics is duality theory.
Duality provides a bridge between relational and algebraic semantics, allowing to
address problems from different perspectives. In particular, Esakia duality [18, 17]
connects Heyting algebras and order-topologial spaces called Esakia spaces. Jénsson-
Tarski duality connects modal algebras and modal spaces [32, 33, 8, 11]. Notably, in
these dualities the dual space is constructed by considering the set of prime filters of
the corresponding algebraic structure.

One of the research directions in modal logic and duality theory is the study of
negation and implication free fragment of classical modal logic, started in [15]. This
fragment is called positive modal logic and the duality theory for it was developed in
[10, 22, 14]. Conspicuously, this duality relies on the fact that the underlying lattice of
the algebraic models is distributive, as it builds on the Priestley duality for distributive
lattices [40]. It has been a challenge to develop a theory for the non-distributive case
and the results obtained so far seem to be quite convoluted: they significantly differ
from the distributive dualities and appear harder to work with. While the approach
used in [45, 28, 23] considers pairs of filter and ideals, in the recent papers by Jipsen
and Moshier [37, 38], as well as their generalization to posets [26], the set of filters of a
lattice is considered as its dual space, making the new duality more alike the standard
ones. Therefore, we choose this work as a starting point for our approach.

Note that Jipsen and Moshier replace prime filters with arbitrary filters due to the
failure of Prime Ideal Theorem for non-distributive lattices. Similarly, the space of
proper filters is considered in the study of ortholattices by means of duality theory
by Goldblatt [25] and Bimb6 [6] (see also [36]). Moreover, Holliday uses the space
of proper filters for possibility semantics in [30] as well as in his joint work with N.
Bezhanishvili [4], where proper filters are employed as the dual space in order to make
the duality choice-free. Thus, the chosen approach to consider the space of all filters
has already proven to be fruitful.

The aim of this thesis is to develop a duality theory for non-distributive lattices
and their modal versions, building on the Jipsen & Moshier duality. We begin in
Chapter 3 by establishing a choice-free variant, using the methods from [4], as well
as simplyfing dual semantics of the join operation of Jipsen and Moshier. We also
develop a Priestley-like version of the Jipsen & Moshier duality, as it is closer to the

3




1. INTRODUCTION

dualities used in the distributive setting. We call the obtained duality the Principal
upset Priestley (PUP) duality, since we use an approach similar to the one used in
the Priestley duality, e.g., an analogue of the Priestley separation axiom, but replace
clopen upsets with clopen principal upsets. To be precise, our Priestley separation
axiom states that if a point x is not below point y, then they are separated by a clopen
principal upset. We also call the spaces dual to the lattices PUP spaces. Then we
employ PUP duality because we find it easier to work with and closer to the classical
Priestley duality for distributive lattices.

In Chapter 4 we give our first application of the PUP duality. Instead of the
standard canonical extensions, we consider the completions of lattices defined by the
set of all filters. We call these filter completions. These completions are naturally
associated with PUP duality and appear to be more useful in our context. We develop
a Sahlqvist style argument showing that filter completions preserve all inequalities. As
a by-product, we are able to provide a purely dual proof of a result by Baker and Hales
[2], stating that ideal completions preserve all inequalities. Not only this demonstrates
the utility of PUP duality, but also opens the door for generalization to the modal case,
as we show in Chapter 5.

As our goal is to study positive modal logic via PUP duality, we add two modal
operators [] and ¢ to lattices and a binary relation to their dual PUP spaces. Building
on the duality between modal lattices and their corresponding dual spaces, we restrict
ourselves to the serial case, as it simplifies the correspondence between relational
and algebraic semantics. Then we extend the Sahlqvist style argument, mentioned
above, to the modal case and prove that each modal inequality is preserved by filter
completions. Moreover, we obtain a first-order correspondence, this time for the
Sahlqvist-like inequalities only. Our work is mostly inspired by the work on modal
duality with distributive base such as [10] and [22].

One of the key examples of non-distributive lattices are ortholattices. The duality
theory for ortholattices was developed in [25] and [6] and includes an operation of
orthocomplement ’. It turns out that ’ is a natural example of a nabla modality, as
examined among others by Gehrke, Nagahashi and Venema [22] in the distributive
setting, and therefore triggers a study of a PUP duality for lattices with nabla modality.
We establish such a duality in Chapter 6, similarly to the modal case. The advantage
of our approach is that it is general enough to encompass the duality for ortholattices,
as we show in Section 6.2. In analogy with the cases of lattices and modal lattices, a
natural next step would be to investigate filter completions of nabla lattices, but it
turns out that these are not well-defined for this case. Hence, we leave it as an open
problem to find a natural completion of a nabla lattice.

We close the thesis in Chapter 7 by developing logical systems for positive modal
logics beyond distributivity. Using the duality results we are also able to introduce
general team semantics and general modal team semantics which generalize the
standard team semantics of Hodges [29] and V&ddndnen [46]. These semantics are
related to [5] and [41]. We develop an analogue of the canonical model in our setting
and using the preservation results of previous chapters prove that each positive logic
is complete for GT-semantics and each positive modal logic is complete for GMT-
semantics.



In summary the main original contributions of this thesis are:
* A choice-free version of Jipsen & Moshier duality;
* A new duality for lattices, based on Jipsen & Moshier and Priestley dualities;

* The preservation of inequalities by filter completions of lattices;

*

A new duality for a special class of lattices with modal operators [ and ¢;

*

The preservation of modal inequalities by filter completions of modal lattices;

*

The first-order correspondence for Sahlqvist inequalities;

*

A new duality for lattices with a modal operator V;

*

Deductive systems for lattices, modal lattices and nabla lattices;

>

Completeness of positive logic with respect to general team semantics;

>

Completeness of positive modal logic with respect to general modal team seman-
tics.






CHAPTER

Preliminaries

In this chapter we introduce basic notions and conventions used in the thesis. Most
of them are standard and well known. For convenience we divide the chapter into
themed sections.

2.1 Partially ordered sets

First we briefly recall the basics of order theory. For a detailed exposition, see, e.g.,
[13].

Definition 2.1.1. A partial order on a set P is a binary relation < that is reflexive,
antisymmetric and transitive, i.e., for every a,b, c € P the following conditions hold:

* a<a

*x ifa<band b < a,thena = b

*x ifa<band b <, thena <c.
Definition 2.1.2. A partially ordered set (poset) is a set P with a partial order < on it.
Definition 2.1.3. Let P be a poset and S C P. Then

* a € Pis an upper bound of S if for each b € S we have b < a;

* a € Pisalower bound of S if for each b € S we have a < b.
Definition 2.1.4. Let P be a posetand S C P. Then

* an upper bound a of S is the least upper bound of S if for each upper bound b of
Swehavea < b;

% alower bound 7 of S is the greatest lower bound of S if for each lower bound b
of Swehave b < a.

It is easy to see that for each S C P if a2 and b are the least upper bounds of S, then
a = b, as well as if 2 and b are the greatest lower bounds of S, thena = b.




2. PRELIMINARIES

Definition 2.1.5. Let P be a poset.

(i) AsubsetS C P isan upset (or a cone) if it is upward closed, i.e., for each a € S if
a<b,thenb e S.

(ii) A subset S C P is a downset if it is downward closed, i.e., foreacha € Sifa > b,
then b € S.

Given a partially ordered set P we can construct a new partially ordered set by
“reversing” the order, i.e., a <% b < b < a. We denote the new partially ordered set by
P? and call it the order dual of P.

2.2 Lattices and Semilattices

There are two equivalent ways to define lattices and semilattices. Both of them are
useful, therefore we review both. Showing the equivalence between them is a standard
result that can be found, for example, in [13]. In general, for a thorough introduction
to the lattice theory we refer to [27, 7, 13].

We consider solely bounded lattices and semilattices with a unit, hence in this
thesis “lattice” and “semilattice” always mean bounded lattices and semilattices with
a unit. Therefore, we define lattices and semilattices to be bounded from the start. Note
that this is not a serious restriction, as every lattice or semilattice can be turned into a
bounded one by adding top and bottom elements (or only one in case of a semilattice).

Definition 2.2.1. A (bounded) lattice is an algebraic structure (L, A, V, 1,0) satisfying,
forall a,b, c € L the following conditions:

l.aNa=aandaVa=a,
2.aANb=bANaandaVb=0bVa,
3.aN(bAc)=(aAb)AcandaV (bVc)=(aVb) Ve,
4. aN(aVb)=aandaV (aNb)=a,

5. aANl=aandaV0=a.

Given a lattice L, we define the binary relation < onitbya < bifaAb = a or
equivalently a Vb = b. Then < is a partial order on L. It is easy to see that for every
a,b € L the element a A b is the greatest lower bound of 2 and b and the element a V b
is the least upper bound of 2 and b. The elements 1 and 0 turn out to be the greatest
and the least elements of L respectively. This observation gives rise to the equivalent
definition of a lattice.

Definition 2.2.2. Let L be a poset. Then L is a (bounded) lattice if

% for every a,b € L there exist the greatest lower bound of a4 and b (denoted by
a A b) and the least upper bound of 2 and b (denoted by a V b),

* there exist the greatest element 1 and the least element 0.



2.2. Lattices and Semilattices

Then (L, A, V,1,0) constitutes a lattice in the sense of Definition 2.2.1 and these
two definitions describe the same class of structures. We now move to semilattices.
Informally speaking, a semilattice is a lattice that has only one operation: a meet A or a
join V. Due to the symmetry, it actually does not matter which one exactly to pick. The
only difference appears when we define the order on it and need to choose whether
the operation is producing the greatest lower bound or the least upper bound. In this
work we consider solely meet-semilattices, but all the results can be generalized to
join-semilattices by taking the order duals.

Definition 2.2.3. A (bounded) semilattice is an algebraic structure (L, *, e) satisfying, for
all a,b,c € L the following conditions:

1. axa=a,
2. axb=>bxa,
3. ax(bxc)=(axb)x*c,
4. axe=a.
The element e is called a unit.

There are two ways to define an order on a semilattice L. We can say a <, b if
axb = a. Then L is called a meet-semilattice, since * becomes the meet (or infimum)
A of (L,<x). On the other hand, we can say a <y bif a*xb = b. Then L is called
a join-semilattice, since * becomes the join (or supremum) V of (L,<v). We can also
define meet-semilattices and join-semilattices in the following way.

Definition 2.2.4. Let (L, <) be a partially ordered set. Then L is a (bounded) meet-
semilattice if

* for every a,b € L there exists the greatest lower bound of 2 and b (denoted by
aAb),

* there exists the greatest element 1.

Definition 2.2.5. Let (L, <) be a partially ordered set. Then L is a (bounded) join-
semilattice if

* for every a,b € L there exists the least upper bound of 2 and b (denoted by a V b),
* there exists the least element 0.

Note that given these definitions, a lattice can be defined as a partial order that is
both a meet-semilattice and a join-semilattice. Using the algebraic approach, we can
define a lattice as a semilattice with respect to an operation A and a semilattice with
respect to an operation V satisfying the so-called absorption laws a A (aV b) = a and
aV (aAb) = a, that connect A and V.

An important property of lattices and semilattices is completeness.

Definition 2.2.6. A lattice L is complete if every subset S C L has the greatest lower
bound of S, denoted by A S, and the least upper bound of S, denoted by \/ S.
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It is easy to check that one can express arbitrary meets in terms of arbitrary joins and
vice versa. Then for a lattice to be complete it suffices to either have the greatest lower
bound for all subsets S or have the least upper bound for all subsets S. This observation
establishes the equivalence between complete lattices and complete semilattices.

Definition 2.2.7.

(i) A meet-semilattice L is complete if every subset S C L has the greatest lower
bound of S, denoted by A S.

(ii) A join-semilattice L is complete if every subset S C L has the least upper bound
of S, denoted by \/ S.

As we mentioned above, if L is a complete meet-semilattice or a complete join-
semilattice, it is also a complete lattice.

We also consider finite lattices and semilattices. In this case the situation becomes
even simpler. Let L be a finite semilattice and assume for convenience it is a finite
meet-semilattice. Then having binary meets implies having arbitrary finite non-empty
meets. Moreover, since L has the greatest element, the empty set also has a meet.
Therefore, since L is finite, it has arbitrary meets and is a complete lattice. So every
finite semilattice is a complete lattice.

Now we define the categories of lattices and semilattices.

Definition 2.2.8. Let L and M be lattices. A map f : L — M is a lattice morphism if it
preserves operations and the bounds. To be precise, for every a,b € L:

flanb) = f(a)nf(b)and f(aVb) = f(a)V f(D),
f(1) =1and f(0) = 0.

Definition 2.2.9. Let L and M be semilattices. A map f : L — M is a semilattice
morphism if it preserves the operation and the unit. To be precise, for every a,b € L:

flaxb) = f(a)xf(b),
fle) =e.

It is not hard to show that lattices with lattice morphisms form a category, that we
denote by Lat, and semilattices with semilattice morphisms form a category, that we
denote by SLat.

The last topic we would like to discuss is the construction of the lattice of filters.
First we define filters on meet-semilattices.

Definition 2.2.10. Let L be a meet-semilattice. A non-empty subset F C L is a filter if
* foreverya € F,ifa < b, thenb € F;
* foreverya,b € Fwehavea Ab € F.

In other words, F is non-empty, upward closed and meet closed.

10



2.3. Topological spaces

For every family {F; : i € I} of filters, the set (;; F; is also a filter. Note that in case
the family is empty, we obtain the filter that coincides with the whole meet-semilattice
L. Therefore, the set of all filters forms a complete meet-semilattice with respect to the
meet N and order C. Hence, it is also a complete lattice. It is easy to show that the join
is defined on the set of filters by

FVG={aelL|3dbeF,ceG:a=>bAc}.

This observation will play a central role in our work.
We also use the notion of ideal, which is dual to the notion of filter.

Definition 2.2.11. Let L be a join-semilattice. A non-empty subset F C L is an ideal if
* foreverya € F,ifa > b, thenb € F;
* foreverya,b € FwehaveaVbcF.

In other words, F is non-empty, downward closed and join closed.

By dual arguments, I(L) with the inclusion order also forms a complete lattice.
Moreover, for a lattice L we have I(L) = F(L?).

When L is not just a semilattice, but a lattice or even a complete lattice, there are
important kinds of filters that we want to consider.

Definition 2.2.12. Let L be a lattice. A filter F C L is prime if F # L and for every
a,beL,ifaVvbeF, theneithera e Forb € F.

Definition 2.2.13. Let L be a complete lattice. A filter F C L is completely prime if F # L
and for every family {a; € L : i € I}, if \/;c;a; € F, then there exists i € I such that
a; € F.

2.3 Topological spaces

Besides lattices, we consider various topological spaces. For more details on basic
concepts and facts of general topology we refer to [16]. In this section we define the
notion of topological spaces and their particular properties.

Definition 2.3.1. A topological space is a set X, with a collection T of subsets of X, such
that

1. g, XerT;
2 U Vert=UNVerT;
3. for every family {U; : i € I} C 7, we have U;c; U; € 7.

The collection 7 is called the topology of X. The elements of T are called the open sets of
X.

Note that a topology 7, when ordered by the inclusion relation C, forms a complete
lattice. Given a set X there are two main ways to define a topology on it: using bases
and using subbases.

11



2. PRELIMINARIES

Definition 2.3.2. A base for the topology T of a topological space X is a family B C T
such that for each U € 7 there exists a subfamily By C B with U = |J Bo.

Often instead of looking at bases of a given topology, we rather introduce a topology
from its base. First note that whenever X is a topological space and B is its base, we
have | B = X and for each U, U, € B and x € Uy N Uy, there exists Us € B such that
x € Uz C Uy NU,. Now let X be just some set. Let B be a collection of subsets of X
such that |y B = X and for each Uy, U, € B and x € Uy N Uy, there exists Uz € B such
that x € Uz C Uj N Up. Then there is a unique topology T on X such that B is a base
for 7. We call this topology generated by B.

Definition 2.3.3. A subbase for the topology T of a topological space X is a family S C T
such that each U € 7T can be written as a union of finite intersections of elements of S.
Note that this includes an empty intersection, that is equal to X.

Once again, we can generate a topology on X by considering some family S C T as
its subbase. However, there are no restrictions on the set S. So for an arbitrary S C
we call the smallest topology T containing S the topology generated by S. Then S is the
subbase for T.

Next basic notions in topology that we define are closed sets, clopen sets and
compact sets.

Definition 2.3.4. Let X be a topological space. A subset C C X is
(i) closed if the subset X \ C is open;
(ii) clopen if it is at the same time closed and open;

(iii) compact, whenever for every family of open sets {U; : i € I},if C C [J;c; U;, then
there exists a finite subset | C I such that C C U]-e i LI]-.

We also call X itself compact if it is compact as a subset of X.

It is easy to prove that when X is compact, each closed subset of X is compact. We
will use this result in the next chapters.

We now define the subspace topology. Let X be a topological space and S C X.
We turn S into a topological space by putting 7s = {SNU | U € 1}, where T is the
topology on X. Then 75 constitutes a topology on S, known as the subspace topology.

Now we move to more specific notions. We follow here the exposition from [37].
Let x be a point in a topological space X with topology 7. We denote N(x) = {U € 7 :
x € U}. Then N(x) is a completely prime filter in the lattice T of open sets.

Definition 2.3.5. A topological space X is a Kolmogorov space or T space if for every pair
of distinct points of X, at least one of them belongs to an open set not containing the
other. Equivalently, a topological space X is a Kolmogorov space if the map x — N(x)
is injective.

For a topological space X we define a binary relation C on X by x C y if N(x) C
N(y). Then C is reflexive and transitive. Moreover, when X is a Kolmogorov space, C
becomes antisymmetric and therefore is a partial order on X. We call it the specialization
order.

12



2.4. Duality

Definition 2.3.6. A topological space X is sober if the map x — N(x) is a bijection
between X and the collection of completely prime filters in the lattice of open sets.
Therefore, every sober space is a Kolmogorov space.

We also define how to go from a partial order to a topological space. For that we
first need to explain what a directed set is.

Definition 2.3.7. Let P be a partially ordered set. A subset D C P is a directed set if for
each a,b € D there existsc € D such thata, b < c.

Definition 2.3.8. Let P be a partially ordered set. The Scott topology on P is defined by
saying that open sets are upsets U that are inaccessible by directed joins, i.e., if \/ D
exists for a directed set D and \/ D € U, then DN U # @.

Let P be a partially ordered set and consider Scott topology on it. Then the spe-
cialization order of the obtained topological space coincides with the initial order on
p.

In the following chapters we mostly work with lattices and topological spaces that
also have a lattice structure. In order to easily differentiate between them, we use
different notation.

Let L be a lattice or a semilattice and a € L. We denote by ta the upset {beL:a<
b}.

Let X be an ordered topological space whose underlying order is a lattice. We tend
to denote this order by C, just as we did with the specialization order. For x € X we
denote by fx the upset {y € X : x C y}.

2.4 Duality

A big part of our work is devoted to establishing various dualities between classes
of lattices and classes of ordered topological spaces. In this section we discuss the
definition of a duality and the way we approach it consequently in this thesis. For the
background on category theory, see [1] and [35].

Definition 2.4.1. Let C and D be two categories. A functor F from C to D maps each
object C of C to an object F(C) of D and each morphism f : C; — Cy of C to a
morphism F(f) : F(C;) — F(Cz) of D, so that F(idc) = idpc) for each object C of C
and F(go f) = F(g) o F(f) for each morphisms f : C; — C; and g : C; — C3 of C.

Definition 2.4.2. Let C and D be two categories. A contravariant functor F from C to D
maps each object C of C to an object F(C) of D and each morphism f : C; — C of C to
a morphism F(f) : F(C2) — F(Cy) of D, so that F(idc) = idp(c) for each object C of
Cand F(go f) = F(f) o F(g) for each morphisms f : C; — Caand g : C; — C3 of C.
Here id. denotes the identity morphism.

Let C be a category. Recall that an identity functor Iz from C to C is the functor
identical on objects and morphisms.

Definition 2.4.3. Let C and D be two categories. They are said to be dually equivalent if
there are contravariant functors F : C — D and G : D — C and natural isomorphisms
e: FG — Ipandy: I — GF.

13
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In our case, the strategy of proving that categories C and D are dually equivalent is
going to be as follows. First we define the object part of the contravariant functors, i.e.,
a map Fy assigning for each object of C an object of D and a map Gy doing the other
way around. Then we construct an isomorphism ¢ that shows Fy(Go(D)) = D for each
object D of D and an isomorphism 7 that shows Go(F(C)) = C for each object C of C .

We then move to defining the morphism part of the contravariant functors, i.e., a
map F; assigning for each morphism of C a reversed morphism of D and a map G;
doing vice versa. Then usually it is easy to see that F and G are contravariant functors.
Hence, it suffices to demonstrate that ¢ and # are natural transformations to establish a
duality.

One of the most important duality results for our work is the duality for distributive
lattices. We are interested in two representations of distributive lattices: via spectral
spaces and via Priestley spaces. The first one was established in [44] and the second in
[40] and [39] (see also [13, Chapter 11]).

We briefly recall the main definitions and constructions and then explain the
connection to our work.

Definition 2.4.4. A lattice L is distributive if for every a,b,c € Lwehavea A (bVc) =
(aAb)V (aNc).

Equivalently, a lattice L is distributive if for every a,b,c € L we have aV (b A
c) = (aVDb)A(aVc). Moreover, the inequalitiesa A (bV¢) > (aAb) V (aAc) and
aV (bAc) < (aVDb)A(aVc)hold in every lattice. Therefore, a lattice L is distributive
if for every a,b,c € L wehavea A (bVc) < (aAb)V (aAc), or equivalently if
aV(bAc)=(aVb)A(aVec).

Definition 2.4.5. A spectral space is a sober space in which the compact open sets form
a base that is closed under finite (including empty) intersections. Note that in case of
empty intersection we get that X is compact.

Given a distributive lattice L, let X denote the set of prime filters of L. For each
a €L, let¢(a) ={F € X:a € F} and generate topology on X with ¢(a). Then X is a
spectral space.

On the other hand, for a spectral space X the set of its compact open subsets form
a distributive lattice. Then one can extend these correspondences to a full duality in
the same fashion as described above, as established by Stone in [44].

The approach suggested by Priestley deals with another class of ordered topological
spaces.

Definition 2.4.6. Let X be an ordered topological space with the partial order < on it.
Then X is a Priestley space X if X is compact and if x ¥ y, then there exists a clopen
upset U such thatx € Uand y ¢ U.

The second condition is usually called the Priestley separation axiom. As before,
for a distributive lattice L we take X to be the set of prime filters of L. But now we
generate the topology on X by sets of the forms ¢(a) and X \ ¢(a). Topology defined
in such a way is usually called a patch topology. Then taking as order the set-theoretic
inclusion C, the space X becomes a Priestley space. To go in the other direction,
consider an arbitrary Priestley space X. Then the collection of clopen upsets of X forms
a distributive lattice and we can extend this construction to a full duality.

14
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Moreover, given a spectral space X we can consider the corresponding Priestley
space by defining the patch topology, i.e., generating a topology with compact open
sets and their complements, and as the order taking the specialisation order. Then the
obtained Priestley space and X are dual to the same distributive lattice. Conversely,
given a Priestley space we can take open upsets and get the corresponding spectral
topology, which is dual to the same distributive lattice. For details see [12] and [3].

In the next chapter we first discuss a duality for lattices (not necessarily distributive)
established by Jipsend and Moshier in [37]. Jipsen & Moshier duality follows rather
the Stone approach used for spectral space duality. On the other hand, we modify
their duality to a Priestley-like version, which we find easier to work with.

15






CHAPTER

Duality for lattices

There are several dualities for lattices, by Urquhart [45] via doubly ordered topological
space, by Hartung [28] via topological contexts, more recently by Gehrke and van
Gool [23] via polarities and by Jipsen and Moshier [37] via the spectra of filters. The
work in this thesis is based on the Jipsen and Moshier duality, since in our view it
resembles the most the dualities used in modal and superintuitionistic logics. Hence,
we first recall this duality for lattices and semilattices. Next we use the approach from
[4] to obtain a choice-free version of this duality. We also show how to simplify the
join operation used in [37]. Finally, we introduce a new topological duality for lattices,
inspired by Jipsen & Moshier duality and Priestley duality for distributive lattices.

3.1 Jipsen and Moshier duality

We start by briefly recalling the Jipsen & Mosher duality. A more detailed exposition
can be found in [37, Sections 2, 3].

Let X be a topological space. A subset of X is called saturated if it is upward closed
with respect to the specialization order C. Note that we use T for specialization order
solely in this section. A subset F of X is called a filter when

(i) Fis non-empty,
(ii)) ifx € Fand x C y, theny € F,
(iii) if x,y € F, then there exists z € F, such thatz C x,y.
We consider the following collections of the subsets of X:
K(X) is the set of compact saturated subsets,
O(X) is the set of open subsets,
F(X) is the set of filters.

For the intersection of the collections we use concatenation of the letters above, e.g.,
KOF(X) is the collection of compact open filters.

First we define the spaces that will become the duals of semilattices and lattices
according to the Jipsen & Moshier duality.
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3. DUALITY FOR LATTICES

Definition 3.1.1. A topological space X is an HMS space if it is sober and KOF(X) is
closed under finite (including empty) intersection while also forming a base.

A subset of an HMS space is F-saturated if it is an intersection of open sets. Let
FSat(X) denote the collection of F-saturated subsets of X. Let S C FSat(X). Define
AS=NSand VS =N{F € OF(X) | US C F}. Then FSat(X) is a complete lattice
with respect to A and /.

Definition 3.1.2. An HMS space X is a JM space if KOF(X) forms a sublattice of
FSat(X).

In the original paper by Jipsen and Moshier JM spaces are caled BL spaces after
bounded lattices. However, we find naming them after Jipsen and Moshier more
appropriate.

Proposition 3.1.3.

(i) For every HMS space X, the collection KOF(X) is a meet-semilattice with a meet
operation given by the intersection.

(ii) For every JM space X, the collection KOF (X) is a lattice with a meet defined as the
intersection and a join defined in the same way as for FSat(X), that is,

UvV={FeOFX)|UUV CF}.

In Section 3.3 we will simplify this semantics of V.

For a meet-semilattice L, we denote by Filt(L) the space of the filters on L with the
Scott topology. It can be shown that in this case specialization order coincides with the
standard inclusion order on Filt(L).

Proposition 3.1.4.

(i) For every meet-semilattice L, Filt(L) is an HMS space.

(ii) For every lattice L, Filt(L) is a JM space.

For a meet-semilattice L let ¢ : L — KOF(Filt(L)) be defined as
¢(a) ={F € Filt(L) | a € F}.
For an HMS space X let i : X — Filt(KOF (X)) be defined as
P(x) ={U € KOF(X) | x € U}.

Theorem 3.1.5.

(i) For every meet-semilattice L the map ¢ is the isomorphism between L and KOF (Filt(L)).

(ii) Forevery HMS space X the map 1 is the homeomorphism between X and Filt(KOF(X)).

(iii) These constructions restrict to lattices and JM spaces. That is, for a lattice L the map ¢
is also the isomorphism between L and KOF (Filt(L)) and for a JM space X the map
is the homeomorphism between X and Filt(KOF(X)).

The morphism part of the Jipsen & Moshier duality is obtained as follows.
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3.2. Choice-free duality

Definition 3.1.6. A map f : X — Y between HMS spaces is F-continuous if for every
U € KOF(Y), the set f ~1[U] belongs to KOF(X).

Definition 3.1.7. An F-continuous map f : X — Y between JM spaces is F-stable if for
every finite family {U; : i € I} C KOF(Y), we have f [V Ui] = Vier f U]

Proposition 3.1.8.

(i) Let f : L — M be a meet-semilattice homomorphism. Then the map f* : Filt(M) —
Filt(L) defined by F — f~'[F] is F-continuous.

(ii) Let f : L — M be a lattice homomorphism. Then the map f* : Filt(M) — Filt(L)
defined by F — f~[F] is F-stable.

Proposition 3.1.9.

(i) Let f : X — Y be an F-continuous function. Then the map f. : KOF(Y) — KOF(X)
defined by U s f~1[U] is a meet-semilattice homomorphism.

(i) Let f : X — Y be an F-stable function. Then the map f. : KOF(Y) — KOF(X)
defined by U — f~1[U] is a lattice homomorphism.

Let HMS be the category of HMS spaces with F-continuous functions and let JM be
the category of JM spaces with F-stable functions.

Theorem 3.1.10.
(i) HMS is dually equivalent to SLat.

(i) JM is dually equiavalent to Lat.

3.2 Choice-free duality

In order to establish the dualities above, Jipsen and Moshier use the well-known
duality between distributive lattices and spectral spaces [44]. This duality requires
the Prime Ideal Theorem, a property weaker than the Axiom of Choice but still not
deducible from ZF. Our first goal is to modify the duality to a completely choice-free
version using the same approach as in [4], that is, by adding a sobriety-like condition
to HMS spaces.

For a topological space X and a point x € X, we let
P(x) = {U € KOF(X) | x € U}.

Definition 3.2.1. A topological space X is a choice-free HMS space if it is sober, KOF(X)
forms a base that is closed under finite (including empty) intersections and every filter
in (KOF(X), Q) is of the form ¢(x) for some x € X.

Let X be a choice-free HMS space and S a subset of KOF(X). Then let

\/S =N{u eorx)||Jscul.

Definition 3.2.2. A choice-free HMS space X is a choice-free JM space if for every finite
(including empty) S C KOF(X) the set \/ S also belongs to KOF(X).
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Proposition 3.2.3.

(i) For every choice-free HMS space X, the collection KOF (X)) is a meet-semilattice with a
meet operation given by the intersection.

(ii) For every choice-free M space X, the collection KOF (X) is a lattice with a meet defined
as the intersection and a join defined by \/.

Proof. Since KOF(X) is closed under finite intersections, KOF(X) is a meet-semilattice.
If X is a JM space, then KOF(X) has joins and is bounded by the definition of a JM
space. X

Consider a meet-semilattice L and Filt(L) the set of filters on L. Let
¢(a) ={F € Filt(L) | a € F}.

We generate the topology on Filt(L) by the sets ¢(a). As it is easy to check that
p(anb) = ¢(a) N¢(b) and every F € Filt(L) belongs to some ¢p(a), the set {¢p(a) : a €
L} forms a base of this topology. We denote by X the obtained topological space.

Here we use the standard Stone topology on a space of filters (see [43] and [13]).
On the other hand, Jipsen and Moshier work with Scott topology instead. We will next
show that these two definitions give the same topology and employ the Stone one as a
more standard one.

Lemma 3.2.4. Let L be a meet-semilattice and Filt(L) the set of filters on L. Then {¢(a) :
a € L} is a base of the Scott topology on (Filt(L), C). Therefore, the Scott topology coincides
with the topology generated by {¢(a) : a € L}.

Proof. Consider the Scott topology on Filt(L). Take an open set U. Let D = {a € L |
Ta € U}. We show that U = U,cp ¢(a).

(C) LetF € U. Then F is a directed join {J,cr Ta. Therefore, there exists a € F, such
that ta € U. That meansa € D and F € J,cp ¢(a).

(2) Suppose F € ¢(a) for some a € D. Then Ta C F. Since Ta € U and U is upward
closed, F € U. X

Now we also know that the specialization order on X; coincides with the standard
inclusion order on Filt(L) and therefore filters on X; are the filters in the usual sense.

Proposition 3.2.5.
(i) For every meet-semilattice L, X| is a choice-free HMS space.
(ii) For every lattice L, X[ is a choice-free [M space.

Proof. First we want to show that KOF(X;) = {¢(a) :a € L}.

(D) By construction of the topology, all ¢(a) are open. It is also easy to see that
every ¢(a) is a filter. To see that ¢(a) is compact, suppose ¢(a) C |J U; for some
collection of open sets U;. We can write every U; as a union of the elements of
the base and obtain ¢(a) C Uycp ¢(b) for some D C L. Then there is a particular
¢(b) such that ta € ¢(b). That yields a < b and therefore ¢(a) C ¢(b). Hence,
every ¢(a) belongs to KOF(X}).
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3.2. Choice-free duality

(©) For the other part we need to show that every compact open filter U of X is
of the form ¢(a). Since U is open, it is a union of elements of the form ¢(a)
and since it is compact, this union can be made finite. Therefore, it suffices to
show that if ¢(b) U ¢(c) is a compact open filter, then there is a € L such that
$(b) Up(c) = ¢(a). Since ¢(b) U ¢(c) is a filter and 1b, Tc belong to ¢(b) U ¢(c),
we have Tb N 1Tc € ¢(b) U ¢(c). Without loss of generality we may assume
TbNte € ¢(b). Thatyields b € b N Tc and ¢ < b. Therefore, ¢(b) U ¢(c) = ¢(b)
and every compact open filter U of X is of the form ¢(a).

Next we show that X} is an HMS space. To prove sobriety, consider a completely
prime filter F on the lattice of open sets O(Xy). Let F be a filter on L, generated by
S={acL|¢(a) e F}, thatis,

F= |J f(aoA...Nay).

We show that F = O(F), where O(F) = {U € O(X.) | F € U}, concluding that X is
sober.

(©) Take U € F. Then U = U,ep ¢(a) for some D C L. Since F is completely prime,
there exists 4 € D such that ¢(a) € F and therefore a € S. By definition of F,
Ta C F. At the same time we have Ta € U, so F is also an element of U and
U € O(F).

(D) Take an open U, such that F € U. Since U = U,cp ¢(a) for some D C L, there
exists a € D such that F € ¢(a). That means a € F, so there are ay,...,a, € S
such thata € 1(ag A ... Aay). Hence,

p(a) DplagN...Nay) = ¢(ag) A...\N¢p(a,) € F.
Sol € F.

The collection KOF (X)) is a base, since it coincides with {¢(a) : @ € L}, which is a
base by definition. It is closed under binary intersections, since ¢(a) A ¢p(b) = ¢(a A D).
It also has a top element L = ¢(1).

To conclude the semilattice part, we prove that every filter 7 on KOF(X}) is of the
form i(F) forsome F € X;. Let F = {a € L | ¢(a) € F}. F is upward closed, since F
is upward closed. F is a filter, since ¢(a) N ¢(b) = $p(a A b) and F is a filter. Then the
equality KOF(Xy) = {¢(a) : a € L} implies the equality F = i(F) as follows.

(€) Let U € F. Then there exists a € L such that U = ¢(a). Therefore, a € F and
U= ¢(a) € p(F).

(2) Let U € ¢(F). Then F € U and also there exists a € L such that U = ¢(a).
Hence,a € Fand U = ¢(a) € F.

Finally, suppose L is a lattice. Then X} has the least element {1}, where 1 is the
top element of L. Now in order to show that X is a choice-free JM space, it suffices to
show that ¢(a V' b) is equal to the join of ¢(a) and ¢(b), that is

¢(aVvb) =({UecOF(XL) | ¢p(a) Ug(b) C U}.
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(C) Take F € ¢p(a V) and a set U € OF(Filt(M)) such that ¢(a) U ¢(b) C U. Then
1a and 1b belong to U and since U is a filter, Ta N 1b = 1(a \V b) also belongs to
U. On the other hand, 1(aVb) C F,so F € U.

(2) Note that ¢p(a V b) is an open filter and ¢(a) U¢(b) C ¢(a VvV b). Hence, ¢(a Vv b)

is one of the U on the right side of the equation and the inclusion holds.
X

Now we are ready to prove a choice-free analogue of Theorem 3.1.5.
Theorem 3.2.6.
(i) For every meet-semilattice L the map ¢ is the isomorphism between L and KOF (Xp).
(ii) For every HMS space X the map 1 is the homeomorphism between X and Xyor(x)-

(iii) These constructions restrict to lattices and JM spaces. That is, for a lattice L the map ¢
is also the isomorphism between L and KOF (X)) and for a JM space X the map  is the
homeomorphism between X and Xgor(x)-

Proof. (i) Since we showed KOF(Xy) = {¢(a) : a € L}, we already know that ¢ is
surjective. Now we show that ¢ is injective. Suppose a # b. Then either a £ b or
b £ a. Without loss of generality, let a £ b. Then the filter Ta belongs to ¢(a) but
not to ¢(b). Therefore, ¢ is injective.

We already noted that ¢(a A b) = ¢(a) N ¢(b). Moreover, in case L is a lattice, as
we proved in the previous proposition, ¢(a VvV b) = ¢(a) V ¢(b). Hence, ¢ is an
isomorphism.

(ii) By the definition of a choice-free HMS space the map 1 is surjective. To show

injectivity, suppose x # y. Since X is sober, there exists an open U such that x
belongs to U but y does not. Then using that KOF (X) forms a base, we obtain
P(x) # ¢(y). Hence, ¢ is injective.
Now we prove that ¢ is open. It suffices to show that the image of every
U € KOF(X),ie., p[U] = {¢(x) | x € U} is open in Xgor(x). Consider the map
¢ : KOF(X) — KOF(Xkor(x))- We claim that [U] = ¢(U) and therefore ¢ [U]
is open in XxoF(x)-

(€) Take ¢(x) for some x € U. Then p(x) € ¢(U) & U € P(x) & x € U.
Hence, ¢(x) € ¢(U).

(D) Take D € ¢(U). Then U € D. Since ¢ is surjective, there exists x € X, such
that D = ¢(x). Then x € U and D € p[U].

Finally, we show that ¢ is continuous. It suffices to show that the preimage of
every U € KOF(Xgor(x)) is open. Take U € KOF(Xkop(x)). Then there exists

F € KOF(X) such that U = ¢(F). We claim that ¢~ ![U] = F and therefore the
preimage of U is open.

(C) Take x € ¥~ 1[U]. Then ¢(x) belongs to U = ¢(F), which is equivalent to

x € F.
(D) Take x € F, Then F € ¢(x) and (x) belongs to ¢(F) = U. Therefore,
x € p Ul
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X

We do not need to modify the morphisms part as all the proofs are quite simple
and the results are deducible from ZF. The same can be said about establishing the
categorical duality.

Let HMS* be the category of choice-free HMS spaces with F-continuous functions
and let JM* be the category of choice-free JM spaces with F-stable functions.

Theorem 3.2.7.
(i) HMS* is dually equivalent to SLat.

(ii) JM* is dually equiavalent to Lat.

3.3 Simplifying joins

Now we take a closer look at the Jipsen & Moshier duality. One of “deficiencies” of
this duality is a non-transparent way of evaluating joins in KOF(X), which is defined
as
Uvv=|{FeOFX)|UuV CF}.

We will significantly simplify it to the usual join of two filters. The same arguments
hold for choice-free JM spaces.

Let X be a JM space. Then using duality, we can view X as Filt(L) for some lattice
L. Therefore, X is a complete lattice and from now on we use C for its order and N
and U for its meet and join. We also know that every element of KOF(X) is equal to
¢p(a) ={x € X:a€x} forsomea € L.

Theorem 3.3.1. Let X be a [M space and U,V € KOF(X). Then the join UV V in KOF(X)
coincides with the filter generated by U and V in (X, ), i.e.,

{xeX|3yelUzeV:xIynz}.

Proof. Applying the Jipsen & Moshier duality, there is a lattice L and elements a, b
of L, such that U = ¢(a) and V = ¢(b). As proved in the previous section, then
UV YV =¢(aVb). Hence, it suffices to show

plavb)={xeX|IyelUzeV:xIJynz}.

(©) Suppose a V b belongs to some filter F. Then we claim Ta M 1b C F. Indeed, if
¢ >a,b, then ¢ > aV b and therefore ¢ € F. Since Ta is an element of U and 1b is
an element of V, we are done.

(2) Supposex Jyz,wherey € Uandz € V. Thena € y and b € z and therefore
a V b belongs to both y and z. Hence,aVbcyMzandaVb € x. X

The proof above also shows thatif U = ffxand V = fty, wehave UV V = {}(xMy).
Moreover, in the case of a distributive lattices, the join becomes even more simple.

Proposition 3.3.2. Let L be a distributive lattice and X its dual space. Let U and V be
elements of KOF (Xy). Then the join UV V of U and V is equal to

{xeXy|yelzeV:x=ynNz}.
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Proof. We first show that for a distributive lattice L, the complete lattice X is also
distributive. For that it suffices to show that for every filters F, G, H € X, we have
FN(GUH)C (FNG)U(FMH). Takea € FN(GUH). Then a € F and there exist
be Gandc € Hsuchthata > bAc. Lett =aVvbe FMNGandcd =aVce FMH.
We claim that a = b’ A ¢’ and therefore X is distributive. Indeed, since L is distibutive,
VA =aVv(bAc)=a.

By previous proposition, it is obvious that

{xeXy|dyelUzeV:x=yuz} CUVV.

Hence, we prove the other direction. Suppose x belongs to U V V. Then by Proposition
332 thereare y € Uand z € V such that x J yMz. Lety = xUy € U and
z/ = xUz € V. Then since X is distributive, ¥’ Mz’ = x U (y M z) = x. Therefore, x
belongsto{x € X; |Jye U,z V:x =yMz}. X

3.4 Principal upset Priestley duality

Our aim in this section is to establish a new Priestley-like duality for lattices, based on
the Jipsen & Moshier duality. This parallels the dualities for distributive lattices. As is
well known, for distributive lattice we have a duality via spectral spaces developed by
Stone [44] and a duality via Priestley spaces developed by Priestley [40]. There is a
connection between these two dualities. Given a spectral space one can take the patch
topology and specialization order to obtain a Piriestley space and given a Priestley
space one takes open upsets to obtain a spectral space (see for details [3] and [12]).
Then the Jipsen & Moshier duality for lattices can be seen as an analogue of duality
via spectral spaces.

We will now develop a duality using a patch topology of a JM space. For that
we add an analogue of the Priestley separation axiom and consider clopen principal
upsets instead of compact open filters. In fact, we can also take clopen filters, since as
shown in Corollary 3.4.8, they coincide with clopen principal upsets. Hence, this is
just a terminological difference, but for the reasons discussed in Chapter 4, we prefer
to use principal upsets.

Similar approach was used by Bimb6 and Golblatt for duality of ortholattices. More
concretely, Goldblatt [25] established representation of ortholattices, while Bimb6 [6]
generalized it to a full duality of the appropriate categories. The latter also required
addition of the analogue of the Priestley separation axiom. We discuss this duality in
more details in Chapter 6. Another example of using the Priestley separation axiom can
be found in [4, Section 10.2]. Bezhanishvili and Holliday relate UV-spaces, choice-free
duals of Boolean algebras, to Priestley spaces and develop a notion of a UV-Priestley
space.

The duality described in this section, as well as dualities just discussed, is not
choice-free as it uses Alexander’s subbase lemma.

Definition 3.4.1. Let X be simultaneously a topological space and a lattice with a meet
Mand ajoin L. Let C be the lattice order on X. Then X is a Principal upset Priestley
space (PUP space) if

(i) X is compact,

(i) if x [Z y, then there is a clopen principal upset 1}z, such that x € {1z, whiley ¢ f}z,
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(iii) for every clopen principal upsets ftx, {1y, the principal upset {}(x My), i.e., the
join of ftx and 1)y, is also clopen.

For a lattice L, let Filt(L) be the complete lattice of filters on L. Denote its meet by 1
and its join by U as before. For an element a € L, define ¢p(a) = {F € Filt(L) | a € F}.
Note that ¢(a) is always a principal upset {}(1a) on the lattice Filt(L). Moreover, for
every a,b € L, it is easy to check that ¢(a Ab) = ¢(a) N ¢(b). By ¢(a) we denote
Filt(L) \ ¢(a). Consider the topology generated on Filt(L) by {¢(a) : a € L} U {¢(a) :
a € L}. We denote this topological space by X;. We also denote by CPU(X) the set of
clopen principal upsets of X. Note that due to the way we defined topology on X;,
every ¢(a) belongs to CPU(Xy). It turns out that clopen principal upsets of X} are
exactly the ones of the form ¢(a), as we show in Claim 3.4.2.1.

Proposition 3.4.2. For every lattice L, X1, is a PUP space.

Proof. By Alexander’s subbase lemma, to prove compactness it suffices to consider a

covering X, = Ujer ¢(a;) UUjes ¢(b;). Let F be a filter generated by {b; | j € J}. Then
F ¢ ¢(b;) for each j € ], hence there is a;, such that a; € F. That means there are

bo,..., by, such thata; > by A ... Ab,. Then we claim X = ¢(a;) Up(bo) U...Up(by).
Indeed, if a filter contains by, ..., b,;, then it has to contain a;. Therefore, X is covered
by a finite subcover and is compact.

Suppose x [Z y. That means there is an element a € x \ y. Hence, ¢(a) is a clopen
principal upset, such that x € ¢(a), while y ¢ ¢(a), and we showed the second
condition.

For the final condition we need to first prove a helpful claim.

Claim 3.4.2.1. Let L be a lattice. Then the map ¢ : L — CPU(X) is surjective, i.e., each
clopen principal upset of X, is of the form ¢(a). Moreover, if x = ¢p(a), then x = Ta.

Proof. Let fx be a clopen principal upset of X;. Then ftx = (N, ¢(a), since both
consist of the filters on L that contain all elements of x. Using that f}x is clopen and
X1 is compact, we obtain a finite set D C x, such that ffx = (,cp ¢(a). As already
mentioned, ¢ commutes with meets, therefore ftx = ¢(A D).

For the second part of the claim, suppose fx = ¢(a). Then a belongs to x and
Ta C x. On the other hand, 14 has to belong to {x, so x C ta. Therefore, x = Ta. X

Now that the claim has been proven, we continue with the proof of Proposition
3.4.2 and show the last condition. Take two clopen principal upsets {tx and {ty. Using
Claim 3.4.2.1, there are a,b € L, such that fix = ¢(a) and ty = ¢(b). We claim that
(xMy) is equal to ¢(a V b).

(©) Suppose z 2 xMy. Then since a VV b belongs to both x and y, we havea Vb € z.
Hence, 1(xMy) € ¢(a VD).

(2) Supposea Vb € z. Take c € xMy. By Claim 3.4.2.1, x = fa and y = 1b. Then c is
above both a and b, hencec > aVbandc € z. So p(aVb) C f(xMy).

Therefore, }(xMy) = ¢(a VvV b) and f}(x My) is clopen.
X

Proposition 3.4.3. For every PUP space X, the set of its clopen principal upsets CPU(X)
forms a lattice.
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Proof. Take two clopen principal upsets fx and fty. Then their intersection is equal to
f(x Uy) and is clopen as an intersection of two clopen sets. The least principal upset
containing both ftx and {}y is {}(x My), which is clopen by condition (iii). It is easy to
see that those operations define a lattice. X

Now we can establish one half of the duality.

Theorem 3.4.4. For every lattice L, the map between lattices ¢ : L — CPU(Xy) is an
isomorphism.

Proof. We already showed that ¢ preserves meets and that it is surjective. It clearly
preserves joins, since

$(a) v §(b) = H(1an1b) = 11(aV b) = plaV b).

Hence, it is only left to prove that ¢ is injective. Suppose a # b. Then either a £ b or
b £ a. Without the loss of generality, we may assume that a £ b. Then b ¢ ta. Hence,
Ta is a filter that belongs to ¢(a) \ ¢(b) and ¢(a) # ¢(b). X

Lemma 3.4.5. For every PUP space X, the collection of clopen principal upsets and their
complements forms a subbase of the topology on X.

Proof. It suffices to show that for every open U and x € U, there are finitely many
clopen principal upsets and their complements, the intersection of which contains x
and is contained in U.

For each y ¢ U, either x [Z y or y £ x. Hence there is a clopen principal upset
or a complement of a clopen principal upset U,, such that y € Uy, but x ¢ U,. Then
Uyex\u Uy covers X \ U, which is closed and hence compact. Then there are finitely
many U, covering X \ U. Hence, a finite intersection of their complements X \ U,
contains x and is contained in U. X

For a PUP space X and a point x € X let ¢(x) = {{it € CPU(X) : x € fit}.

Theorem 3.4.6. For every PUP space X, the map v is a homeomorphism between toplogical
spaces X and Xcpyx) and also a lattice isomorphism between them.

Proof. First note that (x) is indeed a filter for every x € X. For injectivity suppose
x # y, hence either x [Z y or y Z x. Without loss of generality, we may assume that
x [Z y. Then there is a clopen principal upset )¢, such that x € f{f while y ¢ f}t. Hence,
1t € P(x) but 1t € ¢(y). Therefore, P(x) # ¢(y) and ¢ is injective.

Next we show that ¢ is surjective. Let F be a filter on CPU(X). Consider N F. Itisa
closed and therefore a compact upset. We claim that () F is principal. Suppose it is not.
Let D be the collection of clopen principal upsets U such that " F \ U # @. For every
x € F thereis y € F, such that x IZ y, so there is a clopen principal upset U with x € U
and y ¢ U. Therefore, D is a covering of (] F and we can choose a finite subcovering
C. Given U € C there is a point xyy € (F \ U. Consider a point x = [|;;cc Xxu. Then
x € N F but for each U € C we have x ¢ U, which is a contradiction. Therefore, N F is
principal, i.e., N F = ffx for some x € X.

Now we show that F = ¢(x) and that concludes the proof of i being surjective.
Clearly, F C ¢(x), since for every it € F, we have {fx C {}t. Suppose U is a clopen
principal upset such that x € U. Then ffx = (F C U. Therefore, U together with
the complements of the elements of F constitutes a covering of X. Since X is compact,

26



3.4. Principal upset Priestley duality

there is a finite number of elements of F, say Uy, ..., U,, such that U together with
U, ..., U, constitute a covering. But then U; N...N U, C U and since F is a filter,
uerF.

Thus we have proved that ¢ is a bijection. Then ¢ and 1~ ! commute with arbitrary
unions and intersections. Hence, when proving continuity and openness, it suffices to
consider only elements of subbases. We first check continuity and then openness.

Let ¢ be the isomorphism between CPU(X) and CPU (Filt(CPU(X)) as considered
above. Then the subbase defining topology on Filt(CPU(X)) is the collection of the
sets of the forms ¢(U) and ¢(U). The following simple equations show that ¢ is
continuous:

P e ={xeX:px)epU)}={xeX:Ucykx)}={reX:xcU} =1,

U] ={x e X:p(x) £ p(U)} ={x e X:x g U} =X\ U.

Now we prove that the map 1 is open. As already shown in Lemma 3.4.5, clopen
principal upsets and their complements constitute a subbase of X. Let U € CPU(X).
Then ¢[U] = {¢(x) : x € U}. Since every filter on CPU(X) is of the form ¢(x), we
have {¢(x) : x € U} = {F € Filt(CPU(X)) : U € F} equal to ¢(U), which is an
open set. On the other hand, Y[p(U)] = {¢(x) : x ¢ U}. By the same argument,
{p(x):x ¢ U} = {F € Filt(CPU(X)) : U ¢ F} equal to X \ ¢(U), which is an open
set.

Finally, ¢ is meet-preserving since xq Mxp J t if and only if x; J t and x, J t and
1 is join-preserving since x; Ll x, 2 t if and only if it O ftx1 N {px2. X

Corollary 3.4.7. Every PUP space is complete as a lattice.

Proof. We have proven that every PUP space is isomorphic to a lattice of filters, which
is known to be complete. X

For a PUP space X let CF(X) be the collection of all clopen filters on X. As promised,
we show that clopen filters are the same as clopen principal upsets.

Corollary 3.4.8. For every PUP space X, CPU(X) = CF(X).

Proof. As we know, X is isomorphic to X for some lattice L. Hence, it suffices to
prove the corollary for X;. Every principal upset is a filter, so we only need to show
CF(Xr) € CPU(XL). Let F be a clopen filter on X;.

Since F is open, it is of the form U;c;(Mj,<n, $(@j;) N Nk, <m, ¢(b,))- Since F is closed
and therefore compact, we can restrict ourselves to finite I, i.e.,

F=U(N o@)n 1 o).

igr j,'ﬁi’li kigm,‘

Using that ¢ preserves meets, we can denote a; = ap, A ... A a, (and in case there are
no 4, take a; = T) and obtain

F=J(@a)n [ ¢(bx,))-

l’gi’ k,'gmi

We assume that every ¢(a;) N i<, ¢(bx,) is non-empty.
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Note that for every i < 7, the filter Ta; has to belong to ¢(a;) N (Nx,<, ¢(bx,). Indeed,
otherwise there is by, > a; and hence ¢(a;) N N,<m, ¢(bx,) is empty.
Then since F is a filter, Tap N ... N Ta, = T(ap V...V a,) also has to belong to F.

Hence, there is i, such that a; > ag V...V a,. Without loss of generality, let it be ay.
Then we claim that F = ¢(ap).

(©) Suppose x € F. Then there is some a; € x and since ag > a;, the element 4 also
belongs to x. Hence, x € ¢(ap).

(D) Suppose x € ¢(ap). Then Tag C x, and since Tay € F, we also have x € F.

Therefore, F is a clopen principal upset. X
Now we work on the morphism part of the duality.

Definition 3.4.9. Let X and Y be PUP spaces. Amap f : X — Y is a Principal upset
Priestley (PUP) morphism, if it is continuous, preserves arbitrary meets and satisfies
the following two conditions.

1. If f(x) 3 tMs, then there are y and z such thatx Jy Mz, f(y) Jtand f(z) Js.
We call this a back condition and illustrate it by the following picture.

x f f(x)

2. f(x) =T & x =T, where T is the top element of X.

Proposition 3.4.10. Let L and M be lattices and f : L — M a lattice morphism. Then a map
f*: X — Xy defined by f*(F) = f~1[F] is a PUP morphism.

Proof. First of all note that f~![F] is indeed a filter, since f preserves meets and order.
To check continuity it suffices to consider the elements of the subbase. Take some
¢(a). Then (f*)"Hgp(a)] = {F € X : f*(F) € ¢p(a)} = {F € Xy :a € f[F]} =
{F € Xy : f(a) € F} = ¢(f(a)), which is open. Similarly, for every ¢(a), the set
(f*)"1[p(a)] is equal to an open set ¢(f(a)). Therefore, f* is continuous.

Now we claim that f* preserves arbitrary meets, i.e., that for each family {F; : i €
I} C X, we have f~![[|F] = f '[F]. Indeed, both consist exactly of a € L, such
that f(a) belongs to each F;.

Next we prove the back condition. Suppose there is a filter F on M and filters
G,H on L, such that f~![F] J G H. Consider a set {f[G]. It is a filter on M, since
for each by, by € M, such that by > f(go) and by > f(g1), where o, g1 € G, we
have by Aby > f(g0) N f(g1) = f(g0o A g1). Similarly, ft f[H] is a filter. We claim that
F 3 {fIG] 1 f[H], f*(1f[G]) 2 Gand f*(tf[H]) 2 H. The two latter embeddings

28



3.4. Principal upset Priestley duality

are obvious, since for each ¢ € G we have f(g) € {f[G] and the same for H. So we
are left with F J {f[G] M1 f[H].

Take t € 1f[G] M f1f[H], i.e., t > f(g) for some g € G and t > f(h) for some
h € H. Consider gV h. It belongs to G M H and therefore f(gV h) € F. Since f
preserves joins, we have t > f(g)V f(h) = f(gVh).Sot € Fand F J {f[G] M1 f[H].

Finally we show the last condition. The top element of X is the set L itself and
the top element of Xy is M. Clearly, f ~![M] = L. Suppose for some filter F on M, we
have f~1[F] = L. Then f(0) = 0 belongs to F and therefore F = L. Hence, for each
x € Xy, weobtain f*(x) =T & x=T. X

Proposition 3.4.11. Let X and Y be PUP spaces and f : X — Y a PUP morphism. Then a
map f, : CPU(Y) — CPU(X) defined by f.(ftx) = f~'[{}x] is a lattice morphism.

Proof. First, note that for a clopen principal upset {}x, the set f ~![f}x] is indeed clopen,
since f is continuous. Let y be the meet of all elements of f~![{x]. Then since f
preserves arbitrary meets, f(y) is also above x. Take t J y. Then f(t) J f(y) 3 x.
Hence, f~1[f1x] = fy.

Let fx, 1y be clopen principal upsets. Then =[x Uy)] = f[ftx] N f~1[fx],
since f(z) is above x Uy if and only if it is above both x and y. Hence, f, preserves
meets. Now we show that f. preserves joins, i.e., f.(ftx) V fi(fty) = fu(H(x Ay)).
Unwrapping definitions, we get

() v f(y) ={t € X | Fr,s € Xt T rMs, f(r) D, f(s) Dy},

fe(i(xny)) = {t e X[ f(t) D xTTy}.

Take t € f.(fix) V f.(fty). Then there are r,s € X such thatt J rMs, f(r) J x,
f(s) 3 y. Since f preserves meets, f(f) J f(r)M f(s) J xMy and therefore x €
£ Gxy)).

Take t € f.(f1(xMy)). Then f(t) J x My. Using the first condition, we get r and s
such thatt JrMsand f(r) 3 xand f(s) J y. Therefore, x belongs to f.(fx) V f«(1y).

Finally, we prove that f, preserves the bounds. The greatest element of CPU(Y) is
Y itself. As f~1[Y] = X, the function f, preserves the top element. The least element
of CPU(Y) is { Ty}, where Ty is the top element of Y. Then by the second condition,

FHHTYH =A{Tx} R
Let PUP be the category of PUP spaces with PUP morphisms.
Theorem 3.4.12. PUP is dually equivalent to Lat.

Proof. We already constructed the functors and the only fact left to check is that the
isomorphisms of functors are natural. For that we need to show that the following two

diagrams commute. oL
L —— CPU(Xy)

(
Jf |7
M ™M, CPU(Xy)

Take a € L. Then we get the following chain of equalities: f(¢r(a)) = {F € Xum :
fA(F) € (@)} = {F € Xy :a € fF]} = {F € Xu : f(a) € F} = ¢u(f(a)).

Therefore, the first diagram commutes.
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Take x € X. Then we get the following chain of equalities: f(yx(x)) = {U €
CPU(Y) : f*(U) € px(x)} ={U € CPU(Y) : x € f'[U]} = {U € CPU(Y) : f(x) €
U} = ¢y (f(x)). Therefore, the second diagram also commutes. X

In the remainder of the thesis we will use the duality via PUP spaces to establish
some facts about lattice and modal lattices. One of the reasons we chose to work with
PUP spaces is that their underlying topological spaces are Stone spaces. From this
perspective this choice is similar to preferring to work with Priestley space as opposed
to spectral spaces when studying distributive lattices.
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CHAPTER

Filter completion

We will now use the Principal upset Priestley duality established in the previous
chapter to define a filter completion of a lattice that turns out to enjoy an analogue of a
Sahlqvist theorem. Then using filter completions we show that every variety of lattices
is closed under ideal completions. This result was proved algebraically by Baker and
Hales in [2]. Our proof is purely dual and is based on Sambin and Vaccaro’s proof of
Sahlqvist canonicity [42].

4.1 Positive formulas

We start by explaining which formulas we consider and how to evaluate them on
lattices and PUP spaces.

Definition 4.1.1. Let P be a fixed set of of propositional variables. The positive language
consists of two binary operations A and V and two constants T and _L. The positive
formulas are formulas obtained by the inductive rule

ax=peP|lanB|laVvp|T|L
We denote the set of all positive formulas by Fm.

Definition 4.1.2. Let L be a lattice. A valuation V on a lattice L is a map assigning each
p € P an element of L. Then V naturally extends to all the positive formulas as follows:

Definition 4.1.3.

(i) A positive inequality is an expression of the form « < B, where « and B are positive
formulas.
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(ii) A positive equation is an expression of the form & ~ 8, where a and B are positive
formulas.

Definition 4.1.4. Let L be a lattice.

(i) Leta < B be a positive inequality. Then « < S holds in L (denoted by L |= « < B)
if for every valuation V : P — L we have V(a) < V(B).

(ii) Leta ~ B be a positive equation. Then a ~ B holds in L (denoted by L |= a =~ p)
if for every valuation V : P — L we have V() = V().

Lemma 4.1.5. For a lattice L and positive formulas « and B,
LEa~peLE=axpBandL =B

Proof. Suppose L = a ~ B. Take a valuation V on L. Then V(a) = V(B), hence also
V(a) < V(B). Therefore, L = a < B. Similar, L = <«

Now suppose L =« < Band L = B < a. Take a valuation V on L. Then
V(a) < V(B) and V(B) < V(a), hence V(a) = V(B). Therefore, L = a ~ B. X

Due to this lemma, we concentrate on positive inequalities. Now we define how to
evaluate formulas on a PUP space.

Definition 4.1.6. A valuation V on a PUP space X is a valuation on the lattice CPU(X).
In other words, it is a map assigning for every p € P aset V(p) € CPU(X), which is
naturally extended to all positive formulas in the following way:

V(e AB) =V(a)NV(p),
Vievp)={xeX|dyeV(a),ze V() x Jymnz},
V(T) =

V(L) = {T}, where T is the top element of X.

We denote the relation x € V(a) by x =V

Note that we define V(L) as { T }, since { T }, which is equal to } T, is the smallest
clopen principal upset of X.

Definition 4.1.7. Let X be a PUP space.

(i) Leta < B be a positive inequality. We write X |= « < B if for every valuation V
on X, V(a) C V().

(ii) Leta ~ B be a positive equation. We write X |= a = g if for every valuation V
on X, V(a) = V(B).

Now it is easy to formulate when does a positive inequality or a positive equation
hold in a lattice in terms of its dual PUP space.

Proposition 4.1.8. Let L be a lattice.

(i) Let a < B be a positive inequality. Then L |= a < Bifand only if X; | a <
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(ii) Let o =~ B be a positive equation. Then L |= a =~ B if and only if X1 = a =~ B.

Proof. Suppose L = « < B. Take a valuation V on X;. Using the isomorphism
between L and CPU(X}) obtain a valuation V' on L, i.e., V/(&) = ¢ 1(V(&)). Then
V'(a) < V'(B), therefore V(a) C V(B).

For the other direction suppose that for every valuation V on X; we have V(«) C
V(B). Take a valuation V' on L. Using the isomorphism between L and CPU(X})
obtain a valuation V on Xy, i.e., V(&) = ¢(V'(&)). Then V(a) C V(B) and therefore
V'(a) < V'(B). Hence, L = o < B.

The positive equation case follows from Lemma 4.1.5. X

4.2 Filter completion

It turns out that our Principle upset Priestly duality gives rise to a natural kind of
completions.

Definition 4.2.1. A completion of a lattice L is a pair (e, C), where C is a complete lattice
and e : L — C is a lattice embedding.

Recall that for a lattice L, its order dual lattice is denoted by LO.

Definition 4.2.2. Let L be a lattice and (F(L), C) the complete lattice of its filters.
Consider the lattice embedding ¢ : L — F(L)? defined by i(a) = ta. Then we call
(1, F(L)?) the filter completion of L.

Note that we need to reverse the order on F(L) since a < b < Ta 2 1b. We denote
the order on F(L)? by C? and the meet and join by M? and L1, as they are indeed the
opposites of the lattice structure on X.

Let X be a PUP space, CPU(X) the collection of its clopen principal upsets and
PU(X) the collection of its principal upsets. Just like CPU(X), the set PU(X) forms a
lattice with meet ftx A fty = ff(x U y) and join ftx V iy = f}(x M y). Moreover, since X
is complete, PU(X) is also complete. Therefore, PU(X) is a completion of CPU(X).

Let X be the dual of a lattice L. Then L is isomorphic to CPU(X) and therefore
PU(X) is a completion of L as well. We call the embedding from L to PU(X}) defined
by the isomorphism ¢ the principal upset completion. It turns out to be isomorphic to the
filter completion with the isomorphism 7 : F(L)? — PU(X}) defined by t(F) = {\F.

Proposition 4.2.3. Let L be a lattice. Then the map T : F(L)° — PU(Xy) defined by
T(F) = {\F is an isomorphism and T o 1 = ¢. Therefore, the filter completion is isomorphic to
the principal upset completion PU(XL).

Proof. The map T is clearly a bijection. Moreover, T(FLI° G) = f(FL° G) = }F VG =
7(F) V1(G) and T(F° G) = N(FM° G) = A FN G = 1(F) A 7(G). Finally, for every
a € L,wehave 7(i(a)) = t(Ta) = {tta = ¢(a). X

In the previous chapter we discussed that instead of clopen principal upsets we
could also use clopen filters. The main reason for our choice of the former is that a
natural generalization of clopen principal upsets is the complete lattice of all principal
upsets, which as we illustrate below allows us to show strong preservation results.

Another natural completion, thoroughly used in algebraic logic, is canonical exten-
sion, see, e.g., [21]. As shown in [37], the canonical extension of a lattice L is isomorphic
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to the lattice of F-saturated subsets of its dual space. However, F-saturated sets have a
much less transparent order-topological structure, so in this thesis we concentrate on
filter completions instead. We will show that the topological approach to Sahlqvist
canonicty of Sambin and Vacarro [42] and Celani and Jansana [10] can be adapted
via PUP duality to filter completions. In Chapter 5 we also generalize it to the modal
setting.

Recall the definition of a valuation on a PUP space X from the previous chapter.
We can easily extend this notion to the completion PU(X) in the following sense.

Definition 4.2.4. A principal upset valuation (PU-valuation) V on a PUP space X is a
map assigning for every p € P aset V(p) € PU(X), naturally extended to all positive
formulas by using the lattice structure on PU(X). To be precise:

V(e AB) =V(a)NV(p),
VievpB)={xeX|dyeV(a),ze V(B)x Jynz},
(T) =

V(L) = {T}, where T is the top element of X.

<

We denote the relation x € V() by x =V a. It should be clear from the context if V is
a PU-valuation or just a valuation.

Definition 4.2.5. Let X be a PUP space.

(i) Let &« < B be a positive inequality. We write X =py a < B if for every PU-
valuation V on X, V(a) C V(B).

(i) Let « ~ B be a positive equation. We write X =py a ~ B if for every PU-
valuation V on X, V(a) = V(B).

Whenever we talk about usual valuations, we denote the relation = by |=cpy, in
order to avoid confusion with |=py;.

Definition 4.2.6. Let L be a lattice and «(po, ..., pn) a positive formula. Then for
ao,...,a, € L we define a(ay, ..., a,) € L inductively in the following natural way:

* if o = p;, thena(ag, ..., a,) = a;;
* ifa =B Ay, thena(ag,..., an) = Blao,...,an) Ny(ao,...,an);
* ifa =BV, thena(ag,..., a,) = Blao,...,an) V y(ao,...,an);
* ifa =T, thena(ag,...,a,) =1;
* ifa = 1, then a(ag,...,a,) =0.

Lemma 4.2.7. Fix some ay,...,a, in a lattice L. Then for every a,b € L and a positive
formula a(p, p1, ..., pn), we have

a(a,ay,...,an) Na(b,ay,...,a,) Za(aNb,ay,..., a,).

Proof. We prove the lemma by induction on . For convenience, we write ¢(x) instead
of &(x,a1,...,a,).
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* If a is a propositional letter, T or L, the claim is obvious.

a) Na(b) = (B(a) Ay(a)) A (B(b) Ay(b)) = (B(a) A
aNb) ANy(aAb) =a(aNDb).

a) Aa(b) = (B(a) V y(a)) A (B(b) V(b)) = (B(a) A
aNb)Vylanb) =a(aNDb).

—

*x If & = B Ay, we obtain &

B(b)) A(v(a) Ay(D)) = B

* If & = BV 7, we obtain «

B(b))V (v(a) Ay()) = B

—_—N o~

X

Now we prove the intersection lemma, which is is an analogue of the Sambin
and Vaccaro intersection lemma [42] and one of the results by Celani and Jansana [10,
Theorem 4.2].

Lemma 4.2.8 (The Intersection Lemma). Let X be a PUP space and consider a lattice
PU(X). Then for each positive formula a(p, p1, . . ., Pn) and principal upsets ftx, {1x1, ..., 1 xn
we have

a(fx, fxg, . ) = ({a(ht, frxg, . x) | it € CPU(X), fix C A1t
Note that here we apply Definition 4.2.6 to the lattice PU(X).

Proof. First of all note that since all our operations are monotone, a(f}x, ftx1, ..., fTx,) C
a(ft, fx1, ..., Txy,) for each ftx C {}t. Hence,

w(fx, g, ) © ({a(ht, g, ..o fx) | 1t € CPU(X), frx C A1t}

and the C part is obvious. As before, we write for convenience ¢(x) instead of
&(x, ftxy, ..., txn). We use duality and view X as a dual PUP space to a lattice L. Since
we know that all clopen principal upsets are exactly the ones of the form ¢(a), we
reformulate the claim as a({}x) = (N,e. #(¢(a)). Note that ¢ is an isomorphism and
therefore it commutes with every formula, i.e., {(¢(a)) = ¢(&(a)). Here on the left
side we use ¢ for the lattice CPU(X) and on the right side we use ¢ for the lattice L in
the way described in the Definition 4.2.6. Now we prove the lemma by induction.

* Suppose a(p) = p. Then fix = ,c, $(a) holds since both are exactly the filters
that contain all elements of x.

* Suppose &« = B A 7. Then using the induction hypothesis, we get B(ftx) A
Y1) = Macx B@(@) N Nacx 7(P(a)) = Naex(B(@(a)) A (P(a)))-

* Suppose & = BV . We know that (¢p(a)) V y(¢(a)) = ¢(B(a) V y(a)). As one
inclusion is obvious, let us show the other one. Suppose y € N,c.(B(¢(a)) V

¥(¢(a))). Then for each a € x, the element B(a) V y(a) belongs to y.

Let t be a filter generated by B(a) for all 2 € x and s be a filter generated
by (a) for alla € x. Then t € N, B(¢(a)) and s € N,ex Y(P(a)) and we
claim that tMs < y. Suppose a € ts. Then there are by,...,b, € x and

€1,--.,cm € x,such thata > B(by) A Aﬁ( n)and a = y(c1) A... Ay(cm).
Then surely we also have a > ,B(bl) /\ A B(by) AB(c1) A...AB(cwm) and a >
Y(b1) Ao Ay(be) Ay(er) A (cm) Letd—bl/\ ANbyg Nt Ao N ey € x.
Using Lemma 427 we get a > B(d) V v(d), which belongs to y. Therefore,

Y € Nacx B(@(a) V Naex 7(@(a)) = a(fx).
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* If aisequal to T or L, the lemma is trivial.

We finally prove the main theorem of this section.

Theorem 4.2.9. Let x and f3 be positive formulas and X a PUP space. Then
XFEcruaspe XEFpuasp

Proof. First note that since each valuation is also a PU-valuation, the <= part is obvious.
Now suppose X F=pyy & < B. Then there is a PU-valuation V on X and x € X, such
that x =V a but x £V B. Take a family y, € X, such that V(p) = fyp. Using the
Intersection Lemma for 8, we get a family t,, such that for every ¢, the set {t, is
clopen, 11y, C ity and x " B under the valuation V/(p) = fit,. On the other hand,
x =" a, since V(p) C V'(p) and all our operations are monotone. So we constructed
a valuation, showing that X fEcpy a < B. X

Theorem 4.2.9 gives us the following result for lattices.

Definition 4.2.10. A class of lattices C is called a variety if there exists a set of positive
equations I" such that C consists exactly of lattices L such that for every a ~ p € I' we
have L = a ~ B.

Corollary 4.2.11. Let L be a lattice and « < B a positive modal inequality. If L = « < B,
then F(L)? |= a« < B. Therefore, every variety of lattices is closed under filter completions.
Moreover, every variety of lattices is generated by a family of filter completions.

Proof. By duality L |= « < B if and only if X; =cpy « < B. From Theorem 4.2.9,
that is equivalent to X =py « < B, which by the isomorphism 7 holds if and only if
F(L) = a<pB. X

4.3 Correspondence with ideal completions

The result above could be seen as an analogue of one of the results by Baker and Hales,
published in [2]. In the following section we state their result and demonstrate how to
derive it from ours.

Definition 4.3.1. Let L be a lattice and (I(L), C) be the complete lattice of its ideals.
Consider the embedding j : L — I(L) defined by j(a) = la. Then we call (j, I(L)) the
ideal completion.

Even though the ideal completion is different from the filter completion, they
are closely connected. For each lattice L, the ideal completion I(L) is isomorphic to
F(L?), where L9 is the order opposite of L. Therefore, we first establish the connection
between properties of a lattice and its order dual.

Definition 4.3.2. Let « be a positive formula. Then define a° as the formula obtained
by changing every A to V and vice versa and also changing every 0 to 1 and vice versa.

Lemma 4.3.3. For every lattice L, a positive equation o =~ B holds in L if and only if a° ~ B°
holds in L.
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Proof. Since L ~ 1?° and & = txaa, it suffices to show only one direction. Suppose
& ~ B holds in L. Consider a valuation V : P — L% Let V' : P — L be the
valuation generated by V. By a straightforward induction we see that for every
positive formula ¢, the element V(&) of L? and the element V'(&%) of L coincide.
Then we know that since a(V'(po),..., V' (pn)) = B(V'(po),...,V'(pn)) holds in L,
a®(V(po),...,V(pn)) = B°(V(po),...,V(ps)) has to hold in L°. X

Next theorem is a result from [2]. Note that Baker and Hales give a different, purely
algebraic proof, while ours is solely based on duality theory via Theorem 4.2.9.

Theorem 4.3.4 (Baker and Hales). Every positive equation that holds in a lattice L likewise
holds in I(L). Therefore, every variety of lattices is closed under ideal completions.

Proof. Suppose L |= « < B. Then by Lemma 4.3.3, L? |= a° < p°. Then by Corollary
4211, F(L?)? = ? < B°. But I(L) is isomorphic to F(L?) = F(L?)*°, so by Lemma
4331(L) Ea<p. X

In this chapter we illustrated the usefulness of the Principal upset Priestley duality
by showing in purely dual terms that every variety of lattice is closed under filter and
ideal completions. In the next chapter we will extend our investigations to the modal
setting and the extended duality for lattices will again be our main tool.

37






CHAPTER

Duality for modal lattices

In this chapter we study lattices enriched with modal operators. We develop duality
and Sahlqvist correspondence for these structures. First we define the class of modal
PUP spaces dual to modal lattices and establish a duality between them. We show
that every inequality is preserved by filter completions and the same holds for the
ideal completions, thus obtaining a modal version of the Baker and Hales theorem.
We finish the chapter by defining Sahlqvist-like inequalities and proving that they
correspond to first-order conditions on modal PUP spaces.

Our work is closely related to the study of positive modal logic, initiated by Dunn
in [15]. We are mostly inspired by works of Celani and Jansana [10], but build our
duality on the PUP duality developed in the previous chapters whereas [10] builds it
over the Priestley duality. Our work can also be seen as a generalization of possibility
semantics, studied in [30], to the modal lattices.

5.1 Modal Principal upset Priestley duality

Definition 5.1.1. A lattice L with operators [, : L — L is a modal lattice if the
following axioms hold:

1. Oa < Qa,

2. O(aAb) = Qanlb,
3. O(anb) =0anOb,
4. O(aVvb) = 0aVvOb,
5. 01 =1,

6. 00 =0.

In [15] Dunn considered two axioms that connect box and diamond in the positive
modal logic setting. We use one of them as the axiom 2 in the numeration above.
However, as we work with filters instead of prime filters, our duality argument requires
a different second condition. We replaced the other Dunn axiom D(a \% b) <OavOob
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5. DUALITY FOR MODAL LATTICES

with a seriality axiom (axiom 1 on the list). For now it remains open whether axiom 1
can be replaced by a more standard Dunn axiom, see more on this in Chapter 8.
Next we prove a few useful lemmas about filters of modal lattices.

Proposition 5.1.2. Let L be a modal lattice. For every filter F on L, the set 71 [F] = {a €
L | Oa € F} isalso a filter.

Proof. First note that (J~![F] is non-empty, as (01 = 1and 1 € F.

Leta € O![F] and a < b. Then by axiom 3, Oa < b, so Ob € F. Hence,
b e O F].

Now let aj,a, € O ![F]. Then again by axiom 3, ((a; A az) = Oay AOay € F.
Therefore, a; A a; € O~ 1[F] and J71[F] is a filter. X

We denote the filter (1-![F] by Dr.

Proposition 5.1.3. Let L be a modal lattice. For each filter F on L, the sets
T0[F]={aeL|3beF:a>0b},
T0[F]={a€L|3beF:a>= b}

are also filters.

Proof. 1t follows immediately from the definitions that sets 1J[F] and 10 [F| are up-
ward closed and non-empty.

We show that 1J[F]| is meet closed. Take a1, a4, € TO[F]. Then there exist by, b, € F
such that a; > Oby and ap, > Ob,. Hence, ay Aap > Oby AOby = O(by A by). The
element by A by belongs to F, and therefore a1 A a; € T0[F]. So T0[F] is a filter.

Now we show that 1Q[F] is meet closed. Take a;,a; € TO[F]. Then there exist
by, by € F such that a; > Qb and a, > Ob,. Hence, a1 A ap > Oby A Oby. Since the
operator ¢ is order-preserving, Oby A Oby > (b1 A ba). The element by A b belongs to
F, and therefore a1 A ap € 1O[F]. So TO[F] is a filter. X

Let R be a binary relation on a PUP space X. For each subset S C X, we let
[R]S = {x € X | Vy: if xRy theny € S},
(RYS={xe X|3dy:xRyandy € S}.

Definition 5.1.4. A modal PUP space is a PUP space X with a binary relation R on it,
satisfying the following conditions.

1. If fhx is clopen, then [R]fx and (R)1{}x are also clopen.

2. Forall x,y € X if xRy, then there is a clopen principal upset ft such that at least
one of the following holds:

(i) x € [R]fitand y & 1t,
(i) y € ftand x & (R)ft.

3. CoR C Ro C,ie, if x C yRz, then there is t, such that xRt C z.

4. JoR C Ro J,i.e., if x J yRz, then there is t, such that xRt J z.

40



5.1. Modal Principal upset Priestley duality

5. If for some families {x; € X :i € I} and {y; € X : i € I} we have x;Ry; for every

6. If for some family {x; € X : i € I} we have [];c; x;Ry, then there exists a family
{yi € X :i € I}, such that x;Ry; for each i and [ ];c; v; C v.

7. If xRy 3 y1 Mo, then there are x1, x2, 21, 22, such that

x1Mxy C x,
x1Rz1 and xRz,

z1 Jyiand z; J .

We illustrate this condition with the following picture.

|
| —
|
X1 - ! X2 y
Sol Tk el Tt
S | i \‘\~\\\\ ~“~\‘\\
x1 Mxo Ttz Tzp
| |
| |
1 1
n Y2
Vaillyz

8. xRT & x = T, where T is the top element of X.

Note that every PUP space is a complete lattice, hence conditions 5 and 6 are
well-defined. Also conditions 3 and 4 coincide with conditions on frames in Celani
and Jansana work [10]. We first prove a couple of useful lemmas about modal PUP
spaces.

Lemma 5.1.5. Let X be a modal PUP space and {S; C X : i € I} a family of subsets of X.
Then [R][Nic; Si = [ies[R]S:.

Proof. (C) Letx € [R][;c; Si and consider one of S;. Suppose xRy. Theny € [;c; S;
and therefore y € S;. Hence, x € [],.;[R]S;.

(D) Letx € [];c;[R]S; and suppose xRy. Then for each S; we have y € §;, therefore
v € [ie; Si- Hence, x € [R][;; S:- %4

Lemma 5.1.6. Let X be a modal PUP space. Then for every x € X the sets [R|{tx and (R){tx
are both principal upsets.

Proof. Let ftx be a principal upset. We start with the set [R]{x. Let y be the meet of all
elements of [R]{tx. Then we claim that y also belongs to [R]|{x. Suppose yRz. Then
by condition 6, there is a family {z; € X : i € I}, such that |—|ie 1zi C z and for each
x; € [R]{x there is z; such that x;Rz;. Hence, for each z; we have z; > x and z € fjx.
Therefore, y € [R]ftx. Finally we show that [R]{tx = {y. By construction, we already
have [R]fix C fty. Take t J y and suppose tRs. By condition 3, there is d such that
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yRd C s. Then as we showed above, d is above x and t € [R]ftx. Therefore, [R|{x is a
principal upset.

Now we move to the set (R){}x. Let y be the meet of all elements of (R){}x. Then
by condition 5, y € (R){tx, so there is z J x such that yRz. By construction, we
have (R)ftx C fty. Take t J y. Using condition 4, we obtain an element s such that
tRs J z J x. Therefore, t € (R)ftx and (R)fx is a principal upset. X

Lemma 5.1.7. Let X be a modal PUP space. For each point x € X, there is a point y € X,
such that xRy.

Proof. Apply condition 3 to x © TRT, which holds by condition 8. Then we obtain
some y € X such that xRy C T. X

Next we establish a duality between modal lattices and modal PUP spaces. Let L
be a modal lattice. Let X} be is dual PUP space and define R, on it by

FR.G < O '[F]C G C O F.

Note that the same definition appears in [10]. We first prove three simple lemmas
about (Xr, Ry).

Lemma 5.1.8. Let L be a modal lattice and consider a family of filters {F; : i € I} of L. Then
we have O [N F] = N0~ [F] and O[N] = N O~ [F].

Proof. The lemma follows from elementary set-theoretic fact that for every function
the preimage commutes with arbitrary intersections. X

Lemma 5.1.9. Let L be a modal lattice. Then for every filter F € Xp, we have FRyDr.

Proof. By our definition of D, 07![F] C Df. By the axiom (a < Qa, we also have
O-[F] € O~![F]. Therefore, FR; Dr. X

Lemma 5.1.10. Let L be a modal lattice. Then for every a € L, we have

[Ri]¢(a) = ¢(Ta) and (Rp)p(a) = ¢(Oa).
Proof. We first prove [Rp]|¢p(a) = ¢(Oa).

(C) Let F € [Rr]¢(a). Then since FR; D, we have Dr € ¢(a), which means that
a € O~ ![F]. Therefore, Ja € F and F € ¢(Ca).

(2) Let F € ¢(0a), so Ua € F. Suppose FRG. Then since ~![F] C G, we have
a € G. Hence, G € ¢(a) and F € [Rp]|¢p(a).

Now we prove (Rp)¢(a) = ¢(Oa).

(©) Let F € (Rr)¢(a). Then there is a filter G, such that FR;.G and 2 € G. By
G C O~ ![F], we have Qa € F. Hence, F is an element of ¢({a).

(D) Let F € ¢(0a), so Oa € F. Consider a filter G, generated by Dr and 4, i.e.,
G={beL:3d e Drb>dAa}. Thenby construction, J"![F] C Gand a € G.
Take b > d A a for some d € Dg. Then Ob > ¢(d A a) > Od A Qa. Since both [1d
and (a belong to F, we have that (b also belongs to F and G C ¢~ 1[F].
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By Claim 3.4.2.1, every clopen principal upset of X} is of the form ¢(a) for some
a € L. Therefore, by Lemma 5.1.10 for every clopen principal upset U, [R;]U and
(Rp)U are of the form ¢(Oa) and ¢(Qa) respectively.

Theorem 5.1.11. For every modal lattice L, the PUP space X1, with a binary relation Ry is a
modal PUP space.

Proof. We prove the conditions on modal PUP spaces one by one using the same
numbering as in Definition 5.1.4.

1.

By Lemma 5.1.10, for every clopen principal upset fx, the sets [Rp]fx and
(Rr)frx are of the form ¢([Ja) and ¢(Qa) respectively and therefore are clopen.

Let F,G € X such that FR{G. Then there is either a € O0"![F] such thata ¢ G
ora € G such thata ¢ O~1[F].

First suppose there exists a € (J71[F] such that a ¢ G. Then by Lemma 5.1.10,
F € [R]¢(a) = ¢(0a) while G ¢ ¢(a). Hence, ¢(a) is a clopen principal upset
which we were looking for.

Now suppose there exists a € G such thata ¢ ¢ ~![F]. Then by Lemma 5.1.10,
F & (R)¢(a) = $(Oa) while G € ¢(a). Hence, ¢(a) is a clopen principal upset
which we were looking for.

Suppose F C GRpH. As we know, FR;Dr. Let a € Dr. Then Ua € F, hence
(a € G. Since GR; H, we have a € H. Therefore, FR; D C H.

Suppose F J GRy H. Consider a filter Dy U H. Then we already have (7 ![F] C
Dp U H and Dg LU H 3 H. Take an element a of Dy LI H. Then there are d € D
and h € H, such thata > d A h. Therefore, ¢a > O(d A h) > Od A Oh. Since both
0Od and Oh belong to F, we have that Qa also belongs to F. Hence, Dr UH C
O~![F]and FR.(Dr UH) J H.

Let {F; € X; :i € I} and {G; € X[ : i € I} be families of filters of L such that
FR.G;. Then O7[F)] C G; C O~![F] for every i. By Lemma 5.1.8, we get

O ' OE=NO'E OGSO R =0 E
iel iel iel i€l i€l

Therefore, [ |;c; Fi Ry [ ];c; Gi-

Let {F; € X : i € I} be a family of filters of L such that ([;; F;)R,.G for some
filter G. Consider filters Dr,. Using Lemma 5.1.8, we have [ |;.; Dr, E G, and by
Lemma 5.1.9 F;Ry D,

Suppose FR1.G 1 G1 M Gy. We need to construct filters F;, F>, Hy, Hp such that

F Mk EF,
FlRHl and FzRLHz,
H1 _ G1 and H2 _ Gz.
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Let F; and F; be the filters 10[G1]| and 10[G2] respectively, discussed in Propo-
sition 5.1.3. We first show that F; M, T F. Take ¢ € F; M F. Then there
are a1,...,4, € Gy and by,...,b,, € Gy, such that ¢ > Qay A ... A Qa, and
c=> O AN...AQby. Leta =a1 A...Na,and b = by A ... A by. By the mono-
tonicity of ¢, we get ¢ > Qa and ¢ > Ob, hence ¢ > ¢aV Ob = {(a V' b). Since
a€ Gandb € Gy, wehaveaVb € Gand {(aVb) € F. Therefore, c € F and
FMELCF.

Let Hi = G; U Dp, and Hy = G U Dp,. Then it is left to show FiR; H; and
ER; Hy. Moreover, it suffices to prove H; C O ~![F]. Take h € H;. Then there are
g € Gijandd € D, suchthath > gAd. Soweget Oh > O(gAd) > OgADOd € F.
Hence, H; C O~ ![F] and H, C O~ ![R].

8. The top element of X is L itself. Suppose FR.L. Then O~![F] C L C ¢ [F].
Therefore, for each a € L we have Qa € F. In particular, 00 = 0 belongs to F,
and F = L. Moreover, LR, L since J~![L] C L C O~ 1[L].

X

Let X be a modal PUP space. By Lemma 5.1.6 and Condition 1, we know that for
each clopen principal upset fx, the sets [R]ftx and (R)ftx are also clopen principal
upsets. Therefore, [R] : CPU(X) — CPU(X) and (R) : CPU(X) — CPU(X) are
operators on the lattice CPU(X).

Theorem 5.1.12. For every modal PUP space X, the lattice CPU(X) with operators [R] and
(R) on it is a modal lattice.

Proof. By PUP duality, we already know that CPU(X) is a lattice. We prove the axioms
of modal lattices in the same order as they are listed in Definition 5.1.1.

1. Take a clopen principal upset U and x € [R]U. Using Lemma 5.1.7, construct
y € X, such that xRy. Theny € U and x € (R)U. Hence, [R]U C (R)U.

2. Take clopen principal upsets U, V and x € (R)UN[R]V. Then thereisy € U such
that xRy and hence y € V. So xRy > (UNV) and x € (R)(U N V). Therefore,
(RYUN[R]V C(R)(UNYV)

3. We get [R](UN V) = [R]JUN[R]V by Lemma 5.1.5.

4. Take clopen principal upsets {s, ftf. We want to show (R) (fis V 1) = (R){}s V
(R)1t. As we know, (R)(frs V1t) = (R)(f1(sMt))

() Suppose x € (R)(f(sMt)). Then there is y T sM¢, such that xRy. Applying
condition 7, we get x1, X2, 21, 22, such that
x1Mx E x,
x1Rz, and xRz,
z1 Jdsand z, J ¢
That implies x; € (R)fts and x € (R)1t, therefore x € (R){rs V (R)}t.
(2) Now for the other direction suppose x € (R)fs V (R)ftt. Then there are
x1,x2and y1 2 s, yp 3 t, such that x; Mx; T x and xRy, x2Ry>. By

condition 5, we also have x; M x2 R y; M y>. Using condition 4, we obtain
y 3 y1 Myy, such that xRy. Theny € H(sMt) and x € (R)H(sM¢).

44



5.1. Modal Principal upset Priestley duality

5. The top element of CPU(X) is X itself and we have

[RIX={x € X|Vy: ifxRytheny € X} = X.

6. The bottom element of CPU(X) is the set { T }, where T is the top element of
X. Note that (R){T} = {x € X : xRT}. Then using condition 8, we obtain

(RA{TY=A{T}
X

Now we consider our familiar maps ¢ and ¥ and show that ¢ preserves modal
operators [] and ¢, while ¢ preserves and reflects the realtion R.

Proposition 5.1.13. For every modal lattice L, the map ¢ : L — CPU(X}) preserves the
modal operators and hence is an isomorphism.

Proof. The proposition follows from Lemma 5.1.10 and Theorem 3.4.4. X

Proposition 5.1.14. For every modal PUP space X, the map ¢ : X — Xcpyx) preserves
and reflects the relation R and hence is an isomorphism.

Proof. Let us denote the relation on Xcpy(x) by R*. Suppose xRy. We need to show
that [R] [ (x)] € v(y) C (R)"![y(x)]. Take U € [R]~![y(x)]. Then x € [R]U, so
y € U. Hence, U € ¢(y). Now take V € ¢(y),soy € V. Then x € (R)U and
U € (R)y(x)]. Therefore, p(x)R*1(y).

Suppose ¢(x)R*1p(y). That means exactly that for each clopen principal upset U
we havebothx € [RJU =y € Uand y € U = x € (R)U. Therefore, by condition 2,
xRy. X

Now we move to the morphism part.

Definition 5.1.15. Let L and M be two modal lattices. Then a lattice morphism f :
L — M is a modal lattice morphism if it preserves [J and ¢, i.e., for every a € L we have

Of(a) = f(Ba) and Of (a) = f(Qa).

Definition 5.1.16. Let X and Y be two modal PUP spaces. Then a PUP morphism
f : X — Y is modal, if the following conditions hold.

1. xRy = f(x)RF(y)
2. f(x)Ry = 3z xRz, f(z) C .
3. If f(x)Ry 3 t, then there is z, such that xRz and f(z) J t.

Proposition 5.1.17. Let f : L — M be a modal lattice morphism. Then f* : X1 — Xp isa
modal PUP morphism.

Proof. We will prove the Conditions 1-3 in the Definiton 5.1.16 one by one.

1. Suppose FRyG. Take a € O~![f~![F]]. Then f(Oa) € F. Since f(Oa) = Of(a)
and O7'[F] C G, we have a € f~1[G]. Therefore, O-![f~![F]] C f~1[G]. Take
b € fG]. Then f(b) € G, so Of(b) € F. Since Of(b) = f(Ob), we get
b € O '[f~1[F]]. Therefore, f~1[G] C O~'[f~1[F]] and f*(F)RL.f*(G).
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2. Suppose f*(F)RLG. As we know, FRy(Dp, so it suffices to show f*(Dp)
Take a € f*(Dr). Then Of (a) € F. Since Of (a) = f(Oa) and O~ [f~1[F]]
we have a € G. Therefore, f*(Dr) C G.

C G.
CG,

3. Suppose f*(F)R.G 3 H. By Lemma 5.1.3, 1f[H] is a filter. Let P = Dp U 1f[H].
Then it immediately follows that (0"![F] C Pand H C f~![P]. So the only thing
left to show is P C {~![F]. Take a € P. Then there are b € (0"![F] and ¢ > f(d),
such thata > bAcandd € H. Sowe get Ga > Ob A Qf(d) = 0Ob A f(Od), which
belongs to F. Therefore, P C {~![F]. 5

Proposition 5.1.18. Let f : X — Y be a modal PUP morphism. Then f, : CPU(Y) —
CPU(X) is a modal lattice morphism.

Proof. Let {it be a clopen principal upset on Y. We first prove Cf ~1[it] = f~1[0O¢].

(C) Take x € Of ![f1t]. Suppose f(x)Ry. Then there is z € X, such that xRz and
f(z) E y. Therefore, z € f~![fit], hence f(z) € {1t and y € {t. Therefore,
x € FHONE.

(2) Take x € f~1[Oft]. Suppose xRy. Then f(x)Rf(y) and therefore f(y) € {it.
Hence, y € f~1[fit] and x € Of 1 [{t].

Now we prove that Of L[] = f~1[O1¢].

(C) Takex € Of ![f1t]. Then thereisy € f~![{1t] such that xRy. Hence, f(x)Rf(y) 3
t, giving us x € f1[O1)1].

(2) Take x € f~1[O1t]. Then there is y 1 t, such that f(x)Ry. Hence, there is also z,
such that xRz and f(z) 3 t. Therefore, x € O f![{}t].
X

Let MLat be the category of modal lattices with modal lattice morphisms and let
MPUP be the category of modal PUP spaces with modal PUP morphisms.

Theorem 5.1.19. MPUP is dually equivalent to MLat.

Proof. The theorem follows from Theorem 3.4.12 and the results proven in this section.
X

5.2 Filter completions for modal lattices

It turns out that modal lattices also admit filter completions and Theorem 4.2.9 can be
generalized to the modal case. Just as in Chapter 4, we will give a dual characterization
of filter completions and then prove the Sahlqvist preservation result. We show that
the same result holds for ideal completions that we discussed in Section 4.3. In the
next section we also obtain a correspondence result.

Let L be a modal lattice and (1, F(L)?) its filter completion. Using Lemma 5.1.3, we
define modal operators on F(L)? by OfF := 10[F] and OfF := 10[F].

We can also turn the ideal completion (I(L), C) into a modal lattice by defining the
modal operators on it by [J;I := |O[I] and ;I := [0[I]|. Then just as in Section 4.3,
we can translate the results of the section into a section for ideal completions.

46



5.2. Filter completions for modal lattices

Proposition 5.2.1. Let L be a modal lattice. Then F(L)? is a modal lattice and the embedding
12 L — F(L)° commutes with modal operators.

Proof. First we show that F(L)? is a modal lattice by proving the axioms of modal
lattices in the same order as they appear in the Definition 5.1.1.

1. Let F be a filter on L. Take a € OrF = 1O[F]. Then there is b € F such that
a > Ob. Since b < Ob, we also have a > [Jb. Therefore, a € OpF = 1[F] and
OrF D OrF, giving us UpF C9 OpF.

2. Let F, G be filters on L. Take a € Qf(F e G). Then thereare b € F, c € G and
d > b Acsuchthata > Od. Hence,a > O(bAc) > Ob AOc. By definitions of
Or and Of, we have Ob € OrF and Oc € OrG. Therefore, a € OpF M° OrG and
Or(Fr° G) 32 OpF M9 OpG.

3. Let F, G be filters on L. We prove Op(F M G) = OgF M OfG.

(C) Takea € Op(FM? G). Then thereare b € F,c € G and d > b A ¢ such that
a > 0d. Hence, a > O(b A c) = Ob AUc. By definition of Of, we have
Ob € OpF and Oc € OpG. Therefore, a € OpF M° OpG and Op(FM° G) C
UpF BE LeG.

(D) Take a € OpF M OpG. Then there are b € OrF and ¢ € OrG such that
a > b Ac. Hence, there are alsod € F and e € G such that b > [d and
¢ > Oe. We obtain a > [Od A Oe = 0(d A e), which implies a € Op(F 1 G).
Therefore, OpF 1° OrG C Op(FM° G).

4. Let F, G be filters on L. We prove Or(F L2 G) = OpF L2 OrG.

(C) Takea € Op(FLI° G). Then thereis b € F N G, such that a > Ob. Hence, a
belongs to both OrF and OrG. Therefore, O (F Lo G) C OfF L9 OfG.

(D) Take a € OrF LI OrG. Then there are b € F and ¢ € G such thata > Ob
and a > Oc. Hence,a > Qb V Oc = O(bV c). SincebVc € FLP G, we get
a € Or(FLI?G) and Or(FLI° G) C Op(FLP G).

5. Due to the dual order, the top element of F(L)? is the filter {1}. By definition of
Of, we have Op{1} =101 = {1}.

6. Due to the dual order, the bottom element of F(L)? is the filter L. By definition
of Or, we have QOrL = 1TO[L]. Since 00 = 0, we have 0 € {[L]. Therefore,
1O[L] = L.

Now we show that : preserves [Jand . We start with [1. Take a € L. We prove
10a = 10[1a].

() Consider b € t0a. Then b > [a and since a € Ta, we get b € T0[14a].

(2) Consider b € t0[ta]. Then there is ¢ € ta such that b > Oc. Since ¢ > a, we
have ¢ > Oa and therefore b > Ua. Thus, b € 1a.

Now we move to (. Take a € L. We prove 10a = 10[1a].
() Consider b € 10a. Then b > {a and since a € Ta, we get b € 1O[1a].
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(D) Consider b € 10[1a]. Then there is ¢ € ta such that b > {c. Since ¢ > a, we have

Oc > Qa and therefore b > Qa. Thus, b € 10a.
X

As in the case of (non-modal) lattices, the filter completion of a modal lattice L
is isomorphic to the lattice PU (X} ), where X is the modal PUP space dual to L and
PU is the set of it principal upsets. We know by Lemma 5.1.6 that [R] and (R) define
operators on the lattice PU(X) for every modal PUP space X.

Proposition 5.2.2. Let X be a modal PUP space. Then the lattice PU (X ) with operators [R]
and (R) forms a modal lattice.

Proof. Taking a closer look at the proof of Theorem 5.1.12 we see that the clopenness of
considered principal upsets has not been used there. Therefore, we can use the same
proof to establish the proposition. X

Proposition 5.2.3. Let L be a modal lattice. Then the map T : F(L)? — PU(X}) defined
by T(F) = {\F is a modal isomorphism and T o1 = ¢. Therefore, the filter completion is
isomorphic to the modal lattice PU (X ) with operators [Ry] and (Rp).

Proof. By Proposition 4.2.3, it suffices to prove that T preserves the modal operators.
We first prove T(0pF) = [Rp]|t(F).

(©) Let G € t(0OpF). Then G J OpF = T0[F]. Suppose GRpH, which means
O-YG] CH C 07'[G]. Takea € F. Then (a € G,soa € J'[G]. Hence,a € H
and F C H. Therefore, H € 7(F) and G € [R.]T(F).

(2) Let G € [Ry]t(F). Then the filter Dg belongs to T(F), i.e.,, F C O~ ![G]. Take
a € OfF. Then there is b € F such that a > Ob. Since b also belongs to 0 [G],
we have a € G and OgF C G. Therefore, G € T(OfF).

Now we prove T(QrF) = (Rp)T(F).

(€) Let G € T(OpF). Then G J OpF = 1Q[F]. Let H = FU Dg. Since F C H, it
suffices to show GR; H. Moreover, since J"1[G] C H, we only need to prove
HC oG]

Take a € H. Then there are b € F and ¢ € Dg such that a > b A c. Hence,
Oa = O(bAc) = Ob AUc. The element Cc belongs to G and Ob € O[F] C G.
Therefore, a € G and H C O~ 1[G].

(D) Let G € (Ry)T(F). Then there is a filter H 3 F such that GR.H. Take a € QfF.
Then there exists b € F such thata > Ob. Hence, b € H and (b € G. Therefore,

a € Gand OrF C G.
X

We finalize the section by generalizing Theorem 4.2.9 to the modal setting.

Definition 5.2.4. Let P be a fixed set of of propositional variables. The positive modal
language consists of two binary operations A and V, two constants T and L and two
unary operations U and ¢. The positive modal formulas are formulas obtained by the
inductive rule

ax=pePlanB|lavp|T|L]|Ox|On.

We denote the set of all positive formulas by Fm.
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Next we generalize Sections 4.1 and 4 to the modal setting.

Definition 5.2.5. Let L be a modal lattice. A modal valuation V on a modal lattice L is a
valuation on a lattice L as described in Definition 4.1.2, extended to all positive modal
formulas using the following equations for modal cases:

V(Ow) = 0OV(a),
V(Oa) = OV ().
Definition 5.2.6.

(i) A positive modal inequality is an expression of the form a < 8, where « and S are
positive modal formulas.

(ii) A positive modal equation is an expression of the form a ~ B, where a and f are
positive modal formulas.

Definition 5.2.7. Let L be a modal lattice.

(i) Let & < B be a positive modal inequality. Then « < B holds in L (denoted by
L = « < p) if for every modal valuation V : P — L we have V(a) < V().

(ii) Let @ ~ B be a positive modal equation. Then & ~  holds in L (denoted by
L =« = ) if for every modal valuation V : P — L we have V(a) = V(p).

Lemma 5.2.8. For a modal lattice L and positive modal formulas « and j,
LEax~peLlEaxpandl =< a.
Proof. The proof is analogous to the proof of non-modal case, i.e., Lemma 4.1.5. X

Definition 5.2.9. A modal valuation V on a modal PUP space X is a valuation on the
PUP space X as described in Definition 4.1.6, extended to all positive modal formulas
using the following equations for modal cases:

V(Oa) = [R]V(«),

V(0a) = (R)V(a).
We denote the relation x € V(a) by x =V a.
Definition 5.2.10. Let X be a modal PUP space.

(i) Leta < B be a positive modal inequality. We write X [=cpy a < B if for every
modal valuation V on X, V(a) C V(B).

(ii) Let a ~ B be a positive modal equation. We write X =cpy a« ~ B if for every
modal valuation V on X, V(a) = V(B).

Proposition 5.2.11. Let L be a lattice.

(i) Let & < B be a positive modal inequality. Then L |= a < B if and only if X1 =cpy & <
B.

(ii) Let o = B be a positive modal equation. Then L |= « ~ Bifand only if X F=cpy & =~ B.
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Proof. The proof is analogous to the proof of non-modal case, i.e., Lemma 4.1.8. X

Definition 5.2.12. A modal PU-valuation V on a modal PUP space X is a PU-valuation
on the PUP space X as described in Definition 4.2.4, extended to all positive modal
formulas using the following equations for modal cases:

V(0Oa) = [R]V(a),
V(0a) = (R)V(a).

We denote the relation x € V(a) by x =" a. It should be clear from the context if V is
a modal PU-valuation or just a modal valuation.

Definition 5.2.13. Let X be a modal PUP space.

(i) Let « < B be a positive modal inequality. We write X |=py a < B if for every
PU-valuation V on X, V(a) C V(B).

(i) Let &« ~ B be a positive modal equation. We write X =p; a ~ p if for every
PU-valuation V on X, V() = V().

We will develop now a version of Sahlqvist theory for modal lattices and filter
completions and modal PUP spaces, i,e, modal analogues of the results from Section
4.2. This will parallel the duality approach to Sahlqvist theory developed by Sambin
and Vaccaro [42].

Definition 5.2.14. Let L be a modal lattice and a(py, ..., pu) a positive modal formula.
By Definition 4.2.6, we know how to define an element «(ao, ..., a,) € L in case of «
being positive formula. We extend this definition to all positive modal formulas in the
following way:

* if « = OB, then a(ay, ..., a,) = OB (ao, ..., a,);
* ifa = OB, then a(ay, ..., a,) = OP(aop, ..., an).

Lemma 5.2.15. Fix some ay,...,a, in a modal lattice L. Then for every a,b € L and every
positive formula «(p, p1, ..., Pn), we have

a(a,ay,...,an) Na(b,ay,...,ay) Za(aAb,aq,...,a,).

Proof. We prove the result by induction on g, just as in the non-modal case, i.e., Lemma
4.2.7. Hence, we only spell the modal clauses in the proof. As before, for convenience
we write ¢(x) instead of &(x, a1, ...,a,).

* If « = OB, we obtain a(a) Aa(b) = OB(a) ANOB(b) = O(B(a) AB(b)) = O(B(an

b)) =a(aNbd).
* If o = OB, we obtain a(a) Aa(b) = OB(a) ANOB(b) = O(B(a) AB(b)) = O(Ban
b)) =a(aAb).

X

Next lemma is an analogue of the intersection lemma proved in the previous
chapter and parallels the Sambin and Vaccaro intersection lemma [42] and the one
result by Celani and Jansana [10, Theorem 4.2].
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Lemma 5.2.16 (The modal intersection lemma). Let X be a modal PUP space and con-
sider a modal lattice PU(X). Then for each formula a(p, p1, ..., pn) and principal upsets
tx, tx1,...,Tx, we have

a(fx, g, ) = (Ha(ht, frxg, ..o fhx) | it € CPU(X), frx C A1t
Note that here we apply Definition 5.2.14 to the modal lattice PU(X).

Proof. First of all note that since all our operations are monotone, a(f}x, f1x1, ..., fTx,) C
a(ft, fx1, ..., Txy,) for each ftx C {}t. Hence,

a(fx, fxq, ..., xn) C ﬂ{a(ﬁt,ﬂxl,...,ﬂxn) | 1t € CPU(X), ftx C It}

and the C part is obvious. As before, we write for convenience {(x) instead of
&(x,frxy, ..., Mtxn). We use duality and view X as a dual modal PUP space to a modal
lattice L. Since we know that all clopen principal upsets are exactly the ones of the
form ¢(a), we reformulate the claim as a(fx) = (Nyer ®(¢(a)). Note that ¢ is an
isomorphism and therefore it commutes with every formula, i.e., {(¢(a)) = ¢(&(a)).
Here on the left side we use ¢ for the modal lattice CPU(X) and on the right side we
use ¢ for the modal lattice L in the way described in the Definition 5.2.14. Now we
prove the lemma by induction, just as in the non-modal case, i.e., Lemma 4.2.8. Hence,
we only spell the modal clauses of the proof.

* Suppose a« = [IB. Then using the induction hypothesis and the fact that
[R] commutes with intersections proven in Lemma 5.1.5, we get [R]B({tx) =

[R] Naex B(@(a)) = Naex[RIB(¢(a)).

* Suppose &« = Q. As one inclusion is obvious, let us show the other one. Suppose
Y € Nuex(R)B(P(a)) = Naex ¢(OB(a)). Then for each a € x, we have OB(a) € y.

Let z = 1{B(a) : a € x}. Then z is a filter, since p(a) A B(b) > B(a AD) by
Lemma 5.2.15. Also z C {~![y], because if b > B(a), then Ob > OB(a). Hence,
for a filter s = z U0~ ![y] we have yRs and s € (e, B(¢(a)). Therefore y €
(R) Naex B(¢p(a)) = (R)B(frx), due to the induction hypothesis.

X

The last statement of the proof is an instance of the so-called Esakia’s lemma [18].

Theorem 5.2.17. Let X be a modal PUP space and « and B be modal positive formulas. Then
XEFa<crupe XEa<pup.

Proof. First note that since each modal valuation is also a modal PU-valuation, the <
part is obvious. Now suppose X Fp; « < B. Then there is a modal PU-valuation
Von X and x € X, such that x =" a but x £V B. Take a family y, € X, such that
V(p) = fty. Using the intersection lemma for B, we get a family f,, such that for every
t, the set fit, is clopen, 1y, C fit, and x =" B under the valuation V'(p) = fit,. On
the other hand, x ="' &, since V(p) C V/(p) and all our operations are monotone. So
we constructed a modal valuation, showing that X [~cpy a < B. X
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We also obtain a modal analogue of the Corollary 4.2.11 for modal lattices.

Recall that a class of modal lattices C is called a variety if there exists a set of modal
lattice equations I" such that C consists exactly of modal lattices L such that for every
a~pelwehavel Fa~p.

Corollary 5.2.18. Let L be a modal lattice and « < B a modal lattice equation. If L = a < 5,
then F(L)? =< B. Therefore, every variety of modal lattices is closed under filter completions.
Moreover, every variety of modal lattices is generated by a family of filter completions.

Proof. By duality L |= « < B if and only if X; =cpy @ < B. From Theorem 5.2.17,
that is equivalent to X; =py a < B, which by the isomorphism 7 holds if and only if
F(LY Ea<B. X

As mentioned in the beginning of the section, one can translate all the results
developed so far to the ideal completion. Then we get a following modal version of
Baker and Hales Theorem.

Corollary 5.2.19. Every modal lattice equation that holds in a modal lattice L likewise holds
in I(L). Therefore, every variety of modal lattices L is closed under ideal completions.

Proof. The proof is similar to the proof of Corollary 5.2.18. X

5.3 First-order correspondence

We also show that there is a first-order correspondence for Sahlqvist sequents following
the proof for the Sahlqvist Correspodence Theorem in [10, Section 4.1].

Definition 5.3.1. Let X be a modal PUP space. We denote by R the binary relation
Ro C,i.e., xRpy if there is z € X such that xRzand z C y.

Lemma 5.3.2. Let X be a modal PUP space. Then for every upset S C X, we have [R]S =
[Ro]S.

Proof. (C) Let x € [R]S. Take y such that xRgy. Then there is z C y such that xRz
and therefore z € S. Since S is an upset, y € S and x € [R]S.

(D) Letx € [R]S. Take y such that xRy. Then also xRy and therefore y € S. Hence,
x € [R]S. %4

Lemma 5.3.3. For every modal PUP space X and z € X the set
RA(z) ={x € X | 3Ix1,...,xy-1:zRox1, x1Rxy, ..., X1 Rox}
is a principal upset.

Proof. Lety, =[|Rp(z). We prove y, € Rf4(z) by induction on n.

For n = 1, first note that y; is also equal to [ |R(z), where R(z) = {x € X | zRx}.
Then using condition 5 for modal PUP spaces, zRy; and y1 € R(z).

Now consider R%(z). Tt is equal to U{R(x) : x € R%(z)}. By induction hypoth-
esis, for each x € R5(z), we have xRsy, where s, = [ |R(x). Then using condition 5
for modal PUP spaces once again, [ |Rf(z) R []sy, yielding y,Ry,11. Hence, since
Yn € R (z), we obtain y,11 € R, (2)
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Since we know y,, € R4(z), there exist x1,...,x,_1 € X such that
zZRpx1, x1Rpxa, . .., X1 Royy.

Hence, there exists t € X such that x,_1Rt and t T y,. Then if we take s J y,,, we get
t C 5,50 x,_1Rgs and s € R4(z). Therefore, fty, = R4(z) and Rf4(z) is a principal
upset. . X

Now we call an R-term a finite join of principal upsets of the forms Rf(z), fiz and
the empty set. Then every Ro-term is either empty or a principal upset.

Lemma 5.3.4. Each Ro-term T(Z) corresponds to a first-order formula {1(x,Z) in the lan-
quage {R,C}, i.e., for every modal PUP space X and every u,v € X,

ueT(@) < XE¢r(ud).

Proof. For the zZRhu we write a first-order formula 3¢(zRt A t C u). Using this formula
we can also write down u € Rf(z).

For the u € {}z we write a first-order formula z C v and u € & as u # u.

Finally, if u € T1(7¥) < X = ¢r,(4,7) and u € To(7) < X = {1, (1, U), then

uc Tl(ﬁ) L Tz(Z_f) & X ): E|u1,u2(§T1(u1,z7) VAN gTZ(Mz,Z_f) VAN (u1 1 Mz) C I/l).
Note that we need to use 'l which is first-order definable from C. X

Moreover, by an easy induction, which we omit here, this result can be generalized
to the following proposition.

Proposition 5.3.5. Let a(po, ..., pn) be a modal lattice formula and let To(Zy), . .., Tu(Zn)
be Ro-terms in the variables Zy, . ..,Z,, respectively. Then there is a first-order formula
&(x,Zo,...,2Zn) such that in every modal PUP space X, for every u, ¥y, ..., 0, € X

U € a(To(Bo), ..., Tu(@n)) & X = E(u, B0, ..., Fn).

Definition 5.3.6. A positive modal formula is a Sahlquist antecedent if it is built from T,
1 and boxed atoms by applying ¢ and A.

Lemma 5.3.7. Let a(po, ..., pn) be a Sahlquist antecedent and X a modal PUP space. Then
there are Ro-terms To(Xo), . .., Tu(X4), and a (possibly empty) conjunction 6(x, yo, . .., Yi)
of formulas of the forms xRy, y = y and y # y, such that for all {}to, ..., ft, € CPU(X) and
every u € X,

uealfto,..., My < X =3yo,- -, ye(O(u,y0,- -, Yk) /\/\Ti(u,yo,...,yk) C ).
i
Proof. For shortness, let us denote the tuple yyo, ..., yx by y;. We prove the lemma by
induction on «.
* Ifwis p;, thenu € a(fMto, ..., My) < u € Nt & ffu C ;.
*x If wis O0"p;, then u € a(to, ..., M) < u € [R]"(Nt;) & RE(u) C Nt
* Ifais T,thenu € a(fitg,..., My) & u = 1u.

*x Ifais L, thenu € a(fMty, ..., Mtn) < u # u.
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* If ais B A 7, then using induction hypothesis, we get
u € B(fto, ..., M) & 370w, y0,7:) A N\ Ti(u, 7i) C 1)

and
u€y(Mo,..., Mta) < 310" (w,y)) ANNT (0,90, - - vi) C ).
Since o _
Ti(u, 7)) UT (u,y)) C 1t & T(u,75) vV T; (1, y;) € ity
we obtain that u € a({to, ..., t,) holds if and only if

35, yi(0u,70) A0 (e, y7) A \(Tilw, 72) V T (w, 7)) < 1ita).

* If a is O, then using induction hypothesis, we get

u € B(fto, ..., Mtn) < Iy:(0(u, ;) A /\ T;(u, ;) C ;).

Hence, u € a(fMto, ..., ft,) holds if and only if
Fy 3Vi((Oy,70) A uRy) AN\ Tily,70) < iti)-
l X

Now we are ready to prove the main theorem. For a modal lattice inequality « < B
we write X, u |= « < B whenever for every modal valuation V on X, if u € V(«) then
u € V(B). We call a positive modal inequality « < B a Sahlquist inequality if « is a
Sahlqvist antecedent.

Theorem 5.3.8. Suppose x < B is a Sahlquist inequality. Then one can effectively construct a
first-order formula &(x) in the language {C, R} and with the only variable x free such that for
every modal PUP space X and every u € X,

XuEaxpe XEG§(u).
Therefore, X =cpy « < < X = Vu é(u).

Proof. Let py, ..., pn be variables occurring in & and . Take modal PUP space X and
u € X. By Lemma 5.3.7 there are Ro-terms Ty, ..., T,, and a conjunction 6 of formulas
of the forms xRy, y = y and y # y such that

XulEaspeVit,..., Mty € CPUX)3FTOANT Citi) = u € B(fito, ..., fitn)).

That is equivalent to

Vyo,...,yk<9 —)Vﬂto,...,ﬂtn = CPU(X)(/\TZ - ﬂ“t,‘ — U < ﬁ(ﬂ“to,...,ﬂtn))).

Now recall that T; is always a principal upset. Applying the intersection lemma, we
see that the statement above is equivalent to

Vyg,. . .,yk(f) — U c ,B(T(),...,Tn)).

Finally, as we know that there is a first-order formula {(x) satisfied if and only if
u € B(Ty,...,T,), we are done. X
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Note that our algorithm for constructing the first-order correspondent is exactly
the same as described in [10, Section 4.1]. Below we provide the obtained first-order
translation of some well-known Sahlqvist inequalities.

Example 5.3.9. Consider a Sahlqvist inequality [lp < p, usually known as reflexivity
axiom. First we obtain a first-order correspondent of Up using Lemma 5.3.7: u €
[RIftt < Ro(u) C fit. Hence, we have

X,uEOp<xpe Vit e CPUX)(Ro(u) C it — u € t).

As Rp(u) is a principal upset, we can apply the intersection lemma to get R(u) =
N{fit € CPU(X) | Ro(u) C fit}. Therefore, X,u = UOp < p < u € Ro(u). On the
other hand, u € Rp(1) < uRpu < Jv(uRv Av C u). So the standard reflexivity
axiom in our case corresponds to the followig condition:

Yu3v(uRv Ao C u).

Example 5.3.10. Another Sahlqvist inequality to consider is Up < 0Up, usually
known as transitivity axiom. We already know u € [R]f}t < Ro(u) C {1t. Hence, we
have

X,u=0p < pe Vit € CPU(X)(Ro(u) C 1t — u € [R][R]1).

Using the intersection lemma in the same way as in the previous example, we get
X,u=0p < p < u € [R][R|Rg(u). Finally, u € [R][R]Rg(u) < Vx,y(uRx A xRy —
uRny) < Vx,y(uRx A xRy — (Fv(uRv Av C y)). So the standard transitivity axiom
in our case corresponds to the followig condition:

Vi, x,y(uRx A xRy — (Jv(uRv Av C y)).

We developed a duality for modal lattices, generalizing PUP duality. We also
extended the filter completion construction from Section 4.2 to the modal setting and
proved that filter completions preserve inequalities. Finally, we demonstrated that
Sahlqvist inequalities correspond to first-order sentences. We will come back to these
results in Chapter 7 and show how they relate to positive modal logics. In particular,
the preservation results will imply Sahlqvist completeness result for positive modal
logics.
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CHAPTER

Duality for nabla lattices and
ortholattices

In this chapter we study modal lattices with an order-reversing modality. This modality
has been studied in the context of distributive lattices in [22] and we partially follow
this approach. We develop a duality for lattices with an order-reversing modality by
extending the PUP duality. Prime examples of lattices with a order-reversing modality
are ortholattices. Their duality was developed by Goldblatt [25] and Bimb6 [6]. We
obtain the Goldblatt-Bimbo duality for ortholattices as a consequence to our duality
result.

6.1 Nabla Principal upset Priestley duality

We start by defining a new class of lattices by adding a modality that turns joins into
meets.

Definition 6.1.1. A lattice L with an operator V : L — L on it is a nabla lattice if it
satisfies the following two conditions.

1. V(aVb) = VaA Vb,
2. VO=1.

In [22] this modality was denoted by >. We chose nabla as it is easier to pronounce.
Next we show that V is order-reversing.

Proposition 6.1.2. For every a,b in a nabla lattice L, if a < b, then Vb < Va.
Proof. Leta < b. Then Vb =V (aV b) = Va A Vb. X
Now we define the dual to a nabla lattice.

Definition 6.1.3. Let X be a PUP space with a binary relation RV on X. For a subset
S C X we define
[RV)S ={x e X |Vy: (xRVy -y €8S)}.

Then X is a nabla PUP space if it satisfies the following conditions.
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—_

. If fpx is clopen, then [RY){hx is clopen.
2. If xR/vy, then there is a clopen upset ft, such that x € [RV){it and y € 1} ¢.
3. CoRVo d C RY,ie.if x T yRVz Jt, then xRVt

4. If {1t is clopen and for some family (possibly empty) of {x; : i € I}, we have
[x;RVt, then there is x;, such that x;RV¢.

5. If xRV (y; My»), then either xRVy; or xRV y,.
6. Foreach x, xR/VT.

Let L be a nabla lattice and X[ its dual PUP space. For t € X; we denote by f the
set L\ t. Define R} on X; by

xRYy <y C V-1x].

Consider the lattice isomophism ¢ : L — CPU(X} ). Before showing that (X;, R})
is a nabla PUP space, we demonstrate that ¢ also preserves V, where V on CPU(X)
is defined by [R)’).

Lemma 6.1.4. Let L be a nabla lattice. For every a € L, we have ¢(Va) = [RY )p(a).

Proof. (C) Suppose Va belongs to a filter x and xR}'y. Then since y C V~1[x], the
element a does not belong to y. Therefore, x € [Ry)¢(a).

(2) Suppose x € [Ry)¢(a). Let y = ta. Then certainly xR<y, which means, there
is b, such that b € y and Vb € x. But the former means a2 < b and applying
Proposition 6.1.2, we get Vb < Va. Therefore, Va € x and x € ¢(Va). X

Theorem 6.1.5. For every nabla lattice L, the space (X1, RY ) is a nabla PUP space.

Proof. We prove the conditions for nabla PUP spaces one by one in the order that they
are presented in the Definition 6.1.3

1. If fx is clopen, then for some a € L, tx = ¢(a). Hence, using Lemma 6.1.4,
[RY)frx = ¢(Va) which is clopen.

2. Suppose xﬁ/y y. Then there is g, such that 2 € y and Va € x. Hence, x €
[RY)¢p(a) = ¢p(Va) and y € ¢(a), so ¢(a) is the desired {)t.

3. Suppose x C yRYz J t. Leta € t. Then a also belongs to z and therefore

a ¢ V1y]. So Va ¢ y and hence Va ¢ x. That implies a € V—1[x] and xR} t.

4. Let ¢(a) be an arbitrary clopen principal upset and suppose []x;RY ta. Then we
know that a does not belong to V~![[x;] = NV ~![x;]. Therefore, there is x;,
such that a ¢ V~![x;]. That gives us xiRYTa, since if b > a, then Vb < Va.

5. Suppose xRYy; My, but neither xRY y; nor xRYy,. That yields that there are
elements a,b, such thata € y;, b € y and Va, Vb € x. Then also Va A Vb € x
and therefore V(a V b) € x. But the join a V b belongs to y; My, and V(a V b)
cannot belong to x, a contradiction.
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6.1. Nabla Principal upset Priestley duality

6. Note that xRY T < L = T C V-1[x]. But for each x, we have V0O = 1 € x, so

V~1[x] cannot be empty and for xRy T.
X

Now we show how to go from a nabla PUP space to a nabla lattice. Let X be a nabla
PUP space. Consider its dual lattice CPU(X). We claim that [RV) is a well-defined
operator on it.

Lemma 6.1.6. Let X be a nabla PUP space and A\t a clopen principal upset on it. Then the set
[RV )t is also a clopen principal upset.

Proof. The set [RY )it is clopen by Condition 1 for nabla PUP spaces.

Let x = [][RY)fit. We want to show x € [RV){}t. Suppose the opposite. Then there
is y such that xRVy and y J t. By condition 3, that also implies xRV t. Using condition
4, we get an element z € [RV)t, such that zRVt, which is a contradiction.

Now it suffices to prove that [RV){}t is an upset. Let x € [RV){}t and x C y.
Suppose yRVz. Then if z J t, we would have xRVt by condition 3, which is a
contradiction. Therefore, z ¢ {1t and y € [RV){t. X

Note that this proof unlike the similar previous ones, explicitly uses that ¢ is
clopen in order to show that [RY )1}t is principal. To be precise, we use Condition 4,
which only works for clopen principal upsets. Therefore, we cannot prove that PU(X)
forms a nabla lattice and obtain a principal upset completion the same way as we
did before. Indeed, it turns out that the operator [RY) is not always well-defined on
PU(X) as shown in the next examples.

Example 6.1.7. Take a well-order w + 1 denoted by A and its order opposite (w + 1)?
denoted by B. To distinguish them we write 1 4 for elements in A and np for elements
in B. We construct a lattice structure on L = A L B by putting 04 as the least element
and Op as the greatest element, as shown in the picture 6.1.

/
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Figure 6.1: Example 6.1.7

We define V on L by Vna = np and Vnp = ny4. Then it is easy to check that L is a
nabla lattice. Therefore, X; is a nabla PUP space. Consider a filter F = {ng, | n € w}.
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We show that [RY )1} F is not principal by constructing a family of filters {G, € X |
n € N} such that each G, belongs to [RY )} F but the filter [],, G, does not.

Let G, = Tny for n € N4. Suppose GnRYH for some filter H. Then H C
V-1[Gy] = {np. Therefore, F  H as ng € F. Hence, G, € [RY ){IF.

Now consider [, Gy = {wa,05}. Then [],G, RY F, since F C {0, wp} =
V-1, Gn]. Therefore, [1,G, € [RY)tF. Hence, [RY){}F is not principal and
[RY') is not an operator on PU(XL).

In the next section we are going to discuss ortholattices as an example of nabla
lattices. It turns out that the example above is a non-distributive ortholattice (for
definition see 6.2.1). We also provide an example with a distributive lattice, which is
however not an ortholattice.

Example 6.1.8. The construction is somewhat similar to the previous one. Let A be a
well-order w and B its order opposite w?. Let L be the lattice of an order sum A + B,
i.e., the set A Ul B with the order defined by putting the set B above A. We denote the
elements of L is the same fashion as before.

24
14
°

04

Figure 6.2: Example 6.1.8

We also once again define V as Vny = ng and Vng = n4 and consider X;. Let F
be the filter coinciding with the set B. We define G, = 114 for n € IN; and show that
each G, belongs to [RY ){F but [, G, does not.

Suppose GnRLVH. Then H C V~1[G,| = tn — 1p. Therefore, F £ H and G, €
[RY)NF.

Now consider [, G, = F. Since F C F = V~1[F], we have PRLVF and therefore
[1,Gn = F & [RY)N'F. Hence, [RY)'F is not principal and [R}’) is not an operator on
PU(Xy).

We go back to establishing the duality.

Theorem 6.1.9. Let X be a nabla PUP space. Then the lattice CPU(X) with an operator
[RV) is a nabla lattice.

Proof. We demonstrate the two axioms of nabla lattices one by one.
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1. Take two clopen principal upsets 1} t and {}s. We want to show
[RY) (M) = [RY) MM [RY ) frs.

(C) Letx € [RV))(tMs) and suppose xRVy. Theny 2 tMs, hence y 2 t and
y 2 s. Therefore, x € [RV) 1t 1 [RY ) 1)s.

(2) Letx € [RV)it M [RY) s and suppose xRVy. Then if y 2 (tMs), we can
use conditions 3 and 5 and get that either xRVt or xRVs, which would be a
contradiction. Therefore, y ¢ 1(tMs) and x € [RY ) (¢ts).

2. The top element of CPU(X) is X itself and the bottom one is { T}, where T is
the top element of X. Then [RV){T} = {x € X | Vy : xRVy — y # T}. By
condition 6, that is equal to X.

X
Finally, we prove that the isomorphisms ¢ and i preserve the new structures.
Theorem 6.1.10.
(i) Let L be a nabla lattice. Then the map ¢ : L — CPU(Xy) preserves the operator V.

(ii) Let X be a nabla PUP space. Then the map ¥ : X — Xcpyx) preserves and reflects the
binary relation RV,

Proof. The first part was already shown in Lemma 6.1.4. For the second one denote
the relation RY on Xcpy(x) by RV.
First suppose xRVy for x,iy € X. We want to show 1(x)RV ¢ (y), which is equiva-

lent to ¥(y) C [RV)~1[p(x)]. Take a clopen principal upset U on X such thaty € U.
Then since xRVy, we have x ¢ [RV)U. Therefore, U ¢ [RY)[(x)] and we are done.

Now suppose XRY y for x,y € X. Then by condition 2, there exists a clopen upset
fit such that x € [RV){}t and y € {t. Therefore, it € y and {t € [RY)![p(x). Hence,

PORTY(y). X

Now we move to the morphisms.

Definition 6.1.11. Let L and M be two nabla lattices. Then a lattice morphism f : L —
M is a nabla lattice morphism if for each a € L we have f(Va) = Vf(a).

Definition 6.1.12. Let X and Y be nabla PUP spaces. Then a PUP morphism f : X — Y
is a nabla PUP morphism if it satisfies the following conditions.

1. xRVy = f(x)RVf(y).
2. f(x)RVy = 3z (xRVz,y C f(2)).

Proposition 6.1.13. Let f : L — M be a nabla lattice morphism. Then f* : Xy — Xy isa
nabla PUP morphism.

Proof. We prove the two conditions for a nabla PUP morphism one by one.
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1. Suppose FRYG. We want to show f*(F)RY f*(G), i.e., f1[G] C V-1[f1[F]].
Take a € f~[G]. Then f(a) € G and therefore it belongs to V~1[F],i.e., Vf(a) &
F. Since f is a nabla lattice morphism, Vf(a) = f(Va) and a € V-1[f~1[F]].

2. Suppose f*[F]RVG. Let H = 1f[G]. Then since f is meet-preserving, H is
a filter and clearly G C f*(H). Now it suffices to show H C V~1[F]. Take
a € H. Then there is b € G, such that f(b) < a. We know thatb € V-1[f~1[F]],
therefore f(Vb) ¢ F. Since f and V commute, V f(b) also does not belong to
F. By Proposition 6.1.2, Va < Vf(b),so Va ¢ F and a € V~![F]|. Therefore,
H C V~1[F] and we are done.

X

Proposition 6.1.14. Let f : X — Y be a nabla PUP morphism. Then f. : CPU(Y) —
CPU(X) is a nabla lattice morphism.

Proof. Let {t be a clopen principal upset on Y. Then we need to show
[RY) fHnt) = f[RY)ne).

(C) Take x € [RV)f~1[fit]. Suppose f(x)RVy. Then there is z € X, such that xRVz
andy C f(z). Soz € f~1[{}t], hence f(z) € {t and y also belongs to {t. Therefore,
x € fH[RY)].

(2) Take x € f~1[ [RV)1t]. Suppose xRVy. Then f(x)RY f(y) and therefore f(y) €
1t. Hence, y € f~1[ft] and x € [RY) f L[]

X

Let NLat be the category of nabla lattices with nabla lattice morphisms and let
NPUP be the category of nabla PUP spaces with nabla PUP morphisms.

Theorem 6.1.15. NPUP is dually equivalent to NLat.

Proof. The theorem follows from Theorem 3.4.12 and the results proven in this section.
X

6.2 Duality for ortholattices

One of the examples of nabla lattices are ortholattices, studied by Goldblatt in [25] and
[24]. Even though in [25], a representation theorem for ortholattices is obtained, the
orthogonality spaces considered there do not form a full dual for ortholattices. An
attempt to generalize this approach to a functorial duality was made by Bimb¢ in [6],
where she developed a duality between ortholattices and orthospaces, and we base
the following chapter on her work. As ortholattices are special cases of nabla lattices,
our duality also produces a duality for ortholattices. We show that the duality that we
get is almost the duality established by Bimbd, the only difference being that Goldblatt
and Bimbo take only proper filters, while we take all the filters of a lattice. Therefore,
our spaces are basically orthospaces with an added top element, while ortho spaces
are basically our spaces with a deleted top element.

We begin this chapter by giving the definition of an ortholattice, connecting it to
nabla lattices and recalling some results from [6].
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Definition 6.2.1. An ortholattice is a lattice (L; A, V, 0,1, ) with bounds 0,1 and a unary
operation’ of orthocomplementation with the following properties:

l.anad =0andaVa =1,
2. 4" =a,
3.a<b="V <.
Proposition 6.2.2. Every ortholattice is a nabla lattice with Va = a’.

Proof. First we want to prove (aV b)' =a’ Ab'. Sincea < aV b, wehave (aVb) <a'.
Doing the same for b, we get (aV b)’ < a’ Ab'. On the other hand, a’ AV’ < 4, hence
a =a" < (a AV'). Doing the same for b, we get a Vb < (a’ A V') and therefore
a ANV < (aVvDb).

Now we prove 0’ = 1. As we know, 0 V 0/ = 1. But for every a, wehaveOVa =a,
therefore 0’ = 1. X

Using the duality for nabla lattices, we obtain the nabla PUP spaces dual to ortho-
lattices by restricting to the nabla PUP spaces X such that CPU(X) is an ortholattice.
To be precise, we consider nabla PUP spaces X such that for each clopen principal
upsets ¢, {s on X, the following conditions hold:

L it ARVt ={T},

2. MtV RVt =X,

3. [RV)[RV)t = 1t,

4. it C s = [RV)fis C [RV)1t.

Proposition 6.2.3. Every nabla PUP space satisfies the last condition. Therefore, we can omit
it.

Proof. Let f}t, {s be clopen principal upsets. Suppose it C {}s. Then t 3 s. Take
x € [RV)fs and suppose xRVy. Theny & fis, soy 2 s. Therefore, alsoy 2 t and
y & V)fs C [RY). Hence, x € [RV)fit. X

Let us call a nabla PUP space satisfying the conditions above an ortho-PUP space.
We want to show that ortho-PUP spaces are basically the same as orthospaces defined
by Bimbé in [6] as follows.

Let X be a set with a binary relation L. For a subset Y C X let

Y'={xeX|VWeY:x Ly}

We say that Y is reqular if Y = Y**. By CU(X) we denote the set of clopen upsets and
by RCU(X) we denote the set of regular clopen upsets. Note that in [6] the term “cone”
is used instead of the term "upset”.

Definition 6.2.4. An orthospace (X, <, L) is a compact topological space with an or-
der < and a binary irreflexive and symmetric relation L, satisfying the following
conditions.

1. x€ky=30 € RCUX)x € OAy &O.

63
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2. xLlyAhx<z=zluy.

3. O € RCU(X) = O* is clopen.

4. x Ly=30 € RCU(X)x € ONy € O".

We prove several easy lemmas about orthospaces.
Lemma 6.2.5. Let X be an orthospace. Then & € RCU(X).

Proof. The empty set is a upset and clopen by the definition of a topological space.
Also @* = X and since L is irreflexive, X* = &. Therefore, & is regular. X

Lemma 6.2.6. For each set Y in an orthospace X, we have Y C Y**. Therefore, Y is reqular if
and only if Y** C Y.

Proof. Takey € Y and z € Y*. Then z L y and therefore y € Y**. X

Lemma 6.2.7. For every regular sets Oy, Oy in an orthospace X, the set O1 N O, is also
regular. Therefore, O1 N Oy € RCU(X) and RCU(X) forms a meet-semilattice.

Proof. It suffices to show (01 N O2)** C 01N O, = O7* NOF*. Take x € (O1 N Oy)**
andy € Of. Theny € (O NO7)* and x L y. Therefore, x € O;* and similarly x € O}*.
Hence, x € O7* N O3*. X

Lemma 6.2.8. Let X be an orthospace. Then for every O € RCU(X), the set O also belongs
to RCU(X).

Proof. We know that O* is clopen by Condition 3. In order to show that O* is a upset,
consider x € O* and suppose x < z. Take y € O*. Then x L y and by Condition 2
z L y. Therefore, z € O*. Finally, to prove that O* is regular, we claim that for each
Y C X, the set Y* is regular. Indeed, if s € Y***, then for every r € Y, r also belongs to
Y** by Lemma 6.2.6, sos L rand s € Y*. Hence, O* € RCU(X). X

However, it turns out that Bimbé’s definition does not give a complete duality
with ortholattices, since it does not guarantee for the map X — PrFilt(RCU(X)) to be
surjective, where PrFilt(L) is the set of proper filters on a lattice L. Therefore, we add
one more condition to the definition.

Definition 6.2.9. An orthospace X is ortho-sober if for each proper filter F on RCU(X),
there exists x € X such that F is equal to F, = {O € RCU(X) | x € O}.

Since orthospaces consist of proper filters of an ortholattice rather than of all the
filters, we need to add a top element to an orthospace in order to get an ortho-PUP
space and vice versa. We formalize it in the following way.

Take an ortho-PUP space X with a top element T. We define X° as the structure
obtained in the following way. The domain of X° is X \ { T }. The topology and order
are those induced by X. We define the binary relation L on X° by x L y < xj?(7 y.

Since we have to work with the top element T of X, we first explore some of its
properties.

Lemma 6.2.10. Let X be an ortho-PUP space and T its top element. Then for each x we have

xRX/T and TR/V/x.
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Proof. By Condition 6 for nabla PUP spaces, xR¥ T for each x. Suppose TRV x. Then
using duality, it is equivalent to F C V~1[L] for a dual nabla lattice L and a filter on it.

Since V1 [L] = L, that would mean F = &. Therefore, TI{/V x. We could also prove
this straightforwardly from Conditions 3 and 4 for nabla PUP spaces. X

Now we establish connections between different properties of X and X°.

Lemma 6.2.11. Let X be an ortho-PUP space. Then for every Y C X°, we have
Y* = [RV)Y\{T}

Proof. (C) Let x € Y* and suppose xRVy. Then x [/ y, hence y € Y. Therefore,
x € [RV)Y.

(D) Letx € [RV)Y\ {T}and lety € Y. Then xRy, hence x L y. Therefore, x € Y*
X

Note that we need to throw out T, since [RV>Y is a subset of X, not X°, while
Y* C X°.

It also helps to show beforehand that X° is compact and that the relation L is
irreflexive and symmetric.

Lemma 6.2.12. Let X be an ortho-PUP space. Then X° is a compact topological space.

Proof. As the topology on X° is induced from X, it suffices to prove that X \ {T } is
compact in X. Moreover, since X is compact, we only need to prove that X \ { T } is
closed. Using duality for PUP spaces, we can view { T } as ¢(0) and therefore { T } is
clopen. Hence, X \ { T} is closed and X° is compact. X

Lemma 6.2.13. Let X be an ortho-PUP space. Then for every x # T, we have xRV x.
Therefore, the relation L on X° is irreflexive.

Proof. Suppose x # T but xR x. Then by Condition 2 for nabla PUP spaces, there is
a clopen principal upset {t such that x € {t and x € [Ry){t. But by Condition 1 on
ortho-PUP spaces, this could only be true for the top element. Therefore, xRVx. X

Lemma 6.2.14. Let X be an ortho-PUP space. Then if xRVy, then yRY x. Therefore, the
relation 1 on X° is symmetric.

Proof. Suppose xRVy, but va x. Then by Condition 2 for nabla PUP spaces, there
is a clopen principal upset fit such that y € [Ry)ft and x € {t. By Condition 3
for ortho-PUP spaces, x also belongs to [Ry)[Ry){t. But xRyy, which contradicts
y € [Ry)t. Therefore, yRY x. X

Now we show that regular clopen upsets in X° are the same as clopen principal
upsets in X modulo the top element. We denote by Y the set Y U {T} and by Y° the
set Y\ {T}.

Lemma 6.2.15. Let X be an ortho-PUP space.
(i) Foreach O € RCC(X®), we have O" € CPU(X)
(ii) Foreach U € CPU(X), we have U° € RCC(X®).
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Therefore, RCC(X°) = {U° | U € CPU(X)}.

Proof.

(if)

(i) Take O € RCC(X°) and consider OT = OU {T}. We want to show

O'" € CPU(X). Since O is a clopen subset of X° and { T} is a clopen subset of
X, the set O' is clopen in X. As O is a upset, O' is an upset. It is left to prove
that O is principal. For that it suffices to prove that O is principal, i.e., [ ]O € O.
Suppose [ 1O € O, then also [ |O ¢ O** since O is regular. Therefore, there is
y € O*, such that [JORVy. Using Lemma 6.2.11, y € [RV)O and for each z € O
we have yR/V z. Then by Condition 2 for nabla PUP spaces and Lemma 6.2.14,
for each z € O there exists a clopen principal upset ¢, such that y € {t, and
z € [RV)t..
Hence, O C U,co[RY)fit, and using Lemma 6.2.12 and clopennes of O, we can
find a finite set zq,...,z, € O such that O C [RV)t;, U...U[RV)1t,,. Let
t=t, U...Ut,. Theny I t. Recall that [JORVy, so by Condition 3 for nabla
PUP spaces,| | ORVt. Since I}t = ftz, N ... Nt is clopen, we can use condition
4 for nabla PUP spaces and find z € O, such that zRV¢t. But z has to belong to
one of [RV){)t,,, giving us t &€ fit,,, which is a contradiction.

Therefore, O is principal and O" € CPU(X).

Now take U € CPU(X) and consider U° = U \ {T }. Then U° is already a upset
in X°. Moreover, U° is clopen because U° = UN (X \{T}) and X\ {T}is
clopen. Hence, the only thing left to show is (U°)** = U°.

(C) Let x € (U°)**. We claim x € [RV)[RV)U. Suppose xRVy. Then since
y# T,wehavex f yandy ¢ (U°)*. So there is z € U° such thaty [ z.
Then yRVz and z € U, so y cannot be an element of [RV>U. Therefore,
x € [RV)[RV)U.

Now we use Condition 3 for ortho-PUP spaces to get x € U and, since
x # T,wehavex € U°.

(D) Let x € U°. Takey € (U°)*. Theny L x and since L issymmetrical by

Lemma 6.2.14, x | y. Therefore, x € (U°)**.

Hence, O° € RCC(X°).

We are finally ready to show that X° is an ortho-sober orthospace.

Proposition 6.2.16. For every ortho-PUP space X, the structure X° is an ortho-sober or-
thospace.

Proof. First note that L is irreflexive and symmetric due to Lemma 6.2.13 and Lemma
6.2.14. Now we prove other conditions for orthospaces one by one.

1.
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Suppose x [Z y. We need to find a regular clopen upset O on X° such that x € O
while y & O. Using the Priestley separation axiom for a PUP space X, we can find
U € CPU(X) such that x € U and y ¢ U. Then by Lemma 6.2.15, U° € RCU(X)
and since x,y # T, the set U° works as the desired regular clopen upset.

. Suppose x L. y and x C z. We need to prove z L y. Suppose the opposite, that

z [ y and therefore zRVy. Then x C zRVy, so by Condition 3 for nabla PUP
spaces, xRVy, which contradicts x | y. Hence, z L y.
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3. Let O € RCC(X°). We need to show that O* is clopen. By Lemma 6.2.15,
O" = OU{T} € CPU(X). Hence, by Condition 1 for nabla PUP spaces,
[RV)OT is clopen in X. Then since X \ {T} is clopen, the set [RV)OT \ {T} is
also clopen. On the other hand, by Lemma 6.2.11, O* = [RV)O \ { T }. Therefore,
it suffices to prove

RY)OT\ {T} = [RV)0\ {T}.

(C) Letx € [RV)OT \ {T}. Suppose xRVy. Theny ¢ O and y # T, therefore
y ¢ O. Hence, x € [RV)O\ {T}.

(2) Let x € [RV)O\ {T}. Suppose xRVy. Theny ¢ O, thereforey ¢ O'.
Hence, x € [RY)OT \ {T}.

Therefore, O* is clopen.

4. Letx L y. We need to find a regular clopen upset O such that x € O and y € O*.
By symmetry of | we have yI{/V x and using Condition 2 for nabla PUP spaces
we obtain U € CPU(X) such that x € U and y € [RV)U. Then by Lemma 6.2.15,
U° = U\ {T}isaregular clopen upset in X°. Then x € U°, since x # T, so we
only need to show y € (U°)*.

Take z € U°. Then z also belongs to U and therefore yR/V z. Since z # T, we also
gety L z. Hence, y € (U°)* and U° is the desired regular clopen upset.

Finally, we prove that X° is ortho-sober. Consider a proper filter 7 on RCC(X°). Let
FT={0U{T}| O € F}. Then by Lemma 6.2.15, F " is a proper filter on CPU(X).
By duality for nabla PUP spaces, there exists x € X, such that F' = (x). Since
FT is proper, x # T. Therefore, F = F, = {O € RCC(X°) | x € O} and X° is
ortho-sober. X

Now we go the other way around and construct an ortho-PUP space from a ortho-
sober orthospace. Take a ortho-sober orthospace X. We define X' as a structure
obtained in the following way. The domain of X' is X U {T}, where T is a new
distinct element. The order is defined by making T the largest element. The open
sets of X' are the open sets of X and the open sets of X with added T. We define
the binary relation RY by xRVy < x [ y for x,y # T. For T we say that TRYx and
XRYT for every x € X .

Just as before, we start with several lemmas.

Lemma 6.2.17. Let X be a ortho-sober orthospace. Then for every Y C X, we have
[RV)Y = (y*)"u{T}.
Proof. (C) Letx € [RV)Y and x # T. Takey € Y°. Then y € Y and therefore x}{/vy.
Hence, x L yand x € (Y°)*.

(D) First consider the element T. Then there is no element y such that TRYy and
therefore T € [RV)Y for every Y C X',

Now let x € (Y°)*. Suppose xRVy. Then since y # T, we have x / y and
therefore y ¢ Y°. Hence,y ¢ Y and x € [RV)Y.
X
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Lemma 6.2.18. Let X be a ortho-sober orthospace.
(i) Foreach U € CPU(X") we have U° € RCU(X).
(ii) For each O € RCU(X), we have O" € CPU(X").
Therefore, CPU(X ") = {OT | O € RCU(X)}.

Proof. (i) Let it € CPU(X"). First consider the case t = T. Then {}t = @' and
since @ € RCU(X) by Lemma 6.2.5, it € {OT | O € RCU(X)}.

Now let t # T and consider (1t)° = (ft) \ {T}. We want to show (f}t)° €
RCU(X). By construction of X ', the set ({}#)° is a clopen upset. So the only thing
left is to show that ({}¢)° is regular.

By Lemma 6.2.6 it suffices to show ((1t)°)** C (ft)°. Let x € ((1t)°)** and
suppose x € (1t)°, i.e., x 2 t. Then there is O € RCU(X) such that t € O and
x ¢ O. Since x ¢ O = O*, there exists y € O* such that x £ y. On the other
hand, since t € O and O is a upset on X, we have (f}f)° C O and therefore
y € ((f1t)°)*. But that contradicts x € ((1f)°)** and x L y.

Hence, (1£)°)** C (fit)° and it € {OT | O € RCU(X)}.

(ii) Let O € RCU(X). We need to show O" € CPU(X"). By construction of X', the
set O' is a clopen upset. Hence, it suffices to prove that O is principal.

If O = &, then O" = {T} which is a principal upset {} T. Otherwise consider a
filter 1O on RCU(X). Since O # &, the filter 1O is proper. Therefore, since X
is ortho-sober, there exists x € X such that 1O = {U € RCU(X) | x € U}. We
claim that O = {}x in X.

(©) Lety € O and suppose y 2 x. Then there exists U € RCU(X), such that
x € Uand y ¢ U. Butsince 1O = {U € RCU(X) | x € U}, we should have
O C U, which contradicts y ¢ U. Therefore, y > x and y € fhx.

(D) Lety € ftx. Since O € {U € RCU(X) | x € U}, wehavex € Oand ftx C O.
Therefore, y € O.

Hence, O is a principal upset. Then O is also principal.
X

Proposition 6.2.19. For every ortho-sober orthospace X, the structure X' is an ortho-PUP
space.

Proof. First of all, we show that XTisa complete meet-semilattice and therefore a
lattice as well. Take Y C X' and consider Y° = Y \ {T}. If Y° is empty, then the meet
of Yis T. Hence, we can assume that Y° is non-empty and show that it has a meet.
Consider a proper filter on RCU(X) defined as F = {O € RCU(X) : Y° C O}. Then
since X is ortho-sober, there exists x € X such that 7 = F,. We claim that x is a meet
of Y°.

Lety € Y°. If x £ y, then there is O € RCU(X) such that x € Obuty ¢ O. That
implies O ¢ F while x € O, therefore x < y. Consider z € X such that for every
y € Y°wehave z < y. If z £ x, there should be O € RCU(X) such thatz € O but
x ¢ O. Butz € O implies Y° C O, obtaining a contradiction. Therefore, z < x and x is
the meet of Y°.

Now we prove that X TisaPUP space by considering the corresponding conditions.
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1. In order to show that X' is compact, suppose X = (J;c; U; for open sets U; in
XT. Then X = U;e; U?. By construction of X', each U? is open in X. Therefore,
there are Uy, ..., Uy, such that X = U7 U... U U,,. There is also Ui such that T
belongs to it. Then X' =U;U...ulU, UU. Hence, X is compact.

2. Suppose x £ y. Theny # T. If x = T, we can take a clopen principal upset
{T}eCPU(X")togetxe {T}andy & {T}.
Now assume x # T. Then we know that there is O € RCU(X) such that x € O
buty ¢ O. Using Lemma 6.2.18, we know O" € CPU(X"). Then x € O' and
y & O'. Hence, the Priestley separation axiom holds.

3. Finally we show that if {x and 1}y are clopen, then f}(x A y) is also clopen. If x or y
is equal to T, the claim becomes trivial. Therefore, we assume x,y # T. Let U =
(ftx)° and V = (fty)°. Then both U and V are non-empty. Let S = (U* N V*)*.
By Lemma 6.2.18, U,V € RCU(X), so by Lemma 6.2.7 and Lemma6.2.8, the set
S = (U* N V*)* also belongs to RCU(X). Moreover, S # @, since otherwise
U*NV* = X, hence both U* and V* are equal to X and U,V = @. We claim
(f(x Ay))° = S. Then {(x My) is clopen by the definition of topology on X"
and since S is clopen.

By Lemma 6.2.18 and since S # @, the set S = (U* N V*)* is principal, i.e., there
exists t € X, such that S = {t. Then it suffices to show t = x A y.

First suppose t 2 x Ay. Then there is O € RCU(X) such that x Ay € O but
t ¢ O. Therefore, there exists z € Ox such that t £ z. Since ftx, iy C O we get
ze (fx)*N(fy)* =U*NV* Butt € Sand t L z, which gives a contradiction.
Therefore, t > x A y.

On the other hand, x € §, since for every z € U* N V*, we have z L x. Similarly,
y € S. Therefore, t < xandt <y,sot =xAy.

Hence, (1(x Ay))° = Sand X' is a PUP space.
Now we prove the conditions for X ' being the nabla PUP space.

1. Let U € CPU(X"). We want to show that [RV)U is clopen. By Lemma 6.2.17,
[RVYU = (U°)* U {T}. Since {T} is clopen, it suffices to show that (U°)* is
clopen.

By Lemma 6.2.18, U° € RCU(X). Then using Condition 3 for orthospaces, (U°)*
is clopen. Therefore, [RY)U is clopen.

2. Suppose XRY y. First assume x,y # T. Then by symmetry y L x and by
Condition 4 for orthospaces, there exists O € RCU(X) such that x € O* and y €
O. Hence, for O" € CPU(X") we havey € O. We need to show x € [RV)O.
Suppose xRV z. Then z # T and therefore x / z. Hence, z ¢ O and z ¢ O*. That
means x € [RY)OT and we are done with this case.

Now suppose x = T. Then consider a clopen principal upset X . We have
y € X' and x € [RV)XT, since there is no element z such that xRV z. Hence, this
case is also done.

Finally, suppose y = T. Then consider a clopen principal upset { T }. We have

y € {T}and x € [RV){T}, since xR¥ T. Therefore, for every xR/Vy we can
construct U € CPU(X ") such that x € [RV)U and y € U.
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3. Suppose x < yRVz > t, but x}%v t. x,y, z and t cannot be T, since otherwise T

would be related to some elements. Then as elements of X, x and f are orthogonal,
i.e. x L t. Hence, by Condition 2 for orthospaces and symmetry of L, alsoy L ¢
and y L z, which is a contradiction. Therefore, xRVz.

. Let 1t be clopen and A x;RVt for some family x;. Note that the family cannot be

empty, since otherwise we have TRVt. Suppose for each x; we have X RYt. We
can assume that no x; is equal to T, since they cannot all be T and the meet is
the same if you throw all the top elements out of the family. Moreover, t # T.
Then each x; is orthogonal to t and therefore by Condition 2 for orthospaces,
x;i € ((ft)°)*. By Lemma 6.2.18 and Lemma 6.2.8, (({}t)°)* € RCU(X). Once
again by Lemma 6.2.18, ((1#)°)* U {T } is a principal upset, hence also ((f}£)°)*
is a principal upset. Therefore A x; € ((f1t)°)*, which contradicts A x;RVt. Thus,
there exists x; such that x;RV¢.

. Suppose xR (y1 A y2) but XRY y1 and XRY 2. Once again, all elements here have

to be not equal to T. Then we know x L y; and x L y». Using Condition 4 for
orthospaces, we obtain O1, 0, € RCU(X), such that x belongs to both OF and
O; while y; € O7 and y, € O,. As we know by Lemma 6.2.18, there exist t; and
t> such that O; = {t; and also as we proved before

Tt At2) = ((1t)" N (1h2)")"

Then y1 A y; belongs to the left side of the equality, while x € (f#1)* N (f}t2)*.
Therefore, x L (y1 A y2), which is a contradiction. Thus, either xRVyl or xRVyz.

6. For each x, we have x% T by definition of Ry .

We now know that X is a nabla PUP space. We conclude the proof by showing the
three conditions for ortho-PUP spaces.
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1. Take U € CPU(X"). We need to show U N [RY)U = {T}. First note that

T € Uand T € [RV)U. On the other hand, if x # T, then by irreflexivity
of orthogonality, xRV x and therefore x cannot belong to both U and [RY)U.
Therefore, UN[RY)U = {T}.

. Take {t € CPU(X"). We need to show it V [RV){}t = XT. If t = T, the equation

becoms {T} VX" = X' and therefore holds. Assume t # T.

As we know, [RV )1t is also a clopen principal upset, say fs. Then {1V [RV )it =
NV As =f(tAs). LetU = (it)° and V = (f}s)°. We claim U* = V.

(C Letx € U*. Thenx L ¢, so xR/Vt. We want to show x € [Rv>ﬂt and
therefore x € V. Suppose xRVy buty € fit. Then x L t and t < y, hence
x L y, which is a contradiction. Therefore, x € V.

(D) Letx € V. Then also x € [Rv)ﬂt. We want to show x € U*, so consider
y € U. Then y € {t, hence XRY y. That means x L y and therefore, x € U*.

Now recall the proven equation ({}(t As))® = (U* N V*)*. Applying U* =V
and the previous step, we get (1(t As))° = (VN V*)* = @g* = X. Therefore,
itV [Ry)ft = XT.



6.2. Duality for ortholattices

3. Let U € CPU(X"). We need to show [Ry)[Ry)U = U. By Lemma 6.2.17, we
know
[Re) [Ro)U = (((U°)"U{T}H) u{T} = (U")" U{T}

Then since U° € RCU(X), we have (U°)*U{T}=U°U{T} = U.
X

Moreover, the defined maps between ortho-sober orthospaces and ortho-PUP
spaces are essentially each other inverses.

Theorem 6.2.20. For every orthospace X, we have (X")° = X. For every ortho-PUP space
X, we have (X°) " = X once we choose the new top element for (X°) " to be the original T.

Proof. Follows immediately from the constructions of X° and X . X

We showed that even though the duality for nabla lattices is not associated with
transparent notion of completion such as a filter completion, it can be used to obtain
duality for ortholattices, established in [6]. We now move to the final chapter, which
investigated the logics connected to the three dualities defined in Chapters 3, 5 and 6.
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CHAPTER

Positive modal logic beyond
distributivity

In this chapter we introduce logical systems, which are complete for the structures
studied in the previous chapters. First we study a positive logic that corresponds to
lattices and PUP spaces, then we move to a positive modal logic that corresponds to
modal lattices and modal PUP spaces. In the final part of the chapter we investigate
a positive nabla logic that corresponds to nabla lattices and nabla PUP spaces. We
prove completeness for each considered logic. We also show applying Theorems 4.2.9
and 5.2.17, that every logic axiomatized in the positive or positive modal language
is complete for, what we call, general team and general modal team semantics. The
name refers to the team semantics of [29] and [46].

7.1 Positive Logic

In this section we work with positive language. We construct logical systems similar
to that of [20] (see also [14]) and use pairs of formulas as basic objects. For formulas a
and B we call an expression a <  a consequence pair.

Definition 7.1.1. A positive logic L is a set of consequence pairs that is closed under
substitution and the following axioms and rules:

(reflexivity) a<a

(transitivity) p 2 i =7

(conjunction) aABda aANBLP “fgﬁ‘;‘\i’)’
(disjunction) adaVp BlaVp m

(top and bottom) aldT 1 da
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7. POSITIVE MODAL LOGIC BEYOND DISTRIBUTIVITY

As semantics for positive logic we use the relation on lattices L |= « < B. Let £
be a positive logic. We denote by L(L) the class of all lattices L such that for every
x<dpB € L wehave L = a < B. Then evidently £ is sound with respect to L(L).
Moreover, by the next theorem, £ is also complete for L(L).

Theorem 7.1.2. Let L be a positive logic and a < B a consequence pair. For every L € L(L)
we have that L = o < B impliesa <B € L.

Proof. Using the standard Lindenbaum-Tarski argument of algebraic logic. For details
see, e.g., [19]. X

Now we connect the lattice semantics to the PUP semantics. Let £ be a positive
logic. We denote by PUP(L) the set of all PUP spaces X such that for every a I € £
we have X |= « < B. Then evidently £ is sound with respect to PUP(L). Using
completeness for lattices and duality between lattices and PUP spaces, we can also
prove completeness for PUP spaces.

Theorem 7.1.3. Let L be a positive logic and « < B a consequence pair. For every X €
PUP(L) we have that X |= « < B impliesa <p € L.

Proof. Suppose for every X € PUP(L) we have X |= a < B. Consider L € L(L). Then
by Proposition 4.1.8, the same inequalities hold in its dual PUP space X and therefore
X € PUP(L). Hence, X = a < Band L |= a < B. We just showed that for every
L € L(L) wehave L = a < B. Then by Theorem 7.1.2, x I8 € L. X

Now we introduce general team semantics, a generalization of the team semantics
of [29] and [46]. A general team frame (GT-frame) is just a complete lattice. However, we
think of GT-frames rather as the underlying lattice of a PUP space X, reflecting the
way we define valuations on them. Note that each PUP space is indeed a GT-frame.
Just like with PUP spaces, for a GT-frame X we define PU(X) as the lattice of principal
upsets of X. Note that it is isomorphic to X°.

Definition 7.1.4. A PU-valuation V on a GT-frame X is a valuation on the lattice PU(X).
To be precise, we first take a map V : P — PU(X) and then extend it to all positive
formulas as follows:

V(anp) =V(e)nv(p),

VievB)=V()VV(B)={xeX|JyeV(a),ze V(B):x >yAz},

V(T)=X,

V(L) ={T} =T, where T is the top element of X.

Note that when X is a PUP space, a PU-valuation is the same as a PU-valuation,
discussed in Section 4.2.

Definition 7.1.5. Let « < B be a positive inequality and X a GT-frame. Then X g1
« < B if for every PU-valuation V we have V(a) C V().
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We call this semantics a general team semantics since it generalizes the team
semantics of Hodges [29] and Vddnénen [46]. We basically replace the powerset frame
with a complete lattice and our definition of the semantics of V also slightly differs
from that of classical team semantics. Note that in the case when X is a powerset frame
our semantics coincides with team semantics. A similar version of a generalized team
semantics in the intuitionistic setting was developed in [5] with a different motivation.
Also [41] defines a team-like semantics for distributive logics which is close in spirit to
ours.

Let £ be a positive logic. We denote by GT (L) the set of all GT-frames X such that
for every « < € L we have X |=gr & < B. Then L is sound with respect to GT(L).
We show it is also complete by constructing an analogue of the canonical model in
our setting and applying the Sahlqvist preservation result from Section 4.2. Actually,
it is not necessary to use canonical models as for GT-frames completeness follows
immediately from preservation and completeness with respect to PUP spaces. But
we would like to introduce the notion of a canonical model since it is an important
ingredient of a semantical analysis of logical systems. Recall that the canonical model
of distributive logics consists of prime theories. Since we are, in general, in a non-
distributive setting we will work with all theories.

Fix a positive logic L. First we define a theory of L.

Definition 7.1.6. A theory T of L is a non-empty set of positive formulas such that:
ifn e Tanda 9B e L, thenB e T;
ifa, €T, thenaNBeT.

When L is clear from the context, we will call theories of £ just theories. Let X,
be the set of all theories of £. We order X, by inclusion and define topology in the
following way. Consider a map yx that maps every formula a to the set {T € X : a €

T}. Then topology on X/ is generated by sets of the forms x(«) and x(«), where as
before x(a) = X, \ x(a).

Then it is easy to see via the standard argument that X is dual to the Lindenbaum-
Tarski algebra of L. Therefore, X, is a PUP space and X, € PUP(L). Moreover, by
using the proven preservation of inequalities by filter completions, i.e., Theorem 4.2.9,
we obtain that as a GT-frame X is a also a model of L.

Proposition 7.1.7. The PUP space X seen as a GT-frame belongs to GT(L).

Proof. Consider « <8 € L. By Theorem 429, X; = a <X B & X Egr a« < B.
Since X € PUP(L), we have X, = a < B and therefore X, |=cr « < B. Hence,
X € GT(L). X

Before going further we prove that each x(a) is a principal upset. For a set of
positive formulas S, let T(S) be the set of all positive formulas « such that there exists a
finite subset D C S with Agcp fpJa € L. In case S consists of one formula, we denote

T({7}) by T(7).

Lemma 7.1.8. For every set of positive formulas S, the set T(S) is a theory of L. Therefore,
T(S) is the smallest theory containing S.
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7. POSITIVE MODAL LOGIC BEYOND DISTRIBUTIVITY

Proof. First suppose « € T(S) and a < € L. Then there is a finite subset D C S such
that \,cp v Ja € L. By the rule of transivity, A,ep ¥ < B € £. Hence, B € T(S).
Now suppose «,f € T(S). Then there are finite subsets Dy, D; C S such that
Ayep, ¥ Qaand A, cp, ¥ I B € belong to L. Let 6 = A\, cp,up, 7- Then by the axioms
of conjunction, § I\, cp, v € Land é < Nyep, 7 € L. By transitivity, 6 <a and 6 I B
belong to L. Finally, by the rule of conjuction é Ja A pand a A B € T(S). Therefore,
T(S) is a theory of L. X

By this lemma, for every positive formula «, we have x(a) = 1T («). Therefore,
each x(«) is a principal upset in X.

Now we demonstrate that X is indeed a canonical model. For that we consider a
special valuation V; on X defined by V.(p) = {T € X, : p € T}. Then V.(p) = x(p)
and since x(p) € PU(X), the valuation V. is well-defined.

Lemma 7.1.9 (Truth Lemma). For every positive formula o and T € X, we have
TE“aeacT.

Proof. We prove the Truth Lemma by induction on «. By definition of V., the proposi-
tional case is already resolved.

* Suppose & = B A <y. Then
TEY"aaTecV.(BAY) & TecV.(8)NVe(y).

Applying induction hypothesis, we get that T =" a holds if and only if B € T
and ¢y € T. We claim that is equivalent to f A v € T and therefore the case of
conjunction is proved.

(=) Suppose B, € T. Then since T is a theory of L, BAy € T.

(<) Suppose B Ay € T. By conjunction axioms, B Ay < and B A ¢ <y belong
to L. Therefore, B,y € T.

* Suppose « = BV . Then we need to prove T € V.(B) V V.(y) & BVyeT.

(=) Let T € V.(B) V Vc(7). Then there exist theories Ty € V() and Ty € V,(7)
such that To M T; C T. By induction hypothesis, B € Tp and «y € Tj. Since
B<LBVyandy BV ybelongto L, BV y € ToNT; and therefore BV y € T.

(<) Let BV v € T. Consider theories T(B) and T(vy). By induction hypothesis,
T(B) € Ve(B) and T(7y) € V(7). Therefore, it suffices to prove that T(S) M
T(y) C T.Letd € T(B) T (). Then <6 and v <6 belong to L. Therefore
by the disjunction rule, BV y<d € Land é € T. Hence, T(B) M T(y) C T.

x Suppose & = T. Then T =" T always holds. On the other hand, since every
theory T is non-empty and « < T € £, we also always have T € T.

x Suppose « = L. Then T =" L if and only if T is the top element of X,. The top
element of X is the inconsistent theory of all formulas, which surely contains L.
On the other hand, since L <a € £, each theory that contains L also contains all

the formulas.
X
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Finally, we use canonical model X, to prove the completeness of £ with respect to
GT-frames.

Theorem 7.1.10 (General Team Completeness for positive logic). Let « and B be positive
formulas and L a positive logic. For every X € GT (L) we have that X =g « < B implies
a < B € L. Therefore, L is GT-complete.

Proof. Suppose that for every X € GT(L) we have X =g « < B. Then by Proposition
717 X, € GT(L) and X, =cr « < B. Consider the valuation V.(p) = {T : p € T} on
Xr. Then we obtain V. (a) C V.(B). By Lemma 7.1.9, that implies f € T(x) meaning
a < B € L, which completes the proof. X

We have thus proved that a positive logic is always GT-complete. Note that this is
in contrast with standard modal logic where we require a logic to be axiomatized by
Sahlqvist formulas in order to deduce its Kripke completeness by the same methods.

7.2 Positive Modal Logic

Positive modal logic has been studied in e.g., as [15, 9, 31]. In this section we develop
a new logical system corresponding to our notion of modal lattices. In particular, we
will generalize the results from the previous section to the modal case. Moreover, we
apply Theorem 5.3.8 to show that a positive logic axiomatized by Sahlqvist inequalities
is complete with respect to first-order definable structures. We work with positive
modal language and consider consequence pairs with positive modal formulas.

Definition 7.2.1. A positive modal logic L is a set of consequence pairs that is closed
under substitution and axioms and rules of positive logic as well as the following.

x<pB
©) Ox<0p

x<p
© Sa=op

(seriality)  Oa < Qa

(Dunn)  OwATBQO(aAB)
O&A)  DaAOB<O@Ap)
©&V)  OaVp)D0av OB
@O&T) T<OT

(O & 1) OL<L

The reason for adding the additional seriality axiom is to match modal lattices with
the seriality axiom defined in Chapter 5.

Just as in the case of positive logic, we use as semantics for positive modal logic
the relation on modal lattices L = a < B. Let £ be a positive modal logic. We denote
by ML(L) the class of all modal lattices L such that for every « < € £ we have
L = « < B. Similarly to Section 7.1 we prove soundness and completeness for this
semantics.
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7. POSITIVE MODAL LOGIC BEYOND DISTRIBUTIVITY

Theorem 7.2.2. Let L be a positive modal logic and « < B a consequence pair. For every
L € ML(L) we have that L |= « < B impliesa < € L.

Proof. The standard Lindenbaum-Tarski argument, just as in Theorem 7.1.2. X

Now we connect the modal lattice semantics to the modal PUP semantics. Let £
be a positive modal logic. We denote by MPUP(L) the set of all modal PUP spaces X
such that for every a« < € £ we have X |= a < B. We prove the completeness with
respect to modal PUP spaces using the modal PUP duality.

Theorem 7.2.3. Let L be a positive modal logic and « < B a consequence pair. For every
X € MPUP(L) we have that X = a < B impliesa <p € L.

Proof. Same argument as in Theorem 7.1.3. X

Before switching to team semantics, we apply the Theorem 5.3.8 about first-order
correspondence of Sahlqvist inequalities to show that if a logic is axiomatized by
Sahlqvist consequence pairs, then it is complete with respect to a first-order definable
class of modal PUP spaces.

Definition 7.2.4. A consequence pair a < f3 is a Sahlquist consequence pair if « is built
from T, L and boxed atoms by applying ¢ and A.

Definition 7.2.5. A positive modal logic £ is Sahlguist if there exists a set S of Sahlqvist
consequence pairs such that £ is the smallest positive modal logic containing S.

Theorem 7.2.6. Every Sahlquist positive modal logic L is complete with respect to a class of
modal PUP spaces that is first-order definable in the language {CT, R}.

Proof. We know that £ is complete with respect to MPUP(L). Hence, it suffices to
show that MPUP(L) can be first-order defined in the language {C, R}.

Let S be the set of Sahlqvist consequence pairs such that £ is the smallest general
positive modal logic containing S. Then applying Theorem 5.3.8 for eacha < € S we
get a set = of first-order formulas in the language {C, R}. We claim that a modal PUP
space X satisfies each formula of Z if and only if X € MPUP(L). Then as we know by
Theorem 7.2.3 that £ is complete with respect to MPUP(L), it proves the theorem.

First suppose that a modal PUP space X satisfies all formulas Z. Then by Theorem
5.3.8, it satisfies all inequalities in S. As each modal PUP space admits the axioms and
rules of positive modal logic, X has to satisfy all inequalities in the logic £ generated
by S.

Now suppose X € MPUP(L). Then foreacha <p € S C L, wehave X = a < B.
Therefore, by Theorem 5.3.8, X satisfies all formulas of =. X

Now we introduce general modal team semantics in the same way as in the
previous section.

Definition 7.2.7. A general modal team frame (GMT-frame) is a complete lattice X with a
binary relation R on it, satisfying Conditions 3, 4, 5, 6 for modal PUP spaces. That is:

(C3) C oR C Ro G, i.e., if x C yRz, then there is ¢, such that xRt C z.

(C4) JoR C Ro J,i.e., if x J yRz, then there is t, such that xRt J z.
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(C5) If for some families {x; € X :i € I} and {y; € X : i € I} we have x;Ry; for every

(C6) If for some family of {x; € X : i € I} we have [];.; x;Ry, then there is a family
{yi € X :i € I}, such that x;Ry; for each i and [ ],c; v; C v.

Note that each modal PUP space is indeed a GMT-frame. Just like with GT-frames,
for a GT-frame X we define PU(X) as the lattice of principal upsets of X. Note that it
is isomorphic to X?. We show that [R] and (R) are operators on PU(X).

Lemma 7.2.8. Let X be a GMT-frame. Then for every fx € PU(X), the sets [R]ftx and
(R)frx are also principal upsets.

Proof. The proof is similar to the proof of Lemma 5.1.6.

Let ftx be a principal upset. We start with the set [R]fx. Let y be the meet of all
elements of [R]ftx. Then we claim that y also belongs to [R]{x. Suppose yRz. Then
by condition 6, there is a family {z; € X : i € I}, such that [];.;z; C z and for each
x; € [R]ftx there is z; such that x;Rz;. Hence, for each z; we have z; > x and z € {x.
Therefore, y € [R]ftx. Finally we show that [R]{tx = {}y. By construction, we already
have [R]ftx C fty. Take t J y and suppose tRs. By Condition 3, there is d such that
yRd C s. Then as we showed above, d is above x and t € [R]ftx. Therefore, [R|{x is a
principal upset.

Now we move to the set (R){}x. Let y be the meet of all elements of (R){}x. Then
by condition 5, y € (R){tx, so there is z J x such that yRz. By construction, we
have (R)ftx C fty. Take t J y. Using condition 4, we obtain an element s such that
tRs 3z 1 x. Therefore, t € (R)ftx and (R)ftx is a principal upset. X

Then we are able to define PU-valuations on GMT-frames.

Definition 7.2.9. A modal PU-valuation V on a GMT-frame X is a PU-valuation on a
GT-frame X, as described in Definition 7.1.4, extended to all positive modal formulas
using the following equations for modal cases:

V(Ow) = [R]V(a),
V(Oa) = (R)V(a).

Note that when X is a modal PUP space, a modal PU-valuation is the same as a
modal PU-valuation, discussed in Section 5.2.

Definition 7.2.10. Let « < 8 be a positive modal inequality and X a GMT-frame. Then
X Ecmr o« < B if for every modal PU-valuation V we have V(a) C V().

Let £ be a positive modal logic. We denote by GMT (L) the set of all GMT-frames
X such that for every « I8 € £ we have X [=gmr & < B. Then L is sound with respect
to GMT(L). We show it is also complete using the same strategy as in the previous
section.

We construct the canonical model in the same way as we did before. We turn the
PUP space X of theories of £ into a modal PUP space by saying that TRS if and only
if for each positive modal formula & we have

oeeT=acSandacS=OacT.
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Then as X is a dual modal PUP space to the Lindenbaum-Tarski algebra, X, €
MPUP(L). Moreover, as in the previous section, by preservation of inequalities by
filter completions, X as a GMT-frame is a model of L.

Proposition 7.2.11. The modal PUP space X seen as a GMT-frame belongs to GMT(L).

Proof. Consider « < € L. By Theorem 52.17, X, = a < B & X Fomr & < B.
Since X, € MPUP(L), we have X, |= a <  and therefore X, =cmr @ < B. Hence,
X, € GMT(L). X

For a subset of positive modal formulas S we construct as before the smallest theory
T(S) containing S, as well as show that the sets x(«) are principal upsets. In order to
prove the modal analogues of the Intersection Lemma and GT-completeness, we need
one technical lemma.

Lemma 7.2.12. Let T be a theory of L and let S = {a : O € T}. Then S is a theory of L
and TRS.

Proof. First we show that S is a theory of £. Suppose « € Sand a < € L. Then
Oa € T. By box axiom we have Ua <[ € £, hence LB € T. Therefore, § € S.

Now suppose «, f € S. Then Ua, 0B € T and Lo ATB € T. By axiom of box and
conjunction, we also get J(a A B) € T. Therefore, x A f € S and S is a theory.

Next we prove that TRS. The implication Ua € T = « € S follows immediately
from the definition of S. Suppose a € S. Then Lo € T. By seriality axiom, Lo <Qa € £
and then Qa € T. Therefore, TRS. X

Now consider a special valuation V, on X, defined by V.(p) ={T € X :pe T}.
Then V,(p) = x(p) and since x(p) € PU(X,), the valuation V, is well-defined.

Lemma 7.2.13 (Truth Lemma). For every positive modal formula « and T € X, we have
TEYaeacT.

Proof. We prove the Truth Lemma by induction on «, just as in Theorem 7.1.9. There-
fore, we only discuss the modal clauses here.

* Suppose a = JB. Then T =Y 0B < T € [R]V:(B). We show T € [R]V,(B) &
LBeT.

(=) Let T € [R]V,(B). Consider the theory S = {a : Oa € T} from Lemma
7.2.12. Then TRS, so S € V,(pB). Using induction hypothesis, we get p € S.
Therefore, L1 € T.

(«) Let B € T and suppose TRS for some theory S. Then by definition of R,
we have B € S. Therefore, T € [R|V.(B)

x Suppose « = OB. Then T =Y OB < T € (R)V:(B). We show T € (R)V,(B) <
OB eT.

(=) Let T € (R)V.(B). Then there exists a theory S € V.(B) such that TRS.
Since € S, we have OB € T.
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(<) Let O € T. By Lemma 7.2.12, TRS for S = {7y : Oy € T}. LetU =
SVT(B), thatisU = T(SU{B}). We claim TRU.
The implication [y € T = B € U follows immediately since S C U. Now
suppose v € U. That means there exists a finite subset D C S such that
BA Nsepd < € L. Note that we include B as Ascpd <y € L implies
BANsepd v € L.
By monotonicity of diamond, ¢(B A Ascpd) <Oy € L and by Dunn’s
axiom, OB AT (Asecpd) JO(BA Asep 6) € L. Since for each § € D we have
06 € T, by applying box and conjunction axiom we obtain C(Ascp d) € T.
Then since OB € T, we have O A O(Asepd) € T and therefore Oy € T.
Hence, TRU and since U € V.(B) by induction hypothesis, we get T €

(R)Ve(B)-
X

Finally, we use the canonical model X to prove the completeness of £ with respect
to GMT-frames.

Theorem 7.2.14 (General Team Completeness for positive modal logic). Let a and B be
positive modal formulas and L a positive modal logic. For every X € GMT (L) we have that
X Ecmr o« < B implies « I p € L. Therefore, L is GMT-complete.

Proof. The proof is analogous to the non-modal case, i.e., Theorem 7.1.10. X

We conjecture that the analogue of Theorem 7.2.6 holds for the GMT-semantics.
Validating this conjecture would require establishing Sahlqvist correspondence for
GMT-frames.

7.3 Positive Nabla Logic

For the final section we consider a logical system for nabla PUP spaces. We do
everything analogous to previous chapters, but since principal upsets do not form a
nabla lattice (see Examples 6.1.7 and 6.1.8), we cannot define General Team semantics
for nabla logics. We work with positive nabla language and consider consequence
pairs with positive nabla formulas.

Definition 7.3.1. A positive nabla logic L is a set of consequence pairs that is closed
under substitution and axioms and rules of positive logic as well as the following.

a<p
VBdVu

(ii) Va AVBAV(aVB)

(i)

) T<VL

Just as in case of positive logic, we use as semantics for positive nabla logics the
relation on nabla lattices L = « < p. Similar to Section 7.1 we prove soundness and
completeness for this semantics.

Let £ be a positive nabla logic. We denote by NL(L) the set of all nabla lattices
L such that for every « < € £ we have L |= « < B. Similar to Section 7.1 we prove
soundness and completeness for this semantics.
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Theorem 7.3.2. Let L be a positive nabla logic and o < B a consequence pair. For every
L € NL(L) we have that L |= a < pimpliesa < € L.

Proof. The standard Lindenbaum-Tarski argument, just as in Theorem 7.1.2. X

Now we connect the nabla lattice semantics to the nabla PUP semantics. Let £ be a
positive nabla logic. We denote by NPUP(L) the set of all nabla PUP spaces X such
that for every « <8 € £ we have X |= a < f. We prove the completeness with respect
to nabla PUP spaces using the nabla PUP duality.

Theorem 7.3.3. Let L be a positive nabla logic and x < B a consequence pair. For every
X € NPUP(L) we have that X |= a < B impliesa <p € L.

Proof. Same argument as in Theorem 7.1.3. X

In this section we presented three types of logical systems were presented, corre-
sponding to the three dualities established in previous chapters. We also demonstrated
how our results can be translated into logical framework. In the next, concluding chap-
ter, we summarize the contributions of this thesis and discuss some open questions for
the future work.

82



CHAPTER

Conclusion and future work

In this thesis we developed a basic theory of positive modal logic beyond distributivity
by means of duality theory. Building on [37] and [4] we have established three new
dualities: for lattices, modal lattices and nabla lattices. For lattices and modal lattices
we defined the filter completions and proved by Sahlqvist style argument that filter
completions preserve all inequalities. Moreover, we demonstrated how Sahlqvist-like
inequalities correspond to first-order conditions. We also showed that nabla duality
gives rise to a duality for ortholattices that is equivalent to the one established in
[25] and [6]. Finally, we constructed logical systems corresponding to lattices, modal
lattices and nabla lattices, introduced general team semantics and proved completeness
for these logical systems with respect to general team semantics.

As far as we are aware this thesis provides a first systematic semantic study of
positive (non-distributive) modal logics. A natural direction for future research is to
develop this theory further. Below we underline several directions one could take for
future research.

First of all, one could continue studying properties of considered algebraic struc-
tures via dualities established in this thesis. For example, one could try to define
a filtration for (modal) PUP spaces in order to prove the finite model property for
lattices, modal lattices or nabla lattices. Alternatively, one could develop a notion of
bisimulation for PUP spaces and find out under which conditions modal equivalence
implies it. We could also study various interesting types of lattices, such as lattices of
logics and lattices of varieties using our dualities. Moreover, one could try to establish
new dualities based on ours, for example, by adding new modalities.

One of the natural problems, arising from our work, is removing the extra seriality
condition on modal lattices. This would probably require diverging from the Celani
and Jansana approach [10], taken in this work.

Another area of research could be studying natural completions of nabla lattices.
As far as we know, for ortholattices no completions with “nice” properties has been
discovered, and therefore such research would be of great value.

Moving to the study of logics, one could investigate multiple properties of positive
modal logics (as well as of positive nabla logics) via duality; for instance, whether
these systems enjoy the interpolation and uniform interpolation properties as well as
studying their admissibility problem. Finally, there is a broad spectrum of possible
future research directions considering the introduced general team semantics and
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general modal team semantics. This includes among others the finite model property,
bisimulations, the analogues of the van Benthem and Goldblatt-Thomason theorems.
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