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Abstract

This thesis presents a new uniform method for studying modal companions of superintu-
itionistic deductive systems and related notions, based on the machinery of stable canonical
rules. Using our method, we obtain alternative proofs of classic results in the theory of modal
companions, chiefly the Blok-Esakia theorem for both logics and rule systems. We also estab-
lish several new results about modal companions, including a generalisation of the Dummett-
Lemmon conjecture to rule systems and axiomatic characterisations of modal companions
and superintuitionistic fragments in terms of stable canonical rules.

Because stable canonical rules may be developed for any rule system admitting filtration,
our method generalises smoothly to richer signatures. We illustrate this via two case studies.
Firstly, we study tense companions of bi-superintuitionistic deductive systems. Via straightfor-
ward adaptations of the techniques used in the case of modal companions, we obtain a number
of new results about tense companions, including an analogue of the Blok-Esakia theorem
(which was known for logics but not rule systems), an extension of the Dummett-Lemmon
conjecture, and axiomatic characterisations of tense companions and bi-superintuitionistic
fragments in terms of stable canonical rules.

Secondly, we study the Kuznetsov-Muravitsky isomorphism between the lattice of exten-
sions of the modal intuitionistic logic KM and the lattice of extensions of provability logic GL.
We develop a new, more flexible analogue of stable canonical rules, called pre-stable canon-
ical rules, which are based on a non-standard notion of filtration appropriate for KM and GL.
Following essentially the same blueprint as in previous cases, we prove an extension of the
Kuznetsov-Muravitsky theorem to rule systems, which yields the latter as a corollary, and
obtain new axiomatic characterisations of the underlying isomorphisms in terms of pre-stable
canonical rules.
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Introduction

This thesis studies translations between deductive systems in different signatures, and the
structure-preserving mappings they induce between lattices of deductive systems. It does
so via new uniform techniques based on stable canonical rules. This brief section gives an
overview of the topics to be discussed, explains what the main contributions of our work are,
and gives a guide to the chapters that follow.

Modal Companions

A modal companion of a superintuitionistic logic L is defined as any normal modal logic M
extending the modal logic S4 of quasi-ordered Kripke frames, such that the Gédel translation
fully and faithfully embeds L into M. We recall that the Gddel translation, introduced by Godel
[1933], is the mapping assigning every superintuitionistic formula ¢ to the modal formula
resulting from prefixing a box to every subformula of ¢.

That the Godel translation provides a full and faithful embedding of the intuitionistic
propositional calculus IPC into S4 was conjectured already by Godel, a conjecture which was
later proved by McKinsey and Tarski [1948]. Research into the general notion of a modal com-
panion was sparked by later work due to Dummett and Lemmon [1959], who first applied the
Godel translation to arbitrary superintuitionistic logics. This research line proved remarkably
prolific, as the surveys Chagrov and Zakharyaschev [1992] and Wolter and Zakharyaschev
[2014] demonstrate. The jewel of this research line is the celebrated Blok-Esakia theorem,
first proved independently by Blok [1976] via algebraic methods and by Esakia [1976] via
duality-theoretic methods. The theorem states that the lattice of superintuitionistic logics is
isomorphic to the lattice of normal extensions of Grzegorczyk’s modal logic Grz, via the map-
ping which sends each superintuitionistic logic L to the normal extension of Grz by the set of
all Godel translations of formulae in L.

A unified approach to the theory of modal companions of superintuitionistic logics was
eventually proposed by Zakharyashchev [1991], using superintuitionistic and modal canoni-
cal formulae. Roughly, a canonical formula is a formula whose shape syntactically encodes
the structure of a finite refutation pattern, i.e., a finite (intuitionistic or modal) frame together
with a (possibly empty) set of parameters. By applying the technique of selective filtration, ev-
ery formula can be matched with a finite set of finite refutation patterns, in such a way that the
conjunction of all the canonical formulae associated with the refutation patterns is equivalent
to the original formula. Zakharyashchev obtained a number of known and novel results about
modal companions by studying how the Godel translation affects superintuitionistic canonical
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formulae. Among these, he confirmed the Dummett-Lemmon conjecture, formulated in Dum-
mett and Lemmon [1959], which states that a superintuitionistic logic is Kripke complete iff
its weakest modal companion is.

The notion of a modal companion was generalised along two main dimensions. The first
dimension concerns signatures: analogues of the notion applying to logics formulated in signa-
tures expanding that of superintuitionistic logics were developed. We mention two examples
to be discussed in this thesis, although the list is by no means exhaustive.

Bi-superintuitionistic logics and tense logics. Wolter [1998] generalised the Godel transla-
tion to the language of bi-superintuitionistic logics, which expands the language of super-
intuitionistic logics by a co-implication operator, a sort of order-dual of implication. This
translation fully and faithfully embeds bi-intuitionistic logics into fense logics, leading to the
notion of a tense companion of a bi-superintuitionistic logic. A counterpart of the Blok-Esakia
theorem was found to hold, relating the lattice of extensions of the bi-intuitionistic proposi-
tional calculus 2IPC to the lattice of normal extensions of GrzT, i.e., the least normal tense
logic containing the Grz-axiom for both modal operators.

Modal superintuitionistic logics and classical modal logics. Earlier, Kuznetsov and Murav-
itsky [1986] proved that the lattice of normal extension of the intuitionistic provability logic

KM is isomorphic to the lattice of normal extensions of the Godel-Lo&b provability logic GL,

via a Godel-style translation. We refer to this result as the Kuznetsov-Muravitsky theorem,

and to the relevant isomorphism as the Kuznetsov-Muravitsky isomorphism. Esakia [2006]

introduced and studied modal companions of normal extensions of the modalised Heyting

calculus mIPC, a modal superintuitionistic logic weaker than KM. The underlying translation

is the same as Kuznetsov and Muravitsky’s, and fully and faithfully embeds normal extensions

of mIPC into normal extensions of K4. Esakia derived the Kuznetsov-Muravitsky theorem as a

corollary, and announced without proof an analogue of the Blok-Esakia theorem, stating that

the lattice of normal extensions of mIPC is isomorphic to the lattice of normal extensions of

the weak Grzegorczyk logic wGrz. This was later proved by Litak [2014]. In a similar vein,

Bezhanishvili [2009] studied a Godel-style translation of monadic superintuitionistic logics,

namely superintuitionistic logics expanded with a universal modality, and proved a counter-
part of the Blok-Esakia theorem relating monadic superintuitionistic logics and normal modal

logics above the least extension of Grz with the universal modality. A more general treat-
ment of modal companions of modal superintuitionistic logics was developed by Wolter and

Zakharyaschev [1998, 1997]. In their framework, the modal companions of modal superintu-
itionistic logics are polymodal rather than monomodal, with one modal operator interpreting

the superintuitionistic implication and the others interpreting the superintuitionistic modali-
ties. Among other results, Wolter and Zakharyaschev obtained analogues of the Blok-Esakia

theorem for various types of modal superintuitionistic logics, including some non-normal

ones.

The second dimension along which the notion of a modal companion was generalised
concerns the type of deductive system under investigation: recently, the notion was applied to
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single- and multi-conclusion rule systems or consequence relations, rather than logics. Super-
intuitionistic and modal rule systems are decidedly understudied compared to superintuition-
istic and modal logics, although this has begun to change thanks to the work of Kracht [2007];
Jerdbek [2009]; Iemhoff [2016]; Bezhanishvili et al. [2016a,b] among others. The study of
modal companions of superintuitionistic rule systems was initiated by Jerdbek [2009]. He gen-
eralised Zakharyaschev’s canonical formulae to canonical rules, and applied them to extend
selected results in the theory of modal companions to rule systems, including an extension of
the Blok-Esakia theorem. An algebraic approach generalising Blok’s original proof was later
pursued by Stronkowski [2018], which led to new results concerning the transfer of structural
completeness between superintuitionistic rule systems and their modal companions.

The two research directions just outlined, i.e. that on modal companions of logics in richer
signatures and that of modal companions of superintuitionistic rule systems, have yet to cross
paths.

Stable Canonical Formulae and Rules

Stable canonical formulae and rules were recently developed in a series of papers by Guram
and Nick Bezhanishvili and collaborators (see, e.g., Bezhanishvili et al. 2016a,b; Bezhan-
ishvili and Bezhanishvili 2017) as a simple, more general alternative to Zakharyaschev and
Jerabék-style canonical rules and formulae. The basic idea is the same: a stable canonical
formula or rule syntactically encodes the semantic structure of a finite refutation pattern. The
main difference lies in how such structure is encoded, which affects how refutation patterns
are constructed in the process of rewriting a formula (or rule) into a conjunction of stable
canonical formulae (or rules). Namely, in the case of stable canonical formulae and rules fi-
nite refutation patterns are constructed by taking filtrations rather than selective filtrations of
countermodels.

Research on stable canonical rules and formulae is still in its infancy. Therefore, it is still
unclear to what extent the vast body of theory established via canonical formulae and rules can
be recovered or even extended to different settings using stable canonical formulae and rules.
On the other hand, because filtration is a considerably more flexible technique than selective
filtration, stable canonical formulae and rules present numerous advantages over canonical
ones. Most notably, stable canonical rules can axiomatise every modal rule system, whereas
canonical rules only axiomatise transitive rule systems. Moreover, as we shall see throughout
this thesis, stable canonical rules readily generalise to richer signatures, which is not always
the case for their canonical counterparts.

Our Contribution

This thesis presents and applies a new, uniform approach to the study of modal companions
and notions in the vicinity. Our approach echoes Jerabék’s [2009], and by extension Za-
kharyaschev’s [1991], but employs stable canonical rules instead. We apply our approach
to study the following topics:
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* Modal companions of superintuitionistic rule systems and logics (Chapter 2).
* Tense companions of bi-superintuitionistic rule systems and logics (Chapter 3).

* The Kuznetsov-Muravitsky isomorphism between the lattice of normal extensions of
KM and the lattice of normal extensions of GL, and its generalisation to rule systems
(Chapter 4).

Our main contribution to the literature on these and related topics is methodological. We
develop a new flexible technique capable of delivering central results in each of these areas in
a notably uniform fashion, and with high potential for further generalisation. In pursuing this
methodological goal, we obtain alternative proofs of a number of known results, including
the Blok-Esakia theorem, Jerdbek’s [2009] and Wolter’s [1998] generalisations thereof, and
the Kuznetsov-Muravitsky theorem. We also obtain several new results. Most notably, we
generalise Wolter’s Blok-Esakia-like theorem and the Kuznetsov-Muravitsky theorem to rule
systems, prove analogues of the Dummett-Lemmon conjecture for rule systems both in the
superintuitionistic/modal and the bi-superintuitionistic/tense settings, and obtain several new
axiomatisation results in terms of stable canonical rules for rule systems in all the signatures
under discussion.

Additionally, our work also contributes to the growing literature on stable canonical rules.
The first such contribution is the development of new kinds of stable (or stable-like) canonical
rules: for bi-superintuitionistic and tense logics on the one hand, and (more significantly)
for modal superintuitionistic rule systems over KM and modal rule systems over GL on the
other. The second such contribution is that by providing uniform and flexible techniques for
developing the theory of modal companions and related notions via stable canonical rules,
we demonstrate how the latter are optimally suited to perform a rather significant piece of
theoretical work traditionally associated with Zakharyaschev-style canonical formulae. Thus
our work highlights an important aspect in which stable canonical rules are at least equally
good as their canonical counterparts.

We have tried to make this thesis as self-contained as space permits. As a result, we hope
that the present work can also serve the secondary purpose of providing an accessible and
reasonably comprehensive introduction to the theory of modal companions and related topics
for the non-expert reader.

Guide to Chapters

We give a quick roadmap of the thesis. With the exception of Chapter |, which covers the basic
technical preliminaries needed throughout the thesis, all chapters follow a common blueprint,
which we now briefly describe. In each chapter we study deductive systems in a specific pair
of signatures (7, v): for example Chapter 2 studies superintuitionistic and modal deductive
systems. Every chapter is sectioned in the following way.

1. The first section reviews chapter-specific preliminaries. These include definitions and
basic facts concerning 1- and v-deductive systems, their algebraic and geometrical se-
mantics, and some duality theory connecting the two.

4
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2. The second section develops the theory of stable canonical rules for the signatures 1, v.

3. The third section contains the main results of the chapter. It is organised in roughly the
following way, with some variation between chapters.

3.1

3.2

33

34

The basic transformations between algebraic and geometric models of - and v-
deductive systems are introduced.

The most central results concerning the topic of the chapter are proved. In the case
of Chapters 2 and 3 these would be a characterisation of the set of modal (resp.
tense) companions of a superintuitionistic (resp. bi-superintuitionistic) deductive
system, and a Blok-Esakia theorem for the appropriate signature pair. In the case
of Chapter 4 these would be the Kuznetsov-Muravitsky theorem and its generali-
sation to rule systems. This is the part of the chapter where we present and apply
the essential components of our techniques.

Several axiomatisation results in terms of stable canonical rules are proved. In
Chapters 2 and 3 we give axiomatic characterisations of modal (resp. tense) com-
panions and of superintuitionistic (resp. bi-superintuitionistic) fragments. In
Chapter 4, we describe the maps underwriting the Kuznetsov-Muravitsky isomor-
phism for rule systems. We also give concrete examples illustrating these axioma-
tisation results.

In Chapters 2 and 3 we present selected additional results obtained via our meth-
ods: an analogue of the Dummett-Lemmon conjecture for rule systems in the
appropriate signature, a result concerning filtration, and a result concerning the
preservation and reflection of stability (in the sense of Bezhanishvili et al. 2018)
between superintuitionistic (resp. bi-superintuitionistic) rule systems and their
modal (resp. tense) companions. This partis missing in Chapter 4, partly because—
as will become clear—an analogue of the Dummett-Lemmon conjecture in the rel-
evant setting is outside the scope of that chapter, and partly due to reasons of
space.

4. The fourth and last section gives a brief review of the results obtained in the current
chapter.

Methodological Note

Rule systems, not logics, are the main protagonists of this thesis. We generally apply our
techniques to prove results about rule systems first, and subsequently, when possible, obtain
results concerning logics as corollaries. In principle, one could follow a more lengthy ap-
proach: develop two versions of our main arguments, one using stable canonical formulae
and one using stable canonical rules, so to obtain results about logics directly. With this ap-
proach one could also prove results about logics which are not present in this thesis, because
not straightforwardly implied by the corresponding results about rule systems (e.g. analogues
of the Dummett-Lemmon conjecture.) Nonetheless, we feel our indirect method makes more
efficient use of the available space and keeps repetition to a minimum.

5
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We also note that we focus on multiple-conclusion rule systems, not single-conclusion
ones. Single-conclusion rule systems are discussed at length in Rybakov [1997]; Kracht
[2007]. They do not appear here largely for reasons of space. Nonetheless, we are confi-
dent that all the results we formulate for both logics and multiple-conclusion rule systems
could be extended to single-conclusion rule systems, via essentially the same procedure we
use to extract results about logics from results about rule systems.



1 | General Preliminaries

This chapter fixes notational conventions and reviews the background theory needed through-
out the thesis. We collect here all definitions and results which all subsequent chapters of the
thesis draw on. Preliminary information specific to the topic of a particular chapter is instead
presented therein.

§1.1 Functions and Relations

We begin by fixing some notation concerning functions and binary relations. If f : X — Y is
a function and U C X we write f[U] for the set {f(x) : x € U}. Moreover, if f is surjective
we let f~1: 9(Y) - 9(X) be the inverse of f, given byf‘l(V) ={xeX:f(x) e V}forall
VcCYt.

Let X be a set, R a transitive binary relation on X, and U C X. We define:

gmaxx(U) := {x € U : forall y € U, if Rxy then Ryx} (1.1)
maxg(U) :={x € U : forally € U, if Rxy then x = y} (1.2)
gming(U) := {x € U : forally € U, if Ryx then Rxy} (1.3)
ming(U) :={x € U : forally € U, if Ryx then x = y}. (1.4)

The elements of gmaxy(U) and maxg(U) are called R-quasi-maximal and R-maximal ele-
ments of U respectively, and similarly the elements of gming(U) and ming(U) are called
R-quasi-minimal and R-minimal elements of U respectively. Observe that if R is a partial
order then both gmaxy(U) = maxg(U) and gming(U) = ming(U). Lastly, we say that an
element x € U is R-passive in U if for all y € X \ U, if Rxy then there is no z € U such
that Ryz. Intuitively, an R-passive element of U is an x € U such that one cannot “leave” and
“re-enter”” U starting from x and “moving through” R. The set of all R-passive elements of U
is denoted by pasg (U).

§1.2 Algebraic and Topological Structures

§1.2.1 Universal Algebra

Next, we review some basic concepts and results from universal algebra. The reader may
consult Burris and Sankappanavar [2012] for a more comprehensive overview of the following
material.



General Preliminaries

A signature is a set v of function symbols, where each f € v is assumed to come with
a fixed finite arity determined by a map ar : v —» . Throughout this subsection we let v
denote an arbitrary signature with function symbols v = {f; : i € I}. A v-algebra is a tuple
A = (A, f");er. where A is a set called the carrier of 2 and each f; is an n-ary operation
on A for n = ar(f;). A v-algebra whose carrier is a singleton is called trivial. In practice
we will often find it convenient to blur the distinction between function symbols and their
corresponding operations, and rely on the same notation for both when context suffices for
resolving ambiguities.

We assume that the reader is familiar with the notions of homomorphism, subalgebra,
congruence, quotient algebra, direct product, and ultraproduct for v-algebras. We write 2 —
B if B is a homomorphic image of A, and A > B if A is isomorphic to a subalgebra of 3.
Moreover, we denote the quotient algebra of 2 by a congruence relation 6 by < 4, the direct
product of the family {%; : i € I} by [[,.; ¥;, and the ultraproduct of the family {%; : i € I} by
the ultrafilter U by (]_[ ier i) U We extend the notions of homomorphic image, subalgebra,
direct product and ultraproduct to class operators, using the following notation.

HH = {A : B - A for some B € F}

SHE :={A: A >> B forsome B € H}

PF :={A: A =[], ¥ forsome {A;:i €I} C F}
PuJ6 :={A: A = ([];c; ;) ju for some (A, : i € I} € F and ultrafilter U € (1)}

The study of deductive systems via their algebraic semantics leads naturally to the study
of classes of algebras closed under particular combinations of class operators. Varieties are
perhaps the most well studied among such classes.

Definition 1.1. A class 7" of v-algebras is a variety it HY" C 9", SY" C V", and P¥" C 7".

If # is a class of v-algebras we let VarJ be the least variety containing #. Moreover, if 7
is a variety, then 3 is said to generate 7" (as a variety) if 7" = Var%.

Theorem 1.2 (Burris and Sankappanavar 2012, Theorem I1.9.5). Let & be a class of v-
algebras. Then Var# = HSPJ, and % is a variety iff 7 = HSP%.

Another noteworthy way of grouping v-algebras together is to form universal classes.
Definition 1.3. A class % of v-algebras is a universal class if S2 C 2 and P, % C 2.

Observe that every variety is a universal class. If % is a class of v-algebras we let UniF be
the least universal class containing % . Moreover, if 26 is a universal class, then 7 is said to
generate 2 (as a universal class) if 26 = UniZ. Theorem 1.2 has the following analogue for
universal classes.

Theorem 1.4 (Burris and Sankappanavar 2012, Theorem V.2.20). Let & be a class of v-
algebras. Then Uni% = SPy %, and % is a universal class iff # = SPy .

From Theorem 1.4 it is evident that UniF C VarJ for every class of v-algebras 7.

8



§1.2 Algebraic and Topological Structures

§1.2.2 Topology

We now turn to general topological preliminaries. We assume that the reader is familiar with
rudimentary notions of topology such as those of topological space, open and closed set, con-
tinuous map, basis, open cover, etc. The reader may consult Engelking [1977] for more de-
tailed information.

We denote a topological space by ¥ = (X, @), where O is the set of open sets. We use
Clop(%) to denote the family of clopen sets of X. If f : ¥ — 9 is a continuous surjection
between topological spaces, we say that 9 has the guotient topology if the open sets of Q) are
exactly the sets of the form f[U] where U is open in X.

The topological structures we deal with in this thesis are expansions of structures called
Stone spaces.

Definition 1.5. A Stone space is a topological space ¥ = (X, @) satisfying the following
conditions.
1. X is compact: every open cover has a finite subcover;
2. X is Hausdorff: whenever x # y there are U, U, € O such thatx € U,y € U, and
Uuy,nU,= R
3. X has a basis of clopens.
Below we list some well-known properties of Stone spaces, which will come useful later.

Proposition 1.6. Let X be a Stone space. Then the following conditions hold.

1. If x # y then there is U € Clop(¥) suchthatx € U andy ¢ U.

2. If U € X is closed in ¥ then U equipped with the subspace topology is again a Stone
space.

3. If U,V are closed in ¥ and U NV = (, then there are U’,V’ € Clop(¥) such that
vcu',vcV andU nV' =0.

§1.2.3 Duality

The algebras we deal with in this thesis admit representation via some order-topological du-
ality. By this we mean generalisations of the celebrated Stone duality theorem.

Theorem 1.7 (Stone duality). The category of Boolean algebras with homomorphisms is
dually equivalent to the category of Stone spaces with continuous maps.

We briefly recall the main ingredients of this duality, and refer the reader to Johnstone [1982,
ch. 2] for a more comprehensive overview. If 9l is a lattice, a filter on 2 is a non-empty set
F C A such that:

elfae Fanda<bthenb € F,

e [fa,be Fthenanb e F.



General Preliminaries

If F is afilter on A, F # A and, additionally, we have that whenever a v b € F it follows that
eithera € F or b € F, then F is called prime. Now let 2 be a Boolean algebra. Let Spec(2l)
be the set of prime filters on 2. The Stone map is given by

B:A - ©(Spec(A))
av {F € Spec(q) :a € F}.

The Stone topology on Spec(2l) is the topology A, = (Spec(?l), ©) obtained by taking
(Bla):aeA)u{-Ba):acA)

as a basis, where — denotes set-theoretic complement in X.' Conversely, if ¥ is a Stone space
we define its dual Boolean algebra as ¥* := (Clop(%),n,uU,—, ®,X). Then one can prove
that for all Boolean algebras A we have A = QA *, and that for all Stone spaces ¥ we have
X = X*,. As for morphisms, we have that amap / : A — B is a Boolean homomorphism iff
h~': B, - A, isacontinuous map, and thatamapf : ¥ — @ is continuousifff~! : 9* - ¥*
is a Boolean homomorphism.

§1.3 Deductive Systems

This section covers deductive systems, which span both propositional logics and the lesser
known rule systems, or multi-conclusion consequence relations. We review their syntax and
explain how to interpret them over classes of algebraic or topological structures. The reader
may consult lemhoff [2016] for more information on deductive systems (especially rule sys-
tems) in general.

§1.3.1 Syntax

The set Frm,, (X) of formulae in signature v over a set of variables X is the least set con-
taining X and such that for every f € v and ¢4,...,¢, € Frm,(X) with n = ar(f) we
have f(¢{,...,9,) € Frm,(X). Henceforth we will take Prop to be a fixed arbitrary count-
ably infinite set of variables and write simply Frm,, for Frm, (Prop). If ¢ is a formula we
write Sfor(¢) for the set of subformulae of ¢. We occasionally write formulae in the form
o(py,-.-,p,) to indicate that the variables occurring in ¢ are among pq,...,p,. A substi-
tution is a map s : Prop — Frm,(Prop). Every substitution may be extended to a map
§ + Frm,(Prop) — Frm, (Prop) recursively, by setting §(p) = s(p) if p € Prop, and
SE(@1s s @) = FE(@1)s e 5(0))

Definition 1.8. A logic over Frm,, is a setL € Frm,,, such that

¢ € L = 5(¢) €L for every substitution s (structurality)

In fact { B (a) : a € A} gives the same basis because f(—a) = — B (a). We define the Stone topology this
way so to use the same definition for all dualities here considered, some of which involve structures where the
latter identity fails.
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§1.3 Deductive Systems

Interesting examples of logics, such as those this thesis deals with, are normally closed under
conditions other than structurality. If I', A are sets of formulae and .# is a set of logics, we
write I' @ » A for the least logic in .# extending both T", A.

For any sets X, Y, write X C_, Y to mean that X C Y and |X]| is finite. A (multi-conclusion)
rule in signature v over a set of variables X is a pair (I', A) such that I',) A €, Frm,(X). In
case A = {¢} we write I'/A simply as I' /¢, and analogously if I' = {y}. We use ; to denote
union between finite sets of formulae, sothat '; A =T U Aand ;9 = T U {@}. We write
Rul,, (X) for the set of all rules in v over X, and simply Rul,, when X = Prop. If I'/A is arule
we write Sfor(I' /A) for the set of all formulae which are subformulae of some & € T' U A.

Definition 1.9. A rule system or multi-conclusion consequence relation is a set S C Rul,, (X)
satisfying the following conditions.

I. f I'/A € Sthen s[I"']/5[A] € S for all substitutions s (structurality).

2. ¢/ € S for every formula ¢ (reflexivity).

3. If T/A € Sthen I';T'/A; A" € S for any finite sets of formulae I'’, A’ (monotonicity).
4. fT'/A;p €eSand I'; /A € Sthen I'/A € S (cut).

If & is a set of rule systems and X, E are sets of rules, we write = @ » X for the least rule
system in ¥ extending both Z and X. A set of rules X is said to axiomatise a rule system
S € % over some rule system S’ € # if ' @, X =8S.

If S is a rule system we let the set of tautologies of S be the set

Taut(S) :={p € Frm,, : /¢ € S}.

By the structurality condition for rule systems, it follows that Taut(S) is a logic for every rule
system S.

§1.3.2 Semantics

We interpret deductive systems over algebras in the same signature. Let 2 be some v-algebra.
A valuationon A isamap V : Prop — A. Every valuation V on 2 may be recursively extended
toamap V : Frm, — A, by setting

V(p) = V(p)
V(f(§01, ceey (0n>) ::fg[(‘_/(gol)’ sy V((pn)>

A pair (U, V) where QU is a v-algebra and V' a valuation on ¥ is called a model. A rule I'/ A
is valid on a v-algebra 2 if the following holds: for any valuation V on 2, if V(y) = 1 for
all y € T', then V(8) = 1 for some § € A. When this holds we write % E I'/A, otherwise
we write A £ I'/A and say that 2 refutes I'/A. As a special case, a formula ¢ is valid on
a v-algebra 2 if the rule /¢ is. We write A E ¢ when this holds, 2 £ ¢ otherwise. The
notion of validity extends to classes of v-algebras: % E I'/A means that 2/ | I'/A for every
A e FK,and K £ I'/A means that A £ I'/A for some A € F. Analogous notation is used

11
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for formulae. Finally, if Z is a set of formulae or rules and 2 a v-algebra, 2 F = means that
every formula or rule in = is valid on 9, A £ = means that some formula or rule in = is not
valid on 2, and similarly for classes of v-algebras.

Write A4, for the class of all v-algebras. For every deductive system S we define

Alg(S) :={A e A, : A E S}
Conversely, if F is a class of v-algebras we set

ThR(FH) :={T'/A €Rul, : F £ T'/A}
Th(FH) :={p € Frm,, : & F ¢}

We also interpret deductive systems over v-formulae on expansions of Stone spaces dual
to v-algebras, which for the moment we refer to as v-spaces. Precise definitions of these
topological sturctures are given in each subsequent chapter. A valuation on a v-space % is a
map V : Prop — Clop(X). When working with certain types of Stone space expansions we
impose more restrictive conditions on valuations. Every valuation V extends to a full truth
function V : Frm, — Clop(¥) in a unique way, although the exact details on how to do so
vary depending on the signature. Given a valuation V on a v-space ¥ and a point x € X,
we call (X,V) a (global) model. A formula ¢ is satisfied on a model (%, V) at a point x if
X € V((p). In this case we write X, V,x E ¢, otherwise we write X, V,x £ ¢ and say that the
model (X, V) refutes ¢ at a point x. A rule I'/A is valid on a model (%X, V) if the following
holds: if for every x € X we have X,V,x E y for each y € I, then for every x € X we
have X,V,x E & for some § € A. In this case we write X,V E I'/A, otherwise we write
X,V F T'/A and say that the model (%, V) refutes ¢. A rule I'/A is valid on a v-space %
if it is valid on the model (¥, V) for every valuation V on X, otherwise X refutes I'/A. We
write X E I'/A to mean that I'/A is valid on X, and X }£ I'/A to mean that X refutes I'/A.
As in the algebraic case we define validity on models and v-spaces for a formula ¢ as validity
of the rule /¢, and write X F ¢ if ¢ is valid in X, otherwise X £ ¢. The notion of validity
generalises to classes of v-spaces, so that if 7 is a class of v-space then & E I'/A means
YET/Aforevery X € F,and F K I'/A means X £ I'/A for some X € H. We extend
the present notation for validity to sets of formulae or rules the same way as for algebras.

Write %, for the class of all v-spaces. For every deductive system S we define

Spa(S):={X¥ e ¥, : X S}
Conversely, if 7 is a class of v-spaces we set

ThR(FH) :={T'/A €Rul, : Z £ T'/A}
Th(F) :={p € Frm,, : I E ¢}
Throughout the thesis we study the structure of lattices of deductive systems via semantic
methods. This is made possible by the following fundamental result, connecting the syntactic

types of deductive systems to closure conditions on the classes of algebras validating them.
Item | is widely known as Birkhoff’s theorem, after Birkhoft [1935].
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Theorem 1.10. For every class # of v-algebras, the following conditions hold:

1. F is avariety iff & = Alg(S) for some set of v-formulae S Burris and Sankappanavar
[2012, Theorem I1.11.9];

2. F is a universal class iff & = Alg(S) for some set of v-rules S Burris and Sankap-
panavar [2012, Theorem V.2.20].

In this sense, v-logics correspond to varieties of v-algebras, whereas v-rule systems corre-
spond to universal classes of v-algebras.

This concludes our general preliminaries. We now begin the study of modal companions
via stable canonical rules.

13



2 | Modal Companions of Superintuitionistic Deductive Systems

This chapter studies the theory of modal companions of superintuitionistic deductive systems
via stable canonical rules. Its main purpose is to present our method in detail and show that
it performs as expected. After some brief preliminaries (§ 2.1), we present superintuitionis-
tic and modal stable canonical rules (§ 2.2). The main results of this chapter are included in
§ 2.3 and § 2.3.3. The former uses stable canonical rules to give a characterisation of the set
of modal companions of a superintuitionistic deductive system, and proves the Blok-Esakia
theorem for both logics and rule systems. The latter provides several new axiomatic char-
acterisations of modal companions and si-fragments in terms of stable canonical rules. The
chapter concludes with a collection of further miscellaneous results about modal companions
obtained via our methods (§ 2.3.4), including a version of the Dummett-Lemmon conjecture
for rule systems.

§2.1 Preliminaries

This section gives a brief overview of the semantic and syntactic structures discussed through-
out the present chapter.

§2.1.1 Superintuitionistic Deductive Systems, Heyting Algebras, and Esakia Spaces
We work with the superintuitionistic signature,
si:i={A,V,—>, 1L, T}

The set Frmyg; of superintuitionistic (si) formulae is defined recursively as follows.

p==plLiTlornploVvele - e.

We abbreviate ¢ < yw := (¢ = yw) A (¢ = ¢). We let IPC denote the intuitionistic
propositional calculus, and point the reader to Chagrov and Zakharyaschev [1997, Ch. 2] for
an axiomatisation.

Definition 2.1. A superintuitionistic logic, or si-logic for short, is a logic L over Frmg; satis-
fying the following additional conditions:

I. IPCCL;
2. ¢ -y, € Limplies y € L (MP).

14
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A superintuitionistic rule system, or si-rule system for short, is a rule system L over Frmg;
satisfying the following additional requirements.

1. /¢ € L whenever ¢ € IPC.
2. 9,9 - y/y € L (MP-R).

For every si-logic L write Ext(L) for the set of si-logics extending L, and similarly for si-rule
systems. Then Ext(IPC) is the set of all si-logics. It is well known that Ext(IPC) admits the
structure of a complete lattice, with @ gy 1pc) sServing as join and intersection as meet. Clearly,
for every L € Ext(IPC) there exists a least si-rule system Ly containing /¢ for each ¢ € L.
Hence IPCjy is the least rule system. The set Ext(IPCy) is also a lattice when endowed with
@®Ext(1pc,) s join and intersection as meet. Slightly abusing notation, we refer to these lattices
as we refer to their underlying sets, i.e., Ext(IPC) and Ext(IPCy) respectively. Additionally,
we make use of systematic ambiguity and write both @gx¢(1pc) and @gxy(rpc,) simply as &,
leaving context to clarify which operation is meant.

The following proposition is central for transferring results about si-rule systems to si-
logics. Its proof is routine.

Proposition 2.2. The mappings (-)g and Taut(-) are mutually inverse complete lattice isomor-
phisms between Ext(IPC) and the sublattice of Ext(IPCy) consisting of all si-rule systems L
such that Taut(L)g = L.

The algebraic models for si deductive systems are Heyting algebras.

Definition 2.3. A Heyting algebrais atuple = (H, A, Vv, —,0,1) such that (H, A, V,0,1) is
a bounded distributive lattice and for every a, b,c € A we have

c<a—-b = anc<h.

We let HA denote the class of all Heyting algebras. It is well known that every Heyting algebra
satisfies the condition
a—>b=\/{ceA:a/\C§b}

forall a,b € H. In case a Heyting algebra  is such thata v —a = 1 for every a € H, then
is a Boolean algebra with —a :=a — 0.

It is well known that HA is a variety. If 7° C HA is a variety (resp: universal class)
we write Var(7") and Uni(7") respectively for the lattice of subvarieties (resp: of universal
subclasses) of 7°. The connections between Ext(IPC) and Var(HA) on the one hand, and
between Ext(IPCy) and Uni(HA) on the other, are as intimate as they come.

Theorem 2.4. The following maps are pairs of mutually inverse dual isomorphisms:

1. Alg : Ext(IPC) - Var(HA) and Th : Var(HA) — Ext(IPC);
2. Alg : Ext(IPCy) — Uni(HA) and ThR : Uni(HA) — Ext(IPCy).
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Item 1 is proved in Chagrov and Zakharyaschev [1997, Theorem 7.56], whereas Item 2 follows
from Jerdbek [2009, Theorem 2.2] by standard techniques.

The geometrical semantics of si-rule systems is based on order-topological structures
known as Esakia spaces.

Definition 2.5. An Esakia space is a tuple ¥ = (X, <, ©) such that (X, @) is a Stone space,
< is a partial order on X, and

1. tx:={y € X :x <y}isclosed for every x € X;
2. lU:=={xeX:txnU+ @} € Clop(%) for every U € Clop(%).

We let Esa denote the class of all Esakia spaces. If X is an Esakia space, a <-closed subset
of X is called an upset. We let ClopUp(X) denote the set of clopen upsets in X. If X, Q) are
Esakia spaces, amap f : ¥ — 9 is called a bounded morphism if for all x,y € X we have that
x < yimplies f(x) < f(y), and h(x) <y implies that there is z € X withx < zand h(z) = y.

The following result recalls some important properties of Esakia spaces, used throughout
the thesis. For proofs the reader may consult Esakia [2019, Lemma 3.1.5, Theorem 3.2.1].
We note that we require valuations on Esakia spaces to range over clopen upsets rather than
just clopen sets.

Proposition 2.6. Let X € Esa. Then for all x,y € X we have:

1. If x £ y then there is U € ClopUp(%X) such thatx € U and y ¢ U;
2. Forall U € Clop(U) and x € U, there is y € max_(U) such that x < y.

The following definition spells out how to interpret si-rule systems over Esakia spaces and
classes thereof.

Definition 2.7. Let ¥ be an Esakia space, V a valuation on ¥ and x € X. The satisfaction
relation of the model (%, V,x) is defined recursively as follows:

X, V.xE L1 never,

X,V.xET always;

T V,xEp = xe Vip);

LV.XEQe Ay = X,V,xFEepand X,V,x F y;

TV xXEeVy = LV, xEgporX,V,xEy;

TV xEp -y <= forallye 1x,if X,V xE o then X,V,x F v;

Heyting algebras and Esakia spaces are intimately related by an order-topological duality,
established by Esakia [1974].

Theorem 2.8 (Esakia duality). The category of Heyting algebras with homomorphisms is
dually equivalent to the category of Esakia spaces with continuous bounded morphisms.
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Proof sketch. The reader may consult Esakia [2019, §3.4] for a modern detailed proof of this
result. For objects, the duality works as follows. Given a Heyting algebra $ € HA, we
construct its dual Esakia space

9, = (Spec(9),0,%),
where @ is the Stone topology (as defined in § 1.2.3) and for every x,y € Spec(9)
x<y & xCy.
Conversely, given an Esakia space ¥ € Esa its dual Heyting algebra is
x¥* = (ClopUp(%),n,U, >, X, D),
where for all U,V € ClopUp(%) we have
U—.V:i=-L({U\V).

Then one can prove that for every € HA we have $ = $_*, and moreover that for every
¥ € Esawe have ¥ = ¥*,. As for morphisms, we have that 4 : § — & is a homomorphism
iff =1 : R, - 9, is a continuous bounded morphism, and likewise f : ¥ — Q) is a continuous
bounded morphism iff f~! : 9* — ¥* is a homomorphism. [l

§2.1.2 Modal Deductive Systems, Modal Algebras, and Modal Spaces
We shall now work in the modal signature,
md = {A,Vv,-, 0, L, T}
The set Frm,,; of modal formulae is defined recursively as follows.
g =plLITlpA@leVvelag|Ue.

As usual we abbreviate Q¢ := —[J-¢. Further, welet 9 = y := mp Vy and ¢ & y :=
(p = y) Ay = 9).

Definition 2.9. A normal modal logic, henceforth simply modal logic, is alogic M over Frm,,,;
satisfying the following conditions:

1. CPC € M, where CPC is the classical propositional calculus;
2. (g »yw) » (Ue »Oy) el
3. ¢ » v, € Mimplies y € M (MP);
4. ¢ € Mimplies Lp € M (NEC).
We denote the least modal logic by K. A normal modal rule system, henceforth simply modal

rule system, is a rule system M over Frm,, , satisfying the following additional requirements:
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1. /@ € M whenever ¢ € K;
2. 9 =y, ¢/y € M(MP-R);
3. ¢/Ugp € M(NEC-R).

If M is a modal logic let NExt(M) be the set of modal logics extending M, and similarly for
modal rule systems. Obviously, the set of modal logics coincides with NExt(K). It is well
known that NExt(K) forms a lattice under the operations @ngx¢ k) as join and intersection as
meet. Clearly, for each M € NExt(K) there is always a least modal rule system Ky containing
/@ for each ¢ € M. Therefore, Ky is the least modal rule system. The set NExt(Ky) is also
a lattice when endowed with @ngxe(x,) as join and intersection as meet. With slight abuse
of notation, we refer to these lattices as we refer to their underlying sets, i.e. NExt(K) and
NExt(Kg) respectively. Additionally, we make use of systematic ambiguity and write both
ONExt(x) aNd SNExt(x,) SIMply as @, leaving context to clarify which operation is meant.
We have a modal counterpart of Proposition 2.2.

Proposition 2.10. The mappings (:); and Taut(:) are mutually inverse complete lattice iso-
morphisms between NExt(K) and the sublattice of NExt(Ky) consisting of all si-rule systems
M such that Taut(M)g = M.

Algebraically, modal logics and modal rule systems are interpreted on modal algebras.

Definition 2.11. A modal algebrais atuple A = (A, A, v, -, 1,0, 1) such that (A, A, v, —,0, 1)
is a Boolean algebra and the following equations hold:

Ol =1 2.1)
O(a A b) =0a A Db (2.2)

We let MA denote the class of all modal algebras. By Theorem 1.10, MA is a variety. We let
Var(MA) and Uni(MA) be the lattice of subvarieties and the lattice of universal subclasses
of MA respectively. We have the following analogue of Theorem 2.4.

Theorem 2.12. The following maps are pairs of mutually inverse dual isomorphisms:

1. Alg : NExt(K) - Var(MA) and Th : Var(MA) —» NExt(X);
2. Alg : NExt(Kz) - Uni(MA) and ThR : Uni(MA) —» NExt(Ky).

Item 2 is proved in Chagrov and Zakharyaschev [1997, Theorem 7.56], whereas Item 2 follows
from Bezhanishvili and Ghilardi [2014, Theorem 2.5].

Modal rule systems may also be given geometrical semantics. The central notion here is
that of a modal space.

Definition 2.13. A modal space is a tuple X = (X, R, ©), such that (X, @) is a Stone space,
R € X x X is a binary relation, and

1. R[x] :={y € X : Rxy} is closed for every x € X;
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2. RN U):={xeX:R[x]nU # @} € Clop(¥) for every U € Clop(¥).

We let Mod denote the class of all modal spaces. If ¥, Q) are modal spaces,amapf : ¥ » Qis
called a bounded morphism when for all x,y € X, if Rxy then Rf (x)f (y), and Rf (x)y implies
that there is z € X with Rxz and f(z) = y.

The following definition spells out how to interpret modal formulae over modal spaces
and classes thereof.

Definition 2.14. Let ¥ be an modal space, V a valuation on ¥ and x € X. The satisfaction
relation of the model (%, V,x) is defined recursively as follows:

X, V,xE L never;

X, V.xET always;

X, V.xEp &= x e Vip);

XV, xE g = X, V,x E oo

LV xXE@e Ay = X,VxEgpand X,V x E y;
X, V.xE @ Vy; = Yt V,xEgporX,V.xEy;
X,V,x EUeg :<= X,V,yE ¢ forally € R[x].

Thus, clearly,
X,VxEQp: < X,V,yE ¢ forsomey € R[x].

Stone duality between Boolean algebras and Stone spaces generalises smoothly to a topo-
logical duality relating modal algebras to modal spaces.

Theorem 2.15 (Modal duality). The category of modal algebras with homomorphisms is
dually equivalent to the category of modal spaces with continuous bounded morphisms.

Proof sketch. A detailed proof can be found in Sambin and Vaccaro [1988, §3, §4]. For ob-
jects, the duality works as follows. Given a modal algebra & € MA, we construct its dual
modal space

A = (Spec(A), O, Rp),
where @ is the Stone topology (as defined in § 1.2.3) and for every x,y € Spec()

Roxy & foralla e A:Ua € x implies a € y.
Conversely, given a modal space X € Mod its dual modal algebra is
x¥* = (Clop(%),n,u,0g, X, )
where for all U € Clop(X) we have
OgpU :={x € X : R[x] C U}.

Then one can prove that for every modal algebra $ we have 2 = 2, *, and that for every modal
space X we have ¥ = X* , As for morphisms, we have that 4 : 2 - B is a homomorphism
iff =1+ B, - A, is a continuous bounded morphism, and that f : ¥ — Q) is a continuous
bounded morphism iff f~! : 9* - ¥* is a homomorphism. [l
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In this thesis we are mostly concerned with modal algebras and modal spaces validating
one of the following modal logics.

K4 :=Ke Lp - Ulp

S4:=Kdedllp->p
We let K4 := Alg(K4) and S4 := Alg(S4). We call algebras in K4 transitive algebras, and
algebras in S4 closure algebras. It is obvious that for every A € MA, A € K4 iff U0a < Oa
foreverya € A, and 2 € S4iff A € K4 and additionally Ua < a forevery a € A. Moreover, it
is easy to see that a modal space validates K4 iff it has a transitive relation, and that it validates
S4 iff it has a reflexive and transitive relation (see Chagrov and Zakharyaschev 1997, §3.8).

Let X € Spa(K4). A subset C C X is called a cluster if it is an equivalence class under

the relation ~ defined by x ~ y iff both Rxy and Ryx. A cluster is called improper if it is a

singleton, proper otherwise.
We recall some basic properties of K4- and S4-spaces.

Proposition 2.16. Let X € Spa(S4) and U € Clop(%). Then the following conditions hold:
1. The set gmaxp(U) is closed;
2. If x € U then there is y € gmaxg (U) such that Rxy.

Moreover, let X € Spa(K4) and U € Clop(%). Then the following conditions hold:
3. The structure (X, R*, ©) is a S4-space, where for all x,y € X we have R*xy iff Rxy or

xX=y;
4. The set gmaxg(U) is closed;
5. If x € U then there is y € gmaxg (U) such that Rxy.

Proof. Properties 1, 2 are proved in Esakia [2019, Theorems 3.2.1, 3.2.3]. Property 3 is
obvious, and properties 4, 5 are immediate consequences of 1, 2, and 3. O]

Among extensions of S4, the modal logic Grz plays a particularly central role in this thesis.
Grz: =Ko U(p-0Up) »p) >p
=840 U0p->0Up)=>p) -p

We let Grz := Alg(Grz). Itis not difficult to see that Grz coincides with the class of all closure
algebras 2 such that for every a € A we have

O (a->0a) - a) <a

or equivalently,
a<<lan-=0Can—a)).

A poset (X, R) is called Noetherian if it contains no infinite R-ascending chain of pairwise
distinct points. It is well known that Grz is complete with respect to the class of Noetherian
partially ordered Kripke frames [Chagrov and Zakharyaschev, 1997, Corollary 5.52]. How-
ever, in general Grz-spaces may fail to be partially ordered, as is well known.
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Example 2.17. Consider the modal space ¥, where
e X=Nu {(1)0,(1)1};
* R={(nm) e NxN:m<n}uU{(w;,x) eXxX:ie{0,1} and x € X};

» (O is given by the basis consisting of all U C X such that either U is a finite subset of
N, or U = V U {wq, w;} with V a cofinite subset of N, or U is one of the following
sets:

{ne N :niseven} U{wy} {(ne N :nisodd} U{w;}.

0

It is easy to verify that for all U € Clop(%), if x € U then there is y € maxp(U) such that Rxy.
Solet U € Clop(¥) and suppose x € U. By the fact just observed there is y € maxg(U) such
that Rxy. Now observe that y € maxgz(U) implies that there is no z € X \ U with Ryz and
R[z]nU # @. Thisshowsy € UNR™'(R"1(U)\U), whencex € R-V (U\R"V/(R"1(U)\U)).
Therefore X is a Grz-space. But X contains a proper cluster, hence it is not partially ordered.

Still, clusters cannot occur just anywhere in a Grz-space, as the following result clarifies.
Proposition 2.18. For every Grz-space ¥ and U € Clop(%), the following hold:

1. gmaxgx(U) C maxg(U);

2. The set maxg (U) is closed;

3. Forevery x € U thereis y € pasg(U) such that Rxy;

4. maxg(U) C pasp(U).
Additionally, an S4-space ¥ is a Grz-space if Item 3 holds for every U € Clop(%).

Proof. Item 1 is proved in Esakia [2019, Theorem 3.5.6]. Item 2 follows from Item | and
Proposition 2.16. Item 3 is immediate from the Grz-axiom. Item 4 then follows from Propo-
sition 2.16, Item 1, and Item 3. The last part of the Proposition is proved in Esakia [2019,
Lemma 3.5.11]. O

Let us say that U C X cuts acluster C C X ifboth UnC # Q@ and U \ C # @. As an
immediate consequence of Item 4 in Proposition 2.18 we obtain that for any U € Clop(%),
neither maxg (U) nor pasg (U) cut any clusters in X.
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§2.2 Stable Canonical Rules for Superintuitionistic and Modal Rule Systems

In both the si and the modal cases, the filtration technique can be used to construct finite
countermodels to a non-valid rule I'/A. Roughly, this construction consists of expanding
finitely generated subreducts in a locally finite signature of arbitrary counter-models of I'/A,
in such a way that the new operation added to the subreduct agrees with the original one
on selected elements. Si and modal stable canonical rules are essentially syntactic devices
for encoding finite filtrations. The present section briefly reviews this method in both the
si and modal case. We point the reader to Bezhanishvili et al. [2016a,b]; Bezhanishvili and
Bezhanishvili [2017] and Ilin [2018, Ch. 5] for more in-depth discussion.

§2.2.1 Supertintuitionistic Case

We begin by defining si stable canonical rules.

Definition 2.19. Let € HA be finite and D € A x A. For every a € H introduce a
fresh propositional variable p,. The si stable canonical rule of (9, D), is defined as the rule
n(H,D) =T /A, where

I'={pg < 0} u{p; < 1}u
{Panb © Pa NPy :a,b € HYU{p,yp © pyVpp:abeHIU
{Pasp < Pa = Pp ¢ (a,b) € D}

A ={p, < pp : a,b € H with a # b}.

We write si stable canonical rules of the form 7 (9, @) simply as 7 ($), and call them stable
rules.
If 5,% € HA,letuscallamap i : § — K stable if h is a bounded lattice homomorphism,
i.e. if it preserves 0, 1, A, and v. If D C H x H, we say that h satisfies the bounded domain
condition (BDC) for D if
h(a - b) = h(a) - h(b)

for every (a,b) € D. It is not difficult to check that every stable map # :  — K satisfies
h(a - b) < h(a) - h(b) for every (a,b) € H.

Remark 2.20. The BDC was originally called closed domain condition in, e.g., Bezhanishvili
et al. [2016a]; Bezhanishvili and Bezhanishvili [2017], following Zakharyaschev’s terminol-
ogy for a similar notion in the theory of his canonical formulae. The name stable domain
condition was later used in Bezhanishvili and Bezhanishvili [2020] to stress the difference
with Zakharyaschev’s notion. However, this choice may create confusion between the BDC
and the property of being a stable map. The terminology used in this thesis is meant to avoid
this, while concurrently highlighting the similarity between the geometric version of the BDC,
to be presented in a few paragraphs, and the definition of a bounded morphism.

The next two results characterise refutation conditions for si stable canonical rules. For
detailed proofs the reader may consult Bezhanishvili et al. [2016b, Proposition 3.2].
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Proposition 2.21. For every finite © € HAand D C H x H, we have $ § n(9,D).
Proof sketch. Use the valuation V(p,) = a. Il

Proposition 2.22. For every $, & € HA with $ finite, and every D C H x H, we have
K E n(H, D) iff there is a stable embedding 4 : § — K satisfying the BDC for D.

Proof sketch. (=) Assume & K n(9,D), and take a valuation V on K such that &,V }
n(H,D). Define amap h : & — K by setting h(a) = V(p,). Then h is the desired stable
embedding satisfying the BDC for D.

(<) Assume we have a stable embedding 2 :  — K satisfying the BDC for D. By
the proof of Proposition 2.21 we know that the valuation V with V(p,) = a witnesses  }£
n(9,D). Soput V(p,) = h(a). [

Si stable canonical rules also have uniform refutation conditions on Esakia spaces. If
X, Q) are Esakia spaces, amap f : ¥ — Q) is called stable if x < y implies f(x) < f(y), for all
x,y € X. If b C Y we say that f satisfies the BDC for b if for all x € X,

@) Nd#D=flrxlnd # Q.

If © € 9(Y) then we say that f satisfies the BDC for ® if it does foreach > € ©. If His a
finite Heyting algebra and D C H, for every (a,b) € D setd, ;) := B(a) \ B(b). Finally, put

D := {b(a,b) : (a,b) (S D}

The following result follows straightforwardly from Bezhanishvili and Bezhanishvili [2017,
Lemma 4.3].

Proposition 2.23. For every Esakia space ¥ and any si stable canonical rule (9, D), we have
X F (9, D) iff there is a continuous stable surjection f : ¥ —» $, satisfying the BDC for the
family © := {d, ;) : (a,b) € D}.

In view of Proposition 2.23, when working with Esakia spaces we shall often write a si stable
canonical rule ($,D) as n(H,, D).

Stable maps and the BDC are closely related to the filtration construction. We recall its
definition in an algebraic setting, and state the fundamental theorem underwriting most of its
applications.

Definition 2.24. Let $ be a Heyting algebra, V a valuation on 2/, and © a finite, subformula
closed set of formulae. A (finite) model (K, V') is called a (finite) filtration of (9, V) through
O if the following hold:

1. & = (K, ), where K is the bounded sublattice of $ generated by V[O];
2. V(p) = V'(p) for every propositional variable p € ©;
3. The inclusion C: $ — K is a stable embedding satisfying the BDC for the set

{(V(9),V(y)): ¢ >y € O}
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Theorem 2.25 (Filtration theorem for Heyting algebras). Let $ € HA be a Heyting algebra, V
a valuation on 9, and © a a finite, subformula closed set of formulae. If (, V’) is a filtration
of (9, V) through ® then for every ¢ € ® we have

Vip) =V'(9).
Consequently, for every rule I'/A such that ¥, 5 € ® foreach y € I' and § € A we have
H,VET/A &= K,V ET/A.

A proof of the filtration theorem above follows from, e.g., the proof of Bezhanishvili and
Bezhanishvili [2017, Lemma 3.6].

The next result establishes that every si rule is equivalent to finitely many si stable canon-
ical rules. This lemma was proved in Bezhanishvili et al. [2016b, Proposition 3.3], but we
rehearse the proof here to illustrate the exact role of filtration in the machinery of stable canon-
ical rules.

Lemma 2.26. For every si rule I'/A there is a finite set Z of si stable canonical rules such
that for any & € HA we have & ¥ I'/A iff there is n($, D) € E such that K F (9, D).

Proof. Since bounded distributive lattices are locally finite there are, up to isomorphism, only
finitely many pairs (9, D) such that

* 9 is at most k-generated as a bounded distributive lattice, where k = |Sfor(I'/A)|;

e D= {(V(p),V(y)) : ¢ - w € Sfor(I'/A)}, where V is a valuation on $ refuting
I'/A.

Let = be the set of all rules 5 (9, D) for all such pairs (9, D), identified up to isomorphism.
(=) Assume K& }£ I'/A and take a Value_ltion V on K refuting I'/A. Consider the bounded

distributive sublattice § of & generated by V[Sfor(I'/A)]. Since bounded distributive lattices
are locally finite, J is finite. Define a binary operation + on by setting, for all a, b € J,

a«»b:=\/{ceJ:a/\ch}.

Clearly, 3" := (3, w) is a Heyting algebra. Define a valuation V’ on §” with V' (p) = V(p)
if p € ®, V/(p) arbitrary otherwise. Since 3’ is a sublattice of &, the inclusion C is a stable
embedding. Now let ¢ — y € ©. Then V' (¢) — V’(w) € J. From the fact that C is a stable
embedding it follows that V' (¢) ~ V' (w) < V'(¢) = V’(y). Conversely, by the properties
of Heyting algebras we know that V' (@) — V/(y) A V(@) < V(). But since V' (¢) -
V' (y) € J, by the definition of » it follows that V' (¢) = V' (y) < V'(¢) » V'(y). Thus
V'(p) » V' (y) = V'(p) - V'(y) as desired. We have shown that the model (3, V’) is a
filtration of the model (&, V) through Sfor(I'/A), which implies 3", V" ¥ T'/A.

(<) Assume that there is n($,D) € Z such that & £ n(H,D). Let V be the valuation
associated with D in the sense spelled out above. Then ,V }£ I'/A. Moreover (H,V) is a
filtration of the model (K, V), so by the filtration theorem it follows that &, V £ T'/A. O
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As an immediate consequence we obtain a uniform axiomatisation of all si-rule systems
by means of si stable canonical rules.

Theorem 2.27 (Bezhanishvili et al. 2016b, Proposition 3.4). Any si-rule system L € Ext(IPCy)
is axiomatisable over IPCy by some set of si stable canonical rules.

Proof. LetL € Ext(IPCy), and take a set of rules = such that L. = IPC; @ =. By Lemma 2.26,
for every I'/A € E there is a finite set [T, 5 of si stable canonical rules whose conjunction
is equivalent to I'/A. But then L = IPCy & Up rez Ir/a- O

§2.2.2 Modal Case
‘We now turn to modal stable canonical rules.

Definition 2.28. Let oA € MA be finite and D C A. For every a € A introduce a fresh
propositional variable p,. The modal stable canonical rule of (2, D) is defined as the rule
w(A,D) =T /A, where

I'={p_, < p,:a€A}U

{pa/\b Hpa/\pb:a’bEA}U{pavb <_)pavpb:a’bEA}U
{pDa%Dpa:aEA}U{Dpa_)pDa:aED}
A={p,:acA\ 1}

As in the si case, a modal stable canonical rule of the form (2, @) is written simply as pu ()
and called a stable rule.

If A, B € MA are modal algebras, let us call a map h : A — B stable if for everya € A
we have h(Ua) < Uh(a). If D C A, we say that h satisfies the bounded domain condition
(BDC) for D if h(Ua) = Uh(a) for every a € D.

The following two propositions are modal counterparts to Propositions 2.21 and 2.22.
Their proofs are similar to the latter’s, and can be found in Bezhanishvili et al. [2016a, Lemma
5.3, Theorem 5.4].

Proposition 2.29. For every finite & € MA and D C A, we have 2 £ p (2, D).

Proposition 2.30. For every 2,83 € MA with 2 finite, and every D C A, we have & }
1 (A, D) iff there is a stable embedding 4 : 2 — B satisfying the BDC for D.

Refutation conditions for modal stable canonical rules on modal spaces are obtained in
analogous fashion to the si case. If X, 9 are modal spaces, amap f : ¥ — Q is called stable if
for all x,y € X, we have that Rxy implies Rf (x)f (v). If d C Y we say that f satisfies the BDC
for b if for all x € X,

R[f(x)Ind# @ = f[R[x]]nd # O.

If© C 9(Y) then we say that f satisfies the BDC for ® if it does for each d € ©. If U is a finite
modal algebra and D C H, for every a € D set d, := —f(a). Finally, put ®© := {d, : a € D}.
The following result is proved in Bezhanishvili et al. 2016a, Theorem 3.6.
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Proposition 2.31. For every modal space ¥ and any modal stable canonical rule u (2, D),
X ¥ u (A, D) iff there is a continuous stable surjection f : ¥ — 2, satisfying the BDC for 9®.

In view of Proposition 2.3 1, when working with modal spaces we may write a modal stable
canonical rule u (2, D) as u(%,, D).
As in the si case, stable maps and the BDC are closely related to the filtration technique.

Definition 2.32. Let A be a modal algebra, V a valuation on 2, and ® a finite, subformula
closed set of formulae. A (finite) model (B, V’) is called a (finite) filtration of (2, V) through
O if the following conditions hold:

1. B = (¥’,0), where ¥’ is the Boolean subalgebra of QU generated by V[0];

2. V(p) = V' (p) for every propositional variable p € O;
3. The inclusion C: B — A is a stable embedding satisfying the BDC for the set

{V(p) : Op € O}

The following result is proved, e.g., in Bezhanishvili et al. [2016a, Lemma 4.4].

Theorem 2.33 (Filtration theorem for modal algebras). Let A € MA be a modal algebra, V
a valuation on 2, and ©® a finite, subformula closed set of formulae. If (¥’, V') is a filtration
of (A, V) through O then for every ¢ € ® we have

Vip) =V'(9).
Consequently, for every rule I'/A such that y,5 € ® foreach y € I" and § € A we have
ALVET/A & B,V ET/A.

Unlike the si case, filtrations of a given model through a given set of formulae are not
necessarily unique when they exist. Depending on which construction is preferred, different
properties of the original model may or may not be preserved. In this chapter we mainly deal
with closure algebras, whence we are particularly interested in filtrations preserving reflex-
ivity and transitivity. It is very easy to see that any filtration preserves reflexivity. Whilst,
in general, the filtration of a transitive model may fail to be transitive, transitive filtrations
of transitive models can be constructed in multiple ways. Here we restrict attention to one
particular construction.

Definition 2.34. Let 2 € S4, V a valuation on 2/ and ® a finite, subformula closed set of
formula. The (least) transitive filtration of (2, V) is a pair (¥, V) with ¥’ = (3, B), where
® and V' are as per Definition 2.32, and for all b € B we have

W) := \/{Ua : Oa < Ob and a,0a € B}
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It is easy to see that transitive filtrations of transitive models are indeed based on closure
algebras (cf. e.g. Bezhanishvili et al. 2016a, Lemma 6.2).

Transitive filtrations provide the necessary countermodels to rewrite modal rules into (con-
junctions of) modal stable canonical rules. The following lemma, which is a modal counter-
part to Lemma 2.26, explains how.

Lemma 2.35 (Bezhanishvili et al. 2016a, Theorem 5.5). For every modal rule I'/A there is
a finite set = of modal stable canonical rules of the form p(2f, D) with 2 € S4, such that for
any B € S4 we have that B F£ T'/A iff there is u(2,D) € E such that & § u (A, D).

Proof. Since Boolean algebras are locally finite there are, up to isomorphism, only finitely
many pairs (2, D) such that

» 9l is at most k-generated as a Boolean algebra, where k = |Sfor(I'/A)|[;
e« D= {V(p):Oep € Sfor(I'/A)}, where V is a valuation on $ refuting I'/A.

Let = be the set of all rules p(2f, D) for all such pairs (2, D), identified up to isomorphism.
Then we reason as in the proof of Lemma 2.26, using the well-known fact that every model
(¥B,V) with B € S4 has a transitive filtration through Sfor(I'/A) to establish the (=) direc-
tion. ]

Exactly mirroring the si case we apply Lemma 2.35 to obtain the following uniform axioma-
tisation of modal rule systems extending S4p.

Theorem 2.36. Every modal rule system M € NExt(S4;) is axiomatisable over S4; by some
set of modal stable canonical rules of the form u (2!, D), for 2 € S4.

§2.3 Modal Companions of Superintuitionistic Deductive Systems via Stable Canoni-
cal Rules

We now turn to the main topic of this section. § 2.3.1 reviews the basic ingredients of the
theory of modal companions.

§2.3.1 Semantic and Syntactic Mappings

This section reviews semantic transformations between Heyting and closure algebras and the
Godel translation. The results in this section are widely known, and most are collected, e.g.,
in Esakia [2019, Ch. 3]. Nonetheless, we prefer to include full proofs to help the reader
appreciate the details of the constructions under discussion, which should be useful for parsing
the new proofs in the subsequent sections of this chapter.

From Heyting to closure algebras and back The first step for turning a given Heyting
algebra into a corresponding closure algebra is by constructing its free Boolean extension.
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Definition 2.37. Let  be a Heyting algebra. The free Boolean extension of  is the unique
(up to isomorphism) Boolean algebra & such that for every Boolean algebra € and bounded
lattice homomorphism 4 : $ — ¢ there exists a unique Boolean homomorphismf : ¥ - ¢
extending h.

Proposition 2.38. Every Heyting algebra $ has a unique free Boolean extension.

Proof. We use Esakia duality. Let ¥ € HA and let ¥ = $,.. For convenience, identify $ with
X*. Set B(H) = Clop(%). We claim that the algebra

B(9) = (B(H),n,u, -, 0,X)

is the unique free Boolean extension of $. To see this, let € be some Boolean algebra and
h: 9 — € abounded lattice homomorphism. Extend 4 to amap i : Clop($) — € recursively.
Seti(U) := h(U) if U € ClopUp(%X). Assume that i(U),i(V) have been defined and set

I(X\U):=-i(U)
(UNV):=iU) ANi(V)
(UuV):=i(U)vi(V).

By Esakia duality, every U € Clop(%) is of the form
U=J(B@a)n-npBla)n=Bb)n-n=pby))

i<n
with aq, ... ,akl_,bl, ’bhi € H. This shows that i is a well-defined map. Now, i is clearly a
Boolean homomorphism, and uniqueness is ensured by the construction. [

The construction turning a Heyting algebra into a corresponding closure algebra is completed
by augmenting free Boolean extensions of Heyting algebras with a modal operator, as follows.

Definition 2.39. The mapping ¢ : HA — 5S4 assigns every $ € HA to the algebra ¢ H :=
(B(H), ), where B(9) is the free Boolean extension of $ and

Oa:=\/{beH:b<al.

Routine reasoning shows that ¢ is well-defined, that is, for every € HA we have that ¢ 9 is
indeed a closure algebra.

The next result describes an important normal form property of free Boolean extensions,
which we shall appeal to later on.

Proposition 2.40. Let B($) be the free Boolean extension of some Heyting algebra $. Then
every element a € B(H) may be written as

/\ (ﬁai \ bi)

i<n

for finitely many {a;,b; : i < n} C H.
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Proof. As noted earlier, by Esakia duality for every a € B(H) we may write —a as

—a=\/(aj A Nag, A=by A A=by )

i<n
= \/ (al AN Nag N —|(b] V-V bh))
i<n ' '
with al,...,aki,bl,...,bhi € H. Then we let a; = ap N - A aki and bi = bl \VAREEIAV bhi'
Therefore,
a:ﬂ\/(ai/\ﬂbi)
i<n
= /\ (—|a,- Vv bl) .
i<n

O

Conversely, we also have a method for turning arbitrary closure algebras into correspond-
ing Heyting algebras.

Definition 2.41. The mapping p : S4 — HA assigns every A € S4 to the algebra p :=
(O(A), A, V, =), where

OA) :={aeA:0a=a)}
a—-b:=U(-avVb).

Proposition 2.42. For every A € S4, p?l is a Heyting algebra.

Proof. 1t is not difficult to see that if a,b € O(A) thena v b = (a v b) € O(A) and
aNb=0U(anb) € OA). Moreover, 1 = [l and 0 = [JO, hence 1,0 € O(A). Thus p2
is a bounded sublattice of 2, hence distributive. To see that — is a Heyting implication, first
observe that for a,b,c € O(A) we have that ¢ < (—a Vv b) iff ¢ < =a Vv b, and the latter
holds iff ¢ A a < b because the formula —x v y defines a Heyting implication in every Boolean
algebra. [

We now give a dual description of the maps o, p on modal and Esakia spaces.

Definition 2.43. If ¥ = (X, <, @) is an Esakia space we set ¢ X := (X,R, @) with R :=<.
Let 9 := (Y,R, ©) be an S4-space. For x,y € Y write x ~ y iff Rxy and Ryx. Define a map
p:Y - Q) bysetting p(x) ={y €Y :x ~y}. Wedefine pQ := (p[Y],<, p[O]) where
p(x) < p(y) iff Rxy.

Note that o here is effectively the identity map, though we find useful to distinguish an Esakia
space X from ¢ X notationally in order to signal whether we are treating the space as a model
for si or modal deductive systems. On the other hand, the map p affects a modal space Q) by
collapsing its R-clusters and endowing the result with the quotient topology. We shall refer to
p9 as the Esakia skeleton of 9, and to o pQ) as the modal skeleton of Q). It is easy to see that
the map p : 9 — p9 is a surjective bounded morphism which moreover reflects <.

The following result shows that the algebraic and topological versions of the maps o, p
are indeed dual to each other.
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Proposition 2.44. The following hold.

1. Let & € HA. Then (¢9), = o(9,). Consequently, if X is an Esakia space then
(cX)*=0(X)".

2. Let X be an S4 modal space. Then (pX)* = p(X*). Consequently, if A € S4, then
(p), = p(A,).

Proof. (1) Let & € HA. By Proposition 2.38 ¢  is isomorphic to Clop(¥), where X := 9,.
Then it suffices to show that (¢9), and o (%) have the same relations. Assume x < y and
suppose x € [LIxU for arbitrary U € Clop(%). Since

OgrU = [ J{V € ClopUp(¥) : V C U}

it follows that x € V for some V € ClopUp(¥) with V C U. This means f~!(V) € x, and
byx Cyinturn =1 (V) € y,i.e. y € V and so y € JxU. Conversely, assume that Rxy and
let U € ClopUp(¥). Then clearly LIgU = U. Therefore y ¢ U implies x ¢ LJpU = U. So
indeed x < y.

Now let X be an Esakia space. We have ¥ = X* , so by the first part we have o (X* )
o(X*)," = o(X"), and we are done.

(2) Let ¥ be an S4 modal space. We show that p~! : (pX)* = p(X*) is the desired
isomorphism. Recall that for V € Clop(X) we have that V is an upset iff V = V. Using
that p : X - p[X] is a bounded morphism and that V € Clop(X) implies p[V] € Clop(p¥)
whenever V does not cut clusters, it follows that the range of p~! is ClopUp(¥). Injectivity
is obvious. The fact that p~! is a bounded lattice isomorphism follows from the fact that no
element p~! (U) cuts any cluster. For the same reason we have p~!(-U) = —p~!1(U) and
p~'WU) = Lp~(U) for any U € Clop(p¥). Therefore p~1 (=L (U - V)) = —Lp~ 1 (U) -
p‘1 (V), hence indeed p‘1 is a Heyting isomorphism. Thus we have shown (pX)* = p(%X*)
as desired.

For the second part, let & € S4. Then A = A, *, so using the first part p(2A), =
p(A, ), = (pA)* . = (p,), and we are done. O

*®

The dual description of p, o makes the following result evident.

Proposition 2.45. For every § € HA we have $ = po$. Moreover, for every A € S4 we
have o p2 » 2.

Furthermore, we obtain a more accurate approximation of the range of the map o.
Proposition 2.46. For every € HA, ¢ 9 is a Grz-algebra.

Proof. By Proposition 2.44 (¢9), = o(9,) has the same topology as H,. The latter is
an Esakia space, therefore by Proposition 2.6, for every U € Clop(¥) and x € U there is
y € max-(U) such that x <y. By Proposition 2.18 it follows that o ($,) is a Grz space, and
so by duality 6 € Grz. ]

30



§2.3 Modal Companions of Superintuitionistic Deductive Systems via Stable Canonical Rules

The Godel Translation The close connection between Heyting and closure algebras just
outlined manifests syntactically as the existence of a well-behaved translation of si formulae
into modal ones, called the Godel translation, after Godel [1933].

Definition 2.47 (Godel translation). The Godel translation is a mapping T : Frmy; — Frm,,,
defined recursively as follows.

T(L):=1
T(T):=T
T(p):=Up

T(pnw):=T(p) ANT(y)
T(pvy):=T(p)VvT(y)
T(p - y):=UT(p)vT(y))

We extend the Godel translation from formulae to rules by setting
T(I'/A) :=T[T']/T[A].

We close this subsection by proving the following key lemma, first proved in Jerdbek
[2009], which states that the Godel translation preserves and reflects rule validity between
modal algebras and their skeletons.

Lemma 2.48 (Jerabek 2009, Lemma 3.13). For every 2 € S4 and si rule I'/A,
AET(T/A) < pAET/A

Proof. A simple induction on structure shows that for every si term ¢, every modal space %,
every valuation V on X and every point x € X we have

LV xET(p) & px,V,,p(x) E o,

where V,(p) = p[V(p)] for all p € Prop. Using this equivalence and noting that every
valuation V on some Esakia space pX can be seen as of the form V,’) for some valuation V’
on X, the rest of the proof is trivial. [

§2.3.2 Structure of Modal Companions

We now have all the material needed to develop the theory of modal companions via the
machinery of stable canonical rules.

Definition 2.49. Let L € Ext(IPCy) be a si-rule system and M € NExt(S4;) a modal rule
system. We say that M is a modal companion of L (or that L is the si fragment of M) whenever
I'’)A e Liff T('/A) € M. Moreover, let L € Ext(IPC) be a si-logic and M € NExt(S4)
a modal logic. We say that M is a modal companion of L (or that L is the si fragment of M)
whenever ¢ € Lift T(p) € M.
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Obviously, M € NExt(S4;) is a modal companion of L € Ext(IPCy) iff Taut(M) is a modal
companion of Taut(L), and M € NExt(S4) is a modal companion of L € Ext(IPC) iff My is a
modal companion of Lg.

Define the following three maps between the lattices Ext(IPCy) and NExt(S4g).

7 : Ext(IPCy) — NEXt(S4;) o : Ext(IPCy) — NExt(S4g)
LS4, {T(I'/A):T/A €L} L Grzg & TL

p : NExt(S4;) —» Ext(IPCy)
M {I'/A:T(I'/A) € M}

Similar mappings are readily defined for lattices of logics.

T : Ext(IPC) —» NExt(S4) o : Ext(IPC) — NExt(S4)
L Taut(tly) =S4 @ {T(p):p €l} L Taut(oly) =Grz@® {T(¢p): ¢ €L}

p : NExt(S4) —» Ext(IPC)
M Taut(pMg) = {@ : T(p) €M}

Furthermore, extend the mappings ¢ : HA — S4 and p : S4 - HA to universal classes by
setting

o : Uni(HA) - Uni(54) p + Ext(IPCy) — NExt(S4g)
% = Uni{cH : H € %) W - {pA:A e W)

Finally, introduce a semantic counterpart of T as follows.

7 : Uni(HA) — Uni(54)
WU — (A €S4: pA € W)

The goal of this subsection is to establish the following two classic results in the theory
of modal companions. Firstly, that for every si-deductive system L, the modal companions
of L are exactly the elements of the interval ,0‘1 (L) (Theorem 2.54). Secondly, and relatedly,
that the syntactic mappings o, p are mutually inverse isomorphism (Theorem 2.55). This last
result (restricted to logics) is widely known as the Blok-Esakia theorem.

The main problem one needs to deal with in order to prove the results just mentioned
consists in showing that the mapping o : Ext(IPC;) — NEXt(Grzy) is surjective. We
solve this problem by first applying stable canonical rules to show that the semantic map-
ping o : Uni(HA) — Uni(Grz) is surjective, and subsequently establishing that the syntactic
and semantic versions of ¢ capture essentially the same transformation. Our key tool is the
following technical lemma.
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Lemma 2.50. Let A € Grz. Then for every modal rule I'/A, A E T/Aiff cpA E T/A.

Proof. (=) This direction follows from the fact that o p > 2 (Proposition 2.45).

(<) We prove the dual statement that 2, £ I'/A implies o p2, £ T'/A. Let ¥ := 2. In
view of Theorem 2.36 it suffices to consider the case I'/A = u (B, D), for B € S4 finite. So
suppose X £ u(B,D) and let § := B,. Then there is a stable map f : ¥ — § satisfying the
BDC for ®© := {d, : a € D}. We construct a stable map g : dp¥ — § which also satisfies
the BDC for ®©. By the refutation conditions for stable canonical rules, this would show that
opX £ u(B,D), hence would conclude the proof.

Let C C F be some cluster. Consider Z- := f~1(C). As f is continuous, Zc € Clop(%).
Moreover, since f is stable Z- does not cut any cluster. It follows that p[Z~] is clopenin g p ¥,
because o p ¥ has the quotient topology. Enumerate C := {xi,...,x,}. Then f~1(x;,) C Z. is
clopen. By Proposition 2.18 we find that M, := max(f~! (x;)) is closed. Furthermore, as ¥ is
a Grz space and every element of M, is passive in M;, by Proposition 2.18 again we have that
M; does not cut any cluster. Therefore p[M;] is closed, again because o p X has the quotient
topology. Clearly, p[M;] n p[M;] = @ for each i # j. We shall now find disjoint clopens
Ui,...,U, € Clop(opX) with p[M;] € U; and | J; U; = p[Zc]. Let k < n and assume
that U, has been defined for all i < k. If k = nput U,, = p[Zc] \ (U, U;) and we are
done. Otherwise set Vj, := p[Zc] \ (U, U;) and observe that it contains each p[M;] for
k <i < n. Apply Proposition 1.6, to find for each i with k < i < n some Uy, € Clop(opX)
with p[M ] C Uy, and p[M;] N Uy, = @. Then set Uy := (i i<, Uk, N Vi

Now define a map

gc:plZcl - C
Z'_).xl' = ZEUl'.

Note that g is relation preserving, evidently, and continuous by construction. Finally, define
g : opX — F by setting

f(2) if f(z) does not belong to any proper cluster
8(p(2)) :=

gc(p(z)) iff(z) € C for some proper cluster C C F.

Now, g is evidently relation preserving. Moreover, it is continuous because both f and each
gc are. Suppose Rg(p(x))y and y € b for some d € ©. By construction, f(x) belongs to
the same cluster as g(p(x)), so also Rf (x)y. Since f satisfies the BDC for ®, there must be
some z € X such that Rxz and f(z) € b. Sincef‘l(f(z)) € Clop(%), by Proposition 2.18
there is 77 € max(f~1(f(z))) with Rzz’. Then also Rxz’ and f(z’) € b. But from 7’ €
max(f~1(f (z)) it follows that f (') = g(p(z’)) by construction, so we have g(p(z’)) € b. As
clearly Rp(x) p(z’), this concludes the proof. [

Theorem 2.51. Every 26 € Uni(Grz) is generated by its skeletal elements, i.e., 2% = o p%.

Proof. By o p? > 2 (Proposition 2.45), surely g p% C 2. Conversely, suppose % £ T'/A.
Then there is A € 2 with A £ I'/A. By Lemma 2.50 it follows that o p £ T'/A. This
shows ThR(op%) C ThR(%), which is equivalent to 2 C o p%. Hence indeed 26 =
op. 0
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The restriction of Theorem 2.51 to varieties is perhaps best known as the main consequence of
the so-called Blok-lemma, proved in Blok [1976]. The unrestricted version is explicitly stated
and proved in Stronkowski [2018, Lemma 4.4], although it also follows from Jerabek [2009,
Theorem 5.5].

We now apply our results to show that the syntactic modal companion maps 7, p, o com-
mute with Alg(-).

Lemma 2.52 (Jerabek 2009, Theorem 5.9). For each L € Ext(IPCy) and M € NExt(S4y), the
following hold:

Alg(tL) = TAlg(L) (2.3)
Alg(oL) = oAlg(L) 2.4)
Alg(pM) = pAlg(M) (2.5)

Proof. (2.3) For every 2 € S4 we have o € Alg(7zL) iff A  T(I'/A) forall /A € L iff
pAET/Aforall T /A e Liff pA € Alg(L) iff A € TAlg(L).

(2.4) In view of Theorem 2.51 it suffices to show that Alg(oL) and o Alg(L) have the same
skeletal elements. Solet A = o pA € Grz. Assume A € gAlg(L). Since o Alg(L) is generated
by {¢B : B € Alg(L)} as a universal class, by Proposition 2.45 and Lemma 2.48 we have
A ET(I'/A) forevery I'/A € L. But then A € Alg(oL). Conversely, assume 2 € Alg(oL).
Then A £ T(I'/A) for every I'/A € L. By Lemma 2.48 this is equivalent to p2 € Alg(L),
therefore A = o p? € oAlg(L).

(2.5)Let & € HA. If $ € pAlg(M) then = p for some A € Alg(M). It follows that for
every sirule T(I'/A) € Mwe have A £ T(I'/A), and so by Lemma 2.48 in turn I'/A.
Therefore indeed € Alg(pM). Conversely, for all si rules I'/A, if pAlg(M)  I'/A then
by Lemma 2.48 Alg(M)  T(I'/A), hence I'/A € pM. Thus ThR(pAlg(M)) C pM, and so
Alg(pM) C pAlg(M). [

The result just proved leads straightforwardly to the following, purely semantic character-
isation of modal companions.

Lemma 2.53. M € NExt(S4;) is a modal companion of L € Ext(IPCy) iff Alg(L) = pAlg(M).

Proof. (=) Assume M is a modal companion of L. Then we have L = pM. By Lemma 2.52
Alg(L) = pAlg(M).

(&) Assume that Alg(L) = pAlg(M). Therefore, by Proposition 2.45, € Alg(L) implies
o $ € Alg(M). This implies that for every sirule '/A, T'/A e Lif T(I'/A) e M. ]

Having characterised the notion of a modal companion semantically, we may now employ
Lemma 2.50 to derive the heart of the theory of modal companions, summarised by the two
theorems below.

Theorem 2.54 (Jerabek 2009, Theorem 5.5, Zakharyashchev 1991, Theorem 3). The follow-
ing conditions hold:
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1. Forevery L € Ext(IPCy), the modal companions of L form an interval {M € NExt(S4g) :
TL <M< gL},

2. For every L € Ext(IPC), the modal companions of L form an interval {M € NExt(S4) :
TL <M< oL}

Proof. (1) In view of Lemma 2.52 it suffices to prove that M € NExt(S4y) is a modal com-
panion of L € Ext(IPCy) iff cAlg(L) C Alg(M) € TAlg(L).

(=) Assume M is a modal companion of L. Then by Lemma 2.53 we have Alg(L) =
pAlg(M), therefore it is clear that Alg(M) € TAlg(L). To see that cAlg(L) C Alg(M) it suffices
to show that every skeletal algebra in o Alg(L) belongs to Alg(M). Solet A = o pA € oAlg(L).
Then pQ € Alg(L) by Lemma 2.48, so there must be B € Alg(M) such that pB = pA. But
this implies 0 pB = op = A, and as universal classes are closed under subalgebras, by
Proposition 2.45 we conclude A € Alg(M).

(<) Assume oAlg(L) € Alg(M) € tAlg(L). It is an immediate consequence of Proposi-
tion 2.45 that poAlg(L) = Alg(L), which gives us pAlg(M) 2 Alg(L). But by construction
pAlg(M) = ptAlg(L), hence pAlg(M) C Alg(L). Therefore indeed pAlg(M) = Alg(L), so by
Lemma 2.53 we conclude that M is a modal companion of L.

(2) Immediate from Item 1. [

Theorem 2.55 (Blok Esakia theorem). The following conditions hold:

1. The mappings o : Ext(IPCy) - NExt(Grzy) and p : NExt(Grzy) — Ext(IPCy) are
complete lattice isomorphisms and mutual inverses.

2. The mappings ¢ : Ext(IPC) — NExt(Grz) and p : NExt(Grz) — Ext(IPC) are
complete lattice isomorphisms and mutual inverses.

Proof. (1) It is enough to show that the mappings ¢ : Uni(HA) — NExt(Grz) and p :
NExt(Grz) — Ext(HA) are complete lattice isomorphisms and mutual inverses. Both maps
are evidently order preserving, and preservation of infinite joins is an easy consequence of
Lemma 2.48. Let 26 € Uni(Grz). Then 2 = o p% by Theorem 2.51, so ¢ is surjective and a
left inverse of p. Now let 26 € Uni(HA). It is an immediate consequence of Proposition 2.45
that po? = 9. Hence p is surjective and a left inverse of o. Thus ¢ and p are mutual
inverses, and therefore must both be bijections.

(2) Immediate from Item | and Propositions 2.2 and 2.10. Il

§2.3.3 Axiomatisation of Modal Companions and Superintuitionistic Fragments via Stable
Canonical Rules

In this section we give alternative axiomatic characterisations of the mappings 7, o, p, by
describing how applying these mappings affects axiomatisations of rule systems in terms of
stable canonical rules. Unless otherwise stated, all results in this section are new.

Our first result concerns the maps 7, 0. Modal rule systems in the range of these maps
are axiomatised, over S4y and Grzy respectively, by Godel translations of si stable canonical
rules. Mirroring a similar result of Zakharyashchev [1991], the next lemma characterises such
rules as modal stable canonical rules of finite Grz-algebras.
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Lemma 2.56 (Rule translation lemma). For every si stable canonical rule n($, D~) and every
B € MA we have
BET(H.D?)) <= BE pu(aH, DY),

where DY := {—a Vv b : (a,b) € D}.

Proof. Let § := 9,. Then it is clear that ¢§ = §. By Proposition 2.44 and Lemma 2.48 it
suffices to prove that for all modal spaces ¥ we have

pPEEN(E, D) &= X F pu(s,9)

where ® = (b, : (@,b) € D7} = {d,:a € D"}.

(=) Assume ¥ F u(§,9). Then there is a stable map f : ¥ — § satisfying the BDC
for ©. Observe that since § is a poset, for all x,y € X we have that p(x) = p(y) implies
f(x) = f(y). Therefore the map

g:pxt->7F
p(x) » f(x)

is well defined. Evidently, g is relation preserving. To see that it is continuous, let U C F.
Now, f~1(U) is clopen since f is continuous, and because f is relation preserving £~ (U)
does not cut clusters. Therefore g‘1 (U) = p[f~1(U)] is clopen since pX has the quotient
topology. Let us check that g satisfies the BDC for ®©. To this end, let > € © and suppose
12(p(x))nd £ @ for p(x) € p[X]. Butthen R[f (x)]Nnd # @. Since f satisfies the BDC for ®,
there is y € X with Rxy and f (y) € d. Therefore p(x) < p(y), and surely g(p(y)) =f(y) € d.
Thus we have shown pX ¥ (5, D).

(&) Assume pX E 7(§, D). Then there is a stable map g : pX¥ — § satisfying the BDC
for ©. Define a map

f:x->F
x e g(p(x)).

Since g and p : ¥ — pZX are both continuous and relation-preserving, so is their composition
f. Let us check that f satisfies the BDC for ©. Let » € © and assume R[f (x)] n d # @. This
is to say Tg(p(x)) N d # @. Since g satisfies the BDC for ®, there must be some p(y) with
p(x) < p(y) and g(p(y)) € d. Since p is relation reflecting it follows that Rxy, and surely
f() =g(p(y)) € d. Thus we have shown ¥ §£ u(5, D). u
Theorem 2.57. Let L € Ext(IPCy) be such that

L =1IPCy & {n(A;,D;”) : i €I}

Then we have:

TL =84, @ {u(o;, DY) i € I} (2.6)
oL = Grzy ® {p(c;, DY) :i € I}. 2.7)
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Proof. By definition we have

TL=84g & {T(n(A;,D;)) : i €1}
oL =Grzg ® {T(n(A;,D;)) i €1}.

Applying the rule translation lemma to these axiomatisations yields the desired result. [

In particular we obtain that every rule system in NExt(Grzg) is axiomatisable by modal stable
canonical rules of finite Grz-algebras, since by the Blok Esakia theorem for rule systems ev-
ery such rule system is the strongest modal companion of some si-rule system. Equation (2.6)
of Theorem 2.57 may be compared to Bezhanishvili et al. [2016a, Corollary 5.3], which im-
plies that the weakest modal companion of any si logic axiomatisable by stable formulae is
axiomatisable by stable formulae of finite Grz-algebras.

We illustrate the axiomatisation procedure descibed in Theorem 2.57 with an example.
Consider the Godel-Dummett Logic LC, given by

LC:=IPC® (p > q) V (¢ = p).
d dy d i dy
Theorem 2.58. LC; = IPC; @ 7 ovp o |®n 0

Proof. (=) let ¥ € Esa and suppose that ¥ } LCy. It is easy to see that this implies that
there are x,y,z € X such thatx < y,x < zand yety £ z £ y. By Proposition 2.6 there are
U,,U; € ClopUp such that y Uy,z ¢ U, and z € U,,y ¢ U, and moreover x ¢ U,uU..
Distinguish two cases.

dy

d; i
cUynU, # @. Define a map f from X to O by sending the set U, \ U,
to dy, the set U, \ Uy to d,, the set U,nU;to the top element, the set (R‘l(Uy) \
Uy) u (R™! (U,) \ U,) to the bottom left element, and everything else to the bottom
right element. It is easy to see that f so defined is a stable surjection satisfying the BDC

for {{d,},{d>}}.
d, d,

* UynU, = . We define amap f from ¥ to qvp O in a similar way as above, but
ignoring the case of U, N U,. Again, this yields a stable surjection satisfying the BDC
for {{d,}, {d>}}.

d, d» dy j d»
() Let ¥ € Esa and suppose that X £ n O’b/p O |orX En O

We only do the former case, as the latter is similar. Take a continuous stable surjection f from
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d, dy

X to q\o/p o satisfying the BDC for {{d,}, {d,}}. Then by the BDC any element x in the
f-preimage of the bottom left sees both an element y in the f-preimage of d; and an element

z in the f-preimage of d,. However, by stability we have both y £ z and z £ y. This shows
X F£ LCg. O

Applying, Theorem 2.57 we obtain the following axiomatisations of the weakest and
strongest modal companion of LCy, which are easily seen to be the modal rule systems S4.3, :=
S4p @ U(p - q) vU(g —» p) and Grz.3g := Grzy @ U(p - q) v (g = p).

Corollary 2.59. The following identities hold:

d, d, d, i d,
S4.3R:S4R@/I %J/QO @/,l O

d dy d i dy
Grz.3; = Grzy @ u Q\O/Q O |®u o

It is interesting to compare Corollary 2.59 to [Bezhanishvili et al., 2018, Proposition 6.8],
which shows that S4.3 is axiomatised, over S4, by the stable formulae of the following two

frames.
WP G

The difference is explained by the fact that refutation conditions for stable canonical formulae
are stated in terms of subdirectly irreducible modal algebras, whose duals are topo-rooted
[Venema, 2004].

We now turn to the task of giving an axiomatic characterisation of si-fragments in terms
of stable canonical rules. To this end, we introduce the notion of a collapsed stable canonical
rule. We prefer to do so in a geometric setting, so to emphasize the main intuition behind this
concept.

Definition 2.60. Let x(5, ®) be some modal stable canonical rule, with § € Spa(S4). The
collapsed stable canonical rule n(p§, p®) is obtained by setting

pD = {p[d] : b € D).

Intuitively, n(p§, p®) is obtained from p(§, ®) by collapsing all clusters in § and in the set
of domains © as well.

Remark 2.61. It is possible to develop collapsed rules in a purely algebraic setting. Let
1 (2, D) be some modal stable canonical rule, with A € S4. Algebraically, the collapsed
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stable canonical 5 (p, pD) is obtained from the stable canonical rule u (2, D) as follows.
For a € A, take
a, = /\{b € B(O(A)) : a < b}.

By Proposition 2.40, there is a finite g, such that a, may be written as

/\ _'bi \ C;.

isnap

Let H,, be the set of all such pairs (b;, c;) with i < g ,- Set

pD:= | J H,.
aeD

Then one can prove that for every B € S4 we have B E n(p, pD) iff n(pA,, pD).
Collapsed rules obey the following refutation condition.

Lemma 2.62 (Rule collapse lemma). For all ¥ € Spa(S4) and modal stable canonical rule
(S, D) with § € Spa(S4),if ¥ £ (5, D) then pX £ 3(pF, pd).

Proof. Assume X £ (S, ). Then there is a continuous, relation preserving mapf : X - §
that satisfies the BDC for ©. Consider the map g : p¥ — p§ given by

glpx)) = p(f(x)).

Now p(x) < p(y) implies Rxy, and since f is relation preserving also Rf (x)f(y), which
implies p(f(x)) < p(f(y)). So g is relation preserving. Furthermore, again because f is
relation preserving we have that for any U C F, the set f~!(U) does not cut clusters, whence
g N U) = plf ' (p~1(U))] is clopen for any U C p[F], as pX has the quotient topology.
Thus g is continuous. Let us check that g satisfies the BDC for p®. Assume that 1g(p(x)) N
p[d] # @ for b € ®. Then there is some p(y) € p[F] with p(f(x)) < p(y) and p(y) € p[bd].
By construction, wlog we may assume that y € d. As p is relation reflecting it follows that
Rf (x)y, and so we have that R[f (x)] N d # (. Since f satisfies the BDC for ® we conclude
that f[R[x]] N d # @. So there is some z € X with Rxz and f(z) € d. By definition,
p(f(z)) € p[bd]. Hence we have shown that p[f[R[x]]] N p[d] # @, and so g indeed satisfies
the BDC for ®. O

By duality and the rule translation lemma, we obtain as an immediate corollary that for all
X € Spa(S4) and modal stable canonical rule u(§,®) with § € Spa(S4),if X £ u(§, D)
then o pX £ p(opG, pd).

It is important to point out that the converse of the rule collapse lemma is false, as the
following counter-example testifies.

Example 2.63. Let § be a finite modal space consisting of a n-elements clusters, for » finite,
and let & be a finite modal space consisting of a single reflexive point. Then there is no
surjectionf : & — §, on cardinality grounds alone. This is equivalentto & F u (§). However,
we have p§ = 8 = p&, so there clearly is a stable surjection f : p& — p§. This, in turn, is
equivalentto p& ¥ 7 (pF).
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Observe that by the rule translation lemma, a modal rule I'/A is of the form T(I'"/A”)
iff it is equivalent to finitely many modal stable canonical rules of the form p (2, D), with
A € Grz. Therefore, by the rule collapse lemma, given a stable canonical axiomatisation of
some M € NExt(S4y) asM = S4; @ {u(5;,9;) : i € I}, the set

{(p(8§:,9;) i el}and p(ops;, p®;) €M}

contains exactly the rules in the given axiomatisation of M which are consequences of some
set of translated si rules contained in M. Collapsing these rules yields an axomatisation of pM.

Theorem 2.64. Let M € NExt(S4z) withM = S4; & {u(5;,9D;) :i €1}. Let
J:={iel: ulopS; pd;) € M}.

Then
pM = IPCy & {n(pF§;, pD;) : i € J}.

Proof. Let
Ei={ulopS;, pD;) ieJu{p(s;,9;) il

Then by the rule collapse lemma we have
pM = IPCg @ {n(5,D) : T(n(H,D)) € B},
which by the rule translation lemma is equivalent to

pM = IPCy ® {7(F5,D) : n(0F,D) € E}
=IPCy @ {n(pF,;,, pD;) :i €J}.

]

We give two examples describing the axiomatisation procedure obtained in Theorem 2.64.
Firstly, consider the rule system obtained by extending S4 with the rule of disjunction:

Disj := S4g @ Up v Ug/{p,q}.
Theorem 2.65 (Bezhanishvili et al. 2016a, Theorem 8.6). Disj := S4z®u (O O)@ (o’Q\o) .

Via Theorem 2.64 we obtain the following easy corollary.

Corollary 2.66. pDisj = IPCR @ (0 0) & 7 (o/%) .

Proof. Since botho o, Jor\) are cluster-free we have

op(0 O)=0 O ap(ojq\o)zo/p\o.
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Therefore u (op (0 0)), u (ap (O/Q\O)) € Disj and in turn by Theorem 2.64 we con-

pDisj = IPCR ® (0 O) @ 7 (o’Q\o)

as desired. O]

clude

Secondly, consider the logic
S4.1:=5 0 Uop » Olp.

Let X be the modal space

O
dq q?p ds
and put © = {{d,},{d>}}. We extend Bezhanishvili et al.’s [2016a, Theorem 8.7] axiomati-

sation of S4.1 in terms of modal stable canonical formulae to an axiomatisation of S4.1y in
terms of modal stable canonical rules.

Theorem 2.67. S4.1; = S4 ® u(%,9).

Proof. It suffices to show that for every S4-space 9, we have 9 F UUCp —» Olp iff 9 E
1(%, D). Recall that for every S4-space 9 we have 9 £ LUOp —» OUp iff Y contains a proper
cluster of quasi-maximal points [Chagrov and Zakharyaschev, 1997, p. 82].

(=) Assume 9 F UOp — Ollp and let C C Y be a proper cluster of quasi-maximal
points. As C is proper, it can be partitioned into two disjoint clopens, U and V. Define a map
f 9 — X by sending every element of U to d;, every element of V to d,, every element of
R~1(C) \ C to the point below d,, d,, and everything else to the remaining point. It is easy to
see that f is a surjective continuous bounded morphism, hence a continuous stable surjection.
Moreover, since C is a cluster it follows that f satisfies the BDC for {{d;}, {d>}}.

(&) assume 9 £ u(%,9). Then there is a continuous stable surjection f : 9 — X
satisfying the BDC for {{d,},{d,}}. Take any x € f~!(d;). By Proposition 2.16, there is
y € gmaxp(Y) with Rxy. Since f is stable, either f(y) = d; or f(y) = d,. Wlog, suppose
the former holds. We have R[f(y)] N {d>} # @. Therefore as f satisfies the BDC for {d,},
there must be z € X with Ryz and f(z) = d,. Since y € gmaxg(Y), it follows that Rzy. Since
clearly y # z, we have found a proper cluster of quasi-maximal points in ¥, which yields
Q E OCp - SOlp. [

The collapsed rule of p(%,9®) is n(pX, p®), where pX is represented as

o
p(dy) Q\O

and p® = {{p(d;)}}. Note p(d;) = p(d,). Now, o pX (which, recall, is just pX viewed
as a modal space) is an S4-modal space. Since it contains no proper cluster, a fortiori it
contains no proper cluster of quasi-maximal elements. Therefore o p ¥ is also an S4.1-modal
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space. But then the identity map on o p X witnesses o pX £ u(op%, p®). By Theorem 2.64,
this implies that n(p %, p®) ¢ pS4.1;. Therefore we reach the following result, which was
originally proved by Esakia [1979].

Corollary 2.68. pS4.1; = IPC;.

We close the present section by establishing an important consequence of the axiomatisa-
tion results obtained so far, namely that every modal rule is equivalent, over Grzg, to a finite
conjunction of stable canonical rules of Grz-algebras.

Theorem 2.69. For every modal rule I'/A there is a finite set & of modal stable canonical
rules of the form (2, D) with 2 € Grz, such that for any B € Grz we have that & }£ T'/A
iff there is (2, D) € E such that B £ u(A, D).

Proof. We prove the dual statement. Let ['/A be a modal rule. By Lemma 2.35 there is a
finite set X of modal stable canonical rules of the form u(§, ®) with § € Spa(54), such that
for every X € Spa(S4), and so for every ¥ € Spa(Grz) in particular, we have X }£ I'/A iff
there is some (S5, ®) € X such that ¥ £ u(§, ®). Now consider the rule system Grzy @ ~
and note that Grzy @ X = Grzy @ I'/A. Let

E:={p(opS, pD): u(§,9) € X} n (Grzg & X).
By Theorem 2.64 we have
p(Grzg ® T'/A) = IPCy @ {n(pT, pD) : n(ops, pd) € E},
which by Theorem 2.57 implies
op(Grzg @ I'/A) = Grzy & E.

By the Blok-Esakia theorem for rule systems we obtain ¢ p(Grzg @ I'/A) = Grzg & ['/A.
Thus we have shown that for all ¥ € Spa(Grz) we have X £ T'/Aiff X £ u(opG, p®) for
some pu(op§, pd) € E, as desired. [

Observe that the same proof does not generalise to show that every modal rule I'/A is equiv-
alent, over S4g, to some finite set of modal stable canonical rules of Grz-algebras. This is
because in general it is not true that o p(S4; @ I'/A) = S4; @ I'/A.

§2.3.4 Additional Results

We close this chapter by collecting selected additional results related to the theory of modal
companions obtained via our methods.
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The Dummett-Lemmon conjecture A modal or si-rule system is called Kripke complete
if it is of the form L = {I'/A : & E I'/A} for some class of Kripke frames F. It is easy
to see that refutation conditions for stable canonical rules work essentially the same way for
Kripke frames as they do for Esakia and modal spaces: for every Kripke frame X and si
stable canonical rule 7(§,9), ¥ E n(§,9) iff there is a surjective stable homomorphism
f + ¥ - § satisfying the BDC for ®, and analogously for the modal case. For details the
reader may consult, e.g., Bezhanishvili et al. [2016a]. The mappings o, T, p also extend to
classes of Kripke frames in an obvious way. Finally Lemma 2.48 and the rule translation
lemma work for Kripke frames as well, the latter appropriately reformulated to incorporate
the refutation conditions for stable canonical rules just stated.

Zakharyashchev [1991, Corollary 2] applied his canonical formulas to prove the Dummett-
Lemmon conjecture (Dummett and Lemmon 1959), which states that a si-logic is Kripke
complete iff its weakest modal companion is. To our knowledge, a proof that the Dummett-
Lemmon conjecture generalises to rule systems has not been published. We supply one here,
which uses stable canonical rules.

Theorem 2.70 (Dummett-Lemmon conjecture for si-rule systems). For every si-rule system
L € Ext(IPCy), we have that L is Kripke complete iff TL is.

Proof. (=) Let L be Kripke complete. Suppose that I'/A ¢ tL. Then there is an S4-modal
space ¥ such that ¥ £ I'/A. By Theorem 2.36, we may assume that I'/A = p(§,9®) for
§ a preorder. By the rule collapse lemma it follows that pX ¥ n(pS, pD). AsopX E 7L,
by Lemma 2.48 it follows that pX E L, and so we conclude n(p§, p®) ¢ L. Since L is
Kripke complete, there is a si Kripke frame Q) such that 9 £ n(p§, p®). Take a stable map
f:Q - p§ satisfying the BDC for p®. Work in p§. For every x € p[F] look at p~!(x),
let k = |[p~!(x)| and enumerate p~'(x) = {x{,...,x}. Now work in Q). For every y € f~!(x)
replace y with a k-cluster yy, ..., y; and extend the relation R clusterwise: Ry;z; iff eithery = z
or Ryz. Call the result 3. Clearly 3 is a Kripke frame, and moreover 3 F tL, because p3 = 9.
For convenience, identify p3 = Q). For every x € p[F] defineamapg, : f~'(x) = p~'(x)
by setting g, (y;) = x; (i < k). Finally, define g : 3 — § by putting g = U, ,(r] &x-

The map g is evidently well defined, surjective, and relation preserving. We claim that
moreover, it satisfies the BDC for ®©. To see this, suppose that R[g(y;)] N d # @ for some
b € ©. Then there is x; € F with x; € b and Rg(y;)x;. By construction also p(x;) € p[d]
and Rf (p(y;)) p(x;). As f satisfies the BDC for pD it follows that there is some z € ¥ such
that Rp(y;)z and f(z) € p[d]. We may view z as p(z,) where p~1(f(z)) has cardinality
k > n. Surely Ry;z,,. Furtheromre, since f(z) € p[d] there must be some m < k such that
f(@),. = g(z,) € d. By construction Rz, z,, and so in turn Ry;z,,. This establishes that g
indeed satisfies the BDC for ©. Thus we have shown 3 £ u(§,®). It follows that TL is
Kripke complete.

(&) Assume that 7 (L) is Kripke complete. Suppose that I' /A ¢ L. Then there is an Esakia
space X such that ¥ £ I'/A. Therefore X £ T(I'/A). Surely 6X F tL,so T(I'/A) ¢ L
and thus there is a Kripke frame 9 suchthat Q) F tLand Q) £ T(I'/A). Butthen pQ § I'/A.
pQ is a Kripke frame, and validates L by Lemma 2.48. Therefore we have shown that L is
indeed Kripke complete. ]
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Filtration We now discuss the implications of our previous results for the construction of
filtrations of models based on Grz-algebras.

The notion of “admitting filtration” is widely used in the modal logic literature to de-
scribe modal deductive systems for which filtration provides “enough” finite countermodels
to invalid formulae or rules based on structures validating said deductive system. There are
numerous ways to spell out talk of admitting filtration precisely which fit this intuition. Ilin
[2018, p. 86] proposes the following two.

Definition 2.71. Let M € NExt(Ky) be a modal rule system.

* M weakly admits filtration if for every modal rule I'/A ¢ M there are A € Alg(M)
and a valuation V on 2 such that there exists a filtration (', V') of the model (2, V)
through some finite, subformula closed set of formulae ® containing Sfor(I'/A), where
B € Alg(M).

* M strongly admits if for every 2 € Alg(M), valuation V on 2 and finite, subformula
closed set of formulae @, any filtration (', V”) of the model (2, V) through @ is such
that 3" € Alg(M).

A quick glance at the proofs of Lemmas 2.26 and 2.35 reveals that both IPC; and S4y
strongly admit filtration. By contrast, it is known that Grzy fails to strongly admit filtration,
as the following example illustrates.

Example 2.72. Recall the Grz-space from Example 2.17.

0

Define a valuation V on ¥ by setting V(p) as the set of all evens together with w. Then it
is easy to see that the least transitive filtration of (%X, V) through {p} is a two-element cluster,
which is not a Grz-space.

This example is representative: for any model (%,V) with ¥ a Grz-space, and for any
subformula-closed set of formulae @, if there is ¢ € O such that V(¢) cuts a cluster in X,
then no finite filtration of (¥, V') through ® can be based on a Grz-space.
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On the other hand, our results suggest that there is some sense in which Grzy admits
filtration. For let I'/ A be a modal rule. Then by Theorem 2.69, I' /A is equivalent, over Grzg,
to finitely many modal stable canonical rules of the form p (2!, D), with 2 € Grz. Therefore, if
there is B € Grzsuchthat B £ I'/A, then B F u (2, D) for one such modal stable canonical
rule p (2, D), whence there is a stable embedding £ : A — B satisfying the BDC for D. By
the proof of Propositions 2.29 and 2.30 we know that the pair (2, D) is determined by a model
(A, V) refuting (2, D), and that if we extend V to a valuation W on B we obtain a model
(B, W) such that (2, V) is a filtration of (3B, W) through some finite subformula-closed set
of formulae. In general there is no guarantee that this set of formulae includes Sfor(I'/A),
but perhaps there is a way of picking the pair (2(, V') in such a way that this happens to be the
case.

This would establish that Grzy admits filtration in the following sense, which sits some-
where between the weak and the strong one of Definition 2.71.

Definition 2.73. Let M € NExt(Ky) be a modal rule system. M moderately admits filtration if
for every modal rule I'/A and every A € Alg(M) with o £ T'/A, there is a valuation V on
such that there exists a filtration (B, V’) of the model (2, V) through some finite, subformula
closed set of formulae ® containing Sfor(I'/A), where B € Alg(M).

We prove that Grz does in fact moderately admit filtration, for reasons having to do with the
fact that IPCg, i.e., the si fragment of Grzg, strongly admits filtration.

Theorem 2.74. Grzy moderately admits filtration.

Proof. Let A € Grz, I'/A a modal rule and suppose A } I'/A. Then by Lemma 2.50
also opA ¥ I'/A. Take a valuation V on op? with opA,V ¥ I'/A. For every a €
V[Sfor(T'/A)] choose finitely many b;(a),c;(a) € O(A) with i < n, such that

a= /\ -b;(a) v ci(a).

i<n,

n, introduce fresh propositional variables py, (4),Pc,(a) and define a valuation W on o p<
which agrees with V on elements in Prop n Sfor(I'/A), and is such that W(ph.(a)) = b;(a),
W (pe, () = ¢;(a) for each a € V[Sfor(I'/A)] and i < n,,. Finally, let

This can always be done by Proposition 2.40. Now for each a € V[Sfor(I'/A)] and i <

2 = {Pp,(a)>Peyia) P @ € W(Sfor(I'/A)] and i < n,}
O :=Sfor('/A) U X

let © be the least bounded sublattice of p2 generated by W[X]. Expand © to a Heyting
algebra $ by setting
awb:= \/{ceD:a/\ch}.

Reasoning as in Lemma 2.26, we have that the inclusion C: $ — p?2 is a bounded lattice
embedding. Write ¢ $ = (B(9), ).
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It sufficies to show that the model (o $, W’), where W’ is any valuation with W’ (p) =
W (p) for all p € Prop n O, is a filtration of (g p, W) through ®. For once this is shown,
we may view W as a valuation on 2, and by g p2 > 2 it will follow that (¢, W’) is
also a filtration of (o p, W) through ®. Firstly, observe that since o p? is skeletal, B(9)
is isomorphic to the least Boolean subalgebra 3’ of o p2l generated by W[®]. Next, note
that Ba < [a for all @ € B(H). Indeed, again because o p is skeletal it follows that [la =
\V{b € O(A) : b < a}, and since clearly Bla € O(A) and Ba < a it follows that Ma < [Ja as
desired. This shows that C: ¢ — o p% is a stable embedding. To conclude, let us check that
it also satisfies the BDC for D := {W(¢) : Op € ©}. Leta € D. Then Ja = W((Og) € H.
As also Ua < a, by definition of B we infer [a < Ma. So indeed [la = Ma. This concludes
the proof. [

It seems that the concept of moderately admitting filtration has not been discussed in the
literature. Yet it deserves attention. Moderately admitting filtration is a more flexible notion
than its strong counterpart—important modal rule systems which fail to strongly admit filtra-
tion still do so moderately. As this section has showed, a case in point is Grzz. Moreover,
such gains in flexibility do not come with excessive costs with respect to strength, as much of
the work usually done using the strong sense of admitting filtration can just as well be done
using the moderate sense. Representatively, it should be apparent that Theorem 2.74 can be
applied to prove via the usual filtration method that Grzg, and therefore Grz, have the finite
model property. This is noteworthy, as existing proofs to the same effect tend to rely on a less
standard notion of filtration (e.g. Boolos 1993, pp. 158-9, Esakia 2019, Theorem 3.5.13),' to
be discussed in Chapter 4.

Stability Stable (si or modal) deductive systems are deductive systems axiomatised by sta-
ble rules [Bezhanishvili et al., 2018, 2016a], and are to stable canonical rules and formulas
what subframe deductive systems are to Zakharyaschev-Jerdbek canonical rules and formulas.
Since many interesting si- and modal deductive systems fail to be stable, it is desirable to make
the notion of stability more flexible by parametrising it over some base deductive system, as
follows.”

Definition 2.75. Let 7,96 C 7", for 7" € {HA,MA}. 96 is called F-stable if for every
A € 96 and B € K such that B stably embeds into A, we have B € 6. If L is a si- (resp.
modal) deductive system, then a si- (resp. modal) deductive system L’ is called L-stable if
Alg(L’) is Alg(L)-stable.

M-stability is usually studied assuming that the base deductive system M strongly admits filtra-
tion. This is because parametrising over a deductive system M admitting filtration only in very
weak senses, if at all, risks trivialising the notion of M-stability, as the conditional definition of

The proof of Esakia 2019, Theorem 3.5.13 is not Esakia’s own, but was supplied by the editors and is in
fact a revised version of the argument in Boolos 1993, pp. 158-9.

2Qur definition is somewhat more general than the one in Bezhanishvili et al. [2018], mainly because it
does not assume that L. € L’ nor that L strongly admits filtration. In both cases our departure from the original
definition is motivated by our goal of studying Grzg-stability.
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the latter would be vacuously satisfied rather frequently. However, the proof of Theorem 2.74
should make it apparent that Grz admits a considerable range of filtrations, which makes the
notion of Grz-stability worth studying.

Most known results in the theory of M-stable deductive systems where M strongly admits
filtration transfer rather straightforwardly to the case where M moderately admits filtration.
For example, Bezhanishvili et al. [2018, Theorem 3.8] prove that whenever N is a modal rule
system strongly admitting filtration, a modal rule system M € NExt(N) is N-stable iff it is
axiomatisable over N by stable rules of algebras validating N. Essentially the same proof es-
tablishes that the claim remains true if “strongly” is replaced with “moderately”. Therefore,
by Definition 2.32 we have the following result as a special case.

Proposition 2.76. For every modal rule system M € NExt(Grzg), we have that Mis Grzg-stable
iff it is axiomatisable over Grzy by stable rules of Grz-algebras.

Applying Proposition 2.76, we obtain the following preservation theorem concerning sta-
bility.

Theorem 2.77. The following conditions hold:

1. For every si-rule system L € Ext(IPCy), we have that L is IPCy-stable iff every modal
companion of L is Grzg-stable;

2. For every modal rule system M € NExt(S4y), if M is Grzg-stable then pM is IPCy-stable.

Proof. (1) (=) Assume that L is IPCy-stable and let M be a modal companion of L. Let A €
Alg(M), B € Grz finite and suppose there is a stable embedding 4 : B — 2. Then A E u (B),
so by the rule collapse lemma p2 £ 7 (pB) and thus there is a stable embedding i : pB —
p?l. As L is stable, p € Alg(L), and pB € HA it follows that pB € Alg(L).

(<) Suppose that every modal companion of L is Grzg-stable. In particular oL is Grzg-
stable, hence by Proposition 2.76 we have that oL = Grzg @ {u (%;) : i € I} for some family
{A; : i € I} € Grz. Then by Theorem 2.64 we have L = IPCy @ {n (p%;) : i € I}. But then
Bezhanishvili et al. [2016b, Proposition 4.5] implies that L is IPCy-stable.

(2) Assume that M is Grzg-stable. Take $ € Alg(pM). Then by Lemma 2.53, $ = p? for
some 2 € Alg(M). Let & € HA be finite and suppose there is a stable embedding 2 : & — p.
By the proof of Proposition 2.23 and Esakia duality it easily follows that this is also a stable
embedding i : 0K — op. As Mis Grzg-stable and o & € Grz, it follows that o & € Alg(M).
But then by Lemma 2.53 we have po K = & € Alg(L). [

Thus, in particular, we obtain that a rule system M € NExt(Grzy) is Grzg-stable iff its si
fragment is IPCy-stable. This solves the open problem, left implicit in Bezhanishvili et al.
[2018], of characterising the Grzg-stable rule systems extending Grzg.

§2.4 Chapter Summary

We summarise the main original contributions of this chapter in the following list.
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We proved the central technical lemma of our strategy (Lemma 2.50), and applied it
to characterise the set of modal companions of a superintuitionistic deductive system
(Theorem 2.54) and to prove the Blok-Esakia theorem for both rule systems and logics.

We gave new axiomatic characterisations of the modal companions maps o, p, T on
rule systems via stable canonical rules.

We used stable canonical rules to generalise the Dummett-Lemmonn conjecture to rule
systems (Theorem 2.70).

We introduced the notion of moderately admitting filtration and proved that Grzg mod-
erately admits filtration (Theorem 2.74).

We introduced the notion of Grzg-stability and proved a preservation and reflection
result describing it.
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3 | Tense Companions of Super Bi-intuitionistic Deductive Systems

This chapter applies the techniques presented in Chapter 2 to the study of tense companions of
bi-superintuitionistic deductive systems. We begin by reviewing some preliminaries in § 3.1.
In § 3.2 we develop tense and bi-superintuitionistic stable canonical rules, which generalise
the modal and si stable canonical rules seen in § 2.2. We then apply such rules to extend the
results of § 2.3 to the bi-superintuitionistic and tense setting in § 3.3. This section contains the
main results of the chapter, which include a characterisation of the set of tense companions of
a bi-superintuitionistic deductive system, and extensions of the Blok-Esakia theorem and of
the Godel-Dummett conjecture to the bi-superintuitionistic and tense setting (§ 3.3.2). These
results were known for logics (cf. Wolter 1998), but are new for rule systems. We also give
new axiomatic characterisations of tense companions and bi-superintuitionistic fragments via
stable canonical rules, and illustrate them via concrete examples (§ 3.3.3).

Besides the original results just mentioned, the main contribution of this chapter is show-
casing the uniformity of our method across signatures. The majority of results in this chapter
are obtained via straightforward generalisations of arguments already seen in Chapter 2. This
is a major virtue of our approach, which Zakharyaschev and Jerdbek’s canonical formulae and
rules-based approach does not seem to share to the same extent (§ 3.2.3).

§3.1 Preliminaries

This section briefly reviews definitions and basic facts concerning the structures dealt with in
this chapter.

§3.1.1 Bi-superintuitionistic Deductive Systems, bi-Heyting Algebras, and bi-Esakia Spaces
We work in the bi-superintuitionistic signature,

bsi == {A,V,—>,«, L, T}
The set Frmy,; of bi-superintuitionistic (bsi) formulae is defined recursively as follows.

p==plL|T|loAnploVvele >l <@
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Welet g :=¢p « Tand ¢ & v := (¢ - w) A (¢ = ¢). The bi-intuitionistic propositional
calculus 2IPC is defined as the least logic over Frm,,; containing IPC, containing the axioms

p—(qV(qg<p)) (q<p) - c(p-q)
(re(g<p)—>{pvVvg <p) -(p<gq) > (p->q)
_ll_(pep)

and such that if ¢, ¢ — w € 2IPC then y € 2IPC, and if ¢ € 2IPC then -_¢ € 2IPC.
The logic 2IPC was introduced and extensively studied by Rauszer [1974a,b, 1977], and also
investigated by Esakia [1975]. 2IPC is also denoted biIPC and HB (for Heyting-Brower logic)
in the literature.

Definition 3.1. A bsi-logic is a logic L over Frm,; containing 2IPC and satisfying the follow-
ing conditions:

e If p,p —» w € Lthen y € L (MP);
L If(p € L then L@ € L(DN)

A bsi-rule system is a rule system L over Frm,; satisfying the following conditions:

* 9,9 > y/y €L (MP-R);
* ¢/-_¢ €L (DN-R);
* /@ € Lforevery ¢ € 2IPC.

If L is a bsi-logic let Ext(L) be the set of bsi-logics containing L, and similarly for bsi-rule
systems. Then Ext(2IPC) is the set of all bsi-logics. It is easy to see that Ext(2IPC) carries
a complete lattice, with @gy¢(21pc) as join and intersection as meet. Observe that for every
L € Ext(2IPC) there is a least bsi-rule system containing /¢ for each ¢ € L, which we denote
by Lg. Then 2IPCj is the least bsi-rule system and Ext(2IPCy) is the set of all bsi-rule systems.
Again, it is not hard to verify that Ext(2IPCy) forms a complete lattice with @ gx¢(21pc,) s join
and intersection as meet. Henceforth we write both @gy¢(o1pc) and @gx¢(21pc,) Simply as &,
leaving context to clarify any ambiguity.
We generalise Proposition 2.2 to the bsi setting.

Proposition 3.2. The mappings (-)g and Taut(-) are mutually inverse complete lattice iso-
morphisms between Ext(2IPC) and the sublattice of Ext(2IPCy) consisting of all bsi-rule
systems L such that Taut(L)g = L.

Algebraically, bsi-logics and rule systems are interpreted over expansions of Heyting al-
gebras called bi-Heyting algebras, discussed at length in Rauszer [1974a,b, 1977] and more
recently in Pedroso De Lima Martins [2021].

Definition 3.3. A bi-Heyting algebrais atuple = (H, A, V, -, «,0, 1) such that the «-free
reduct of 9 is a Heyting algebras, and such that for all a, b, c € H we have

a<b<c = a<bvec.

50



§3.1 Preliminaries

Let 2HA denote the class of all bi-Heyting algebras. By Theorem 1.10, 2HA is a variety.

Let ¢ = (L,A,V,0,1) be a bounded lattice. The order dual of € is the lattice € =
(L,v, A, 1,0), where v is viewed as the meet operation and A as the join operation. We have
the following elementary but important fact.

Proposition 3.4 (Order duality principle for bi-Heyting algebras). For every bi-Heyting al-
gebra 9, the order dual $ of © is a Heyting algebra, where implication is defined, for all
a,b € H, by

a<b:= /\{ceH:aSch}.

This observation can be leveraged to establish a number of properties about bi-Heyting alge-
bras via straightforward adaptations of the theory of Heyting algebras. We shall see numerous
examples of this strategy in this chapter.

We write Var(2HA) and Uni(2HA) respectively for the lattice of subvarieties and of uni-
versal subclasses of 2HA. The following result may be proved via the same techniques used
to prove Theorem 2.4. A recent self-contained proof of Item | may be found in Pedroso De
Lima Martins [2021, Theorem 2.8.3].

Theorem 3.5. The following maps are pairs of mutually inverse dual isomorphisms:
1. Alg : Ext(2IPC) —» Var(2HA) and Th : Var(2HA) —» Ext(2IPC);
2. Alg : Ext(2IPCy) — Uni(2HA) and ThR : Uni(2HA) — Ext(2IPCy).

Geometrically, bsi-logics and rule systems can be interpreted over order-topological struc-
tures developed by Esakia [1975], and today known as bi-Esakia spaces.

Definition 3.6. A bi-Esakia space is an Esakia space ¥ = (X, <, @), satisfying the following
additional conditions:

* |x is closed for every x € X;
e MU] € Clop(%X) whenever U € Clop(%).

We let 2Esa denote the class of all bi-Esakia spaces. For ¥ € 2Esa, we write ClopDown (%)
for the set of clopen downsets in X. If ¥,9 € 2Esa,amap f : ¥ — Q is called a bounded
morphism if for all x,y € X, we have that x < y implies that f (x) < f(y), and moreover:

* f(x) <yimplies that there is z € X withx < zand f(z) = y;
* f(x) >y implies that there is z € X withx > zand f(z) = y.

If ¥ = (X, <, ©) is an Esakia space, the order dual ¥ of ¥ is the structure ¥ = (X, >, ©),
where > is the converse of <. The algebraic order duality principle of Proposition 3.4 has the
following geometric counterpart.

Proposition 3.7. For every bi-Esakia space ¥, the order dual X of ¥ is an Esakia space.

As in the algebraic case, a number of results from the theory of Esakia spaces can be trans-
ferred smoothly to bi-Esakia spaces in virtue of this fact. For example, we may generalise
Proposition 2.6 to the following result.

51



Tense Companions of Super Bi-intuitionistic Deductive Systems

Proposition 3.8. Let X € 2Esa. Then for all x,y € X we have:

1. If x £ y then there is U € ClopUp(%) suchthatx € U and y ¢ U,
2. If y & x then there is U € ClopDown (%) suchthatx € U andy ¢ U.

Proof. (1) is just Proposition 2.6, whereas (2) follows from (1) and the order-duality principle.
[

Bsi formulae are interpreted over bi-Esakia spaces the same way si formulae are inter-
preted over Esakia space, except for the following additional clause for co-implication (here
X € 2Esa, x € X and V is a valuation on ¥).

Y2,VxEgp ey = thereisyelx:X,V,xEFpand X,V,x F w

The order-topological duality holding between Heyting algebras and Esakia spaces gener-
alises smoothly to a duality relating bi-Heyting algebras and bi-Esakia spaces, as shown by
Esakia [1975].

Theorem 3.9 (bi-Esakia duality). The category of bi-Heyting algebras with corresponding
homomorphisms is dually equivalent to the category of bi-Esakia spaces with continuous
bounded morphisms.

We briefly recall the basic elements of bi-Esakia duality. Given a bi-Heyting algebra 9, its
dual bi-Esakia space 9, is simply the Esakia dual of $. Conversely, given a bi-Esakia space
X, its dual Heyting algebra is defined as

x* = (ClopUp(X),N, U, =<, <<, 0,X),
where —_ is just the implication operation of the Heyting algebra dual to ¥, and
U< V=12U\YV).

One can prove that for every $ € 2HA, the Stone map g witnesses H = 9, *, and conversely
that for every ¥ € 2Esa, the inverse of the stone map f~! : ¥ - X*_ witnesses ¥ = ¥*,.
Moreover, we have that for any $, & € 2HA, amap 2 : § - K is a homomorphism iff
h~': &, - 9, is a continuous bounded morphism, and likewise f : ¥ — Q is a continuous
bounded morphism iff =1 : 9* - ¥* is a homomorphism.

§3.1.2 Tense Deductive Systems, Tense Algebras, and Tense Spaces

We now work in the tense signature,

ten := {/\, vV, _"DF’ <>P, J_, T}

We prefer this signature to one with two primitive boxes to strengthen the connection between
bi-Heyting coimplication and backwards looking modalities. As usual, we write Q0 = =[Jr—
and Up = =OQp—. The set Frm,,, of tense formulae is defined recursively as follows:

pu=p|lLITloneleVvelUrel|Ope.
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We introduce tense deductive systems. Good references on tense logics include Blackburn
et al. [2001, Ch. 1, Ch. 4] and Gabbay et al. [1994]. Tense rule systems have not received
much attention in the literature.

Definition 3.10. A (normal) tense logic is a logic M over Frm,,,, satisfying the following
conditions:

1. 84p,,584, €M, where 84, is the least normal modal logic S4 formulated in the modal
signature with modal operator © € {5, Op};

9 > UpOpp €

¢ = v, € Mimplies y € M (MP);

¢ € Mimplies Upp € M (NECp);

A

@ € Mimplies Llpp € M (NECp);

We let S4.t denote the least normal tense logic. A (normal) tense rule system is a rule system
M over Frm,,, satisfying the following requirements:

L. 9,9 > w/y € M(MP-R);
2. ¢/Upep € M (NECg-R);

3. ¢/Upp € M(NECp-R);

4. /@ € M whenever ¢ € S4.t.

We note that, for convenience, we are using a somewhat non-standard notion of a tense de-
ductive system by requiring that tense deductive system contain S4. It is more customary to
require only that tense deductive system contain K.

If Mis a tense logic let NExt(M) be the set of normal tense logics containing M, and similarly
for tense rule systems. Then NExt(S4.t) is the set of all tense logics. It is easily checked that
NExt(S4.t) is a complete lattice, with @Ngy¢(sa ) @s join and intersection as meet. Note that
for every M € NExt(S4.t) there is always a least tense rule system containing /¢ for each
¢ € M, which we denote by Mz. Then S4.ty is the least tense rule system and NExt(S4.ty)
is the set of all tense rule systems. Again, one can easily verify that NExt(S4.ty) forms a
complete lattice with @Ngxi(sa.t,) as join and intersection as meet. As usual, we write both

DNExt(s4.t) Ad ONExt(sa.t,) Simply as &.
We have the following tense counterpart of Proposition 3.2.

Proposition 3.11. The mappings (-); and Taut(:) are mutually inverse complete lattice iso-
morphisms between NExt(S4.t) and the sublattice of NExt(S4.ty) consisting of all si-rule
systems L such that Taut(L)g = L.

We interpret tense logics and rule systems on modal algebra expansions called fense alge-
bras, which are extensively discussed in, e.g., Kowalski [1998] and Venema [2007, §8.1].
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Definition 3.12. A tense algebra is a structure A = (A, A, V, =, Ug, Op,0, 1), such that both
the [,-free and the { p-free reducts of 2 are closure algebras, and [z, {p form a residual
pair, that is, for all a,b € A we have the following identity:

OPaSb — ClSDFy

We let Ten denote the class of tense algebras. It is well known that Ten is equationally de-
finable (cf., e.g., Venema 2007, Proposition 8.5), hence a variety by Theorem 1.10. We let
Var(Ten) and Uni(Ten) be the lattice of subvarieties and of universal subclasses of Ten re-
spectively. The following result can be obtained by similar techniques as Theorem 2.12.

Theorem 3.13. The following maps are pairs of mutually inverse dual isomorphisms:

1. Alg : NExt(S4.t) —» Var(Ten) and Th : Var(Ten) - NExt(S4.t);
2. Alg : NExt(S4.tg) — Uni(Ten) and ThR : Uni(Ten) - NExt(S4.ty).

We now review the geometrical semantics for tense logics and rule systems.

Definition 3.14. A tense space is an S4-modal space ¥ = (X, R, ©), satisfying the following
additional conditions:

* R~ (x) is closed for every x € X;

e R[U] € Clop(%) whenever U € Clop(%).

It should be clear from the above definition that tense spaces, like bi-Esakia spaces, also satisfy
an order-duality principle.

Proposition 3.15. For every tense space ¥ = (X, R, ©), its order dual ¥ = (X, R, ©), where
R is the converse of R, is an S4-modal space.

If X, Q are tense spaces, amap f : ¥ — Q) is called a bounded morphism if for all x,y € X, if
Rxy then Rf (x)f (v), and moreover for all x € X and y € Y the following conditions hold:

» If Rf (x)y then there is z € X such that Rxz and f (z) = y;

 If Ryf (x) then there is z € X such that Rzx and f(z) = y.

The geometrical semantics of tense logics and rule systems over tense spaces is a straight-
forward generalisation of the semantics of modal logics and rule systems on modal spaces,

using the following clauses for interpreting [z, O p. Here X is a tense space, x € X, and V a
valuation on X.

T,V xEUre = X, V,yE ¢ forally € R[x] (3.1)
X, V. xEQpp = %,V,yE ¢ forsomey e R !(x) (3.2)

We list some important properties of tense spaces, which are obtained straightforwardly
from Proposition 2.16 and the order-duality principle.
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Proposition 3.16. Let ¥ € Spa(S4.t) and U € Clop(%). Then the following conditions hold:

1. The sets maxp(U), ming(U) are closed;
2. If x € U then there is y € gmaxg(U) such that Rxy, and there is z € gming(U) such
that Rzx

The duality between modal algebras and modal spaces extends straightforwardly to a du-
ality relating tense algebras and tense spaces.

Theorem 3.17. The category of tense algebras with homomorphisms is dually equivalent to
the category of tense spaces with continuous bounded morphisms.

We sketch the basics of this duality. Given a tense algebra 2 € Ten, its dual tense space I,
is just the dual modal space of the ¢ p-free reduct of 2. Conversely, given a tense space %, its
dual tense algebra X* is obtained by expanding the modal algebra dual to ¥ with the operation

OpU := R-1(U) = R[U].

One can then prove that for every 2 € Ten the Stone map f witnesses 2 = 2, *, and con-
versely that for every tense space ¥ the map f~! : ¥*, — ¥ witnesses ¥ = ¥* ,. Moreover,
forany 9,3 € Ten,amap & : A — B is ahomomorphism iff =1 : B, — 2, is a continuous
bounded morphism.

We will pay particular attention to tense algebras and spaces validating the tense logic
Grz.T below.

Grz.T:=84t® Up(Upr(p > Urp) - p) = p
®p - OppA=0p(Opp A -p)).
We name this logic Grz.T rather than Grz.t to emphasize that the Grz-axiom is required for
both operators rather than just for L. We let Grz.T := Alg(Grz.T). Clearly, for any % € Ten
we have o € Grz.T iff every a € A satisfies both the inequalties
DF(DF(a il DF(I) - a) <a,
a<Qplan=0p(Opan —a)).

The following proposition is a counterpart to Proposition 2.18, and is proved straightfor-
wardly using the latter and the order-duality principle.

Proposition 3.18. For every Grz-space ¥ and U € Clop(%), the following hold:

1. gmaxy(U) € maxg(U), and gming(U) € ming(U);

2. The sets maxg(U) and ming (U) is closed;

3. Forevery x € U there are y € pasp(U) such that Rxy, and z € pasg (U) such that Rzx;
4. maxg(U) C pasp(U) and ming (U) C pasp(U).
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Additionally, an S4.t-space ¥ is a Grz.T-space if Item 3 holds for every U € Clop(%).

Recall that for ¥ a Grz.T-space, a set U C X is said to cut a cluster C € X when both
UnNnC # @and U\ C # @. As a consequence of Item 4 in Proposition 3.18 above, we
obtain in particular that in any Grz.T-space X, no cluster C C X can be cut by either of
maxg(U),pasg(U), ming (U), pasg(U) for any U € Clop(%X).

§3.2 Stable Canonical Rules for Bi-superintuitionistic and Tense Rule Systems

In this section we generalise the si and modal stable canonical rules from § 2.2 to the bsi
and tense setting respectively. While bsi and tense stable canonical rules are not discussed
in existing literature, the differences between their theory and that of si and modal stable
canonical rules are few and inessential. In particular, all proofs of results in this sections are
straightforward adaptations of corresponding results in § 2.2, which is why we omit most of
them.

§§ 3.2.1 and 3.2.2 develops bsi and tense stable canonical rules respectively. § 3.2.3 gives
a cursory overview of the prospects of generalising Jerdbek-style canonical rules to the bsi and
tense setting, suggesting said task is less straightforward than it is for stable canonical rules.

§3.2.1 Bi-superintuitionistic Case

We begin by defining bsi stable canonical rules.

Definition 3.19. Let $ € HA be finite and D, D C A x A. For every a € H introduce a
fresh propositional variable p,,. The bsi stable canonical rule of (9, D), is defined as the rule
ng(H,D”,D) =T'/A, where

I' ={pp < 0} U {p; & 1}V
{Parb © Pa NDPp @b € HY U{pyyp < pa vV pp:a,b € HIU
{Pasp © Pa = Pyt (a,0) €D7}U{pyep, & Py < pp = (a,b) € D7}
A ={p, < pp, :a,b e Hwitha # b}.

The notion of a stable map between bi-Heyting algebras is defined exactly as in the Heyting
case, i.e., stable maps are simply bounded lattice homomorphisms. We note that for any stable
map h : - & with H, & € 2HA, for any a € H we also have

h(a < b) = h(a) « h(b).

Indeed, this is obvious in view of the order-duality principle. If D € H x H and © € {—, «},
we say that & satisfies the O-bounded domain condition (BDCY) for D if h(aVb) = h(a)Vh(b)
for every (a,b) € D. If D”,D< C H x H, for brevity we say that s satisfies the BDC for
(D7, D<) to mean that A satisfies the BDC™ for D™ and the BDC* for D<.

The next two results characterise algebraic refutation conditions for bsi stable canonical
rules.
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Proposition 3.20. For all finite € 2HAand D~, D C HxH,wehave  F ng(H,D~, D).

Proposition 3.21. For every & € 2HA and every bsi stable canonical rule nz($H,D~,D),
we have & F np(H,D~, D) iff there is a stable embedding /2 :  — K satisfying the BDC
for (D~,D).

We now characterise geometric refutation conditions of bsi stable canonical rules on bi-
Esakia spaces. Since bi-Esakia spaces are Esakia spaces, the notion of a stable map applies.
Let X¥,9 € 2Esaand d C Y. A stable map f : ¥ — Q) is said to satisfy

e The BDC™ for b if for all x € X we have
X)) Nd#D=frx]lnd + 0
e The BDC* for b if for all x € X we have

fx)nd#0=flixInd £ 0.

If © C (Y), we say that f satisfies the CDCY for ® when it does for each b € D, where
QO € {—-,«}. Given ©7,9 € (YY) we write that f satisfies the BDC for (®7,9) if f
satisfies the CDC™ for ©~ and the CDC*< for © <. Finally, if nz($,D~, D) is a bsi stable
canonical rule consider % := 9, and let

DY = {d(,,,  (a,b) € DY}
where
dp) = Bla) \ B(b)
for O € {—, «}.
Proposition 3.22. For any bi-Esakia space ¥ and any bsi stable canonical rule ng($,D~, D),

X K np(H,D~, D) iff there is a continuous stable surjection f : ¥ - 9, satisfying the BDC
for (D7, ®) defined as above.

In view of Proposition 3.22, in geometric settings we prefer to write a bsi stable canonical rule
np(H,D7,D7) as np(H,, D7, D).

We now make the notion of filtration for bi-Heyting algebras presupposed by our bsi stable
canonical rules explicit.

Definition 3.23. Let  be a bi-Heyting algebra, V a valuation on 9, and ® a finite, subformula
closed set of formulae. A (finite) model (K, V') is called a (finite) filtration of (9, V) through
O if the following hold:

1. & = (K, -, <), where K is the bounded sublattice of $ generated by V[O];
2. V(p) = V' (p) for every propositional variable p € O;
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3. The inclusion C: & — 9 is a stable embedding satisfying the BDC for (D~, D<),
where ) )
DY :={(V(9),V(y)) : 9Oy € O}

for O € {—, «}.

Theorem 3.24 (Filtration theorem for bi-Heyting algebras). Let $ € 2HA be a Heyting alge-
bra, V a valuation on 9, and ® a a finite, subformula closed set of formulae. If ({”,V’) is a
filtration of (9, V) through ® then for every ¢ € ©® we have

Vip) =V (9).

Consequently, for every bsi every rule I'/A such that y,5 € ® foreach y e I'and § € A
we have
H,VET/A = K,V ET/A.

The next lemma is a counterpart to Lemma 2.26.

Lemma 3.25. For every bsi rule I'/A there is a finite set Z of si stable canonical rules such
that for any & € 2HA we have that & ¥ I'/A iff there is np(H,D”,D<) € E such that

KR Eng(H,D7,D7).

Proof. The proof is a straightforward generalisation of the proof of Lemma 2.26, using the
fact that every finite bounded distributive lattice § may be expanded to a bi-Heyting algebra
3 = (3, w, &) by setting:

awb:= \/{ceJ:a/\bSc}
ao b= /\{ceJ:aSch}.
]
Reasoning as in the proof of Theorem 2.27 we obtain the following axiomatisation result.

Theorem 3.26. Every bsi-rule system L € Ext(2IPCy) is axiomatisable over 2IPCy by some
set of bsi stable canonical rules.

§3.2.2 Tense Case

‘We now turn to tense stable canonical rules.

Definition 3.27. Let 9 € Ten be finite and DPF, D97 C A. For every a € A introduce a fresh
propositional variable p,,. The tense stable canonical rule of (21, DYr, DOP) is defined as the
rule ,uT(éc'),DDF,DOP) =T'/A, where
I' ={(parp @ PaANDp:a,beAyU{pyyp S PaVPy:a,beAyU{p_, & —p,:ae€A}U
{OFPa = Poga s a €AY UAPy,a = Oppa i a € AU
{pDFa - DFpa tae DDF} U {<>Ppa Z POpa @ € D<>P}
A ={p,:aecA}.
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If A, B e MA are tense algebras, amap i : A — B is called stable if for every a € A the
following conditions hold:

h(Qpa) < Oph(a) Oph(a) < h(Opa).

If D C Aand © € {Og, Op}, we say that & satisfies the O-bounded domain condition (BDC")

for D it h(Va) = Qh(a) for every a € D. If DUF DO C A, for brevity we say that & satisfies

the BDC for (D, D) to mean that 4 satisfies the BDCF for DPF and the BDC” for DO>.
We outline algebraic refutation conditions for tense stable canonical rules.

Proposition 3.28. For all finite 2 € Ten and D77, D97 C A, we have U }¢ p4(, DUr, DOP).

Proposition 3.29. For every B € Ten and any tense stable canonical rule uT(QI,DDF ,DOr),
we have B }£ ur (A, DU, DOP) iff there is a stable embedding & : o — B satisfying the
BDC for (DVF, D%P).

Tense spaces are modal spaces, therefore the notion of a stable map applies. Let X, Q) be
tense spaces. and b C Y. A stable map f : ¥ — Q) is said to satisfy

 The BDCF for b if for all x € X we have

R[f(x)Ind# @ = fIR[x]]nd # B;
« The BDCO~ for b if for all x € X we have

RIf0)INd# @ = fIRIx]Ind # 0.

If © C p(Y), we say that f satisfies the CDCY for ® when it does for each b € D, where
O € {Op, Op}. Given D7F, D97 € ©(Y) we write that f satisfies the BDC for (D7r, ©0r)
if f satisfies the CDCF for ®F and the CDCO” for 0~ Finally, if p7 (2, DYr DOP) s a
tense stable canonical rule consider X := A, and for © € {{g, Op} let

DY := {dY :a € DV}
where for each a € A we have
be" 1= = pl(a)
ba" == Bla)
Proposition 3.30. For any tense space X and any tense stable canonical rule p7 (%, DYr DO,

we have ¥ §£¢ pu7(, DZF, DOP) iff there is a continuous stable surjection f : ¥ — 2, satisfy-
ing the BDC for (DF, %OP) defined as above.

In view of Proposition 3.30, in geometric settings we prefer to write a tense stable canonical
rule g (A, D7, DOPY as pup (A, DF, D07).

We now introduce the notion of filtration implicit in tense stable canonical rules. Filtration
for tense logics was considered, e.g., in Wolter [1997] from a frame-theoretic perspective.
Here we prefer an algebraic approach in line with Chapter 2.
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Definition 3.31. Let 2 be a tense algebra, V a valuation on I, and ® a finite, subformula
closed set of formulae. A (finite) model (¥’, V”) is called a (finite) filtration of (%, V) through
® if the following hold:

1. ¥ = (8,0, Op), where B is the Boolean subalgebra of 9 generated by V[0O];
2. V(p) = V' (p) for every propositional variable p € O;

3. The inclusion C: B’ — U is a stable embedding satisfying the BDC for (D=r, D),
where
DY :={V(p): Vg € O}

for © e {DF’ <>P}

Theorem 3.32 (Filtration theorem for tense algebras). Let $ € 2HA be a Heyting algebra, V
a valuation on 9, and O® a finite, subformula closed set of formulae. If (f’, V') is a filtration
of (9, V) through O then for every ¢ € ® we have

Vip) = V'(p).

Consequently, for every tense rule I'/A such that y,5 € ® foreach y € ' and § € A we
have
H,VET/A = K,V ET/A.

Just like in the S4 case, not every filtration of some model based on a tense algebra is itself
based on a tense algebra, because the S4-axiom for either [J; or ) may not be preserved.
However, given any model based on a tense algebra, there is always a method for filtrating it
through any finite set of formulae which yields a model based on a tense algebra.

Definition 3.33. Let A € Ten, V a valuation on Y and ® a finite, subformula closed set of
formula. The (least) transitive filtration of (2, V) is the pair (3’, V") with B = (3, Wy, ¢p)
where 3" and V’ are as per Definition 2.32, and for all b € B we have

.Fb = \/{DFCI : Dpa < DFb and a, DFCI € B}
‘pb = /\{<>pa : <>pb < <>pa and a, <>pa (S B}

Via duality, it is not difficult to see that the least transitive filtration of any model based on a
tense algebra is again a tense algebra.

At this stage, reasoning as in the proof of Lemma 2.35 using transitive filtrations we obtain
the following results.

Lemma 3.34. For every tense rule I'/A there is a finite set Z of si stable canonical rules
such that for any & € Ten we have that & }£ I'/A iff there is nz($H,D~, D) € E such that

KR Eng(H,D7,D7).

Theorem 3.35. Every tense rule system is axiomatisable over S4.t; by some set of tense
stable canonical rules.
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§3.2.3 Comparison with Jerdbek-style Canonical Rules

Our bsi and tense stable canonical rules generalise si and modal stable canonical rules in a
way that mirrors the simple and intimate connection existing between Heyting and bi-Heyting
algebras on the one hand, and modal and tense algebras on the other, explicated by the order-
duality principles. Just like a bi-Heyting algebra is just a Heyting algebra whose order-dual
is also a Heyting algebra, so every bsi stable canonical rule is a sort of “independent fusion”
between two si stable canonical rules, whose associated Heyting algebras are order-dual to
each other. Similarly for the tense case.

Jerdbek-style si and modal canonical rules (like Zakharyaschev-style si and modal canon-
ical formulae), by contrast, do not generalise as smoothly to the bsi and tense case. Alge-
braically, a Jerdbek-style si canonical rule may be defined as follows (cf. Bezhanishvili and
Bezhanishvili [2009]; Bezhanishvili et al. [2016b]).

Definition 3.36. Let $ € HA be finite and let D C H. The si canonical rule of ($, D) is the
rule {(H,D) = T'/A, where

I':={pyg & L}U
{Panp © Pa NDPp:a,b € HY U{p,,p < p, = pp:a,b € H}U
{Pavb < Pa V Pp ¢ (a,b) € D}

A :={p, < pp, : a,b € H with a # b}.

Generalising the proof of Bezhanishvili et al. [2016b, Corollary 5.10], one can show that every
si rule is equivalent to finitely many si canonical rules. The key ingredient in this proof is a
characterisation of the refutation conditions for si canonical rules: (9, D) is refuted by a
Heyting algebra K iff there is a (A, —»,0)-embedding 4 : § — & preserving v on elements
from D. Because (A, —, 0)-algebras are locally finite, a result known as Diego’s theorem, one
can then reason as in the proof of, e.g., Lemma 2.26 to reach the desired result.

Combining ¢ ($, D) and & ( $,D’) the same way bsi stable canonical rule combine si stable
canonical rules would lead to a definition of the bsi canonical rule {z($,D,D’) as the rule
I'/A, with

I':={pg & L}u{p; & T}u
{Pavb < PaVPp:a,beHYU{p,,p < ps = pp:abeH}U
{Pary © Pa NDp a,b € HY U{p,p < p, < pp:a,b € H}U
{Pavb © Pa V Py ¢ (a,b) € D}V
{Parb < Pa ADp : (a,b) € D}

A :={p, & pp : a,b € H with a # b}.

In this formulation the clauses for D, D’ are clearly redundant, so eliminating them yields the
same rule. It should be clear enough that if defined this way, the rule ¢z (9, D, D’) is refuted
by a bi-Heyting algebra K iff there is a bi-Heyting algebra embedding 2 : © — K. Since
the variety of bi-Heyting algebras is not locally finite, this refutation condition is clearly too
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strong to deliver a result to the effect that every bsi rule is equivalent to a set of bsi canonical
rules. Without such a result, in turn there is no hope of axiomatising every rule system over
2IPC by means of bsi canonical rules.

Similar remarks hold in the tense case, although in this case the details are too complex
to do them justice in the limited space we have at our disposal. We limit ourselves to a very
rough sketch. Bezhanishvili et al. [2011] show that the proof of the fact that every modal
formula is equivalent, over 4, to finitely many modal Zakharyaschev-style canonical formulae
of closure algebras rests on an application of Diego’s theorem [cf. Bezhanishvili et al., 2011,
Main Lemma]. This has to do with how selective filtrations of closure algebras are constructed.
Given a closure algebra B refuting a rule I'/A, a key step in constructing a finite selective
filtration of B through Sfor(I'/A) consists in generating a (A, —, 0)-subalgebra of p2f from
a finite subset of O(A). This structure is guaranteed to be finite by Diego’s theorem. On
the most obvious ways of generalising this construction to tense algebras, we would need to
replace this step with one of the following:

1. Generate both a (A, —,0)-subalgebra of p? and a (v, «, 1)-subalgebra of p2 from a
finite subset of O(A);

2. Generate a bi-Heyting subalgebra of p?l from a finite subset of O(A).

On option 1, Diego’s theorem and its order dual would guarantee that both the (A, —,0)-
subalgebra of p?l and the (v, <, 1)-subalgebra of p?l are finite. However, it is not clear how
one could then combine the two subalgebras into a bi-Heyting algebra, which is required to
obtain a selective filtration based on a tense algebra. On option 2, on the other hand, we would
indeed obtain a bi-Heyting subalgebra of p?l, but not necessarily a finite one, since bi-Heyting
algebras are not locally finite.

We realise that the argument sketches just presented are far from conclusive, so we do
not go as far as ruling out the possibility that Jerabek-style bsi and tense canonical rules could
somehow be developed in such a way as to be a suitable tools for developing the theory of tense
companions of bsi-rule systems. What such rules would look like, and in what sense they
would constitute genuine generalisations of Jerdbek’s canonical rules and Zakharyaschev’s
canonical formulae are interesting questions, but this thesis is not the appropriate space where
to pursue them. At this stage we merely wish to stress that answering this sort of questions is a
non-trivial matter, whereas generalising stable canonical rules to the bsi and tense setting and
applying them to develop the theory of tense companions is a completely routine task. Exactly
the same methods used in the si and modal case work equally well in the bsi-tense case. Insofar
as similar topics ought to be studied via uniform methods, this highlights one noteworthy
aspect in which our strategy seems to fare better than Zakharyaschev and Jerdbek’s.

§3.3 Tense Companions of Bi-superintuitionistic Rule Systems

We turn to the main topic of this chapter. This section generalises the results of § 2.3 to the
bsi-tense setting. As anticipated, this is done using exactly the same techniques seen in the si
and modal case, which is one of the main advantages of our method.
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In § 3.3.1 we review the relevant transformations between bi-Heyting and tense algebras,
and generalise the Godel translation. In § 3.3.2 we prove the central results of the theory of
tense companions, including a genralisation of the Blok-Esakia theorem. The results in this
section were proved originally by Wolter [1998] for logics, although their generalisations to
rule systems appears to be new. We then give axiomatic characterisations of tense companions
and bsi fragments, and illustrate these results with some examples (§ 3.3.3). We close by
generalising the Godel-Dummett conjecture to the bsi-tense setting, and proving additional
results about filtrations and stability (§ 2.3.4).

§3.3.1 Semantic and Syntactic Mappings

From bi-Heyting to tense algebras and back We begin by generalising the semantic trans-
formations for turning Heyting algebras into corresponding closure algebras and vice versa,
seen in § 2.3, to transformations between bi-Heyting and tense algebras. The results in this
section are well known, and the reader may consult Wolter [1998, §7] for a more detailed
overview.

Definition 3.37. The mapping ¢ : 2HA — Ten assigns every $ € 2HA to the algebra ¢ $ :=
(B(9),0r, Op), where B(9) is the free Boolean extension of $ and

Opa:=\/{beH:b<a}
Opa:= \{b€H:a<b}

That (g, ¢ p are well-defined operations on B($) follows from the order-duality principle and
the results in the previous chapter. It is easy to verify that ¢ $ validates the S4 axioms for both
Or and O p. Moreover, for any a € B(H) clearly Opa € H, so pOpa = Opa. This implies
a < OpQpa. Therefore indeed o H € Ten.

The construction transforming a tense algebra into a corresponding bi-Heyting algebra
is likewise very similar to that of transforming closure algebras into corresponding Heyting
algebras.

Definition 3.38. The mapping p : Ten — 2HA assigns every 2 € Ten to the algebra pQ :=
(O(A), A, V,—,«,0,1), where

OA):={ac€A:Upa=a}={acA:Qpa=a}
a-b:= DF(ﬁaVb)
a<b:=0plan-b).

Proposition 3.39. For every 2 € Ten, the algebra p 2 is a bi-Heyting algebra.

Proof. Follows from Proposition 2.42 and the order-duality principle. [

Recall the geometric mappings o : Esa — Spa(Grz) and p : Spa(S4) — Esa. Since
bi-Esakia spaces are Esakia spaces, and tense spaces are S4-spaces, we may restrict these
mappings to ¢ : 2Esa - Alg(Grz.T) and p : Spa(Grz.T) — 2Esa and obtain geometric
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counterparts to the algebraic mappings between bi-Heyting and tense algebras defined in the
present subsection. Reasoning as in the proof of Proposition 2.44 we find that the algebraic
and geometric versions of the maps o, p are indeed dual to each other.

Proposition 3.40. The following hold.

1. Let & € 2HA. Then (¢9), = o(9,). Consequently, if ¥ is a bi-Esakia space then
(cX)" =o0(X)".

2. Let X be a tense space. Then (pX)* = p(X*). Consequently, if A € Alg(S4.t), then
(p2A), = p ().

As an easy corollary, we obtain the following analogue of Proposition 2.45.

Proposition 3.41. For every $ € 2HA we have = po $. Moreover, for every A € Ten we
have o p? » 2.

A Godelian Translation We extend the Godel translation of the previous chapter to a trans-
lation from bsi formulae to tense ones.

Definition 3.42 (Godelian translation - bsi to tense). The Gddelian translation is a mapping
T : Tmys; — Tm,,,, defined recursively as follows.

T(L):=1
T(T):=T
T(p):=0Up

T(pny):=T(p)AT(y)
T(pvy):=T(p)VvT(y)
T(p »y):=Up(=T(p) vT(y))
T(p < y):=0p(T(p) A=T(y))

An essentially equivalent translation was considered in Wolter [1998], though using Llp in-
stead of {p to interpret «.
The following analogue of Lemma 2.48 is proved the same way as the latter.

Lemma 3.43. For every 2 € Ten and bsi rule I'/A,
AET(I'/A) &= pAET/A

We note that Lemma 3.43 does not appear the literature, which only mentions a similar results
concerning formulae rather than rules.
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§3.3.2 Structure of Tense Companions

We are now ready to generalise Theorem 2.54 and Theorem 2.55 to the bsi-tense setting. We
do so in this section. All the results of this section are new inasmuch as they involve rule
systems, although their restrictions to logics are known from Wolter [1998].

We begin by formally defining the notion of a fense companion.

Definition 3.44. Let L € Ext(2IPCy) be a bsi-rule system and M € NExt(S4.ty) a tense rule
system. We say that M is a fense companion of L (or that L is the bsi fragment of M) whenever
')A e Lif T(I'/A) € Mfor every bsirule I'/A. Moreover, let L € Ext(2IPC) be a bsi-logic
and M € NExt(S4.t) a tense logic. We say that M is a tense companion of L (or that L is the
bsi fragment of M) whenever ¢ € Liff T(¢) € M.

Clearly, M € NExt(S4.ty) is a modal companion of L € Ext(2IPCy) iff Taut(M) is a modal
companion of Taut(L), and M € NExt(S4.t) is a modal companion of L € Ext(2IPC) iff My
is a modal companion of Lg.
Define the following three maps between the lattices Ext(2IPCy) and NExt(S4.tg).
7 : Ext(2IPCy) - NExt(S4.ty) o : Ext(2IPCy) —» NExt(S4.ty)
LS4ty ® {T(F/A):T/A €L} L Grz.Ty ® 7L

p : NExt(S4.t;) > Ext(2IPCy)
M {T/A:T(T/A) € M}

These mappings are readily extended to lattices of logics.

T : Ext(2IPC) - NExt(S4.t) o : Ext(2IPC) — NExt(34.t)
L Taut(tly) =S4t @ {T(¢): ¢ €L} L Taut(oly) =Grz.T® {T(¢): ¢ €L}

p : NExt(S4.t) > Ext(2IPC)
M Taut(pMg) = {¢@ : T(p) € M}
Furthermore, extend the mappings ¢ : 2HA — Ten and p : Ten — 2HA to universal
classes by setting
o : Uni(2HA) - Uni(Ten) p : Uni(Ten) - Uni(2HA)
W~ Uni{cH: H € %W} W = {pd:AeW).

Finally, introduce a semantic counterpart to T as follows.
7 : Uni(2HA) — Uni(Ten)
W — {A € Ten: pA € U}

The following lemma is a counterpart to Lemma 2.50. It is proved via essentially the same
argument which establishes the latter, though some adaptations are necessary which may be
less than completely obvious. For this reason, as well as for the central place this lemma
occupies in our strategy, we spell out the proof in some detail.
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Lemma 3.45. Let A € Grz.T. Then for every modal rule I' /A, we have 2 E T'/A iff 0 p2 E
I'/A.

Proof. (=) This direction follows from the fact that o pQ > 2 (Proposition 3.41).

(&) We prove the dual statement that 2, £ T'/A implies apQ, ¥ I'/A. Let X := 2.
In view of Theorem 3.35 it is enough to consider the case I'/A = pus( ®, DHF ,DOP), for
B € Ten finite. So suppose X F p(B,D) and let § := B,. Then there is a stable map
f + ¥ = § satisfying the BDC for (D77, 7). We construct a stable map g : op¥ - §
which satisfies the BDC for (D7F, ©9r).

Let C := {xq,...,x,} € F be some cluster and let Z, := f~1(C). Reasoning as in the
proof of Lemma 2.50, we obtain that p[Z] is clopen, and so is f~! (x;) for each x; € C. Now
for each x; € C let

M, := maxR(f‘l(xl-))
N; := ming (f 1 (x;)).

By Proposition 3.18, both M;, N; are closed, and moreover neither cuts any cluster. Since o p %
has the quotient topology, it follows that both p[M;], p[N;] are closed as well.

For each x; € Clet O; := M; UN;. Clearly, O; n O; = @ for each i,j < n. Therefore,
using Proposition 1.6 to reason as in the proof of Lemma 2.50, there are disjoint clopens
Ui,...,U, € Clop(op%) with p[O;] C U; and U, U; = p[Z¢].

We can now define a map

gc:plZc]l - C
I X = ZEUl'-

Clearly, g is relation preserving and continuous. Finally, define g : 0 pX — F by setting

f(2) if f(z) does not belong to any proper cluster

g(p(2)) := {gc(p(Z)) if f(z) € C for some proper cluster C C F.

Now, g is evidently relation preserving. Moreover, it is continuous because both f and each
gc are. Reasoning as in the proof of Lemma 2.50, we obtain that g satisfies the BDCZ* for
®UF . The proof of the fact that g satisfies the BDCY” for ®°7 is a straightforward adaptation
of the latter, using that for all U € Clop(%¥), if x € U there is y € ming(U) such that Ryx
(Proposition 3.18). Il

Theorem 3.46. Every %6 € Uni(Grz.T) is generated by its skeletal elements, i.e. 2 = o p%.

Proof. Follows easily from Lemma 3.45, reasoning as in the proof of Theorem 2.51. [

As in the previous chapter, the next step is to apply Lemma 3.45 to prove that the syn-
tactic tense companion maps 7, p, ¢ commute with Alg(-), which leads to a purely semantic
characterisation of tense companions.
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Lemma 3.47. For each L € Ext(2IPCg) and M € NExt(S4.ty), the following hold:

Alg(tL) = TAlg(L) (3.3)
Alg(oL) = oAlg(L) (3.4)
Alg(pM) = pAlg(M) (3.5)

Proof. The proof of Eq. (3.3) is trivial. To prove Eq. (3.4), in view of Theorem 3.46 it is
enough to show that Alg(oL) and o Alg(L) have the same skeletal elements. This is proved the
same way as Eq. (2.4) in Lemma 2.52. Finally, Eq. (3.5) is proved analogously to Eq. (2.5) in
Lemma 2.52, applying Lemma 3.43 instead of Lemma 2.48. [

Lemma 3.48. M € NExt(S4.ty) is a tense companion of L € Ext(2IPCy) iff Alg(L) =
pAlg(M).

Proof. Analogous to Lemma 2.53. [
The main results of this section can now be proved.
Theorem 3.49. The following conditions hold:

1. For every L € Ext(2IPCy), the modal companions of L form an interval

{M € NExt(S4.ty) : TL <M< oL};

2. For every L € Ext(2IPC), the modal companions of L form an interval

{M € NExt(S4.t) : tTL <M < ¢gL}.

Proof. Item | is proved the same way as Item | in Theorem 2.54. Item 2 is immediate from
Item 1. u

Theorem 3.50 (Blok-Esakia theorem for bsi- and tense deductive systems). The following
conditions hold:

1. The mappings o : Ext(2IPCy) — NExt(Grz.Ty) and p : NExt(Grz.T;) — Ext(2IPCy)
are complete lattice isomorphisms and mutual inverses.

2. The mappings ¢ : Ext(2IPC) - NExt(Grz.T) and p : NExt(Grz.T) —» Ext(2IPC) are
complete lattice isomorphisms and mutual inverses.

Proof. Ttem | is proved the same way as Item | in Theorem 2.55. Item 2 follows straightfor-
wardly from Item | and Propositions 3.2 and 3.11. [
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§3.3.3 Axiomatisation of Tense Companions and Bi-superintuitionistic Fragments via Sta-
ble Canonical Rules

This section generalises the axiomatisation results of § 2.3.3 to the bsi-tense setting, thus
obtaining new axiomatic characterisations of the mappings 7, o, p between bsi and tense rule
systems.

We begin by proving a counterpart to the rule translation lemma.

Lemma 3.51 (Rule translation lemma - bsi-tense). For every A/ € Ten and any bsi stable
canonical rule gz (9, D, D<) and we have

Ak T(ng(H,D>,D)) = Ak pr(aH,Dr,DOP),
where

DUF :={-avb: (a,b) € D)
DOP :={a A =b: (a,b) € D7)

Proof. Let § := 2,. Then, clearly, ¢§ = §. Given Proposition 3.40 and Lemma 3.43, it
suffices to prove the dual claim that for all tense spaces X we have

PEYE (5, D7,97) = ¥k up(§, 95, ),

where ®F := ®~ and 97 := D*.
(=) Assume X £ pur (5, ®Ur, ©0P) . Then there is a stable map f : ¥ — § satisfying the
BDC for (D, S’)OP). Observe that since § is a poset, the map

g:pX->7F
p(x) = f(x)

is well defined. Reasoning as in the proof of Lemma 2.56, we obtain that g is stable, continu-
ous, and satisfies the BDC™ for ©7. The proof that g satisfies the BDC* for ©® < is analogous.
It follows that pX K 75(5, D7, D).

(&) Assume pX F ng(5, D, D). Then there is a stable map g : pX — § satisfying
the BDC for ©. Define a map

f:¥-F
x = fp(x)).

Since g and p : ¥ — pZX are both continuous and relation-preserving, so is their composition
f. Reasoning as in the proof of Lemma 2.56 we obtain that f satisfies the BDC# for ®Ur,
and the BDC®? for ©97 is checked analogously. [

As an immediate corollary of Lemma 3.51 we obtain the following analogue of Theo-
rem 2.57.
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Theorem 3.52. For every L € Ext(2IPCy), if
L = 2IPCy @ {(n5($,, D7, D) =i € 1)
then
— |:lF OP . 7
TL = S4tR D {ﬂT(O'gl',Di ’Di ):i € I}
oL = Grz.Tg @ {ur (0 9, D77, D7) i e I}

where for each i € I the sets DVF and D"* are defined as in the statement of the rule translation
lemma - bsi-tense.

Proof. Follows from the Blok Esakia theorem for bsi and tense rule systems and Lemma 3.51.
]

We now generalise the notion of collapsed stable canonical rules to the tense setting, and
use collapsed tense stable canonical rules to obtain an axiomatic characterisations bsi frag-
ments analogous to Theorem 2.64. As in the previous chapter, we introduce collapsed tense
stable canonical rules geometrically to facilitate an intuitive understanding of this concept.

Definition 3.53. Let y7(5, DUrF, ©9P) be a tense stable canonical rule. The collapsed tense
stable canonical rule ng(pS, pD~, pD) is defined by setting

pD” = (p[d] : b € Dr}

PO = {p[d] : d € D)
Lemma 3.54 (Rule collapse lemma - bsi-tense). For every tense space ¥ and every tense
stable canonical rule 7 (%, DYrF, DO7), we have that ¥ ¢ ur (5, D97, ) implies p¥ §¥
np(pS, pD7, pD).
Proof. Assume X }£ (%, ®°F, ©9P). Then there is a continuous stable surjection f : ¥ —
% satisfying the BDC for (77, ©97). From the proof of Lemma 2.56, themap g : pX - p§
given by

glpx)) = p(f(x)

is a continuous stable surjection satisfying the BDC™ for p®~. Dual reasoning shows that g
also satisfies the BDC form p® <. Thus indeed pX F ng(pS, pD~, pD). [

Observe that by the rule translation lemma (bsi-tense), a tense rule I'/A is of the form
T(I'/A’) iff it is equivalent to finitely many tense stable canonical rules p7(§, D57, °7)
with § € Spa(Grz.T). Using this observation, we may reason as in the proof of Theorem 2.64
to obtain the following result.

Theorem 3.55. Let M € NEXt(S4.t) with M = S4.ty @ {7 (%, D75, D7) 1 i € I}. Set
Ji={iel:up(op%pDr, pdir) e M.

Then
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As a consequence we obtain the following analogue of Theorem 2.69, via similar reasoning
as in the proof of the latter.

Theorem 3.56. For every modal rule I'/A there is a finite set = of tense stable canonical
rules of the form 4 (2, DUF, DOP) with A € Grz.T, such that for any & € Grz.T we have
that & J¢ T'/A iff there is pq (Y, DUF, DOP) € Z such that & ¥ u(A, D).

§3.3.4 Examples

This section gives some examples of axiomatisations of bsi and tense rule systems in terms of
stable canonical rules, and applies them to illustrate the axiomatisation procedures proposed
in the previous section. We begin by axiomatising some noteworthy bsi-rule systems via stable
canonical rules.

Let X € 2Esa. An R-path is a finite sequence (x, ..., X,,) such that for all i < n we have
either Rx;x;,, or Rx;x;,,. We say that X is connected if any point can be reached from any
other point via an R-path. We call X forward-rooted if there is x € X with Rxy forall y € X,
backward-rooted if there is x € X with Rxy for all y € X, and bi-rooted if both forward-rooted
and backward-rooted. The next result is a counterpart to Bezhanishvili et al. [2016a, Theorem
8.1] in the bsi setting.

Theorem 3.57. Let Con, Root,, Root |, and Rooty be respectively the rule systems of all con-
nected, forward-rooted, backward-rooted, and bi-rooted bi-Esakia spaces. Then the following
identities hold.

Con = 2IPCy @ g (O ©O) (3.6)

Root, = 2IPCy @ g (O O) @ np (O/Q\O) (3.7)
Root| = 2IPCy @ g (O O) @ np (Q\O/Q) (3.8)
o/Q\o) & 15 (Ovp) (3.9)

Root; = 2IPCy @ 17 (O O) ® 1 (
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Consequently,
TCon = S4.tg ® ur (O 0) (3.10)

TRoot, = S4.tz ® ur (O O) & sy (Jg\o 3.11)

TROOti = S4tR (&) llT (O O) [43) l,lT (Q\O/p

)
) (3.12)
)

® ur (Q\O/Q) (3.13)

TRooty = S4.ty @ pur (O O) & ur (

oCon = Grz.Ty @ ur (O 0O) (3.14)
oRoot; = Grz.Tg @ uy (0 O) & ur (ﬁ%) (3.15)
oRoot| = Grz.Tg ® uy (O O) ® ur (Q\O/O) (3.16)

gRooty = Grz.T @ ur (O O) ® pr (o/g\o) @ ur (O’b’p) (3.17)

Proof. (3.6) and (3.7) are proved analogously as items 3, 4 in Bezhanishvili et al. [2016a,
Theorem 8.1], and the proof of (3.8) is dual to that of (3.7). Then (3.9) follows immediately.
The second part of the theorem follows from the first by a straightforward application of The-
orem 3.52. 0

A zig-zag is an R-path (x, ..., x,,) such that for all i < n, if Rx;x;,, then Rx;, x;,, and if
Rx;x;, then Rx;,x;,,, whenever x; , exists. For each finite n we define the finite bi-Esakia
ST, 3 depicted in Figs. 3.1 and 3.2. In both cases the R-path (x,...,x,) is meant to be a
zig-zag. We say that a bi-Esakia space ¥ is n-connected if any point can be reached from any

X1 A3 X, X1 A3 X,
O\‘(j/o\‘o 00 Xpa1 Qv% OO0 Xpt1
Xy X4 Xy X4
Figure 3.1: 5], Figure 3.2: §},
other point by a zig-zag of length n.
Theorem 3.58. Let Con, be the rule system of all n-connected bi-Esakia spaces. Then
Con, = 2IPC, ® 75 (0 ©) @ 15 (F1) ® 15 (F) -

Consequently,

TCon, = S4.tg ® 715 (0 ©) ® 5 (F1) & 15 (T1)
oCon, = Grz.T ® ng (0 O) ® g (§ )69773( #)
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Proof. Let ¥ € 2Esa be connected. It suffices to show that X is n-connected iff it validates
both 75 (§1) ., ng (F1)-

(=) Suppose that ¥ refutes one of 5 (51), 75 (8}), say X F np (1) (the case X ¥
np (§%) is analogous). Then there is a continuous stable surjection f : ¥ — §!. Take
arbitrary x,y € X with f(x) = xg and f (y) = x,,,;. We claim that there is no zig-zag of length
n or less from x to y. For take any zig-zag (z;,25 ...,2,), With z; = x and z,,, = y. Wlog,
we may choose (21,25 ...,2,,) so that there is no zig-zag from x to y of length strictly shorter
than m. Now, note that for all i < m, if f(z;) # f(z;51) then f(z;11) = X1 OF f(Zi41) = X1,
where x; = f(z;). For if we had, say, f(z;,1) = x; with [ > j + 1, then by stability x; and x;
would be such that either ijx, or Rxlxj, which is clearly not the case. By choice of x, y, this
implies that m > n, as desired.

(<) Suppose that X is not n-connected. Then there are x,y such that every zig-zag con-
necting x and y has length greater than n. Take one such zig-zag (z;,25 ..., 2,,), withx = z;
and y = z,,,. Wlog, we may choose (z1,25 ... ,Z,,) With the property that any zig-zag of length
shorter than m does not have x and y as endpoints. We consider only the case where the first
step in this zig-zag is an R-step, i.e. Rz;z, (the case Rz;z, is similar). Observe that for all
i,j <m,ifl|i —j| > 1 then X; ¢ R[x;] and x; ¢ R[xj]: else we would be able to construct a
shorter zig-zag from x to y, as the reader can easily check. We separate z, 2, ..., z2,,, by clopen
sets Uy, Us, ..., U, such that U, is an upset iff i is even, a downset otherwise. Let i < m and
assume inductively that U; has been defined for all j < i. Set

Vi::X\(UUj).

J<i

If i = m, let U; := V;. Otherwise, observe that V; with the subspace topology is again a
bi-Esakia space. If i is odd, then x; ¢ R[x;] for all j > i. So by Proposition 3.8, for eachj > i
there is Z; ;) € ClopDown such that x; € Z; ; and x; ¢ Z; ;). Then put

Ui = () Zay).
J>i

By construction, Uy, U, ..., U,, is a partition of X. Define amap f : ¥ - § by setting

X; ifxeU,andi <n

o=

X,+1 otherwise.

This is clearly a continuous surjection (recall that n < m), and by the fact that U, U,, ..., U,
are disjoint upsets and downsets we obtain that f is in fact a stable map. This establishes

X g (8]).
The second part of the theorem follows immediately by applying Theorem 3.52. 0

We close with an example of a stable canonical axiomatisation of a tense rule system, and of
its image under the p-map.
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Theorem 3.59. LetLin := Up(Upp » q) VU (Urpg —» p)@Up(Upp = q)vUpR(Upg - p).

Then
d; dy dy i d,
LinR =54t & HT O%)/Q O & HT O

dlo‘/o\bdz dl d2
®ur © |®pur 2 o

Consequently,

d, d, d, i d,

pLinR=S4.t®nB Q\O/QO @UB @]
d d/@\bdz d, 2 dy

® 1B © ® np @)

Proof. The first part follows by an easy adaptation of the proof of Theorem 2.58. The second
part follows immediately by applying Theorem 3.55, noting that all the finite tense spaces
depicted above are posets. [

§3.3.5 Additional Results

We close the present chapter with some remarks concerning generalisation of results obtained
in § 2.3.4 to the bsi and tense setting. In this case as well, straightforward adaptations of the
proofs seen in § 2.3.4 suffice for establishing all results in this section, which again highlights
the uniformity of our approach.

Firstly, the construction used to prove the Dummett-Lemmon conjecture for rule systems
generalises to a proof of a variant of the conjecture applying to bsi-rule systems and their
weakest tense companions.

Theorem 3.60. For every bsi-rule system L € Ext(2IPCy), L is Kripke complete iff TL is.

The proof of this result differs from that of Theorem 2.70 only notationally, so we omit it.
Secondly, the definition of moderately admitting filtration can be formulated for tense rule
systems in an obvious way. An analogue of Theorem 2.74 holds for Grz.Ty.
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Theorem 3.61. Grz.Ty moderately admits filtration.

Proof sketch. The proof mirrors the proof of Theorem 2.74. We give a rough sketch since
in this case the required construction, while very similar, is not exactly the same as in the si-
modal case. If A € Grz.T and A }£ I'/A for some tense rule I' /A, then using Lemma 3.45 we
infer 0 pQl J£ T'/A, which gives a valuation V on o p refuting I'/A. Foreacha € V[T'/A],
use Proposition 2.40 to rewrite a as a Boolean compound of finitely many elements in O(A).
Use all these elements to generate a bounded distributive lattice . The key observation is
that analogously to the proof of Theorem 2.74,  can be expanded to a bi-Heyting algebra
$’, such that 09" » o p2, by defining implication and co-implication in the usual way.
Then reasoning as in the si-modal case one obtains a model (¢ $’, V') which is a filtration
of (essentially) the model (o p2, V). Viewing V as a valuation on 2/ shows that (¢ $’, V') is
also a filtration of (¢ 9, V’). O

Finally, the fact that Grz.Ty admits filtration in a robust enough sense makes the notion of
Grz.Ty-stability, whose definition should be obvious, worth investigating. In this case as well
one obtains an analogue of Theorem 2.77.

Theorem 3.62. The following hold:

1. For every si rule system L € Ext(2IPCy), L is 2IPCg-stable iff every modal companion
of L is Grzg-stable;

2. For every modal rule system M € NExt(S4.tg), if M is Grz.Ty-stable then pM is 2IPCg-
stable.

The proof is again essentially the same as that of Theorem 2.77. To prove (2) one needs to
show that a tense rule system is Grz.Tg-stable iff it is axiomatisable by stable rules of Grz.T-
algebras, and that a bsi-rule system is 2IPCg-stable iff it is axiomatisable by bsi stable rules.
The proofs of both claims are easy adaptations of the analogous claims for modal and si rule
systems. Then a straightforward application of the rule translation lemma (bsi-tense) yields
the desired result.

§3.4 Chapter Summary

We summarise the main original contributions of this chapter in the following list.

* We generalised si and modal stable canonical rules to bsi and tense stable canonical
rules.

* We showed that the central technical lemma of our strategy generalises smoothly to
the bsi and tense setting (Lemma 3.45), and applied it to characterise the set of tense
companions of a superintuitionistic deductive system (Theorem 2.54) and obtain an
analogue of the Blok-Esakia theorem for bsi and tense deductive systems.

* We gave new axiomatic characterisations of the modal companions maps o, p, T on
rule systems via stable canonical rules, extending the axiomatisation results of § 2.3.3.
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§3.4 Chapter Summary

* Viastraightforward generalisations of arguments from § 2.3 .4, we obtained an analogue
of the Dummett-Lemmonn conjecture for bsi and tense rule systems (Theorem 2.70),
proved that Grzy moderately admits filtration (Theorem 2.74), and described the notion
of Grz.Ty-stability.
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4 | The Kuznetsov-Muravitsky Isomorphism for Logics and Rule Sys-
tems

In this chapter, we further generalise our techniques to study translational embeddings of (nor-
mal) modal superintuitionistic rule systems and logics into modal ones. We develop algebra-
based rules for modal superintuitionistic rule systems over the intuitionistic provability logic
KM, as well as a new kind of algebra-based rules for modal rule systems over the Godel-Lob
provability logic (§ 4.2). We call these pre-stable canonical rules. We apply pre-stable canon-
ical rules to prove that the lattice of modal superintuitionistic rule systems (resp. logics) over
KM is isomorphic to the lattice of modal rule systems (resp. logics) over GL via a Godel-style
translational embedding (§ 4.3). This result was proved for logics by Kuznetsov and Muravit-
sky [1986], but appears to be new for rule systems. We close in § 4.3.3 by giving axiomatic
characterisations of the underlying isomorphisms in terms of pre-stable canonical rules, mir-
roring the results of §§ 2.3.3 and 3.3.3.

For reasons of space, this chapter does not pursue the full theory of modal companions
of superintuitionistic logics in the sense of either Esakia [2006] or Wolter and Zakharyaschev
[1998, 1997], although we are confident that our techniques would work in that setting as
well. Because of this, some results Chapters 2 and 3, most notably the Dummett-Lemmon
conjecture, have no counterparts in the present chapter.

Besides supplying new results, this chapter further highlights the flexibility and uniformity
of our techniques. Standard filtration does not work well for KM and GL, suggesting a different,
less standard notion of filtration should be used to generalise stable canonical rules to the
present setting. The rest of our approach delivers the desired results despite this different
design choice, which shows its flexibility. Moreover, it does so without needing any major
changes and accommodations: the proofs of the main results in this chapter follow the basic
blueprints of their counterparts from Chapter 2. This, once again, shows the uniformity of our
approach.

§4.1 Preliminaries

We begin by briefly reviewing definitions and basic properties of the structures under discus-
sion.
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§4.1.1 Intuitionistic Provability, Frontons, and KM-spaces

In this subsection we shall work with the modal superintuitionistic signature,
msi := {A,V,>, &, 1, T}
The set Frm,, ; of modal superintuitionistic (msi) formulae is defined recursively as follows.

pu=plLITloAploVvelg—>@|Re

where p € Prop.
The logic IPCK is obtained by extending IPC by the K-axiom

R(p = q) > (Bp > Rq)

and closing under necessitation, that is, requiring that whenever ¢ € IPCK then ¢ € IPCK
as well.

Definition 4.1. A normal modal superintuitionistic logic, or msi-logic for short, is a logic L
over Frm,,; satisfying the following additional conditions:

1. IPCK C L;
2. If ¢ > y,p € Lthen y € L (MP);
3. If ¢ € Lthen mp € L (NEC).

A modal superintuitionistic rule system, or msi-rule system for short, is a rule system L over
Frm,,; satisfying the following additional requirements.

1. /¢ € L whenever ¢ € IPCK;
2. 9.9 > y/y € L(MP-R);
3. ¢/ ® ¢ € L (NEC-R).

If L is an msi-logic (resp. msi-rule system) we write NExt(L) for the set of msi-logics (resp.
rule systems) extending L. Surely, the set of msi-logics systems coincides with NExt(IPCK).
It is easy to check that NExt(IPCK) forms a lattice under the operations @y (k) as join and
intersection as meet. If L € NExt(IPCK), let Ly be the least msi-rule system containing
/@ for each ¢ € Ly. Then IPCKj is the least msi-rule system. The set NExt(IPCKg) of
msi-rule systems is also a lattice when endowed with @Ngx¢(1pck,) @ join and intersection as
meet. As usual, we refer to these lattices as we refer to their underlying sets, i.e. NExt(IPCK)
and NExt(IPCKg) respectively. We also write both &ngx¢(1pck) and @ngxt(1pck,) SiImply as
@, leaving context to resolve ambiguities. Clearly, for every L € NExt(IPCK) we have that
Taut(Lg) = L, which establishes the following result.

Proposition 4.2. The mappings (-)g and Taut(:) are mutually inverse complete lattice iso-
morphisms between NExt(IPCK) and the sublattice of NExt(IPCKp) consisting of all msi-rule
systems L such that Taut(L)g = L.
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Rather than studying NExt(IPCKy) in its entirety, we shall focus on the sublattice of
NEXxt(IPCKg) consisting of all normal extensions of the rule system KMz, where KM is the
msi-logic axiomatised as follows.

KM:=IPCK@®p->Rp® (Rp > p) >p®Rp > (qV (g > p)).

The logic KM was introduced in Kuznetsov [1978] (see also Kuznetsov and Muravitsky 1986)
and later studied by Esakia [2006]. Its main motivation lies in its close connection with the
Godel-Lob provability logic, to be discussed in the next section. An extensive overview of
both the history and theory of KM may be found in Muravitsky [2014].

The algebraic models for msi-rule systems in NExt(KMg ) are called frontons, and discussed
in detailed, e.g., in Esakia [2006]; Litak [2014].

Definition 4.3. A fronton is atuple = (H, A,V,—,R,0, 1) such that (H, A, Vv,—,0,1) isa
Heyting algebra and for every a,b € H, ® satisfies

xl =1 4.1)

R(a Ab) = Ra N Rb “4.2)
a < R®a 4.3)

Ra >a=a 4.4)
Ra<bv (b-a) 4.5)

We let Frt denote the class of all frontons. By Theorem 1.10, Frt is a variety. We write
Var(Frt) and Uni(Frt) respectively for the lattice of subvarieties and of universal subclasses
of Frt. Item I in the following result follows from, e.g., Muravitsky [2014, Proposition 7],
whereas Item 2 can be obtained via the techniques used in the proofs of Theorems 2.4 and 2.12.

Theorem 4.4. The following maps are pairs of mutually inverse dual isomorphisms:

1. Alg : NExt(KM) - Var(Frt) and Th : Var(Frt) - Ext(KM);
2. Alg : NExt(KM;) — Uni(Frt) and ThR : Uni(Frt) -» NExt(KMy).

We mention a simple yet important property of frontons, which plays a key role in the
development of algebra-based rules for rule systems in NExt(KMg).

Proposition 4.5 (cf. Esakia 2006, Proposition 5). Every fronton $ satisfies the identity
Ra= \{bV(b->a):becH).
for every a € H.

It follows that for every Heyting algebra 9, there is at most one way of expanding 9 to a
fronton, namely by setting

Ra:= \{bVv (b—>a):beH)

Geometrically, msi-rule systems extending KMy are interpretable over modal expansions
of Esakia spaces, which we term KM-spaces.
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Definition 4.6. A KM-spaceisatuple ¥ = (X, <,C, @), such that (X, <, @) is an Esakia space,
and C is a binary relation on X satisfying the following conditions, where ftx := {y € X : x C
yviand yx:={ye X:yCx},andx < yiff x < yandx # y:

. x < yimplies x C y;

. x C yimplies x < y;

. L[U] € Clop(%) for every U € ClopUp(%);

. Forevery U € ClopUp(%X) and x € X, if x ¢ U then thereisy € —U such thatx <y
and 1y C U.

1
2
3. ftxis closed for all x € X;
4
5

KM-spaces are discussed in Esakia [2006], and more at length in Castiglioni et al. [2010].
The geometrical semantics for msi-rule systems extending KM over KM-spaces is obtained
straightforwardly by combining the geometrical semantics of si-rule systems and that of modal
rule systems. The relation < is used to interpret the implication connective —, and the relation
C is used to interpret the modal operator x.
If X, are KM-spaces, amap f : X — 9 is called a bounded morphism if for all x,y € X
we have:

e x < yimplies f(x) < f(y);
e x C y implies f(x) C f(y);
* f(x) <yimplies that there is z € X withx < zand f(z) = y;
* f(x) C y implies that there is z € X withx C zand f(z) = y

We recall some useful properties of KM-spaces, which are proved in Castiglioni et al. [2010]
(cf. Proposition 4.8).

Proposition 4.7. For every KM-space X, the following conditions hold:

1. Forevery U € ClopUp(U) wehave {x € X : tx C U} = U Umax_(-U);
2. If X is finite, then for all x,y € X we have x C y iff x < y.
Frontons and KM-spaces are related by a Stone-like duality, obtained by combining Esakia

duality with the duality between modal algebras and modal spaces. It was stated in Esakia
[2006, 354-5], and proved in detail by Castiglioni et al. [2010, Theorem 4.4].

Theorem 4.8. The category of frontons with corresponding homomorphisms is dually equiv-
alent to the category of KM-spaces with continuous bounded morphisms.

We briefly recall the main ingredients of this duality. Given a fronton $ € Frt, its dual KM-
space is
9, = (Spec(9),0,<,E)
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where (Spec(9), O, <) is the Esakia dual of the Heyting reduct of 9, and C is defined by
xCy: < foralla € H:Ra € ximplies a € y.
Conversely, given a KM-space ¥ its dual modal algebra is
x¥* = (Clop(%),n,U, >, 8, X, 0)
where for all U,V € ClopUp(X) we have

U->_V:=-(U\YV)
ReU:={xeX:xCUj}

One can prove that for every $ € Frt, the Stone map g witnesses H = H, *, and conversely
that for every ¥ € Spa(KM), the inverse of the stone map g~! : ¥ - ¥*, witnesses ¥ = X¥* .
Moreover, we have that for any ,& € Frt, amap h : - & is a homomorphism iff
h~l: &, - 9, is a continuous bounded morphism, and for every X¥,9 € Spa(KM), a map
f : ¥ - Q is a continuous bounded morphism iff f~! : 9* — ¥* is a fronton homomorphism.

§4.1.2 Classical Provability, Magari Algebras, and GL-spaces

We now work in the modal signature md already discussed in Chapter 2. The modal logic GL
is axiomatised by extending K with the well-known Lob formula.
GL:=Ke U(p - p) » Up
=K4 @ LJ(Lp » p) - Up

The logic GL was independently discovered by K. Segerberg, G. Boolos, and the Siena logic
group led by R. Magari (see Segerberg 1971; Sambin 1974, 1976; Magari 1975b; Sambin and
Valentini 1982; Boolos 1980) as a formalisation of the provability predicate of Peano arith-
metic. The reader may consult Boolos [1993] (as well as the more recent if less comprehensive
Muravitsky [2014]) for an overview of known results concerning GL.

Rule systems in NExt(GLg) are interpreted over special kinds of modal algebras known as
Magari algebras, named after Magari [1975b].

Definition 4.9. A modal algebra QU is called a Magari algebra if it satisfies the identity
O(a = a) = Qa
forall a € A.

Magari algebras are also called GL-algebras, e.g. in Litak [2014]. We let Mag denote the
variety of all Magari algebras. Clearly, every Magari algebra is a transitive modal algebra,
and moreover Mag coincides with the class of all modal algebras satisfying the equation

Oa = O(d-a A a).

The following result is a straightforward consequence of Theorem 2.12.
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Theorem 4.10. The following maps are pairs of mutually inverse dual isomorphisms:

1. Alg : NExt(GL) —» Var(Mag) and Th : Var(Mag) — Ext(GL);
2. Alg : NExt(GLg) - Uni(Mag) and ThR : Uni(Mag) - NExt(GLy).

Modal spaces dual to Magari algebras are called GL-spaces. GL-spaces display various
similarities with Grz-spaces, as the reader can appreciate by comparing the following result
with Proposition 2.18.

Proposition 4.11 (cf. Magari 1975a). For every GL-space X and U € Clop(¥), the following
conditions hold:

1. If x € maxg(U) then R[x] n U = ©;
2. maxgr(U) € Clop(%);
3. If x € U then either x € maxg(U) or there is y € maxp(U) such that Rxy;

4. If ¥ is finite then R is irreflexive.

Proof. (1) Suppose otherwise that for some U € Clop(¥) there is x € maxgz(U) with R[x] n
U # @. As x € maxg(U), this is equivalent to the claim that Rxx. Define a valuation V on
X with V(p) = U. Then X,V,x E Op. But since x € maxg(U) we have R[x] n U = {x},
whence X, V,x £ O(p AUO=p). So X £ Op —» O(p A U-p), contradiction.

(2) By item 1 it follows that

maxgr(U) = U NnUg(-U)

which immediately implies that maxz (U) € Clop(¥) whenever U € Clop(¥).

(3) Let x € U and suppose that x ¢ maxg(U). It follows that R[x] n U # @. Therefore
x € R™1(U), and so we infer x € R™! (g (~U) n U). This is to say that there is y € U with
Rxy and R[y] n U = Q. Clearly, the last condition implies that y € maxg (U).

(4) For all x € X the set {x} must have a maximal element by Item 3, which must be
irreflexive by Item 1. Clearly, this element can only be x. O

GL is well-known to be complete with respect to the class of irreflexive and transitive
Kripke frames containing no ascending chain. However, like Grz-spaces, GL-spaces may con-
tain clusters, and a fortiori reflexive points. To see this, consider the following example, which
is a variant of Example 2.17. (We adopt the usual convention of drawing C-irreflexive points
in black, and C-reflexive points in white.)

Example 4.12. Consider the modal space X, where
* X =Nu{wg v}
* R={(nm) e NxN:m<n}U{(w;,x) eXxX:ie{0,1} and x € X};

* (@ is given by the basis consisting of all U C X such that either U is a finite subset of
N, or U = V U {wq, w;} with V a cofinite subset of N, or U is one of the following
sets:

{n e N :niseven} U {wg} {(ne N :nisodd} U {w;}.
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It is not difficult to see that for every U € Clop(%X) we have maxgp(U) # @. We claim that
X is a GL-space. For let U € Clop(X), let x € X and suppose that x € R~Y(U). Then
there is y € U with Rxy. Therefore U # @, and so we have maxg(U) # @. Observe that
maxg(U) N {wg, w} = @. Indeed, if U contains exactly one of w, @, then it must also
contain elements of N, which lie above both wg and w;. If U contains both of w, w{, then
U is cofinite, and so again must contain elements of N. Since N is linearly ordered by R and
both w, w; see every element of N, it follows that there is z € maxp(U) such that Ryz, and
so Rxz. Since z ¢ {wg, w} we have z ¢ R[z], therefore x € Lp(—U). Thus we have shown
that x € R-1(U) implies that x € R1 (Or(=U) nU), whence ¥ € Spa(GL) as desired.

However, in view of Proposition 4.1 1, clusters cannot occur just anywhere in a GL-space.
In particular, they cannot involve R-maximal elements of any clopen.

§4.2 Pre-stable Canonical Rules for Normal Extensions of KMy and GLy

In this section we develop a new kind of algebra-based rules, serving as analogues of stable
canonical rules for rule systems in NExt(KMz) and NExt(GLg). These rules encode a notion
of filtration weaker than standard filtration, and better suited than the latter to the rule systems
under discussion. We call them pre-stable canonical rules.

§4.2.1 The KMy Case

We have seen notions of filtration for both Heyting and modal algebras. One would hope that
combining the latter would yield a suitable notion of filtration for frontons, which could then
be used to develop stable canonical rules for rule systems in NExt(KMg). This is in principle
possible, but suboptimal. The reason is that with filtrations understood this way, rule systems
in NExt(KMg) would turn out to admit very few filtrations. To see this, recall (Proposition 4.7)
that in every finite KM-space ¥ we have that x C y iff x < y for all x,y € X. Now let ¥ be any
KM-space such that there are x,y € X with x # y and x C y. Then any finite image of ¥ under
a C-preserving map h with i(x) = h(y) would contain a reflexive point, hence would fail to
be a KM-space.
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We know that every finite distributive lattice has a unique Heyting algebra expansion, and
moreover that every finite Heyting algebra has a unique fronton expansion. These construc-
tions lead to a natural method for extracting finite countermodels based on frontons to non-
valid msi rules, which we illustrate in the proof of Lemma 4.13. This result, in a somewhat
different formulation, was first proved by Muravitsky [1981] via frame-theoretic methods.

Lemma 4.13. For any msirule I'/A, if Frt £ I'/A then there is a finite fronton $ € Frt such
that £ T'/A.

Proof. Assume Frt £ I'/A and let $ € Frt be a fronton with £ I'/A. Take a valuation V
with 9,V E T'/A. Put ® = Sfor(I'/A) and set

D> :={(V(p),V(y)) eHxH:¢ >y e€0®yu{(V(p),a) :a € D*and ¢ € O}
D®:=(V(p) e H:Rp € O)

Let K be the bounded distributive lattice generated by ®. For all a, b € K define
aszz\/{ceH:a/\ch}

/\ bv (b a)
bekK

®'a:

Obviously (K, ) is a Heyting algebra, and by Proposition 4.5 it follows that & := (K, »,R")
is a fronton. Moreover, the inclusion C: & — 2 is a bounded lattice embedding satisfying

avwb<a-b forall (a,b) €e K xK
avwb=a-b for all (a,b) € D™
®'a = Ra for all a € D®.

The first two claims are proved the same way as in the proof of Lemma 2.26. For the third claim
we reason as follows. Suppose a € D®. Then (b,a) € D~ for every b € K by construction.

Therefore,

®'a = /\bv(bwa): /\bv(b—>a).
bekK bekK

By the axioms of frontons we have ®a < b v (b — a) for all b € H, hence for all b € K in
particular. Therefore ®a < ®’a. Conversely, for any a € K we have

R'a < RaV Rawa
<RaV Ra—a (by Ra » a < Ra — a)

= Ra. (by Ra » a = a < Ra)

Let V' be an arbitrary valuation on & with V’(p) = V(p) whenever p € Sfor(I'/A) n Prop.
Then for every ¢ € ©® we have V(¢) = V'(¢). This is shown easily by induction on the
structure of ¢. Therefore, &, V’ £ T'/A. O
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The proof of Lemma 4.13 motivates an alternative notion of filtration for frontons. Let
H, K eFrt. Amap h:  — K is called pre-stable if for every a,b € H we have h(a —» b) <
h(a) - h(b). For a,b € H, we say that h satisfies the »-bounded domain condition (BDC™)
for (a,b) if h(a - b) = h(a) - h(b). For D C H, we say that h satisfies the R-bounded
domain condition (BDC®) for D if h(®Ra) = ®Rh(a) foreverya € D. If D C H x H, we say
that & satisfies the BDC™ for D if it does for each (a,b) € D, and analogously for the BDC¥.
Lastly, if D~ C H x H and D® C H, we say that A satisfies the BDC for (D™, D®) if h satisfies
the BDC™ for D~ and the BDC® for D®.

Definition 4.14. Let  be a fronton, V a valuation on $, and ©® a finite, subformula closed
set of formulae. A (finite) model (&', V’), with & € Frt, is called a (finite) weak filtration of
(9, V) through O if the following hold:
1. & = (K], >,®), where K is the bounded sublattice of $ generated by V[®];
2. V(p) = V'(p) for every propositional variable p € ©;
3. The inclusion C: B — A is a pre-stable embedding satisfying the BDC™ for the set
{(V(p),V(y)) : ¢ = yw € O}, and satisfying the BDC® for the set {V(¢) : Rp € O}

A straightforward induction on structure establishes the following filtration theorem.

Theorem 4.15 (Filtration theorem for frontons). Let $ be a fronton, V a valuation on 9, and
O a a finite, subformula-closed set of formulae. If (K’,V’) is a weak filtration of ($,V)
through © then for every ¢ € ® we have

Vip) = V'(p).
Consequently, for every rule I'/A such that ¥, 5 € ® foreach y € I' and § € A we have
H,VET/A = R,V ET/A.

We now introduce algebra-based rules for rule systems in NExt(KMg) by syntactically en-
coding weak filtrations as just defined. We call these pre-stable canonical rules to emphasize
the role of pre-stable maps as opposed to stable maps in their refutation conditions.

Definition 4.16. Let € Frt be a finite fronton, and let D~ C H x H, D® C H be such that
a € D® implies (b,a) € D~ for every b € H. The stable canonical rule of ($,D~,D%¥), is
defined as g4 (H,D”,D¥) = I'/A, where

[:={pyg < 0}u{p < L}u
Pary < Pa NPy a € HYU{payp < paVpp:a€HU
{paeb S Pa 2 Pp: (Cl,b) € D%} U {plza S Rp,ae DE}
A :={p, < p, : a,b € H with a # b}.
The next two results outline algebraic refutation conditions for msi pre-stable canonical

rules. They may be proved with straightforward adaptations of the proofs of similar results
seen in earlier chapters.
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Proposition 4.17. For every finite fronton $ and D~ C H x H, D¥ C H, we have  }£
Ng(H,D”,D¥).

Proposition 4.18. For every & € Frt and any msi pre-stable canonical rule ng($,D~,D%®),
we have & E n5(H,D~, D¥) iff there is a pre-stable embedding 2 : $ — & satisfying the
BDC for (D, D®).

We now give refutation conditions for msi pre-stable canonical rules on KM-spaces. If
X, are KM-spaces, amap f : ¥ — 9 is called pre-stable if for all x,y € X, x < y implies
f(x) < f(y). Clearly, if f is pre-stable then for all x,y € X, x C y implies f (x) < f(y). Now
let d C Y. We say that f satisfies the BDC™ for b if for all x € X,

MfInd# 0= flrxlnd# Q.
We say that f satisfies the BDC® for b if for all x € X the following two conditions hold.

)] Nd#FD=flrxInd#Q (BDC®-back)
FIMXINd# D= n[f(x)]nd+0D (BDC®-forth)

If © € 9(Y), then we say that f satisfies the BDC™ for ® if it does for every d € ®, and
similarly for the BDC®. Finally, if ©, ©® C ©(Y), then we say that f satisfies the BDC for
(D7, D) if f satisfies the BDC™ for ©~ and the BDC® for ©%.

Let  be a finite fronton. If D~ C H x H, for every (a,b) € D™ set b(‘;’b) = B(a)\ B(D).
If D® C H, for every a € D® set d% := —f(a). Finally, put ®~ := {dp ¢ (a,b) € D7),
D% := {d¥ : a € D¥}.

Proposition 4.19. For every KM-space ¥ and any msi stable canonical rule 54 (9, D™, D%),
X K ng(H, D7, D¥) iff there is a continuous pre-stable surjection f : ¥ —» 9, satisfying the
BDC (97, ©¥).

Proof. (=) Assume X £ ng($H,D7,D¥®). Then there is a pre-stable embedding 7 :  —
X* satisfying the BDC for (D™, D¥). Reasoning as in the proofs of Proposition 2.23 and
Proposition 2.31 it follows that there is a pre-stable map f : ¥ — $, satisfying the BDC™
for ®~ and satisfying the BDC®-back for %, namely the map f = h~!. Let us check that f
satisfies the BDC®-forth for ©¥. Let b¥ € ®®. Assume f[ftx] N d¥ # @, i.e., that there is
y € tx with f(y) € d%. Sox ¢ ®-A(U), where U := —d%. Since h satisfies the BDC* for
b2 we have ®-h(U) = h(r:U), and so x ¢ h(x:-U). This implies f(x) ¢ ®-(U), therefore
there must be some z € d¥ such that f(x) C z, i.e. 1[f(x)] N d% # Q.

(<) Assume that there is a continuous pre-stable surjectionf : ¥ — 9, satisfying the BDC
for (D7, ©®). By the proof of Proposition 2.23, f~! : § — X¥* is a pre-stable embedding
satisfying the BDC™ for D~. Let us check that f~! satisfies the BDC® for D®. Let U C X be
such that U = B(a) for some a € D¥, and reason as follows.

x¢fl(rU) & txnf 108 #0
S Mfx)]INdE £ Q (f satisfies the BDC® for %)
= x¢rf ).

]
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In view of Proposition 4.19, when working with KM-spaces we may write an msi pre-stable
canonical rule 74 (9, D, D®) as g (H,, D, D%).

We close this subsection by proving that our msi pre-stable canonical rules are expressive
enough to axiomatise every rule system in NExt(KMg).

Lemma 4.20. For every msi rule I'/A there is a finite set Z of msi stable canonical rules
such that for any & € Frt we have & § I'/A iff there is 5gx(H,D”,D®) € = such that
K ¥ ng(H,D7,D%).

Proof. Since bounded distributive lattices are locally finite there are, up to isomorphism, only
finitely many triples ($, D~, D¥) such that

* H € Frt and H is at most k-generated as a bounded distributive lattice, where k =
|Sfor(I'/A);

* There is a valuation V on 9 refuting I'/A, such that

D> ={((V(9),V(y)) : ¢ = w € Sfor(I'/A)}u
{(V(p),b) : ®p € Sfor(T'/A) and b € H}
D® ={V(p) : Rg € Sfor(I'/A)}.

Let E be the set of all msi pre-stable canonical rules 74 (9, D, D®) for all such triples
(H,D~,D"¥), identified up to isomorphism.

(=) Let & € Frt and suppose H § I'/A. Take a valuation V on 9 such that &,V
I'/A. Then by the proof of Lemma 4.13 there is a weak filtration ($’,V’) of (K, V) through
Sfor(I'/A), which by the filtration theorem for frontons is such that ', V" ¥ T'/A. This
implies that there is a stable embedding & : " — K, which again by the proof of Lemma 4.13
satisfies the BDC for the pair (®7, ©%®) defined as above. Therefore 74(H’,D”,D®) € =
and K £ ng(H’,D,D").

(<) Analogous to the same direction in, e.g., Lemma 2.26. O

Theorem 4.21. Every msi-rule system M € NExt(KMy) is axiomatisable over KM by some set
of msi pre-stable canonical rules of the form 74 (9, D, D¥), where $ € KM.

Proof. Analogous to, e.g., Theorem 2.27. U

§4.2.2 The GLg Case

Modal stable canonical rules as developed in § 2.2.2 can axiomatise every rule system in
NExt(GLy) [Bezhanishvili et al., 2016a, Theorem 5.6]. However, modal stable canonical
rules differ significantly from msi pre-stable canonical rules: they are based on a different no-
tion of filtration, which is stated in terms of stable rather than pre-stable maps. Consequently,
it is unclear how, if at all, one could obtain rule translation and collapse lemmas connecting
msi pre-stable canonical rules with modal stable canonical rules, which in turn makes ax-
iomatisation results analogous to those presented in §§ 2.3.3 and 3.3.3 elusive in the present
setting.
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Another reason why stable canonical rules are unattractive when working with rule sys-
tems in NExt(GLg) is that GLy admits very few filtrations. The situation is similar to the case
of NExt(KMg). For recall (Proposition 4.11) that finite GL-spaces are strict partial orders. If X
isa GL-space and f : ¥ — Q) is a stable map from X onto some finite modal space 9 such that
f(x) = f(y) for some x,y € X with Rxy, then 9 contains a reflexive point, hence cannot be a
GL-space.

In response to this problem, an alternative notion of filtration was introduced in van Ben-
them and Bezhanishvili [forthcoming], who note that the same technique was used already
in Boolos [1993]. We call it weak filtration. As usual, we prefer an algebraic definition. If
A, B are modal algebras and D C A, let us say thatamap & : A — B satisfies the [J-bounded
domain condition (BDCP) for D if h(Oa) = O(a) for every a € D.

Definition 4.22. Let B € Mag be a Magari algebra, V a valuation on 3, and ® a finite,
subformula closed set of formulae. A (finite) model (A, V'), with A" € Mag, is called a
(finite) weak filtration of (B, V) through O if the following hold:

1. " = (,0), where & is the Boolean subalgebra of & generated by V[®];
2. V(p) = V' (p) for every propositional variable p € O;
3. The inclusion C: A’ — & satisfies the BDCH for D := {V'(¢) : ¢ € O},

Theorem 4.23. Let 3 € Mag be a Magari algebra, V a valuation on &, and © a finite,
subformula closed set of formulae. Let (A’,V’) be a weak filtration of (¥, V). Then for
every ¢ € ® we have

Vip) =V'(g).
Proof. Straightforward induction on the structure of ¢. [

Unlike weak filtrations in the msi setting, modal weak filtrations are not in general unique.
We will be particularly interested in weak filtrations satisfying an extra condition, which we
will construe as a modal counterpart to pre-stability in the msi setting. For any modal algebra
A and a € A we write [1*(a) := Ua A a. Let A, B € Mag be Magari algebras. A Boolean
homomorphism 4 : 9 — B is called pre-stable if for every a € A we have h(L1*a) < " h(a).
Clearly, every stable Boolean homomorphism 4 : A — B is pre-stable, since h(Ua) < Uh(a)
implies h(CaAa) = h(Oa) Ah(a) < Oh(a) Ah(a). A weak filtration (2, V”) of some model
(B, V) through some finite, subformula closed set of formulae ©® is called pre-stable if the
embedding C: A" - B is pre-stable.

If 2, B are modal algebrasand D C A,amap h : A — B satisfies the 1" -bounded domain
condition (BDCH") for D if h(O*a) = O*h(a) for every a € D. Note that if (%", V') is a
filtration of (B, V) through some ®, then for every D C A the inclusion C: A — B satisfies
the BDCUE™ for D iff it satisfies the BDC for D. Indeed, since O is subformula-closed we have
that (J* ¢ € © implies Llp € O, which gives the “only if” direction, whereas the converse
follows from the fact that C is a Boolean embedding.

Our algebra-based rules encode pre-stable weak filtrations as defined above, and explicitly
include a parameter DY, linked to the BDCH", intended as a counterpart to the parameter D~
of msi pre-stable canonical rules. We call these rules modal pre-stable canonical rules.
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Definition 4.24. Let % € MA be a finite modal algebra, and let DY', DY C A. Let (O ¢ :=
OgAg@. The pre-stable canonical rule of (A, DY", DY), is defined as p, (%, DY, DY) = T'/A,
where

I :={parp © Pa NPy a €H}U{payp © paVpp:a€HU
{Poa © Dy a€A}U{pg, » Op,:a€atu
{O%p, = pore :a €DV} U {pn, < Op, : a € DY}
A:={p,:ae A\ 1}.

It is helpful to conceptualise modal pre-stable canonical rules as algebra-based rules for bi-
modal rule systems in the signature {A, v, —,[],[J%,0, 1} (so that [J* is an independent op-
erator rather than defined from [J) and containing (*p <> [p A p as an axiom.' From this
perspective, modal pre-stable canonical rules are rather similar to msi pre-stable canonical
rules. We cash out this similarity more precisely in § 4.3.3, in the form of a rule translation
lemma.

Using by now familiar reasoning, it is easy to verify that modal pre-stable canonical rules
display the intended refutation conditions. For brevity, let us say that a pre-stable map A
satisfies the BDC for (DY", DD) if A satisfies the BDC™" for DY and the BDC for D".

Proposition 4.25. For every finite modal algebra 2l € MA and D™, DY C A, we have $ }£
p. (A, D57, D).

Proposition 4.26. For every modal algebra 3 € MA and any modal pre-stable canonical
rule y, (A, DY, DY), we have & }¢ pu, (A, DY, DY) iff there is a pre-stable embedding
h: B — U satisfying the BDC (DP' D).

If X is any modal space, for any x,y € X define R*xy iff Rxy or x = y. Let X, Q) be GL-spaces.
Amapf : ¥ - Q iscalled pre-stable if for all x,y € X we have that R*xy implies R*f (x)f (y).
If b C Y, we say that f satisfies the BDCY" for b if for all x € X,

RFIf0)]nd# @ = fIR*[x]]nd # Q.

Furthermore, we say that f satisfies the BDC™ for b if for all x € X the following two condi-
tions hold.

Rf(x)Ind# D= fIR[x]INd+Q (BDCE-back)
FIRIX]IINd # @ = R[f(x)]nd # Q. (BDC"-forth)

Finally, if © C ©(Y) we say that f satisfies the BDCH" (resp. BDCU) for ® if it does for every
b e ®,andif D7, DY C p(Y) we write that f satisfies the BDC for (@, M) if f satisfies

I'This view of GL as a bimodal logic is the main insight informing Litak’s [2014] strategy for deriving
Item 2 of Theorem 4.38 from the theory of polymodal companions of msi-logics as developed by Wolter and
Zakharyaschev [1998, 1997]. In that setting, msi formulae are translated into formulae in a bimodal signature,
but the two modalities of the latter can be regarded as implicitly interdefinable in logics where one satisfies the
L&b formula.
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the BDCY" for ®7" and the BDC™ for ®". Let 2 be a finite Magari algebra. If DY" C A,
for every a € DY set b := —B(a). If DY C A, for every a € D set 2! := — 8 (a). Finally,
put 7" := (3L 1 a € DI}, ©Y := (3 : @ € D).

Proposition 4.27. For all GL-spaces ¥ and any modal pre-stable canonical rule z, (2, DY, D),
we have ¥ ¥ p, (%, DY, DY) iff there is a continuous pre-stable surjection f : ¥ — 2, satis-
fying the BDC for (D", ®Y).

As usual, in view of Proposition 4.27 we write a modal pre-stable canonical rule z, (%, DY, DP)
as p (YU, U, ©Y) in geometric settings.

We close this section by proving that pre-stable canonical rules axiomatise any rule system
in NExt(GLg).

Lemma 4.28. For every modal rule I'/ A there is a finite set = of modal pre-stable canonical
rules of the form g, (%, DY, DY) with 9 € K4, such that for any B € Magwehave B £ T'/A
iff there is u, (A, DY, DY) € Z such that & §£ pu, (A, DY, DY).

Proof. Since Boolean algebras is locally finite there are, up to isomorphism, only finitely
many triples ( o, DY, DY) such that

* A € K4 and I is at most k-generated as a Boolean algebra, where k = |Sfor(I'/A)|;
* There is a valuation V on Q refuting I'/A, such that

DY = (V(p) : O%¢p € Sfor(T/A)}
DY = {V(g) : Qg € Sfor(I'/A)}

Let = be the set of all modal pre-stable canonical rules g, (%, D™, DY) for all such triples
(2, DY, DY), identified up to isomorphism.

(=) Let B € Mag and suppose B £ I'/A. Take a valuation V on B such that B,V ¥
['/A. As is well-known, there is a transitive filtration (2, V”) of (3, V) through Sfor(I'/A).
Then A" € K4. Moreover, clearly every filtration is a weak filtration, hence so is (2, V).
Therefore there is a Boolean embedding / : 9’ — & satisfying the BDC for (D", DY),
where DY := (V' () : O% ¢ € Sfor(T'/A)} and DY := (V' (¢) : O¢ € Sfor(I'/A)}. Indeed,
it is obvious that / is a Boolean embedding which satisfies the BDCH for D™. The fact that
h satisfies the BDCH" follows by noting that, additionally, ¢ € Sfor(CJ* ¢) for every modal
formula ¢. Lastly, since (21, V') is actually a filtration, f is stable, a fortiori pre-stable. Hence
we have shown B } u+(QI,DD+,DD).

(<) Routine. ]

Theorem 4.29. Every modal rule system M € NExt(GLy) is axiomatisable over GLg by some
set of modal pre-stable canonical rules of the form g, (2, DY, DY), where U € K4.

&9



The Kuznetsov-Muravitsky Isomorphism for Logics and Rule Systems

§4.3 The Kuznetsov-Muravitsky Isomorphism via Stable Canonical Rules

We are ready for the main topic of this chapter, the Kuznetsov-Muravitsky isomorphism and
its extension to rule systems. We apply pre-stable canonical rules to prove this and related
results in the vicinity, using essentially the same techniques seen in §§ 2.3 and 3.3.

In § 4.3.1 we recall the relevant transformations between frontons and Magari algebras,
and introduce an appropriate Godel-style translation of msi-formulae into modal ones. In
§ 4.3.2 we prove the Kuznetsov-Muravitsky isomorphism and its extension to rule systems.
We close by giving axiomatic characterisations of the underlying isomorphisms via pre-stable
canonical rules, in the style of §§ 2.3.3 and 3.3.3, and by illustrating these results with some
examples (§§ 4.3.3 and 4.3.4).

§4.3.1 Semantic and Syntactic Mappings

From Frontons to Magari Algebras and Back We begin by reviewing the constructions
for transforming frontons into corresponding Magari algebras and vice versa. The results in
this paragraph are known, and recent proofs can be found in, e.g., Esakia [2006]. As usual, we
include them in full to give the reader a clearer idea of the transformations under discussion.

The first step for transforming a given fronton $ € Frt into a Magari algebra is to take the
free Boolean extension B(9) of its underlying Heyting algebra. Then we expand B($) with
a modal operator, as follows.

Definition 4.30. The mapping o : Frt -» Mag assigns every $ € Frt to the algebra ¢ :=
(B($),0), where for every a € B(H) we have

la:=\/{beH:b<a}
Ua := ®la.
Observe thatif a € H then Ia = a, and so La = ®a. Consequently, if a € H also [J*a = ®*a.

The construction for turning a Magari algebra into a corresponding fronton is also a simple
extension of the construction for turning closure algebras into corresponding Heyting algebras.

Definition 4.31. The mapping p : Mag — Frt assigns every Magari algebra 9l € Mag to the
algebra p := (O(A), A, v, —,[],1,0), where

OA):={a€A:0%a=a}
a—-b:=0"(wavb)
Ra := Lla

By unpacking the definitions just presented it is not difficult to verify that the following
Proposition holds.

Proposition 4.32. For every $ € Frt we have = po $. Moreover, for every 2 € Grz we
have o p2 » 2.
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We call a Magari algebra QU skeletal if o p?l = 2 holds.
We now give more suggestive dual descriptions of the maps o, p on KM- and GL-spaces,
which also make it easier to show that o, p are the intended ranges.

Definition 4.33. If ¥ = (X, <,C, ©) is a KM-space we set X := (X,R, @), where R =C.
Let Q := (Y,R, @) be a GL-space. For x,y € Y write x ~ y iff Rxy and Ryx. Define a map
p:Y - @(Y) by setting p(x) = {y € Y : x ~ y}. We define p9 := (p[Y],<,,.C, p[O])
where p(x) €, p(y) iff Rxy and p(x) <, p(y) iff R} p(x) p(y).

Proposition 4.34. The following conditions hold.

1. Let € Frt. Then (¢9), = o(9,). Consequently, if X is a KM-space then (g ¥)* =
o(X)*.

2. Let X be a GL-space. Then (pX)* = p(X*). Consequently, if & € Mag, then (p%), =
p(2Ly).

Proof. (1) Let $ € Frt. By the proof of Proposition 2.38 it suffices to show that (¢ 9), and
o (9,) have the same relations. Let x,y € Spec(ad9) = Spec($), and suppose Rxy (where
R is the modal relation of (¢9),). Then for every a € B(H), and so for every a € H in
particular, Ua € x implies a € y. Butif a € H then Ua = ®Ra, and so we have that for every
a € H,Ra € x implies a € y, i.e. Rgxy (where Ry is the relation of o ($,)). Conversely,
assume that Rgxy. Then for every a € H, Ra € x implies a € y. Let a € B(H) and suppose
Ua € x. This is to say ®/a € x, and so as la € H in turn Ia € y. Since y is upwards closed
and /a < a, in turn a € y. Whence Rxy. The second part is a trivial consequence of the first
part.

(2) Let X € Spa(GL). Reasoning as in the proof of Item 2 in Proposition 2.44, we obtain
that p~! : (pX)* = p(X*) is a Heyting algebra isomorphism. Now let U € ClopUp(p¥)*.
Then for any p(x) € X we have that p(x) € 'Z'EPU iff 1,[p(x)] € Uiff R[x] C p~ L) iff
x € Ug(U). The second part is a trivial consequence of the first part. [

Proposition 4.35. For every fronton € Frt we have that ¢ 9 is a Magari algebra, and for
every Magari algebra 2/ € Mag we have that p?l is a fronton.

Proof. Let € Frt. We prove that ¥ := ¢(9,) is a GL-space. Let X" = (X,R", ©). Then it
is easy to see that ¥” = ¢ (K,), where K is the ®-free reduct of $. Whence X’ is a Grz-space.
Now let U € Clop(%) and x € X. Suppose x € R~Y(U). In other words, there isy € U such
that Rxy. Then also R*xy. By Proposition 2.18 there is some z € maxg+ (U) such that R*yz.
Clearly, it follows that z € maxg (U). Thus, by Proposition 4.1 1, we obtain that z ¢ R[z], and
so in turn that R[z] n U = @. So we have z € U Nk — U. By transitivity we find Rxz, hence
we have shown that x € R~1 (U n Og — U). This implies that ¥ is a GL-space, as desired.

Let A € Mag. We show that ¥ := p(Q,) is a KM-space. Conditions 1, 2, and 4 of
Definition 4.6 are obvious. For condition 3, it follows from Theorem 4.8 that

{xy =) Bla)

aex
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is closed, and since by assumption R[x] is closed we have that fx = {x} U R[x] is closed as
well. For condition 5, let U € ClopUp(%) and x € X. Suppose x ¢ U. Then x € —U, so by
Proposition 4.11 either x € maxg(—U) or there is y € maxp(—U) with Rxy. If the former, it
follows that R[x] € U, and as x < x we are done. If the latter, it follows that R[y] € U, and
as x <y we are done. O

A Godelian Translation We now show how to translate msi formulae into modal formulae
in a way which suits our current goals. The main idea, already anticipated when developing
msi stable canonical rules, is to conceptualise rule systems in NExt(GLg) as stated in a signa-
ture containing two modal operators [J, [J*, so to use [] to translate ® and [J* to translate —.
This leads to the following Godelian translation function.

Definition 4.36. The Godelian translation 7" : Tm,,;; - Tm,,, is defined recursively as fol-

lows.
T(L):=1
T(T):=T
T(p):=0Up

T(ony):=T(p) AT (y)

T(pvy):=T(p)VvT(y)

T(p — w):=0%(=T(p)vT(y))
T(re) :=UT(¢)

The translation 7" above was originally proposed by Kuznetsov and Muravitsky [1986], and
is perhaps most comprehensively studied in Wolter and Zakharyaschev [1998, 1997]. Our
presentation contains a revised clause for the case of 7' (=R¢), which was originally defined as

T(®e) := O+OT ().

However, it is not difficult to verify that Mag £ Ulp < [O*Up, which justifies our revised
clause. As usual, we extend the translation 7" from terms to rules by setting

T(I'/A) :=T[T]/T[A].
The following key lemma describes the semantic behaviour of 7'(-) in terms of the map p.
Lemma 4.37. For every 2 € Mag and si rule I'/A,
AET(I'/A) < pAET/A

Proof. A simple induction on structure shows that for every si term ¢, every modal space %,
every valuation V on X and every point x € X we have

t,V.xET(p) < pX,p[V] plx) E ¢.

Using this equivalence and noting that every valuation V on some KM-space p X can be seen
as of the form p[V’] for some valuation V’ on %, the rest of the proof is trivial. ]
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§4.3.2 The Kuznetsov-Muravitsky Theorem

We are now ready to state and prove the main result of the present chapter. Extend the map-
pings o : Frt - Mag and p : Mag — Frt by setting

o : Uni(Frt) - Uni(Mag) p : Uni(Mag) — Uni(Frt)
2 — Uni{cd : H € U} W - {pA:A € W}.

Now define the following two syntactic counterparts to o, p between NExt(KMp) and
NExt(GLy).

o : NExt(KM) - NExt(GLg) p + NExt(GL;) - NExt(KMg)
LeGLg @ {T(I'/A): T/A €L} M {T'/A:T(I'/A) e M}

These maps easily extend to lattices of logics, by setting:

o : NExt(KM) -» NExt(GL) p : NExt(GL) - NExt(KM)
L Taut(oLg) =GL @ {T(¢) : ¢ € L} M Taut(pMp) ={¢ : T(p) € M}

The goal of this subsection is to establish the following result.

Theorem 4.38 (Kuznetsov-Muravitsky theorem). The following conditions hold:

1. o : NExt(KMg) - NExt(GLg) and p : NExt(GL;) — NExt(KMg) are mutually inverse
complete lattice isomorphisms.

2. 0 : NExt(KM) — NExt(GL) and p : NExt(GL) — NExt(KM) are mutually inverse
complete lattice isomorphisms.

Similarly to the previous chapters, the main difficulty to overcome here consists in showing
that o : NExt(KM;) — NExt(GLy) is surjective. We approach this problem by applying our
pre-stable canonical rules, following a similar blueprint as that used in the previous chapters.
The following lemma is a counterpart of Lemma 2.50. Its proof is similar to the latter’s, thanks
to the similarities existing between Grz- and GL-spaces.

Lemma 4.39. Let Al € Mag. Then for every modal rule I'/A we have A | ['/A iff 6p2 E
I'/A.

Proof. (=) This direction follows from the fact that o p > 2 (Proposition 4.32).

(<) We prove the dual statement that 2, £ I'/A implies o p2, £ I'/A. Let X := 2. In
view of Theorem 4.29 it suffices to consider the case I'/A = /1+(Q3,DD+,DD), for B € K4
finite. So suppose ¥ }£ p,(B,D”", DY) and let § := ¥B,. Then there is a pre-stable map
f: ¥ - § satisfying the BDC for (D", ©Y). We construct a pre-stable map g : o pX - §
which also satisfies the BDC for (D", ®1).

Let C be a cluster in §. Consider Z~ := f~1(C). As f is continuous, Z is clopen.
Moreover, since f is pre-stable Z does not cut any cluster. It follows that p[Z] is clopen in
p X, because p X has the quotient topology.
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Enumerate C := {xi,...,x,}. Then f~'(x;) C Z is clopen. By Proposition 4.11, we
have that M; := maxg(f~'(x;)) is clopen. Furthermore, as every element of M, is maximal
in M;, by Proposition 4.11 again we have that M; does not cut any cluster. Therefore p[M,]
is clopen, because p ¥ has the quotient topology. Clearly, p[M;] n p[M;] = @ for each i # ;.
Therefore there are disjoint clopens Uy, ..., U,, with p[M;] € U; and | J, U; = p[Z]. Just
take U; := p[M,] if i # n, and

U, :=plZc]\ (U Ui)-
i<n
Now define
gc:plZc]l - C
gcz) =x; & z€eU;

Note that g is relation preserving, evidently, and continuous by construction. Finally, define
g : opX — F by setting

(0(2)) f(2) if f(z) does not belong to any proper cluster
Z =
p gc(p(z)) iff(z) € C for some proper cluster C C F

Now, g is evidently pre-stable. Moreover, it is continuous because both f and each g are. Let
us check that g satisfies the BDC for (U, M),

+ (BDC™") This may be shown reasoning the same way as in the proof of Lemma 2.50.

» (BDCM-back) Let d € " and p(x) € p[X]. Suppose that R[g(p(x))] nd # @. Let
U := f~1(f(x)). Thenx € U, so by Proposition 4.1 1 either x € maxg(U) or there exists
x" € maxg (U) such that Rxx’. We consider the former case only, the latter is analogous.
Since x € maxg(U), by construction we have g(p(x)) = f(x). Thus R[f(x)] nd # Q.
Since f satisfies the BDC for b, it follows that there is y € X such that Rxy and f (y) € b.
As x € maxp(U) we must have f(x) # f(y). Now let V := f~1(f(y)). Asy € V, by
Proposition 4.1 1 either y € maxg (V) or there exists some y* € maxg(V) such that Ryy’.
Wlog, suppose the former. Consequently, f(y) = g(p(y)). But then we have shown that
Rp(x)p(y) and g(p(y)) € d,i.e. g[R[p(x)]] N d # O.

o (BDCM-forth) Let b € ®Y and p(x) € p[X]. Suppose that g[R[p(x)]] nd # ©.
Observe that g[R[p(x)]] N d # @ is equivalent to R[p(x)] n g~1(d) # @. Therefore
there is some y € b such that R[p(x)] n g () + 0. By Proposition 4.11 there is z €
maxg (g~ (y)) with R, p(x) p(z). Observe that since g is pre-stable, Rtg(p(x))g(p(2)),
whence if g(p(x)) # g(p(z2)) in turn Rg(p(x))g(p(z)) and we are done. So suppose
otherwise that g(p(x)) = g(p(z)). Distinguish two cases

— Case I: y ¢ R[y]. Then y cannot belong to a proper cluster, so by construction
f(x)=g(p(x))andf(z) = g(p(z)). From Rp(x) p(z) it follows that Rxz, whence
R[x]1nf~1(b) # @ Since f satisfies the BDC-forth for b, there must be some u € »
with Rf (x)u and f(u) € d. Then also Rg(p(x))u, i.e. R[g(p(x))] Nnd # @ as
desired.
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— Case 2: y € R[y]. But then Rg(p(x))y. This shows R[g(p(x))] nd # @ as
desired.

O

Proposition 4.40. Every universal class 26 € Uni(Mag) is generated by its skeletal elements,
ie. % = opi.

Proof. Analogous to Theorem 2.51, but applying Lemma 4.39 instead of Lemma 2.50. [

We now apply Lemma 4.39 to characterise the maps o : NExt(KMz) — NExt(GLg) and
p : NExt(KMz) — NExt(GLy) in terms of their semantic counterparts.

Lemma 4.41. For each L € Ext(KM;) and M € NExt(GLy), the following hold:

Alg(oL) = oAlg(L) (4.6)
Alg(pM) = pAlg(M) 4.7

Proof. (4.6) By Theorem 2.51 it suffices to show that Alg(¢L) and oAlg(L) have the same
skeletal elements. So let A = op2A € Mag. Assume A € oAlg(L). Since oAlg(L) is
generated by {¢B : B € Alg(L)} as a universal class, by Proposition 4.32 and Lemma 4.37
we have A  T(I'/A) for every I'/A € L. But then A € Alg(oL). Conversely, assume
A € Alg(oL). Then A E T(I'/A) for every I'/A € L. By Lemma 4.37 this is equivalent to
p?l € Alg(L), therefore o p? = A € gAlg(L).

A7) Let & € Frt. If & € pAlg(M) then $ = p2 for some A € Alg(M). It follows that
for every rule T(I'/A) € Mwe have 2 E T(I'/A), and so by Lemma 4.37 in turn  E I'/A.
Therefore indeed $ € Alg(pM). Conversely, for all rules I'/A, if pAlg(M) E I'/A then by
Lemma 4.37 Alg(M)  T(I'/A), hence I'/A € pM. Thus ThR(pAlg(M)) C pM, and so
Alg(pM) C pAlg(M). O

We are now ready to prove the main result of this section.
Theorem 4.38 (Kuznetsov-Muravitsky theorem). The following conditions hold:

1. o : NExt(KMp) — NExt(GLy) and p : NExt(GL;) — NExt(KMy) are mutually inverse
complete lattice isomorphisms.

2. 0 : NExt(KM) — NExt(GL) and p : NExt(GL) — NExt(KM) are mutually inverse
complete lattice isomorphisms.

Proof. (1) It suffices to show that the two mappings ¢ : Uni(Frt) —» Uni(Mag) and p :
Uni(Mag) — Uni(Frt) are complete lattice isomorphisms and mutual inverses. Both maps
are evidently order preserving, and preservation of infinite joins is an easy consequence of
Lemma 4.37.

Let 2% € Uni(Mag). Then % = o p% by Proposition 4.40, so ¢ is surjective and a
left inverse of p. Now let 26 € Uni(Frt). It follows immediately from Proposition 4.32 that
po%% = 9. Therefore p is surjective and a left inverse of o. But then ¢ and p are mutual
inverses, whence both bijections.

(2) Follows immediately from Item | and Proposition 4.2. O
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§4.3.3 Axiomatic Characterisation of the Maps o, p

In this subsection we show how to transform a pre-stable canonical axiomatisation of any L €
NExt(KMg) into a pre-stable canonical axiomatisation of pL (Theorem 4.43), and conversely
how to extract a pre-stable canononical axiomatisation of pM out of a pre-stable canonical
axiomatisation of any M € NExt(GL) (Theorem 4.46).

Theorem 4.38 implies that every rule system in NExt(GLg) is axiomatisable by Godelian
translations of msi pre-stable canonical rules. Following a by now familiar recipe, we charac-
terise such rules as modal pre-stable canonical rules of skeletal Magari algebras.

Lemma 4.42 (Rule translation lemma - pre-stable). Let n4($H, D, D®) be an msi pre-stable
canonical rule. Then for every Magari algebra 2/ € Mag we have

AET(g(H,D>,D®)) e Ak p, (09, D, D5)
where DY := {wa Vv b : (a,b) € D7} and D~ = D®.

Proof. Let § := 9,. By Proposition 4.34 and Lemma 4.37 it suffices to prove that for all
GL-spaces X we have

PEE 15(5,97,9%) = Xk pu, (05,97 ,05)

where ®” = ®~ (note that if (a,b) € D~ then B(a) \ B(b) = —B(—a Vv b)) and D" = D=.

(=) Assumethat X £ u, (o5, U, ©Y). Then there is a continuous pre-stable surjection
f : ¥ » o satisfying the BDC for (9", ®). Observe that for all x,y € X, if Rxy and
Ryx then R*f (x)f (y) and R*f (y)f (x) by pre-stability, whence f (x) = f(y) since ¢§ is a poset.
Therefore we may define a map g : pX¥ — § by setting g(p(x)) = f(x). Clearly, g is pre-
stable: if p(x), p(y) € p[X] then p(x) < p(y) implies R*xy, which by the pre-stability of
f implies R*f (x)f (x), whence R*g(p(x))g(p(y)). Let us check that g satisfies the BDC for
(D7, D%).

e (BDC)Letd € ©~. Thend € D", Let p(x) € p[X], and suppose that T[g(p(x))]N
b # @. Then also R*[f(x)] N d # @, and since f satisfies the BDCZ" for ®" it follows
that f[R*(x)] N d # @. This implies g[Tp(x)] N d # @ because p : ¥ - pX preserves
R*.

* (BDC®-back) Analogous to the (BDC™).

o (BDC®-forth) Let > € ©®®. Then b € ®Y. Let p(x) p[X] and suppose that
gltp(x)1nd # @. As p reflects R it follows that f[R[x]] N d # (. Since f satisfies the
BDCD for ®, we infer R[f(x)] N d # @, which clearly implies R[g(p(x))] nd # .

(&) Assume that pX £ n5(5, D7, D¥). Then there is a continuous pre-stable surjection
g : pX — § satisfying the BDC for (7, ®%). Defineamapf : ¥ - o¢§ by setting
f(x) = g(p(x)) for every x € X. Since both p : ¥ - pX and g are continuous, p preserves
R™, and g is pre-stable, it follows that f is continuous and pre-stable. Moreover, we claim that
f satisfies the BDC for (D", o).
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* BDC" ) Letd € Y. Then d € . Letx € X, and suppose that R*[f(x)] N d # @.
Then also R*[g(p(x))] N d # @, and since g satisfies the BDC™ for ®~ it follows that
g[tp(x)] nd # @. This implies f[R*[x]] N d # @ because p : ¥ - pX reflects R*.

 (BDCM-back) Analogous to the (BDCH").

» (BDC"-forth) Letd € ®Y. Thend € D=. Letx € X and suppose that f[R*[x]]nd # @.
As p preserves R it follows that g[fp(x)] N d # @. Since g satisfies the BDC® for ¥,
we infer R[g(p(x))] N d # @, which obviously implies R[f (x)] nd # @.

]

Theorem 4.43. For every L € NExt(KMg), if
L=KMy ® {ng(H;,D,D¥) :i el}
then
oL =GLly ® {p, (69, DT, DF) :iel)
where for each i € I the sets DV and D are defined as in the statement of the rule translation

lemma (pre-stable).

Proof. By definition have
oL =GLy ® (T (ngx(H;,D7,D¥)) : i €1},
and in turn by the rule translation lemma (pre-stable) we obtain
oL = GLg ® {1, (69, D7, D)) s i 1},
[

Next, we generalise the notion of a collapsed rule to cover modal pre-stable canonical
rules, and use it to show how to turn axiomatisations of rule systems in NExt(GLg) in terms
of pre-stable canonical rules of K4-algebras into axiomatisations in terms of pre-stable canon-
ical rules of Magari algebras. We prefer a geometrical presentation of collapsed rules for its
intuitiveness.

The first task is extending the map p : Spa(GL) — Spa(KM) to a map p : Spa(K4) —
Spa(KM). We only do the finite case, as this will suffice for present purposes. So let § =
(F,R) € Spa(K4). We let p§ := (p[F], <,,E,), where (p[F],<,) is the skeleton of the
preorder (F,R*), and C p 18 the irreflexive reduct of < Py By Proposition 4.7, p§ is indeed a
KM-space. Now we can define collapsed pre-stable canonical rules.

Definition 4.44. Let § € Spa(K4) be finite and ®5", ®Y C ©(F). The collapsed pre-stable
canonical rule 7g(p§, pD~, pD¥) is obtained from the rule p (5, D, DY) by setting

pD” = {p[d] : b € D}
pD® = {p[d] : b € DY)
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Refutation conditions for collapsed modal pre-stable canonical rules are similar to those
for collapsed modal stable canonical rules.

Lemma 4.45 (Rule collapse lemma - pre-stable). For all ¥ € Spa(GL) and modal stable
canonical rule u(§,®), ¥ y+(%,%m+,§)m) implies pX K ng(pS, pD~, pD¥), where
D~ = D7 and ©% = D,

Proof. Assume ¥ ¥ p, (8, D7, ©5). Then there is a pre-stable map f : ¥ — § satisfying
the BDC for (D7, ®"). Defineamap g: p¥ — p§ by setting

g(px)) = p(f(x)).

Clearly, g is pre-stable. Moreover, because f is pre-stable we find that for every U C F, the set
f~1(U) does not cut clusters. It follows that g=1 (U) = p[f~1(p~1(U))] is clopen for every
U C p[F], because p X has the quotient topology. So g is continuous.

It remains to be checked that g satisfies the BDC for (p®~, p®U).

« (BDC)Letp[d] € pD~. Thend € D" Let p(x) € p[X] and suppose T[g(p(x))]N
p[d] # @. Then there is some p(y) € p[d] such that g(p(x)) < p(y). By the definition
of p[d], wlog we may assume that y € d. But then it follows that R*[f (x)] N d # @,
so since f satisfies the BDCH" for ®° we conclude f[R*[x]] n b # @. So there is
z € R*[x] such that f(z) € b. Then g(p(z)) = p(f(2)) € p[d], andsince p : X - pX
preserves R we also obtain p(x) < p(y). Hence we have shown g[1p(x)] n p[d] # ©.

» (BDC®-back) Analogous to (BDC™).

+ (BDC®-forth) Let p[d] € pD®. Then d € D. Let p(x) € p[X] and suppose
gltlp(x)]] n p[d] # @. Then there is p(y) € [ p(x)] such that g(p(y)) € p[bd].
Since p : ¥ — p¥X reflects R we find that Rxy, and by the definition of g and the
fact that p‘1 (p(y)) Nd # @ we may assume wlog that f(y) € bd. But then we have
fIR[x]1Nnd # @, and so as f satisfies the BDC" for ® it follows that R[f (x)] N d # .
Then there is z € b such that Rf (x)z. Then clearly p(z) € p[bd], and by the definition
of g we have g(p(x)) C p(z). Hence we have shown 1[g(p(x))] n p[d] # @.

]

Now note that by the rule translation lemma (pre-stable), a modal rule I'/ A is of the form
T(I'"/A’) iff it is equivalent to finitely many modal pre-stable canonical rules of the form
i, (¥,D9", DY) with ¥ € Spa(GL). Using this observation we can derive the following
axiomatisation of si fragments of modal rule systems in NExt(GLy), reasoning as in the proof
of Theorem 2.64.

Theorem 4.46. Let M € NExt(GLg) with M = GLy & {z, (£, D77, DY) : i € I}. Let
J = {l el: ﬂ+(0p%i,p®im+, p®,D) € M}

Then
PM =KMg ® {1 (pF;, pD;, pDF) :i € J)
where ©~ = ®U" and ©F = D,
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From Theorem 4.46 we obtain the following analogue of Theorems 2.69 and 3.56, using
essentially the same proof.

Theorem 4.47. For every modal rule I'/ A there is a finite set = of modal pre-stable canonical
rules of the form g, (2, DY, DY) with A € Mag, such that for any & € Mag we have that
B £ T'/A iff there is p, (%, DY, DY) € Z such that B ¥ p, (A, D7, DY),

§4.3.4 Examples

We conclude this chapter by providing some examples of pre-stable canonical axiomatisations
of rule systems in NExt(KMz) and NExt(GLy), and of their images under the maps o, p. We
begin with an axiomatisation of a rule system in NExt(KM).

The reflexivity rule is the rule ®p/p. Muravitskiy [1985] proved that there exist continuum-
many normal msi-logics extending KM where this rule is admissible. We axiomatise the least
extension of KM where this rule is derivable.

d
Theorem 4.48. KMy @ ®Rp/p = KMy @ 14 ( o—e, 0, {{d}}). Consequently, o (KM @ ®Rp/p) =

d
GLg @ p ( e, (), {{d}})

Proof. (C) Let X € Spa(KM) and suppose X £ ®p/p. Then there is a valuation V on X such

that X,V E ®p and yet there is x € X with X,V,x J£ p. Define a map f from %X to Colﬂo
by sending each element of V(p) to the rightmost element, and each element of —V (p) to d.
Clearly f is continuous and surjective. Since V(p) € ClopUp we have that f is pre-stable. It
should also be evident that f satisfies the BDC®-back for {d}. Moreover, note that if x,y €
—V/(p) then it is not possible to have x T y, because X,V,x F ®p and y ¢ V(p). Therefore

d
we obtain that f also satisfies the BDC®-forth for {d}. Thus ¥ ¥ 74 ( e 0, {{d}}), as
desired.

d
(2) Let ¥ € Spa(KM) and suppose X [ 14 ( e 0, {{d}}). Take a continuous pre-

stable surjection f from ¥ to 601%0 satisfying the BDC® for {d}. Observe that the f-preimage

of the rightmost element, call it U, is a C-upset: this follows from the fact that f satisfies the

BDC®-forth for {d}. For the same reason, every x € f ~1(d) is such that tx C U. These two
claims together imply that the valuation V given by V (p) = U witnesses X £ ®p/p.

The second part of the theorem follows from the first by an application of Theorem 4.43.

[

As the proof just given illustrates, an appropriate selection of BDC® parameters allows one to
have control over the area of a given KM-space where the relevant pre-stable map is required
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to preserve C. This can make the search for axiomatisations easier than it is when working
with stable maps.

Next, we consider a rule system in NExt(GLg). If ¥ is a GL-space, the depth of a point
x € X is defined recursively as follows: every x € maxg(X) has depth 0, and if x ¢ maxg(X)
then its depth is the maximum depth of any point in R[x] plus 1. We define the depth of X as
the maximum depth of any x € X.

Theorem 4.49. Let BD, be the rule system of all GL-space of depth strictly less than n. Then

dndn—l dO
BDn = GLR®#+ e —® 7@7 {{dn—1}9--'a{d0}}
Consequently,
dndn—l dO
pBDn:KMR@Um —e ’®’{{dn—l}7""{d0}}
dndn—l dO
Proof. Let g denote therule pu, | ®—@— - —® @ {{d,_},...,{dy}} |. To prove the

first part, it suffices to show that for all ¥ € Spa(GL), ¥ has depth strictly less than n iff X [ o.

(=) Assume ¥ £ p. Then there is a continuous pre-stable surjection f from X to the

dn dn— 1 dO

space ®—@— - —® gatisfying the BDC for the family {{d,,_1},...,{dp}}. Take xy €
f~1(d,). By the BDC -back, there must be some x,,_; € f~!(d,_;) such that Rx, x,_;. Iter-
ating this reasoning we construct a sequence (x,,, x,,_1, ... ,Xg) such that Rx;x;_; forall i < n,
showing that X has depth at least n.

(&) Assume % has depth at least n. Then there is at least one point with depth i for each

dn dn—l dO

i < n.Defineamapf fromXto ®—@— - —® asfollows: foralli < n, send all points
of depth i to d;, and send everything else to d,,. It is easy to see that this map is a well defined
continuous pre-stable surjection satisfying the BDC™ for the family {{d,_;}, ..., {dy}}. The
only non-trivial point to verify is the BDCU-forth: any two x, y € X both of depth 7 or greater
are mapped to d,,, but the case where Rxy does not cause problems since we do not require
that f satisfy the BDCY for d,,. Moreover, note that it is impossible for two x,y € X to both
be such that Rxy and have the same (finite) depth.

The second part of the theorem follows immediately from the first and Theorem 4.46. [

Observe that by very similar reasoning one could prove that BD, is axiomatised over GLg
by the rule
dn dn—l dO
,u+ o—e— —® ’®a {{dn—l}a'--’{do}}
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§4.4 Chapter Summary

In this case the map f constructed in the proof of direction (<) would actually be stable.

Applying Theorem 4.46 and then Theorem 4.43 to this result would yield the axiomatisation
stated in Theorem 4.49.

§4.4 Chapter Summary

We summarise the main original contributions of this chapter in the following list.

» We developed pre-stable canonical rules for rule systems in NExt(KMg) and NExt(GLg).

* We generalised our main technical lemma to the present setting (Lemma 3.45), and
applied it to establish the Kuznetsov-Muravitsky theorem and its generalisation to rule

systems. Once again, our proofs where smooth generalisations of arguments seen in
previous chapters.

* We gave new axiomatic characterisations of the o, p on rule systems via pre-stable
canonical rules, extending the axiomatisation results of §§ 2.3.3 and 3.3.3.
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Conclusions and Future Work

This thesis presented a new approach to research on modal companions and notions in the
vicinity. Our techniques have proved effective. With only minor adaptations to a fixed col-
lection of techniques, we provided a uniform treatment of the theories of modal and tense
companions, and of the Kuznetsov-Muravitsky isomorphism. We both offered alternative
proofs of classic theorems, such as the Blok-Esakia theorem, and established new results,
most notably analogues of the Blok-Esakia theorem and the Dummett-Lemmon conjecture.

Furthermore, our work also contributed to the theory of stable canonical rules. We gener-
alised si and modal stable canonical rules to the bsi and tense setting, and introduced pre-stable
canonical rules for both msi and modal rule systems. More significantly, our application of
stable (and pre-stable) canonical rules highlights an important aspect in which the latter per-
form at least as well as Zakharyaschev-Jerdbek canonical formulae and rules.

Above all, however, the significance of our work is methodological. The techniques pre-
sented in this thesis are based on a blueprint easily applicable across signatures. Stable canon-
ical rules can be formulated for any class of algebras which admits a locally finite expandable
reduct in the sense of Ilin [2018, Ch. 5], and once stable canonical rules are available there is
a clear recipe for adapting our strategy to the case at hand. We propose that further research
be done in this direction, in particular addressing the following topics.

Firstly, for reasons of space we have not addressed the full theory of modal companions
of msi deductive systems, as developed in Wolter and Zakharyaschev [1998, 1997]. We are
confident that our techniques can recover several of the main known results in this area, and
generalise them to rule systems. We hope that further work will confirm this.

Secondly, de Groot et al. [2021] recently proved an analogue of the Blok-Esakia theorem
for extensions of the Heyting-Lemmon logic, which expands superintuitionistic logic with a
strict implication connective. Our techniques could be applied to generalise this result to
rule systems, and more generally to develop a rich theory of modal companions of deductive
systems over the Heyting-Lemmon logic.

Thirdly, and most ambitiously, Goldblatt [1974] formulated a Godel-style translation giv-
ing a full and faithful embedding of the propositional logic O of all ortholattices into the
Browerian modal logic B = K @ [p - p & p - OOp. To the best of our knowledge, the
theory of modal companions of extensions of 0 (which include quantum logics) has not been
developed, and in particular it is unknown whether Goldblatt’s tranlsation gives rise to an
analogue of the Blok-Esakia theorem. If a suitable expandable locally finite reduct of ortho-
lattices can be found, stable canonical rules for rule systems over O can be developed, and a
clear strategy for attacking the problem just mentioned becomes available.
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