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"But", I said, "Euler showedthat hexagons
alone cannot enclose a volue". To which

the innominatebiologist retorted, "That
proves the superiority of Godover mathematics"....

D'Arcy Thompson as quoted by

W. Mcculloch in: Mysterium

Inequitatis of Sinful Man
Aspiring to the Place of God.



PREFACE

Usually, a Ph.D. Thesis reports on somescientific results, and, after
it has accomplishedits purpose of being a catalyst in the transformation
of its author to a Ph.D., it is carved up into one or more pieces which are
presented to the scientific communityin media with a wider circulation.
Here, I have followed the converse course. This work wants to present a
unified treatment of research, doneby its author , mostof whichhas beenpublished
previously in reports, journals and conference proceedings. Whereit was
necessary to mypurpose I have drawn from the work of other investigators.
A bibliographical commentaccompanies each chapter, disclosing its sources.
Whereas it has not been my contention to give a complete account of the
mathematical theory of L systems, part of the field seems reasonably
covered. The treatment of the subject is self-contained and, hopefully, easy
to follow, but it is obvious that a rudimentary knowledgeof formal lan­
guage theory is more or less required from the reader. For instance, a
glancing acquaintance with HOPCROFTand ULLMAN[1969], or SALOMAA[1973a],

will be helpful. Thus, Section 2.1 on formal grammarsis intended as a
review of someelementary concepts, and to ensure uniform notation, but not
as a substitute for the required background.

In my investigations in L theory I have been helped along by
J.W. de Bakker, P.G. Doucet, G.T. Herman, J. van Leeuwen, A. Lindenmayer,

H. and J. Lfick, G. Rozenberg, A. Salomaa, and W.J. Savitch.
Viewsexpressed on the biological applicability of L systems, and the

merits of several attempts in that direction, are for the author's sole re­
sponsibility, as are the views on the mathematical and the computer science
aspects of the same.

I wish to thank especially Aristid Lindenmayerfor his encouragement
at the outset of my scientific work; mypromotor Jaco de Bakker who is
also the head of the Computer Science Department at the Mathematical Centre;
and mycoreferent Arto Salomaa. Prof. A. van Wijngaarden, director of the
Mathematical Centre, gave me the working environment in which this research
could take place.

The technical realization of this monographwas madepossible by the
speedyanuiexcellent typing of the manuscript by Linda Brownand Lenie Rijs,
the drawing of figures by Tobias Baanders, and the printing by Dick Zwarst,
Jan Schipper, Jan Suiker, Etienne Michel and Jos van der Werf; all at the



Mathematical Centre.

The front cover was designed by Tobias Baanders, using a fragment of
Bottice11i's allegory La Primavera depicting Spring escaping from Winter.
The fragmntsymbolizesfertility and the beginning of growthof plants
which is associated with that season.
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CHAPTER 1

INTRODUCTION

There have been manyattempts to describe the process of biological
development by mathematical models. Here we shall deal only with aspects of
the mathematical models of development first advocated by LINDENMAYER

[1968a,b]. These models are called L systems, after their originator. An
L system is a string rewriting system, where each letter of a string sym­
bolizes the presence in that position of a cell of a certain type or state,
and the whole string symbolizes a filament of cells. Time is assumed to be
discrete, and, in between two consecutive momentsof time, say between t
and t+1, each letter of a string is rewritten as a string which maybe
empty. This rewriting maydepend on the m left and n right neighbors of
the letter concerned. The resultant string at time t+1 consists of the con­
catenation of the strings resulting from the rewriting of the individual
letters. By repeating this process, we obtain a sequence of strings sym­
bolizing the developmental history of the modeled filamentous organism.
Various embellishments, with or without biological interpretation, of this
basic model can be contrived, as we shall see in the sequel.

The subject has caused muchrecent activity from the side of mathe­
maticians and formal language theorists (see the bibliography), but has
not yet been applied substantially by workers in the field of developmental
biology. The fact that formal machinery developed in theoretical computer

science, or in mathematics in general for that matter, is not applied to
any great extent is, though regrettable, not unusual. For the case under
consideration, the mathematical questions considered in the formal study
of L systems often have no interest, or even interpretation, for the practic­
ing biologist. A fundamental difficulty might be that the basic assump­
tions of the model do not allow adequate modeling of certain biological
phenomenaat all. This might be remedied by adding features or changes



ad hoc, a procedure which has been followed in nearly all existing L

system models for concrete biological phenomena. As a consequence, the
sophisticated mathematical theory, which has been erected on the firm funda­
ments of the basic model,then comes apart and does not hold for the featured
model. However, the descriptive convenience of L systems has already been
used in several biological modelingefforts.

The most successful seems that by H. LOCK[1975], H. LHCKand J. LOCK

[1976],and J, Lficx [1977], who have used PDOLsystems to describe the devel­

opment of (filamentous) blue—green algae. Their model enables them to deter­
mine key parameters of algae from observations on only one or two stages of
development, whereas the direct experimental method requires the rather
lengthy and laborous tracing of indivudual cell histories. The model, which
makes extensive use of the theory of DOLgrowth functions (see Ch.4J, and

locally catenative systems (see Section 3.1.2.2), seemsto be the first
example of an operational technique based on L systems. Moreover, its theo­
retical potential has not yet been exhausted, and the organisms studied con­
form relatively well to the basic assumptions of L systems. A substantial
number of descriptive models using L systems have been investigated by means
of the powerful simulation program CELIA designed by BAKERand HERMAN[1970]

(see also HERMANand LIU [1973]). CELIAhas proved to be a practical simu­

lation tool as is borne out by various studies: BAKERand HERMAN[1972a,b]

on heterocyst formation in blue-green algae; FRIJTERSand LINDENMAYER[1974,
1976] and FRIJTERS [1976] on inflorescences of ASTER; STAFLEU[1973] on the

branching pattern of barley root; HERMAN,LIU, ROWLANDand WALKER[1974] on

patterns on shells of molluscs (see also HERMANand ROZENBERG[1975. Chs;16,

18]); VEEN and LINDENMAYER‘[1973] and HELLENDOORNand LINDENMAYER[1974] on,

phyllotaxis; HERMANand SCHIFF [1975] on regeneration of HYDRA;and HOGEWEG

and HESPER[1974] and HOGEWEG[1976] on biological pattern analysis.

As a model for biology, L systems have very appealing features, which
obviously have their counterparts in reality. It has been claimed, however,
that, e.g., the influences of concentrations of chemicals or enzymescan be
modeledby increasing the numberof states (of the basic unit), and decreas­
ing the length of the time step(of the basic transition).This maybe right
in principle, but obscures what is going on. Weneed, e.g., 100010states to
account for the influences of 10 different substances with concentrations
graded 1-1000. Such things are easy to describe as difference equations in
a simulation program like CELIA,but the theoretical model can be manipu­



lated, and yields significant results, only if the(relatively small)number
of cell types with stereotype behavior (corresponding more or less to the
basic'genetical differentiation) is treated apart frominfluences of sub­
stanceslike chemicals or enzymeswhich act like, e.g.,synchronous inhibitors.
For instance, if the cells of an organismare essentially interactionless,
but we model the influences of extracellular agents like enzymes-bymaking
the model a very complicated context sensitive one,we violate the principles
on which the organism operates, and lose adequacy of the model and a host of
mathematical results which are applicable. For a more extensive discussion
along these lines see Chapter 5.

As will be readily noticed, the approach taken to model development is
by discretizing space and time. This is natural in the context of biological
development: we discretize space in discrete cells and time in discrete time
observations. The discretizing of time is usually justified by three reasons.
Pragmatically: the mathematics of the subject becomesmore accessible; for
empirical reasons: in practice we can only makediscrete time observations;
and since we assumea finite set of states for each cell. The justification
for assuminga finite set of states for each cell is that there are usually
threshold values for parameters that determine the behavior of a cell. Thus
with respect to each of these parameters, it suffices to specify two condi­
tions of a cell: "below threshold" and "above threshold", although the para­
meters themselves mayhave infinitely manyvalues. Evenwhere such a simple minded
schemeis insufficient, it is argued, it usually is possible to approximate
the infinite set of values by a sufficiently large finite set of values,
without any serious detriment to the accuracy of the developmental model.
Althoughseeminglyplausible, it will be clear that this reduction of con­
tinuous parameters to a finite state set will lead to serious problems in
manycases, like the ones related to the modeling of the influences of
chemical concentrations sketched above. Notice also, that the models we treat
here apply only to organisms which consist of autonomous segments or compart­
ments (living cells are naturally such compartments). By "autonomy" is meant
primarily independencein the hereditary sense, in the sense that cells are
knownto carry their owngenetic instructions and pass them on to their
daughters, but also metabolic and functional independence. The existence
of compartments enables us to describe such organisms as automata arrays,
from which the formalism of L systems is easily derivable. But a consequence
of this requirement is that these models cannot be directly applied to sub­



cellular growthprocesses.
Another restriction of the models lies in their one-dimensional nature.

This implies that at the present time they are only applicable to filament­
ous organisms. Furthermore, the models are based on the assumption that the
relative position of cells (or compartments) cannot change during growth,
and neither can the neighborhoods of the daughter cells be different from
those of the mother cells. These assumptions are in agreement with develop­
ment in plants but not necessarily with that in animals, where cells may
slide past each other in the course of growth.

From the mathematical viewpoint L systems are more appealing than the
usual sequential rewriting systems such as formal grammars of the Chomsky
type. In the context free case the rewriting is a homomorphismor a finite
substitution; in the context sensitive case it is a generalized sequential
machine mapping. This makes the problems we usually consider in formal lan­
guage theory more amenable to ordinary mathematical treatment, since the
action is not localized but global over the entire string. As a result of
this, new structures have been developed and new problems arisen, of which
the analysis enriches formal language theory and, amongst others, AFLtheory

(see, e.g., SALOMAA[1974], van LEEUWEN[1974]). Research in new machine

models (van LEEUWENE1974], ENGELFRIET, SCHMIDT and van LEEUWENE19771)

and complexity theory (JONES and SKYUM[1976; 1977a, b, c, d], van LEEUWEN

[1975a, b, c; 1976], and SUDBOROUGH[1977]), have benefitted from L system

theory. Although formerly the study of L systems has been almost exclusive­

ly biologically motivated, the underlying structure is today recognized in
a growing variety of problems in computer science, ranging from pure formal
language theory to more applied subjects, while at the same time the analy­
sis has led to interesting mathematical problems.

The organization of this monographis as follows. In Chapter 2 we give
someformal definitions and preliminaries. Section 2.1 reviews somepertin­
ent concepts of formal language theory in the range of HOPCROFTand ULLMAN

[1969], mainly in order to review someconcepts and standardize notation.
Section 2.2 supplies basic definitions of L system theory. Chapter 3 treats
L systems, -sequences and -languages. Starting in Section 3.1 with a struc­
tural treatment of deterministic context free L systems (DOLsystems) we
study, for instance, howrestrictions on the rewriting rules affect the
associated sequences and languages (local versus global characteristics).



Wesubsequently treat the connection between DOLsequences and locally caten­
ative sequences, i.e., wherea string is obtained fromearlier strings in
the sequence by a fibonacci—like formula. In Section 3.2 and 3.3 we obtain
a rather complete picture of the power of the various types of context sensi­
tive L systems using nonterminals, homomorphicmappings etc., and we mold

the (in)famous LBAproblem from automata theory in the form of whether or
not a trade—off is possible between context and rewriting rules in L systems.
Section 3.4 is concerned with stable string languages of L systems, i.e.,
languages consisting of those strings produced by a given system which are
invariant under the rewriting rules. In Section 3.5 we study someaspects
of certain variations of L systems in relation with problems of regenera­
tion. In particular a form of the French Flag problem (see e.g. WOLPERT
[1968]) is treated. Chapter 4 is concerned with growth functions of L sys­
tems. The growth function of a (deterministic) L system relates the length
of the i-th derived word in the sequencewith i. It is for this subject in
L system theory that the most extensive claims for biological relevance have
been made. This is not surprising, since a large part of the literature on
developmental biology is concerned with the changes in size and weight of
a developing organism as a function of the elapsed time. Wetreat some of
the analytical theory of DOLgrowth functions in Section 4.1; relations
between restrictions on the rewriting rules, and the overall form of the
derived growth function for the DOLcase,in Section 4.2; and the theory of
context sensitive growth functions in Section 4.3. In Chapter 5 we discuss
the adequacy of the theory of Chapter 4 to model biological phenomena, and,
as a result,modify somebasic assumptions to obtain a more realistic model.
It then appears that, without unduedifficulties, we are able to derive
the sigmoidal growth curves, occurring regularly in developmental biology
studies,which were not realizable with the theory of Chapter 4.

Chapter 3 and 4 are more or less independent,and contain the necessary
definitions in so far as they are not supplied in Chapter 2. Chapter 5 pre­
supposes Chapter 4. Section 3.1.2.1 ties in with Section 4.2. Chapter 6 con­
sists of an epilogue,in which we evaluate the work presented in this mono­
graph. Wechose to do so in an epilogue,rather than in the introduction, be­
cause in that way some familiarity with the subject could be assumed and we
were not hampered by the need to explain too many concepts or by the need

to mince words. The reader who wants to have a more or less informal pre­
view and assessment of the research covered by the coming chapters can
proceed there.



Our investigations do not lead up to one or a few main results,but,
moretextbook-like, cover part of the field. Someresults or topics present­
ed are, for a variety of reasons, more interesting than others. The two main
themes are language classification (Ch. 3) and growth functions (Ch. 4 and
5). The techniques used are mainly combinatorial.

It should be noted here, before starting with the meat of the work,
that the discussion about the usefulness or relevance of L system theory
for practicing biologists, or biology in general, invokes heated debates. A
protagonist is LINDENMAYER[1975],and some careful criticism is contained
in DOUCETC1975, 1976]. Wewill touch the subject somewhat in Chapter 5.

It ought to be stressed that the fact,that only moresuperficial aspects
of an extensive mathematical theory have been applied directly ( as is the
case with L system theory), is not an exception,but rather the converse.
Theoretical computerscience itself is usually applicable only in a super­
ficial way, like when computer languages are designed which have context
free (or anywayeasily parsable) grammars, but the extensive mathematical
theory which has been erected is not used widely even where it is superior,
operative and applicable. De MILLO,LIPTONand PERLIS[1977] discuss this

phenomenonas related to theoretical investigations concerning the proving
of correctness of programs. Large areas in the analysis-of-algorithms theory
suffer the same lack of being applicable or used in practice. Such pessimi­
stic considerations, however, do not influence the essential mathematical
beauty of the results or insights gained in the nature of mathematical
structures, nor do they preclude later, possibly quite unrelated, applica­
tions of the developed theories.



CHAPTER 2.

DEFINITIONS AND PRELIMINARIES

Weshortly review the more needed formal language theoretical machin­

ery and the most generally used concepts of L system theory. For formal
language theory and automata theory we use notation and so forth from
HOPCROFTand ULLMAN[1969],and for L system theory we sometimes depart some­

what from the (nonuniform) notation in the 1iterature,so as to obtain some
unity in our treatment.

2.1. FORMAL GRAMMARS

Formal grammars originate from CHOMSKY[1957],who introduced them for

largely linguistical reasons. In essence,a formal gramar is a string re­
writing system which transforms strings into strings. The purpose is to de­
fine in a finite way (by means of the grammar) an infinite number of strings
(the language),such that the particular definition of each string (the deri­
vation) yields somestructural information about it. For proofs of lemmas
and theorems in this section consult any textbook on the subject, e.g.,
HOPCROFT and ULLMAN[1969].

Wedenote generally, with or without indices, symbols (equivalently,
letters) by a,b,c,...; strings (or words)of letters by u,v,w,x,y,z or
a.B.Y.....w; sets of letters (alphabets) by A,B,U,V,W;sets of strings (lan­
guages) by L,X,Y,Z; numbersby i,j,k,K,m,n,p,q,r,s,t. Wewill not always
strictly adhere to these conventions, but then the context will allay
confusion. The set of natural numbers {O,1,2,...} is denoted by EM the

set of reals by IR;and the set of positive reals by IR+. If X is a set then
# X denotes the cardinality of X; if x is a string then £g(x) or Ixl de­
notes the length (numberof occurrences of letters) of x.

The set of all strings over somefinite alphabet of letters Wis de­
noted by W*, e.g., W*= {X,a,b,aa,ab,ba,bb,aaa,...} for W= {a,b}, and A

denotes the emptystring (the string consisting of no letters at all).



W*is customarily called the free monoid finitely generated by W. If X
and Y are two sets then

X UY = {xlx e X or x 6 Y},

XIWY = {xlx e X and x 6 Y},

X-Y = {xlx e X and x ¢ Y},

XY = {wlw = xy and x e X and y 6 Y},

i {A} if 1 = ox={
xxi‘1 if 1 > o,

-1: on‘
X = igo X1,

+ W i
X ' 131 X r

and ¢ denotes the empty set. The class of regular sets over an alphabet W
is formed as follows:

(i) ¢ and the singleton sets of elements in Ware regular sets.

(ii) If R1 and R2 are regular sets then*so are R1 U R2 and R1R2.
(iii) If R is a regular set then so is R .
(iv) Only sets formedby application of (i) - (iii) are regular sets.

DEFINITION2.1. A generative or formal grammar is an ordered quadruple

G = <VN,VT,S,P> where VN and VT are finite nonempty alphabets, VNIWVT= ¢,

S e VN, and P is a finite set of ordered pairs (a,B) such that B is a word
over the alphabet V = VNIJVTand d is a word over V containing at least
one letter of VN. The elements of VNare called nonterminals and those of
VTterminals; S is called the start symbol. Elements (a,B) of P are called
rewriting rules or productions and are written a + B.

P induces a relation “H” on V* as follows. V‘ is directly produced

from v: v u-v' if there are y1,y2,a,B 6 V* such that v' = y1By2, v =
ylayz, and there is a a+Be P. The transitive reflexive closure of =>is
:9 and the transitive irreflexive closure of -9is If v :9v' or v :9v' we

(n)
say v produces or derives v'. If V0=>v1=>... =>v, we write v =9 v’, and sayn

V0 produces vn in n steps. The language produced by G is defined by

L(G) = {v eV;IS=*>v}.

A family of languages is a nonempty set of languages closed under isomor­



phism (with respect to the operation of concatenation in this case), i.e.,
renamingof letters.

THEOREM2.2. The family of languages {L IL = L(G) for some generative gram­

mar G} equals the class of recursively enumerable languages.

According to Church's thesis, the class of recursively enumerable lan­
guages is the largest class of sets obtainable by effective means. By suc­
cessive restrictions on the form of the production rules, we obtain success­
ively restricted classes of grammars.

DEFINITION2.3. A grammar G = <VN,VT,S,P>is of type i if the restrictions
(i) on P, as given below, are satisfied.
(0) Norestrictions.

(1) Each production in P is of the form a1Xa2 + alvaz, a1,a2
and v is a nonemptyword over V, with the possible exception of the

*

6 V , X 6 VN

production S + Awhose occurrence in P implies, however, that S does not
occur on the righthand side of any other production in P.

(2) Each production in P is of the form X + B where X 6 VN and B 6 V*.
(3) Each production in P is of one of the two forms X + Ya or X + a where

*

X,Y 6 VN and a 6 VT .

Wecall the grammarsof types 0,1,2, and 3,recursively enumerable,
context sensitive, context free and regular, respectively. Wedenote the
corresponding families of languages by RE, CS, CF and REG.

THEOREM2.4. REGequals the class of regular sets.

THEOREM2.5. REGC CF C CS C RE where "C" denotes strict inclusion.

These (by inclusion) nested language families makeup the so-called
Chomskyhierarchy. Wecall languages in the difference X-Y, Y and X in se­

quence as in Theorem 2.5, strictly X where Y is understood.

EXAMPLE 2.6.

L0 = {1f(n)In 2 O} 6 RE-CS, if f: Ii + Ii enumerates some nonrecursive,
but recursively enumerable, set.

L1 = {anbncnln 2 1} e cs -CF.

L2 = {anbnln 21}e CF-REG.
nL ={a|n21}eREG.
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L4 = {anln is a prime number} 6 CS-CE to give a feeling of the power of
context sensitivity as opposedto context freeness.

Above it was shown how the four main language families of the Chomsky

hierarchy are derived by classes of generating devices, viz., by suitable
restrictions on the form of the production rules in grammars. They can also
be characterized by accepting devices, i.e., classes of machineswhich ac­
cept exactly the languages generated by a class of grammars. By acceptance we
we mean,that,if L is the language accepted by a machine Mthen Menters an

accepting configuration after reading a word v iff v 6 L. So REis accepted
by Turing machines, CS is accepted by Linear BoundedAutomata, CF is accept­

ed by Pushdown Automata and REGis accepted by Finite Automata. When, where

and if,necessary we shall introduce these devices.

2.2. LINDENMAYER SYSTEMS

As we have seen in the previous section, a generative grammaris a
sequential rewriting system, i.e., in each production step part of the
string is rewritten. L systems are rewriting systems where we rewrite all
letters in a string simultaneously in each production step. Moreover, they
have no terminal symbols in the sense of formal grammars as defined above.

EXAMPLE2.7. The production rule a + aa yields, if we start with the string
a, the string sequence a,aa,a4,a8,a16,... and the produced language is
{anln = 21, i 6 IN}. This system is context free (each letter is rewritten
independent of the context in which it occurs) and deterministic (letters
can be rewritten in but one way). In a context sensitive L system the
letters in a string are rewritten,by the production rules,according to the
context in which they occur. In an (m,n) L system this context consists of
the mleft- and n right letters of the letter to be rewritten, and we re­
write letters according to the production rules which are applicable to the
letter with its mletter left- and n letter right context in the string be­
fore the rewriting. Formally,

DEFINITION2.8. An (m,n) L system is a triple G = <W,P,w> where Wis a fin­

ite nonemptyalphabet, w e W+is the initial string,and

n
m i *

P E ( U W X W X U W ) X W

=0 i=0
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is a finite set of production rules. Wewrite an element of P also as
m 1 n 1 *

(u,a,v) + a where u 6 igo W , a 6 W, v e igo W and a e W .

Wederive strings by the system as follows. + induces a relation =’on
W*defined by

a1a2...ak =’a1a2...ak a1,a2,...,ak 61Wand
U.1,CX2,...,C!k E W*,

if
(ai-mai-m+1°'°ai-1'ai'ai+1ai+2'°'ai+n) ’*°‘i 6 P

for all i, 1 S i S k, where we take aj = A whenever j < 1 or j > k. If* £
v -bv -=>v=9... ->v£ for some vO,v1,...,v£ E W we write v (=0)v£ and say0 1 2 O

. . * + . .
V0derives or produces vz in K steps. As usual,#’and.~>are the transitive
reflexive closure and the transitive irreflexive closure of =5 respectively.

(I.e., :9 = (=19)and :9 = iii (35).)"C80i

A sequence produced by G is a sequence v ,v ,...,v ,... where v,=9v,O 1 t i i+1
for all i 20. In case G is deterministic the produced sequence is unique

relative to vb, andiffl moreover,v' =w then the produced sequence is called0
the string sequence S(G) associated with G. The language produced by G is:

* *
L(G) = {V e W |w== V}.

. . '* + (i) . . . .Wesubscript the relations ->, =9,-9, =9, -9 with the appropriate identi­
fiers whenneccessary. Similarly to the generative grammarsin the previous
section we obtain classes of L systems by imposing restrictions on the form
of the production rules.

DEFINITION 2.9. Let G = <W,P,w> be an (m,n) L system.

(i) Withoutany restriction Gis called context sensitive,or interacting,
and the corresponding class of L systems is denoted as IL systems.
With fixed m and n wecall the corresponding class the class of (m,n)Lsystems .

(ii) If (u,a,v) + a 6 P implies that u,v = Athen G is context free,or
interactionless,and the corresponding class of systems is denoted
as OLsystems. For ease of notation we write rules in P as a + a.

(iii) If for each (u,a,v) + a 6 P either always v = A or always u = A then
G is left— or right context sensitive,and the corresponding class of

systems is denoted as ILL—or IRL systems. For ease of notation we
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write rules in P as (u,a) + a or (a,v) + a, respectively.
(iv) If (u,a,v) + a and (u,a,v) + a‘ imply that a = a‘ then G is called

.deterministic,and we indicate this property by prefixing a "D" in the
denotation of the class of systems. Wealso denote the set of pro­
duction rules P by a function 6,and write 5(u,a,v) = a for (u,a,v)-+a
6 P. Weextend 6 to W*by defining 6(v)==v' if v=»v', v,v'_e W*. Si is

defined as the i-fold composition of 6: 60(v)= v and Si (v) = 6(<Si-1)) , i 2 1.

(v) If (u,a,v) + a implies a # A the system is nonerasing or propagating
and we denote this property by prefixing a "P" in the denotation of
the class.

Hence we have, e.g., PDIL systems, DOLsystems, D(m,n)L systems, DILL
systems etc. The following notation is standard throughout the literature
and partly follows from above.

(0,0)L systems : OLsystems,

(1,0)L systems or (0,1)L systems 5 1L systems,
(1,1)L systems : 2L systems.

The notion of L systems has been extended to the important table L
systems.

DEFINITION2.10. A table L system with q tables, TqL system, is a triple
G = <W,P,w>where P = {P1,P2,...,
1 S i S q, is as P in Def. 2.8. Therefore, a table (m,n)L system is a tri­

Pq}, Wand w are as before,and Pi,

ple G = <W,P,w>with P = {P1,P ,...,Pq} such that for each i, 1 S i 5 q,2

Gi ==<W,Pi,w>is an (m,n)L system.

Strings are derived in a table L system G = <W,P,w>as follows.

a a2...ak E>a a ...a , a1,a1 1 2 k .,ak E W and2"’
2,...,Gk E WG G1: I

if there is a table Pi in the set of tables P such that

a1a2...ak 6: G1G2...Gk.

§»and §»are the usual closures of an The language generated by G is defined
... P2' I

each Gi, 1 S i S q, is an XYZLsystem. E.g., PDT21Lsystems, TOLsystems etc.
by L(G) = {v Iw %»v}, etc. G is a XYTqZLsystem if, for P = {P1,P
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(No subscript on T means that q 2 1, no Tq at all means that q = 1. E.g.,
PDTIOLsystems are PDOLsystems.) The family of languages generated by

XYTqZLsystems is denoted as XYTqZL.

DEFINITION2.11. A semi XYTqZLsystem is a XYTqZLsystem without the initial
string.

Wecan squeeze languages out of L systems in various ways. One way is
(as above) to consider all strings generated fromthe initial string: the
pure L language of the system. By dividing the alphabet into a set of ter­
minals and a set of nonterminals,we can consider the language consisting
of all strings over the terminals occurring in the pure L language. Such
a language is called an extension language,since the terminal-nonterminal
mechanismextends the generating power of a class of L systems. Another
device is to take a homomorphism*)of a pure L language or extension lan­

guage. A third methodwe shall meet is to consider the stable string lan­
guage of an L system. That is, the set of all strings,occurring in the pure
L language,which are invariant under the rewriting rules. Accepting devices
for families of L languages, similar to machinetype characterizations of
families of languages produced by classes of generative grammarslike in
Section 2.1, are not treated in this work. They have,however, been studied
in van LEEUWENE1974], ROZENBERG[1974] and SAVITCH E1975].

2.3. BIBLIOGRAPHICAL COMMENTS

Generative grammars were introduced by CHOMSKY[1957]. The concepts

and results in Section 2.1 are treated in any textbook on the subject,like
HOPCROFTand ULLMAN[1969] or SALOMAA[1973a]. Lindenmayer systems were

)By homomorphisms we will mean monoid homomorphisms which are mappings be­

tween monoids in which the operation is concatenation. Moreprecisely, the
free monoidS finitely generated by a finite alphabet Wis W*,i.e., if
x,y E S then so does xy. The operation of concatenation is associative;
(xy)z = x(yz) and the identity element of S is the empty word 1: the word
with no letters. If W*and V* are two monoids and h: W*+ V* is a homomor­

phism between them then h(X) = A, h(xy) = h(x)h(y) for all x,y e W*. We

extend the concept of homomorphismsto sets by defining h(L) = {h(w)|w e L}
for each subset L E W*.
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proposed by LINDENMAYER[1968a,b] and a first formal language type of treat­

ment was given by HERMAN[1969] and van DALEN[1971]. Table L systems were

introduced by ROZENBERG[1973a] and the concept of stable string languages

of L systems is due to WALKER[1974a,b]. Extension languages of L systems

were first introduced by van LEEUWEN(unpublished) who, with an alternative
interpretation of the concept, called themrestriction languages. A text­
book covering most of the research (done in collaboration with the authors)
in L system theory up to 1972-1973 is HERMANand ROZENBERGE1975]. Collec­

tions of research papers and tutorials presented at L system conferences
are contained in the PROCEEDINGSof an Open House in Unusual Automata

Theory [1972], PROCEEDINGSof the IEEE Conference on Biologically Motivat­

ed Automata Theory [1974], ROZENBERGand SALOMAA[1974] and LINDENMAYER

and ROZENBERGE1976].



CHAPTER 3

L SYSTEMS, SEQUENCES, AND LANGUAGES

According to the definitions in Section 2.2,L systems are but a type
of string rewriting systems. In the theory developed on the basis of string
rewriting systems,such as formal grammarsgenerating languages,the follow­
ing problems are usually studied:

— Classification. Whatare the inclusion relations between the new classes

of languages and the various knownones (e.g. those in the Chomskyhier­
archy)?

- Closure properties. Is the class closed under union, intersection, con­
catenation, homomorphismsof various types, and other operations?

- Decision problems. Is it decidable whether a given word is generated by
a given grammar? (I.e., the membershipproblem.) Is it decidable whether
the languages generated by two grammars are equal? And so on.

— Characterization. Given a class of grammars; are there properties by
which a language can be identified as (not) belonging to the correspond­
ing class of languages?

In this chapter we investigate someof these formal language oriented
aspects of L systems, but we will also encounter concepts which do not occur
in conventional formal language theory. In Section 3.1,we look at structural
aspects of deterministic context free L systems (DOL's). Morein particular,
we will. study the relation between local properties (e.g., the form of the
production rules) and global properties (e.g.,of the produced sequences and
languages). In Sections 3.2 and 3.3,we obtain a rather complete picture of
the generating power (language generating capacity) of various subclasses
of context sensitive L systems with and without tables. Section 3.4 is con­
cerned with the set of those strings produced by an L system which are in­
variant under the rewriting rules, i.e., the strings whichare necessarily
rewritten as themselves. A variation on the basic model, the context
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variable L system, is the subject of Section 3.5. There we shall look at
some simple regenerating structures and solve a form of the French Flag

problem.

3.1. DOL SYSTEMS

About the simplest type of L system you can meet is the DOLsystem.

Essentially, it consists of a homomorphismon a finitely generated free mon­
oid. For that very reason, its mathematical theory is quite extensive and
leads to interesting mathematical byways (see also Section 4.1). Formally
then, a DOLsystem G = <W,6,w>consists of a finite nonempty alphabet W,

a total mapping 6: W+ W*and an initial string w e W*. Wedenote both 6

and its extension to a homomorphismon W*by 6. Clearly, S(G) = w,6(w),

62(w),... and L(G) igo {6i(w)}, where 5O(w) = w and 6i(w) = 6(6i-1(w))
for i 2 1.

EXAMPLE3.1. Let G = <{a,b},{6(a)=b,6(b)=ab},a>. Then S(G) = a,b,ab,bab,
' ‘-2 ‘-1 . . .abbab,...,and in general 6l(a) = 61 (a)6l (a), 1 2 2. That is, S(G) 15

the Fibonacci string sequence of KNUTH[1969a, Exercise 1.2.8-36],and
Kg(6i(a)) is the i—th fibonacci number.

EXAMPLE3.2. Let G = <{a},{6(a)=aa},a>. Then L(G) = {a2n In 2 0}.

The most intriguing question,asked about L systems, used to be: is it
decidable whether L(G) = L(G') for given DOLsystems G, G‘. This matter was

settled affirmatively by EULIKand FRIS [1977a,b]. A seemingly related ques­
tion,about whether it is decidable that a given DOLsystem has the locally
catenative property (a generalization of the property we met in the DOL
system of Example3.1),is still open. In Section 3.1.2 we shall consider
it in moredetail.

3.1.1. DOL LANGUAGES

In the first part of this section we establish, by a simple combina­
torial argument, necessary and sufficient conditions (with respect to the
production rules) under which the language,generated by a deterministic con­
text free Lindenmayersystem,is finite. These conditions yield sharp bounds
on the size of such a language, which depends on the size of the alphabet
and the interrelations of the production rules. Furthermore, a feasible
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decision procedure for the membershipquestion is provided, and we solve
the problems of what is the minimumsized alphabet over which there is a
deterministic context free Lindenmayerlanguage of size n and, conversely,
what is the maximumsized finite deterministic context free Lindenmayer
language over an alphabet of m letters. The solutions to these last two pro­
blems provide us with somenumbertheoretic functions, interesting in their
ownright, which form the object of study in the second part of this sec­
tion. Wederive several properties, interrelations,and asymptotic approxi­
mations to these functions.

Weclassify the letters in Wwith respect to the homomorphism6 as
follows.

DEFINITION3.3. A letter a 6 Wis mortal (a 6 M) if 61(a) = A for some i;

vital (a 6 V) if a t M; recursive (a 6 R) if 6i(a) 6 W*{a}W*for some i > 0;

monorecursive (a6:MR) if 6i(a) 6 M*{a}M*for some i > O; expanding (a 6 E)

if 6i(a) 6 W*{a}W*{a}W*for some i; accessible from a string v 6 W* (a 6

U(v)) if 6i(v) 6 W*{a}W*for some i > 0. We subscript to identify the DOL

system concerned when necessary.

The global properties of (sequences of) strings produced by a DOLsyst­
em.suchas the "patterns" (characteristic substrings) occurring,are essen­
tially due to the recursive letters and the derivational relations between
them. For instance, a language like {a2nb2nc3n In 2 O} can only be produced
by the DOLsystem.

2 2 3G = <{a,b,c},{6(a)=a ,6(b)=b ,6(c)=c },abc>

Fromthe produced patterns it can readily be deduced,that the system
has to contain 3 expandingrecursive letters with no derivational relations
between each other at all. Weshall see in the sequel (Section 3.1.2) that
types of growth functions, the locally catenative property, regularity,and
context freeness, depend to a very large extent on the recursive letters
and the accessibility betweenthem: properties of recursive letters govern
the relation between local properties of DOLsystems and global properties
of the derived string sequences.

Wedefine an equivalence relation ~ on R by a ~ b if a 6 U(b) and

b 6 U(a). Hence ~ induces a partition of R in equivalence classes [a] =
{b 6 R lb ~ a} and
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R/~ = {[a]l§ 6 R}

LEMMA3.4. There is an algorithm to determine U(a) for all a 6 W.

PROOF.Define for each a 6 Wa sequence of nested sets as follows.

U1(a) = {bI6(a) e w*{b}w*}

U, (a) = U.(a) U {bI6(c) 6 W*{b}W*and c 6 U.(a)}.1+1 1 1

By observing that

(i) Ui(a) E Ui+1(a) E Wfor all i 2 1,and

(ii) if Uk+1(a) = Uk(a) for some k then Uk+j(a) = Uk(a) for all j 2 0

we obtain: there is a k S #Wsuch that Uk(a) = U(a). U

EXAMPLE3.5. Let s = <{a,b,c,d}, {6(a) = cd, 6(b) azbc, 6(c) = c.

6(d) = X}> be a semi DOL.

U1(a) = {c,d} U2(a) = U1(a) U(a) = {c,d}

U1(b) = {a,b,c} U2(b) = W U(b) = W

U1(c) = {C} U2(c) = U1(c) U(c) = {C}

U1(d) = w U(d) = ¢

COROLLARY3.6. We can determine M, V, R, MRand E as follows.

(i) R = {a e wla e U(a)}.

(ii) V {a 6 WIU(a) n R # ¢}

(iii) M W-V.

(iv) MR = {a e RIVb e U(a) [6(b) e M*RM*u M*]}

(v) E = {a 6 Rl3b 6 U(a) [6(b) 6 W*[a]W*[a]W*]}

Hence all of these sets can be obtained in 0(#W)steps. (Corollary
3.6(v) will be justified by Lemma4.20).

LEMMA3.7. Let G = <W,6,w> be a DOLsystem. If there is an i and a b 6 R-MR

such that b is a subword of 61(w) then L(G) is infinite.

PROOF. If b 6 R-MRthen there is a j S #R and a c 6 V such that 6j(b) =

v1bv2cv3 or 6J(b) = v1cv2bv3. Hence, if £gV(v) denotes the number of occur­
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rences of vital letters in a word v, we have

(1) £gV<5i"“j<w>> 2 £gV<6“j<b>> > n.

Dand L(G) is infinite.

2 #LEMMA3.8. Let G = <W,6,w> be a DOL system. If i (V-R) and b e V—R

such that b is a subword of 6l(a) fbr some a e Wthen there is a
j < i and a c e R-MRsuch that c is a subword of 6J(a).

PROOF.There is a sequence of letters aO,a1,...,ai such that a0 = a, ai = b,

and aj+1 is a subword of 6(aj) for O S j < i. If b e V—Rthen aj e V for
O S j S i. Since there are at least #(V—R)-+1aj's there is one which is
recursive and therefore there is a jl < i such that a- e R. It is easy to31
see that for a recursive letter d always holds that 6t(d) contains a recur­

v1dv2bv3 or
e R-MR. By taking

sive letter as a subword for each t. Therefore, 6i—j1(aj1) =i-j
6 1(aj1) = where d 6 R and b e V-R. Hence a­31

D

v bv dv
1 2 3'

c equal to ajl the lemmais proved.

LEMMA3.9. Let G = <W,5,w> be a DOLsystem. If 6t(w) e (MlJMR)* for t

#(V-R) then L(G) is finite.

PROOF. Suppose

#(v-R) _
(2) 6 (w) —v1a1v2a2...vnanvn+1,

where a1,a2,...,an 6 MRand v1,v2,...,vn+1 6 M*. Nowit is easy to see that
for each a.¢5MRthere is a k. (1 Sk” s#MR) and a sequence a. ,a. ,...,a.

1 1 1 10 11 lki
such that a. eMRis the

10 =aiki =ai, aijl #aij2 for 0:S31 <32 <ki, and a1 j+1
only vital letter in 6(a..), OSj <k,. I.e., {a_,|OSj <k.} =[a,]. Also,

13 1 13 1 1

(3) 6#M(b) = A for all b e M.

Hence, for all ai 6 MRand all t,t' 2 #Mholds

t t'
(4a) 5 (a.) = 6 (a.) for t E t' modk.,

1 1 1

t t' *
(4b) 5 (ai) # V16 (ai)v2 for t i t' modki, for all v1,v2 e W
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By (2), (3) and (4) we have that for all t Z #(W-R) holds:

t(5) <5(w)=a.a....a..
131 232 nan

where aij_ =6Ji(ai), ji E t mod ki and #M5 ji < #M+ki, 1 S i S n. By (2),
(4) and (5):

I

(6a) 6t(w) # Gt (w) for all t,t' such that
#(W-R) s t < t' < #(W-R) +

l.c.m. (k1,k2,...,kn);

(6b) 5t(w) = 6t'(w) for all t,t' such that t,t' 2 #(W-R)and
t E t' mod(l.c.m (k ,k ,...,k )).

1 2 n

Therefore,

(7) l.c.m. (k1,k2,...,kn) S #L(G) S l.c.m. (k1,k2,...,kn) + #(W-R).

D

Weare now ready to state the main theorem of this section.

THEOREM3.10. Let G = <w,6,w> be a DOLsystem. L(G) is finite iff 6t(m) e

(MUMR)* for t = #(V-R).

EEQQE, "If". By Lemma 3.9.

"Only if".
Case 1. 6t(w) e w*(R—MR)w*.By Lemma3.7 L(G) is infinite.

Case 2. 6t(w) e W*(V-R)W*for t = #(V-R). By Lemma3.8 there is a t' < t

such that 6t'(w) e W*(R—MR)W*,and therefore case 1 holds and L(G)
is infinite.

Hence, if 6t(w) e w*(v-MR)w*for t=#(V-R) then L(G) is infinite, i.e., if
L(G) is finite then 6t(w) e (MlJMR)*for t = #(V-R). D

From the previous lemmasand the theorem we can derive some interesting
corollaries.

COROLLARY3.11. L(G) is finite iff 5t(w) e (MUMR)*for all t 2 #(V-R).
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COROLLARY3.12. A DOLlanguage is finite iff all recursive letters which
are accessible from the initial string (i.e., whichoccur in wordsin the
language) are monorecursive.

COROLLARY3.13. There is an algorithm to determine whether the language

generated by a DOLsystem is finite or not. (Hint: determine M,V,Rand MR
and apply Theorem3.10 or Corollary 3.12).

Next we consider the membership problem: given a DOLsystem G = <W,6,w>

and a word v e W*, decide whether or not v is in L(G). (Equivalently, is
there an i such that 6l(w) = v). Nowassume that L(G) is finite and

V-R
6#( ) (w) = v1a1v2a2...vnanvn+1,

*

where a1,a2,...,an 6 MRand v1,v2,...,vn+1 e M . Assumefurther that v =

a1j1a2j2...anjn where aij. = 6Ji(ai) for some ji such that #MS ji < #M+ki,
1Si.Sn. By (4b) 6ji(ai) #v16ji'(ai)v2 for all ji,ji' such that #M:sji <ji' <
#M+ki and all v1,v2 eW*, 1 Si Sn. Furthermore, if [a] 75[b_'_lfor some a,b eMR
then 6t(a) #6t'(b) for all t,t',since 6t(a) eM*[a]M*,6t'(b) €M*[b]M*and
[a] n[b] =¢. Therefore, the parse of v (if it exists) is unique,and can be

executed easily from left to right given 6t(ai) for all t and i, #M.st<
#M+ki,1 Si.Sn. Since by (4a) 6t(ai) =6t'(ai) for all t,t' 2#Msuch that
t St‘ modki,the problem can nowbe restated as follows: is there a positive
integer u such that u E(ji-#M) modki, 1 Si.Sn. The solution is well known,
and is given by the so-called Chinese remainder theorem, see e.g. KNUTH
[1969b, 2561:

LEMMA3.14. Let k ,k ,...,kn,be positive integers and let t1,t2,...,tn,be1 2

any integers. There is exactly one integer u whichsatisfies the conditions

0 S u < l.c.m. (k
iff k ,k ) and u 5 ti mod ki (1 S i S n)1' 2"°° n

t. E t. mod (g.c.d. (k.,k.)) (1 S i < j 5 n).
1 3 1 3

There is no integer u E ti modki, (1 Si.Sn), if not t, E t, mod (g.c.d.1 J
(k.Ik.))r Si <j Sn).

1 3

6#(W—R)+uTherefore, if u exists then v = (w) and V # 6t(w) for all

t 2 #(W-R)otherwise. If a parse of v as mentioned is not possible then by
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(5) v # 6t(w) for all t 2 #(W-R). Hence we have

THEOREM3.15. There is an algorithm which solves the membership problem for

DOLlanguages.

PROOF.The proof consists of giving an outline of the algorithm. Let G =
<W,6,w>be the DOLsystem concerned and let v be the target word.

ALGORITHM3.16.

(i) Determine whether or not L(G) is finite, using Corollary 3.13. If L(G)
is infinite then generate successively w,6(w),62(w)... and compareeach

6i(w) with v. Is 5i(w) # v for all i < to and 6tO(w) contains more
occurrences of vital letters than does v then v d L(G). By (1) to S
#V(£gV(V)-£gV(w)+1).

6#(w-R)(w) and com­(ii) L(G)is finite. Generate successively w,6(w),...,
pare each such 6i(w) with v. Is the matching still unsuccessful then
try to parse v as discussed above. Is the parse successful then apply
the Chinese remainder theorem. Depending on whether or not an integer
u, as stated in that theorem, exists V does or does not belong to L(G).
If the parse is not successful then V K L(G). D

Wecan speed up stage (i) of the algorithm somewhat as follows. Let h
be a homomorphismwhich erases all mortal letters and leaves the vital let­
ters unchanged. Let L(G) be infinite. If v = 6i(w) then h(v) = h(6i(w)) and
v # 6j(w) for all j # i. Hence it suffices to ascertain whether h(v) e L(G'),
where G‘ = <V,6',h(w)> and 5'(a) = h(6(a)) for all a 6 V. If h(v) e L(G'),
i.e.,Mv)= 5'i(h(w)) for some i then v e L(G) iff v = 6i(w). Wecan deter­

mine i by solving fG'(i) = Kg(h(v)) where fG, is the growth function (see
Ch. 4) of G‘. Since G‘ is propagating fG, is monotone increasing and con­
stant for at most #Vconsecutive integer argument values. Hence even by
trial and error we can find a solution i for the above equation in about

log i trials. Let imin be the least integer solution of fG,(i) = Zg(h(v))
and i the largest, i - i _ S #V. It suffices to generatemax max min

6#”+j(6'(imin'#”’<h(w))>

for j = 0,1,...,imax-lmin and compare these words with v to check whether
v e L(G). To generate 6'(lmin-#M)(h(w)) we can generate 6'(a),6'2(a),

4 n
5' (a),...,6'2 (a),for all a e V and n S log2(imin-#M),and so compose
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6'(imin-#M) in the obvious fashion.

The decision procedure for the membership problem for DOLlanguages we

gave above is unusual under mathematical decision procedures of this sort
in that it is feasible, i.e., gives answersto reasonable questions within
a reasonable time, as testified by an ALGOL60 implementation, VITANYI

[1972b]. Of course, if L(G) is finite,we can test for membershipby generat­
ing the whole of L(G) in stage (ii) of the algorithm. But, as will appear
from the next corollary and the asymptotic approximations in Section 3.1.1.2,
even for a modest alphabet of, say, a hundred letters, this mayturn out
to be quite unfeasible.

Clearly, the given algorithm works for EDOLsystems as well. (An EXL­

system G is an XLsystem together with a terminal alphabet VT, and the lang­
'k

uage produced is E(G,VT) = L(G) n VT ). Although we will not treat the com­
putational complexity of problems connected with L systems in this work,we
make a few remarks on the topic which bear on the above algorithm. The gen­

eral membership problem for some XL system G and a word v is: "given G and

v, decide whether G derives v and express the time/space used by the (Tur­

ing machine implementation of the) decision algorithm as a function of n,
the number of symbols in the description of G and V". It follows from the
above, that the general membership for EPDOLsystems and the infiniteness
of DOLsystems can be decided deterministically in polynomial time. The
algorithm, however, does not yield polynomial time for nonpropagating sys­

tems, since they involve directly simulating G's derivation for #\K£gV(v)­
£gV(w)+ 1) steps. This derivation can produce intermediate strings,whose
length is exponential in W, if G has manymortal letters in W.

JONESand SKYUME1976, 1977a,c] modified the above algorithm to the general
membership problem for EDOLsystems, involving a more efficient way to sim­
ulate short derivations and the construction of an auxiliary propagating
system, to show that also the general membership for EDOLsystems can be

decided deterministically in polynomial time. Further results on computa­
tional complexity issues related to problems about L systems can be found
in the above references, or the references on the subject occurring in the
Introduction.

Our next corollary defines somenumbertheoretic functions.
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COROLLARY3.17.

(i) Let P: D0 + HGbe defined as follows. P(m) is the greatest natural num­

ber n which is the least commonmultiple of k k2,...,kq, for all poss­.

ible partitions of minto q = 1,2,...,m positive integral summands,
plus the number of summandsequal to 1.By (7) P(m) is the maximumcar­

dinality of a finite DOLlanguage over an alphabet of mletters.
(ii) Let S: D0+ DJ be defined as follows. S(n) is the least natural

numbermsuch that there exists a partition of minto positive integral

summandsk ,k2,...,kq, q S m, and l.c.m. (k1,k ..,kq) + #{ilki=1} = n.1 2"
By (7) S(n) is the minimumcardinality of an alphabet over which there
is a DOLlanguage of cardinality n.

The following Sections 3.1.1.1 - 3.1.1.2 will be concerned with the
investigation of the numbertheoretic functions S, P and somevariants. Thus
we derive lower bounds on the size of the alphabet as a function S of the
size of a finite DOLlanguage over such an alphabet, and upper bounds on the
size of a finite DOLlanguage as a function P of the size of the alphabet.

3.1.1.1. FUNCTIONS WHICH RELATE SIZE OF LANGUAGEWITH SIZE OF ALPHABET.

The number theoretic functions S and P of Corollary 3.17 have a much

broader setting than just their connection with DOLsystems. Imagine a pro­
cess which starts by counting up to some number d and then initializes some
numberq of periodic counters. Then S(n) and P(m) have a natural interpreta­
tion as the smallest numberof states needed to generate a prescribed num­
ber n of distinguishable configurations,and the largest numberof distin~
guishable configurationswhich can be generated by using a prescribed number
mof different states, respectively. (Weassumethat all counters used are
identical finite state machines.) If wehave the additional restriction
d = 0 then we ask in effect for the maximumorder of a permutation of the
m-th degree. (The order of a permutation of the m-th degree is the exponent
of the smallest power of a permutation on m elements which is equal to the
identity permutation). Already LANDAU[1903] investigated the maximumorder
f(m) of a permutation of a given degree m. I.e. f: D0 + DJ where f(m) is

defined as the maximumof the least commonmultiple of k ,k ,...,kq for all1 2

possible partitions of m into q = 1,2,...,m positive integral summands.We
shall return to this connection with Landau's work in Section 3.1.1.2.

According to Corollary 3.17,
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q

min{ 2 ki + dIl.c.m. (k1,kS(n) = 21---pk ) + d = n};
i=1 q

q

(9) P(n) = max{l.c.m. (k1,k2,...,kq) + d I Z ki + d = n}.i=1

For the smallest values of n we find:

n 1 2 3 4 5 6 7 8 9 10 11 12 13 14

S(n) 1 2 3 4 5 5 6 7 8 7 8 7 8 9

P(n) 1 2 3 4 6 7 12 15 20 30 31 60 61 84

For instance,

S(14) 2+7 = 4+3+2 = 9 since 14 2*7 = 4*3 + 2.

P(14) = 2*2*3*7 = 4*3*7 = 84 since 14 2+2+3+7 = 4+3+7.

Hence, the corresponding representations of S(n) and P(n) in k
,E

1,k2,...,kq,d
are not unique. Clearly, in (8) and (9) the E ,...,Ea for which the1 2

extrema are reached for a given n will be relatively prime. Suppose we can
and k,factorize a E1, 1 S i S E, into two relatively prime factors E, 12:11

Then

ki — (ki1+ki ) = ki1*ki2 - (ki1+ki ) = (ki1—1)(ki2-1) - 1 2 O.2 2

Therefore, it suffices to look for E ,E ,...,ia which are powersof distinct1 2

primes.
Hence we replace (8) and (9) by

(10) S(n) min{Xp“ + d |np“ + d n},

(11) P(n) max{Hpa + d Izpa + d n},

where p denotes someprime. To obtain a canonical representation for S(n)
and P(n) we take the representation with the smallest d for which the ex­
trema are reached. By the unique factorization property of the natural
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numbersthis representation will be unique. Additionally we define

(12) S'(n) min{{p° + d |np° + dII IV n}!

(13) P'(n) max£np° + d lip“ + d n}.H IA

(ThenS'(n) is the numberof letters in the smallest alphabet over which
there is a finite DOLlanguage of at least cardinality n,and P'(n) is the
cardinality of the largest finite DOLlanguage over an alphabet of at most
n letters.) It is convenient to introduce also

(14) s(n,d) = Xpa + d such that Hpa = n-d,

since by the unique factorization property s(n,d) is found imediately; and
we see that

(15) S(n) = min{s(n,d) lo s a s n}.

The first 2000 values of S(n) were determined by computer,and showed a quite

erratic behavior. E.g. S(1971) = 61, S(1972) = 50, S(1973) = 51 and S(2000)
39. (¢STERBY[1973] contains a detailed computer analysis of S(n) for 1 S

n 5 5.1011. Furthermore, S'(n) and P(n) are computed for a large number
of values. He considers e.g. the question in howmanydifferent ways S(n)
can be obtained from n.)

Nowlet us take a closer look at the general behavior and interrela­
tions of our functions, It is at once apparent that, since P(n+1) 2 P(n)+1
for all n, P is strictly increasing and therefore P‘ = P. S(n+1) S S(n)+1
and S(8) = S(10) = 7 while S(9) = 8. Therefore, S is not monotonic. By its

definition S‘ is monotonic increasing and S'(n) S S(n) for all n. A crude
approximation gives us (for n > 1):

(16a) P(n) < nn;

(16b) S(n)S(n) > n;

(16c) s-(n)S"“’ > n.

From (16b) and (16c) it follows that S(n) + w and S'(n) + w for n + W. In
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Section 3.1.1.2 we shall derive asymptotic approximations for P, S’ and inf
S. It will appear that these functions are intimately related to the distribu­
tion of the prime numbers. Weuse the notation f(x)'”g(x) for f(x) is asymp­

totic to g(x), i.e. lig f(x)/g(x)==1. It is well known,that the numberof
primes n(x) not exceeding x is asymptotic to x/log’x:n(x)'*x/log x. Further­

more, the i-th prime pi is asymptotic to i log i: pi'~i logi. It then fol­
lows from (16a) that elog Pm) S en logn

Since S'(n)S'(n) 2 n, similarly log n S S'(n) log S'(n). By noting that
and therefore log P(n) S n logn ~pn.

x/logx is asymptotic to the function inverse of x logx, see e.g. HARDY
and WRIGHTE1945, 9-10], we have that S'(n) 2 g(n) for some function g(n) ~

-——l2g£L-~n(log n). Therefore, S(n) 2 g(n) also.log logn
Since P is strictly increasing and P(6) = 7, P(7) = 12: P: D0+ nu is

an injection but no surjection; since S(n+1) 5 S(n)+1 and S'(n+1) S S'(n)+1
for all n, S(n) + w and S'(n) + Wfor n + w, S(5) = S'(5) = S(6) = S'(6) = 5:

S,S': D0+ B0 are surjections but no injections. Fromthe definitions we
would expect S and S‘ to be some kind of an inverse of P. Since P gives the
maximumsize finite language over an alphabet of n letters, and since P is
strictly increasing, an alphabet of size n is the minimumsize alphabet over
whichthere is a finite language of (at least) size P(n) . Therefore-, we obtain
S(P(n)) = S'(P(n)) = n for all n 6 11. Hence the restrictions of:S and

S‘ to A = {P(i) I i 2 O} are the inverse of P:

(17) s = s' = P-1
/A /A '

Fromthe definitions we also see that,between two consecutive values of P,
S‘ is constant (S' is monotonic, S'(P(n)) = n for all n, S'(P(n)+1) = n+1
for all n) and therefore:

, _ -1 -1(18) S (m) —P (n) for all m, P(P (n)-1) < m S n,

where n 6 A. Since S'(n) S S(n) for all n we have therefore by (17)

P-1(n) and S(m) 2 P-1(n),(19) S(n) = S'(n)

for all n e A and all m > P(P—1(n)-1).

Therefore, S‘ is a stepfunction where every step of 1 takes place at
a value of P. Furthermore, S’ is the greatest monotonic increasing function
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which is a lower bound on S.

In looking at the function S and trying to distinguish its features,we
readily notice that if n is a prime or the power of a prime then S(n) =
S(n-1)+1. The way S is defined, however, does not give us a general method,
to find the value of S for a certain argument, better than by trial and
error. The following theorem is one of the main results of this section and
provides an inductive definition of S.

THEOREM3.18.

O,1,2,3,4,5.n for n

S(n) = {min{S(n-1)+1. S(n.0)} for n > 5.

PROOF.By induction on n. The theorem holds for n = O,1,2,3,4,5. Suppose
the theorem is true for all n S m. Since

S(m+1) = min{s(m+1,d) lo 5 d s m+1},

and

s(m'+1,d') = s(m',d'-1)+1,

for all m‘ and all d' such that 0 < d' S m'+1, we have

S(m+1) = min{S(m)+1, s(m+1,0)}. D

The following corollary to Theorem 3.18 is also stated by ¢STERBY

[1973, 1976] and gives a definition which bounds the amount of computing we
have to perform to obtain S(n). By Theorem 3.18 we have for all n

S(n) = min{S(n,O), S(n-1,0)+1,...,s(1,0)+n-1, n}.

Since for all k such that n 2 k > S(n) holds S(n) < s(n-k,O)+k, we
have:

COROLLARY3.19.

S(n) = min{s(n,0), s(n-1,0)+1,...,s(n-S(n),0)+S(n)}.
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Hence we only have to compute s(n,d), i.e. the sum of the highest pow­

ers of primes in the factorization of n-d, for d = 0,1,...,kO,where k0 is
the minimumof the previously computedvalues of s(n,d)-+d.

The analogue of Theorem 3.18 for P is:

In for n = O,1,2,3,4P(n) ­
1max{P(n-1)+1,max {mIs(m,O)==n}} for n > 4.

This does not help us very much, essentially because although the
factorization of a natural numberis unique, its partition is not. If we
could assume that the following conjecture by LANDAU[1903] is true, viz.

P(i§1 pi) = igl pi for all k, then,since P is strictly increasing,we can
slightly limit the numberof m's which have to be investigated. It was noted
by ¢STERBY[1975], however, that Landau's conjecture is false since

P(100) 2 16.9.5.7.11.13.17.19 + 3
232792563

223092870

2.3.S.7.11.13.17.19.23
V

where 2 +3-+5-+7-+11 +13-+17-+19-+23 = 100.

3.1.1.2. ASYMPTOTIC APPROXIMATIONS OF S AND P

Wenow investigate the asymptotic behavior of our functions. LANfiAU

[1903] proves that for f(n) = maxfflpa |zp° S n}

(20) log f(n) ~ Vnlogn.

THEOREM3.20.

log P(n) ~ Vnlogn .

PROOF.By (20) log f(n) ~ in logn, i.e.,

lim 1° f(n) = 1
n+w Vn log n‘
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Also,

lim log(f(n)+n) = 1 + lim lo (1+n/f(n)): 1.
n->00 Vn log n n->00 in log n

Since by (11) and the definition of f(n) we have:

f(n) S P(n) < f(n)+n, i.e., log f(n) S log P(n) < log (f(n)+n),

and we proved above that

log f(n) ~ 109 (f(n)+n) ~ /E'i§§R,

we have

log P(n) ~ ¢E"i§3EI U

COROLLARY3.21. log P(n) = /S; where pm is the n-th prime.

THEOREM 3 . 22 .

2Sim)~
log log n

PROOF.If log y = Vxlogx, then log2 y = x logx and

log log2 y = logx + log logx ~ logx.

Since

1 2 1 2X=_.9Lx. wehave x A:__ .
logx log logz y

By this argument and since log P(m) ~ /m logm it follows:

log2 P(m)I§l

2
log log P(m)

or
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2

P-1(n) ~ -l£§L—l1—— for n 6 {P(i) Ii > 0}.
log log n

Denote log2 n/log log2n by h(n). By (18) S‘ (11)~ h(n) for n in the range of

P. This cannot tell us anything about the sup S'(n),since the restriction
of S‘ to special values of n do not need to yield a lower- or an upper bound.

According to (18), however, we have for all pairs of consecutive values of

P, say n1,n2:

S'(n1) S S'(m) S S'(n2) = S'(n1) +1, n S m S n .

Since h is strictly increasing,

lim S'(m)/h(m) 2 lim S'(m)/h(n2)
m+m m+m

IV lim (S'(n2) -1)/h(n2)
m+m

lim (S'(n2)/h(n2) -1/h(n2))
n2->00

= 1 - lim 1/h(n2) = 1.
n2->°°

Analogous we prove that lim S'(m)/h(m) S 1, and therefore S'(m) ~ h(m) for
all m 6 DL U

COROLLARY3.23.

S'(n) ~ fl(log2 n).

The greatest monotonic increasing function which is a lower bound on
S is S'(n) ~ h(n). Therefore

COROLLARY3.24.

lo 2 n~ ____£L_____
inf S(n) 2

log log n

Because of Theorem 3.18 inf S(n) ~ inf s(n,O) and we have:

COROLLARY3.25. The greatest monotonic increasing function which is a lower
bound on the sumof the greatest powers of primes in the factorization of
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n, i.e. s(n,O), is asymptotic to h(n). Hence:

logz n
inf s(n,O) ~ 2

log log n

As is to be expected, this lower bound is reached for the special sequence

of values n = H:=1 pi, k 6 Bi.

LEMMA3.26.

2
p..__129__2_

' 2
1 1 log log n

I
ll54??’i

where n = ,fi p, and k 5 DLi=1 i

PROOF.The number of factors in a factorization of a natural number n is

denoted by w(n). According to HARDYand WRIGHT[1945]

(Mn)~ _£3E__
log log n °

k <0(n). . . . . .
Therefore, Ei=1 pi ~ 21:1 1 log 1. Bounding this discrete summation on both
sides by an integral we obtain:

w(n) (n(n) co(n)+1

I 1 logi di s 2 i logi s 1 logi di,
1 ‘=1 2

1[.2 . .2 (-.)(n) M") , _ 1[.2 , ,2 ]co(n)+1
2‘-1 1091-1/2J1 S .21 ilogiS§li logi-i/2-'2 ,

u)(n)

%(o.>(n)2(log co(n)-%) +%) S i logii=1

5 -§-((o)(n)+1)2(log((o(n)+1) --é-) - 4 log 2 + 2).

Hence,if n+wthrough this particular series of values we have that



%(co(n)2 log w(n) -(o(n)2/2)
Hrvdx‘

U

2Z
%w(n>2 log (Mn)

N log2(n)(log log n-log log log n)
2(1og log n)2

..__1292_n__=__l293L_ g
2 log log n log log2 n

A numerical verification shows:

(2+3+5)/(log2(2*3*5)/log log2(2*3*5))

2 2(2+3+...+17)/(log (2*3*...*17)/log log (2*3*...*17))

2(2+3+...+97)/(log2(2*3*...*97)/log log (2*3*...*97))

33

z 0.47

3 0.58

z 0.75

(2+3+...+173)/(1og2(2*3*...*173)/log log2(2*3*...*173))z 0.79.

Sumarizing the results of this section wehave:

log P(n) ~ v’nlogn ~ Vpn;

2nu’ ma‘ ~ ~ oS'(n) inf S(n) inf s(n,O) 10 n fl(1og2 n),
log log n

and, furthermore,

2

s(n,O)~ 119.1%.
log log n

k
for n+wthrough the particular series of values n = ifll p .

3.1.1.3. CLASSIFICATION AND CLOSUREPROPERTIES

As is readily proved, there are regular, strictly context free (CF—REG),
and strictly context sensitive (CS-CF)languages which are DOLlanguages,
and there are such languages which are not DOLlanguages. This fact shows

that the DOLlanguages are incomparable with REGand CF. They are, however,
included in CS.

With regard to closure under several operations, it can be shownthat



34

the DOLlanguages are not closed under intersection, union, complement, con­
catenation, homomorphisms,nonerasing homomorphisms,intersection with regu­
lar sets, inverse homomorphisms,etc.In short, they are not closed under
any of the usual AFLoperations and have therefore been called anti-AFLs,
cf. SALOMAA[1973a]. The DOLlanguages share this characteristic with the
other families of pure L languages. This resistance against closure opera­
tions is by and large a consequence of the lack of a terminal-nonterminal
mechanism, although in the case of DOLor PD1Lsystems the addition of this
mechanismdoes not improve the closure properties. Further details are found
in, e.g., HERMANand ROZENBERG[1975] and SALOMAAE1973a]. See also Section

3.2.

3.1.2. STRUCTURE OF DOL SYSTEMS WITH APPLICATIONS TO GROWTHFUNCTIONS,

LOCAL CATENATIVENESS,AND CHARACTERIZATIONS.

Although objections may be raised. against the adequacy of L systems
to model phenomenaoccurring in actual biological development, and against
the usefulness of sophisticated mathematical theorems in developmental bio­
logy (see the introductory chapter), it seems nevertheless that development­
al biologists might find conceptual help from the more superficial aspects
of the theoretical framework embodied by Lindenmayer's model. Someof the
mathematical theorems might be useful to confirm or refute biological hy­
potheses - but only after careful scruteny as to whether the assumptions
under which the theorems hold are reflected entirely by the biological real­
ity in the case under consideration.

As a reference frame to think about cell-lineage, cell-differentiation,
cell—potential and the like, the associated digraphs introduced in this
section maybe of value to developmental biologists. In this respect also
theorems about growth functions, locally catenative systems etc. mayprove
worthwhile. With this idea in mind, we digress in Section 3.1.2.4 from
mathematicsinto possible biological interpretations of the material cover­
ed in this section.

In the following we will construct four digraphs associated with a
(semi) DOLsystem,which form in increasing levels of abstraction a repre­
sentation of the structure of derivations betweenletters in the system.
These are the associated digraph, the condensed associated digraph, the
recursive structure,and the unlabeled recursive structure, respectively.
Weinvestigate the relations between types of growth functions (cf. also
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Ch- 4) and types of recursive structures. Wewill derive necessary condi­
tions on the recursive structure of a DOLsystem,in order that it can have

Illogn worst-case lower bound onthe locally catenative property, andan e
the minimal depth of a locally catenative formula for a locally catenative
DOLsystem with an n letter alphabet. It is shownthat the sequence and
language equivalence problems for locally catenative DOLsystems are decid­
able. Furthermore, it is shownthat deciding whether a DOLsystem has the
locally catenative property is equivalent to deciding whether the monoid
generated by the language of a DOLsystem is finitely generated. At the end
of this section we apply associated digraphs to some results by SALOMAA

[1975b].which yields necessary (and sometimes sufficient) conditions on the
recursive structure of a DOLsystem for the produced languages to be regu­
lar or context free.

Anticipating Chapter 4 on growth functions,we introduce part of the
material here. Let G = <W,6,w>be a DOLsystem. The growth function of G

is the function fG: D0 + H0 defined by fG(t) = £g(6t(w)). As we will see

in Chapter 4,fG is a generalized exponential polynomial

IIl\4|'1

_ t
fG(t) - pi(t)ci :

i 1

where the ci's are distinct (and possibly complex)constants, the pi's are
polynomials in t (with possibly complexcoefficients) such that 2:: (degree1

1 5 .pi-+ ) #W
A DOLsystem G = <W,6,w>has the locally catenative property, cf.

ROZENBERGand LINDENMAYER[1973], if there exist fixed positive integers
n such thatO,i1,i2,...,ik

6“ (w) = 6“'i1 (w)<s“‘i2 (w) . . .5"”ik (w)

for all n 2 no. no is called the cut and max{i1,i
the locally catenative formula (nO,i1,i2,...,ik).

2,...,ik} the depth of

We now construct four digraphs from a semi DOLsystem S = <W,6>,which

formin increasing levels of abstraction a representation of the derivation­
al relations betweenletters.

I. The associated digraph of S (AD(S)), called the dependence graph in
ROZENBERGand LINDENMAYER[1973], is the labeled digraph AD(S) = (W,A)

where Wis the set of points and A the set of directed arcs defined by
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*
,v e W }.‘A= {(a,b) l6(a) = v bv , a,b e W. v 21 2 1

Note that we identify points with their labels,since for all digraphs
we discuss there is a one-to-one correspondence between the set of points
and the set of labels. Weadmit digraphs with loops, i.e., a point can be
connected to itself by an arc.

A digraph is strong if every two points are mutually reachable, i.e.,

if p,q are two points of the digraph then there is a sequence of arcs (pl,
p2), (p2,p3),...,(pn_1,pn) such that p1 = p and pn = q. (Weconsider the
graph on a single point without arcs to be a strong digraph.) A strong
component of a digraph is a maximal strong subgraph. Let D

1

strong components of a digraph D. The condensation D(C) of D has the strong
,D2,...,Dn be

components of D as its points, with an arc from Di to Dj (i#j) whenever
there is at least one arc in D from a point in Di to=a point in Dj. If fol­
lows from the maximality of the strong components that the condensation of
a digraph has no cycles.

II) The condensed associated digraph of S (CAD(S))is the condensation of
AD(S). A point in CAD(S)is labeled by the set of letters labeling the
points of the corresponding strong component in AD(S).

III) The recursive structure of S (RS(S)) is obtained from CAD(S)by delet­
ing all points labeled by {a} where a is not a recursive letter. Twopoints
p,q in RS(S) are connected by an arc (p,q) if there is a sequence of arcs

(p1,p2).(P2.P3),....(Pn_1.pn) in CAD(S)such that p1 = p, pn = q and pi 6
{fa} Ia ¢ R} for all i, 1 < i < n. '

IV) The unlabeled recursive structure of S (URS(S)) is obtained from RS(S)

by removing the labels.

Let S = <{a,b,c,d,e},{6(a) =abe,6(b)==ac,6(c)==de,6(d)==de,6(e) =A}>.

AD(S): CAD(S): RS(S): URS(S):

{a,b}' ' {a,b} 'Q.

xga
d

{a}‘-'____..{e} .' {a} ­
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Wenowtie in the digraph approach with the preceding classification

of letters. It is easy to see that RS(S) = (P3,A3) is the labeled acyclic
digraph such that P3 = R/~ and A3 S R/~ X R/~ is as defined in (iii). Simi­
larly, each subset of W-Rlabeling a point in CAD(S)is a singleton sub­
set of W-R,and conversely. A letter a 6 Wlabeling a point in AD(S)with
no outgoing arcs is an element of M, etc.

For each unlabeled acyclic digraph D we can find a semi DOLsystem S

such that URS(S): D (":" means "is isomorphic with"). Hence the set of all

homomorphisms 6: W*+ W*, where Wis a finite nonempty subset of some infin­

ite alphabet 2, can be divided into disjoint classes of homomorphismshaving
isomorphicunlabeled recursive structures. It is natural to assign to a
given homomorphismits URS(S)as its complexity (structural complexity
which should not be confused with computational complexity). Wedefine a

partial ordering on the thus constructed disjoint complexity classes as a
partial ordering according to graph inclusion. It is of interest to see how
manydifferent URS'sare possible for an alphabet of n letters. If we call
the numberof unlabeled acyclic digraphs on n points H(n) then this is giv­

en by F(n) = 22:0 H(n). ROBINSON[1970] gives a method to compute H(n) for
all n; in particular this yields: F(O) = 1, F(1) = 2, F(2) = 4, F(3) = 10,
F(4) = 41, F(5) = 343 and F(6) = 6327. The partial ordering S induced by

"being a subgraph of" on the set of unlabeled acyclic digraphs (on i points,
0 S i S n) has a 0 element: the empty graph; and a 1 element: the complete

unlabeled acyclic digraph (on n points), i.e., the unlabeled acyclic digraph

with the maximal number of arcs (%n(n-1)) which is unique up to isomorphism.
In a similar way we can define complexity classes of (semi) DOLsystems and
a partial ordering between themwith respect to the levels of abstraction
I-III.

A DOLsystem G = <W,6,w>is reduced if all letters of Woccur in L(G),

or equivalently, if the axiomw contains letters from each point which is
a maximal element (point without incoming arcs) of CAD(<W,6>).Considerable
attention has been given to the problem which properties are possible for
DOLsystems with different initial strings and the same semi DOLsystem
S = <W,6>. This problem can often be reduced to looking at subgraphs of
CAD(S),with as maximal elements points labeled by the sets of letters in
the chosen initial string.

Wehave seen that the set of all (semi) DOLsystems is partitioned in
disjoint classes having isomorphic characteristic digraphs. Wewould like
to knowwhether this is also the case for the corresponding classes of
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languages. However, there are DOLsystems G1, G such that L(G1) = L(G2)2

while URS(G1) 1 URS(G2) as is shown by the examples

G1 = <{a,b,C},{6(a) =a,<5(b) =ba,6(c) =ac},bac>, URS(G1)= .\_(.

G2 = <{a,b,c},{6(a) = a,6(b) =b,6(c) = a2c},bac>, URS(G2)=.:L °

Yet it is to be expected that DOLsystems with different associated
digraphs often generate different languages. For instance, the previously
mentioned language {aznbznczn n 2 O} can only be produced by a DOLsystem

having a totally disconnected URSon three points. For the class of DOL
languages, such that each language in the class can be produced by exactly
one DOLsystem, obviously the URScomplexity classes are disjoint.

3. 1 . 2 . 1 . GROWTH FUNCTIONS

First we will consider how the CAD(S) and RS(S) of a semi DOLS can

look with regard to the distribution of different types of letters over the
labels in the digraphs. Let S= <W,6>be a semi DOLsystem. A letter a e W

is of growth type 3 (exponential) if lfil £g(6t(a))/Xt> O for somex>1;*)
of growth type 2 (polynomial) if thergweoxist polynomials p,q such that
p(t) S»Cg(6t(a))Sq(t) for all t; of growthtype 1 (limited) if there is a constant
c such that 1S£g(6t(a)) Sc for all t; of growthtype 0 (terminating) if £g(6t (a) )
= Ofor all t 2 #W.Similarly weclassi fy DOLsystems G= <W,6,w>where we substi­

tute wfor a in the definition. (Notethat »Kg(6t(a1a . .an)) =»Kg(6t(a1))+2 .
t t . . . .

£g(6 (a2)) + . . . +Kg(5 (an) ) ) . Acon1plete investigation into growth types of
letters , DOLsystems and semi DOLsystems will be encountered in Chapter 4 . Wede­

fine GI‘(i)= {ala e Wandais of growthtype i}, i =O,1,2,3. Recall thatapointp

is reachable froma point q in a digraph Dif there is a sequence (p1,p2) , (p2,p3). . .
(pn_1,pn) of arcs in Dsuch that q =pl andp =pn.

Wecan distinguish twodistinct regions in CAD(S) : an exponential region
anda polynomial region (andof course a region consisting of points labeled by
mortal letters) . Clearly nopoint in the exponential region (labeled by subsets
of GT(3)) is reachable froma point in the polynomial region (labeled by subsets
of GT(2) UGT(1)) . Both regions have minimal elements. For the exponential region
this is the set:
*) Since under the morphism 6 only mortal letters can derive A and do so
within #Msteps, we have for each letter a that for some constant x > 1

holds: TE; (£g(<St(a))/xt) > 0 iff ;_i_n_1(£g(5t(a))/xt) > 0.
t->00 t-+oo



39

ME= {[a] e R/~ Ira] is the label of a minimal exponential
element},

and it appears that

ME5 {[a] e R/~ Ifa] E E}, the proof of which we leave to the
reader (hint: similar to the proof
of Theorem 4.22).

For the polynomial region:

MP= {[a] 6 R/~ Ifa] S MR}, which is proved by Theorem 4.22.

For RS(S) the same holds except that only labels in R/~ occur. Letters
which are vital but not recursive and which label points in CAD(S)serve
as transitionary stages in the genealogical developmentof a cell from one
recursive state to another, a developmentwhich is irreversible and corres­
ponds to further differentiation. Cells which are in a state b 6 [a] have
the potential to produce cells in states U(a) and there is always a cell
in their offspring which has the samepotential. Take as an example the
CAD(S)we met previously.

lfd] {e}

Here c is a transitionary state in the offspring of a cell in state
a or b, with the correspondingpotential, specializing or differentiating
to a cell in state d with lower potential.

The following pictures hold, where a solid arrow implies that for each
point in the upper set there is at least one point in the lower set which
is reachable from it; a rectangle meansthat distinct points in there can­
not be reached from each other. Points in lower sets may always be reach­
able from points in upper sets.



{a} S (V-R) n GT(3)

OI.‘

E
[3] € R/" - M and Ea] s GT(3)_

{I

X % X

{a} s (V-R) n GT(2)
X X or

* Ea] 5 R/" - MP and [a] ; GT(2).

«v

x MP x

CAD(S)
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Ca] 6 R/~ - ME and [a] S GT(3)

~b

x ME x

X [a] E R/~ —MP and [a] S GT(2)
X

X

J,

x Mp x

RS(S).

The structure of the CADand the RS are justified more or less as
follows. To obtain an insight in the properties of a DOLsystem we often
have to take the numberof occurrences of each letter in the values of 6

into account. Wecan do so by weighing the arcs in the associated digraphs
or, alternatively, using multi digraphs. That is, digraphs with more than
one arc between two vertices. Taking the latter course, we define the
associated multi digraph (AMD)by drawing i arcs from vertex a to vertex
b if 6(a) contains i occurrences of the letter b. Often it is more reward­

ing to consider the AMDof a semi DOLsystem than the AD. The recursive

letters, or rather the equivalence classes of R induced by ~, correspond
to the (nontrivial) strong componentsof the associated multi digraph. It
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is easy to see that for polynomially growing recursive letters a (a e R n
(GT(1) U GT(2))), the strong component in the AMDassociated with [a] is a

simple cycle (a cycle without multiple arcs):

or k 2 1.

For exponentially growing recursive letters a (a e R n GT(3)) the
strong componentin the AMDassociated with [a] can be any strong multi digraph
(with multi loops). All such exponentially growing letters are expanding
(eE) except those which occur in a strong component which is a simple cycle.
We can now see how the AMD(or ADwith some additional information) ties

in with the properties of the letters. If a letter (GR)is exponential but not
expanding, its associated strong componentis a simple cycle, but from this
strong component we can always reach another strong component which is not
a simple cycle and which therefore is associated with an expanding letter.

Hence MEg E/~. If from a given strong component which is a simple cycle
we cannot reach a strong componentwhich is not, then the letters of the
simple cycle induce polynomial or limited growth. Strong components which

are simple cycles and from which we cannot reach nontrivial strong compon­

ents induce limited growth (and they only). Hence MP= MR/~.
As we will prove in Chapter 4 all letters belong to GT(O), GT(1), GT(2)

or GT(3). Whenwe talk about a digraph associated with a DOLsystem G we

shall assume that G is reduced and we restrict the homomorphisminvolved
accordingly and write CAD(G),RS(G), etc.

The following observations are readily deduced from the previous
exposition.
- Since according to Section 3.1.1 L(G) is finite iff MR= R and clearly

points in MR/~cannot be reachable from each other we have: L(G) is fin­

ite iff RS(G) is totally disconnected and U R/~ = MR(i.e., if RS(G)
consists of the bottom rectangle only).

- If RS(G) is nonempty, totally disconnected and U R/~ # MRthen L(G) is

infinite and fG is exponential (i.e., if RS(G)contains at least the
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upper rectangle and at most both rectangles without reachability amongthem.

EHRENFEUCHTand ROZENBERG[1974c] define the rank of a DOL system G =

<W,6,w>as follows. (N.B. Not all DOLsystems have a rank).

(i) If £g(6t(a)) S c for some constant c and all t then pG(a) = 1.

(ii) Let W0= Wand 60 = 6. For j Z 1, Gj denotes the restriction of 6 to

Wj = W-{a IpG(a) S j}. I.e., all rules with an argument in W—Wjare
deleted and in the values of the remaining rules letters in W-Wj are
replaced by A. For j 2 1 if £g(6§(a)) S cj for some constant cj and
all t then pG(a) = j +1.

pG(a) is called the rank of a letter a in <W,6>.If each letter a e W
hasarank then Ghas a rank. ‘Therank of G is the largest one of the ranks of
all letters accessible fromthe initial string or, equivalently, of all let­
ters in the initial string. According to EHRENFEUCHTand ROZENBERG[1974c]

G is a DOLsystem with rank iff there are polynomials p,q of degree (rank

(G)—1)such that p(t) S fG(t) S q(t) for all t.

THEOREM3.27. The rank of G is equal to the length of the longest path in

RS(G) or, equivalently, f is bounded above and below by polynomials of
G

degree one less than the length of the longest path in RS(G)iff E = ¢.

ERQQE,"¢”. If fG is bounded by a polynomial then E =¢ since an expanding
letter would induce exponential growth.

We". Suppose E = ¢. Then there are also no other letters inducing ex­
ponential growth, since they would derive a letter in E. Hence we have a
CADwhere every point is labeled by either an equivalence class [a] orha
singleton set {a}, and since there are no exponential letters (inducing ex­
ponential growth) each letter of an equivalence class [a] is rewritten as
a string containing one letter from [a] Andwith the remaining letters cho­
sen from the sets labeling the descendants of the point in the CADlabeled
by Ca]. Hence we can estimate the order of growth in G from its CADas fol­
lows. The bottom elements of the CADare sets {a} 5 M or [a] S MR. If a 6 M

then fa is vanishing and fa(t) 6 9(0). (9(g(n)) denotes the set of all f(n)
such that there exist positive constants c,c' and n with cg(n) S f(n) S

O

c'g(n) for all n 2 n . f(n) 6 @(g(n)): f(n) is of order of magnitude of

g(n)). If a 6 MRthe: fa is limited and fa(t) 6 9(1). Assumethat all grow­
th functions associated with descendants of {a} or [a] in the CADare not

faster than polynomial, where {a} or [a] labels a nonbottom element. We
have twopossibilities:
(i) a 6 V-R. Then
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{a}

] [hp] {c } {cq}

is the subgraph in the CADconsisting of {a} plus its direct descendants

(corresponding to 6(a) = d1d2...d£ with Z S max{Kg(6(a)) la 6 W}). Since

fa(t) e @(fb(t)) for a and b in the same equivalence class and since
fa(t) E @(fa(t—i)), 1 S i S #W, for DOLgrowth functions (which follows,
e.g., from the difference equation representation of DOLgrowth functions
in Section 4.1) we have

P q
£(t)ec-M2 f (t)+ X f (m
3 i=1 bi i=1 Ci

Hence fa(t) is of the sameorder of magnitude as the fastest increasing
function amongthe fb_ s and the fa s.1 i
(ii) a E R-MR. Then [a]

Eb J Eb ] {c } {c }
q

is the subgraph in the CADconsisting of [a] plus its direct descendants.

It is easy to see that ifil [bi] U {Ci I1 5 i S q} equals the set of letters
not in Ea] which occur in some 6(c), c e [a]. Fromthe fact that the ele­
ments of [a] form a simple cycle in the ADof length, say k, 1 S k 5 #W,

and the mentioned properties of 9 for DOLgrowth functions it therefore
follows that:
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. Lt/kj P q
f (t)e9( Z (X f (km + 2 f (k*i)))a b. . c.

1= J=1 J J=1 J

p q

==9(t( Z fb (t) + X fc (t))
i=1 3 :'=1 j

and therefore f (t) e ®(t*f (t)) where f is the fastest increasing
a max max

among the fb_ s and fC_ s.1 1
From (i) and (ii) we can conclude that, if E = ¢, the growth of a let­

ter a is of the order of a polynomial of degree one less than the maximal
numberof equivalence classes of recursive letters we can encounter in a
path from a point {a} or [a] in the CADto a bottom point. From this the
theorem clearly follows. U

3.1.2.2. THE LOCALLY CATENATIVE PROPERTY

Wenowturn our attention to locally catenative DOLsystems producing
infinite languages (finite DOLsystems are trivially locally catenative),
i.e., k > 1 in the locally catenative formula.

THEOREM3.28. If a DOLsystem G = <W,6,w> is locally catenative then RS(G)

is a directed labeled rooted tree with branches of at most length 1 such
‘that [c] = E labels the root and the elements of R/~ —{[c]} label the
leaves, U(R/~ - {[c]}) = MR.

PROOF.If G = <W,6,w>is locally catenative then there are fixed integers

n0,i1,i2,...,ik suchthat

n n-i1 n-i2 n-i
5 (w) = 6 (w)6 (w)...5 (w)

for all n 2 n Therefore, L(G) S {6l(w) Ii < nO}* and if 6t(w) = v avzbv0' 1 3'

a ~ b and v2 6 (W-—[a])* then

(1) £g(v2) < 2 max{£g<6i(w>> Ii < no}.

Assumethat a,b 6 R and a ¢ U(b). Since G is reduced at least one let­
n

ter from both [a] and [b] occurs in 6 O(w). By the locally catenative pro­
perty there must be an i such that



6i(w) e w*[a]w*[b]w*[a]w*.

Then for all t holds: 6l+t(w) = V1CV2dV3for some C,d E [a], V2 6 (W-—[a])+

and £g(v2) 2 Kg(6t(e)) for some e 6 [b]. By (1) it follows that [b] 9 MR.
Since for all [a],[b] E R/~, [a] # Cb], either a ¢ U(b) or b d U(a) we have:
either all [b] e R/~ are Contained in MRand L(G) is finite or there is
exactly one [C] e R/~ which is not Contained in MR.Since the assumption
that there exists a [b] # [C] such that b ¢ U(c) leads to the Contradiction
that [C] S (R-MR) n MRwe have that

(2) b 6 U(c) for all b e R - [C] = MR.

If [C] ¢ MRthen L(G) is infinite by Theorem 3.10: and under the
assumption that G is locally Catenative; k > 1 in the locally Catenative

formula. Then, as we easily see, fG is exponential and by Theorem 3.27
E # ¢. Hence [C] = E and by (2) the theorem follows. U

Note that Theorem3.28 gives a necessary but not sufficient Condition
for a DOLsystem to possess the locally Catenative property. For instance

G = <{a,b},{6(a) = b,6(b) = ab},ba>

with

S(G) = ba,abb,babab,abbabbab,...

is easily proven not to be locally Catenative but

G = <{a,b},{5(a) = b.5(b) = ab},a>

with

S(G) = a,b,ab,...

is locally Catenative.

LEMMA3.29. Let G = <W,6,w> be a DOLsystem such that there exist integers
n n -1 -i n -i

nO.i1.i2....,ik for which <5°<w> = 6 0 1<w><s"02(w)...6 0 km) then G is
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locally catenative with formula (nO,i1,i2,...,ik).

PROOF.By induction on n, n 2 no, in 6n(w). U

Obviously, any locally catenative DOLsequence can be characterized
by infinitely many locally catenative formulas. From the above lemmawe see
that we can assign a unique locally catenative formula to such a sequence.
E.g. given a locally catenative DOLsequence, assign to it the first formula
in the lexicographical ordering of the set of formulas satisfying the se­
quence. Wecall this locally catenative formula the canonical locally catena­
tive formula of the DOLsystem. The following two decision problems suggest
themselves imediately.

(i) Decide whether or not a given DOLsystem is locally catenative.
(ii) Decide whether two locally catenative DOLsystems produce the same

sequences (languages), i.e., given two locally catenative DOLsystems
G, G‘ decide whether or not S(G) = S(G') (L(G) = L(G')).

In view of the preceding remark on locally catenative formulas the
second question is settled easily. In fact, muchmore easily than for DOL
systems in general which requires the method of EULIKand FRIS [1977a,b].

THEOREM3.30. The sequence (language) equivalence is decidable for locally
catenative DOLsystems.

PROOF.Let Gi==<W,6i,w>, i = 1,2, be two locally catenative DOLsystems.
S(G1) = S(G2) iff both G G have the same canonical locally catenative1' 2

formula, say (nO,i1,i ik), and 6§(w) = 6:(w) for all i < n By NIELSEN2'00!’ 00
[1974] a decision procedure for the sequence equivalence can be extended
to a decision procedure for the language equivalence. D

To decide whether a DOLsystem is locally catenative is muchmore

difficult and still open at the time of writing, but we shall prove some
related results.
Define the functions c,d: D0 + DJ as follows:

c(n) = sup{nO [G is a loc. cat. DOLsystem with an n letter alphabet
and no = inf{m Im is the cut of a loc. cat. formula for G}};

d(n) = sup{d IG is a loc. cat. DOLsystem with an n letter alphabet
and d = inf{m lm is the depth of a loc. cat. formula for G}}.
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To decide whether or not a given DOLsystem is locally catenative it
suffices to exhibit a total function k: DJ + DJ such that k(n) 2 c(n) for

all n.and showthat k is computable. Weshall prove that if such a k exists
then log k(n) is asymptotically greater or equal to /S—iS§EXFor technical
reasons k, c and d are taken to assume the value m if they are undefined in
some argument. Clearly, k(n) 2 c(n) 2 d(n) for all n. First we prove a
stronger result.

THEOREM3.31.

lim inf i9g—g£2L 2 1.
n+w Vn log n

PROOF. Let G1 = <W ,61,w1 > be a DOLsystem with #W1= n-1 and L(G1) is fin­1

ite. We construct a DOL system G2 = <W2,62,w2> where W2 = W1 U {a}, a d W1,
6 = 6 U {6 (a) = aw a}, w = aw .

2 1 2 1 2 1

CLAIM For all i > O 6i(w ) = 6i-1(w )6i-2(w ) 5O(w )a6i(w )
-—————' ' 2 2 2 2 2 2 "' 2 2 2 1 °

PROOFOF CLAIM. By induction on i.

i = 1. 62(aw1) = aw1a62(w1) = 6g(w2)a62(w1).
i > 1. Suppose the claim is true for all j 5 i.

1+1 _ 1 _ 1-1 1-2 0 1
62 (awl) —62(52(aw1)) —62(62 (w2)62 (w2)...62(w2)a62(w1))

_ 1 1-1 1 1+1
—62(w2)62 (w2)...62(w2)aw1a52 (wl)

_ i i-1 O i+1
—62(w2)62 (w2)...62(w2)a62 (wl),

which proves the claim. End of proof of Claim.

Since L(G1) is finite there are smallest integers tO,u 6 I1 such that

t t'
(3) 51(W1) = 51 (wl) for t,t' 2 to and t E t' mod u,

I

(4) 5:(w1) # 6? (wl) for t < to and t' 2 to or

for t,t' 2 t0 and t f t’ modu.

i.e., #L(G1) = to + u.
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G2is locally catenative since for all t 2 to:

6§"“<w2) = 6’2‘+"'1<w2>5:*“’2(w2)...6g(w2)a<5:+u(w1) (by the claim)

= a:+“'1(w2)5:*“‘2(w2) ...5‘2‘(w2)5‘2"‘<w2)...5g<w2)a<s:(w1)
(b (3))

= 5'2‘+“'1(w2)<s'2‘+“'2(w2)...5:(w2)<s:(w2) (by theyclaim).

Since for each i holds 6:(w2) = ...a6:(w1) we see from the locally
catenative formula above and from (4) that if (nO,i1,i ,ik) is a local­2,...
1y catenative formula for G2 then ik 2 u and

(5) depth(loc. cat, formula for G2) 2 u.

In Section 3.1.1 the maximumcardinality of a finite DOLlanguage over

n letters was studied. Let u(n) be the maximumperiod of a finite DOLlang­
uageover n letters, i.e.,

u(n) = sup{u [G = <w,6,w> with #W= n is a DOLsystem generat­

ing a finite language with u defined by (3) and (4)}.

Then, according to Section 3.1.1,

u(n) = sup{l.c.m.(k1,k ..,kq) lk1,k ,kq is a partition of2'0 2,000
n in q S n positive integral summands}

and

Hence also

I
. lo u(n-1) _.%:.e-%-,__.-1

n log n

and by (5) d(n) 2 u(n-1) for all n. Therefore,

3.13.“?inf 1° d(n) 2 1. D
Vn log n
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COROLLARY3.32.

13%inf 1° k(“) 2 lig inf 399-9191-2 13$ inf-591Ji911:> 1.
n Vn log n n Vn log n n Vn log n

where we can substitute Vpn for VnLmgn in the formulas by the well-known
asymptotic approximation of the n-th prime number pn.

Recently, LINNA[1977] showed that it is decidable whether a DOL

string sequencehas the prefix property, that is, whether there are integers
d and a word v such that 6n(w) = 6n-d(w)6n-n0(v) for all n 2 nn Al­, .

tgough clearly a step forward, this result does not appear to genegalize
so as to solve the general problem of deciding whether a DOLsystem has the

locally catenative property. Furthermore, EHRENFEUCHTand ROZENBERG[1978]

have shown that if we choose a depth d then we can decide whether a given
DOLsystem is locally catenative with a formula of depth at most d. This
result does not seemto generalize either.

Finally, vwaprovide an equivalent form of the locally catenative pro­
perty, which links this property of the derived dequencewith a property of
the derived language.

THEOREM3.33. Let G be a DOLsystem. The following two statements are equi­
valent:
(i) G is locally catenative
(ii) The monoidL(G)* is finitely generated.

PROOF.

(i) + (ii). Let G = <W,6,w>be a locally catenative DOLsystem with formula

(nO,i1,i2,...,ik). Then L(G) E {6i(w) Ii < no}* 9 L(G)* and
therefore L(G)* = {6i(w) Ii < nO}*.

(ii) + (i). Suppose L(G)* = {v1,v ,...,v£}* E W*. Without loss of generality2

we can assume that vi ¢ {v1,v ,...,v,2 1-1'Vi+1

1 S i S K. Hence vi 6 L(G) for all i, 1 S i S K, and there is a

*
,...,v£} for all i,

j, i S j S K, such that V, = 6t(w) for some t and for no j‘,
U

1 S j' S K, vj_ = 6t(w) with t' > t. Hence there exist j1,j2,...
. t 1

---: Jk Such that 5 + (w) = v ...v- and therefore there3

2.... = at 1'11<w>6t+1‘12<w>...

..6t+1'ik(w) where 6t+1’ih(w) = vj for all h, 1 S h S k. Byh

jivjz
5t+ (W)are i1,i ,ik such that

Lemma3.29 G is locally catenative. U
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3.1.2.3. REGULARITY AND CONTEXT FREENESS

In SALOMAA[1975b] it is proven that the regularity and context free­
ness of DOLlanguages are decidable. Roughly, this is achieved as follows.
Given a DOLsystem G, with at most a linear growth function, we can cons­

truct (a decomposition of G in) DOLsystems G1,G2,...,Gk such that L(G) =

h(L(G1) UL(G2)U... UL(Gk)) where h is a nonerasing homomorphism. G1,G2,...,

Gksatisfy restrictions like: there are no mortal letters in G1and every
letter from the alphabet of G1 occurs in each word in L(Gi). Salomaa then
gives a definition of the degree of a DOLsystem G satisfying said restric­
tions and proves:

LEMMA3.34. (SALOMAA).If G has degree 5 1 then L(G) is regular. If G is

of degree > 4 then L(G) is non-context free. If G is of degree 2, L(G) is
context free and possibly regular. If G is of degree 3 or 4, L(G) is non­
regular (but possibly context free). It is decidable whichof the alterna­
tives hold in the last two sentences.

Since a DOLsystem can only generate a context free language if its
associated growth function is bounded by a linear polynomial we have the
following. If L(G) is context free then RS(G)contains paths of at most
length 1 and E = ¢. Wecan improve on Salomaa's results by showing that
under a slightly modified definition of degree decomposition of G is not
necessary.

For the vital letters of a DOLsystem G = <W,6,w>we define the degree
as follows. (N.B. Not all vital letters have a degree).

degree (a) = 0 if U(a) n (R-MR)= ¢; 0 = {a ldegree(a) = 0},

degree (a) if U(a) n (R-MR)= [a] and 6i(a) = v av
1 2

for some i S #W and v1,v2 e (0 U M)*0(0 U M)*,

degree (a) = 1 if U(a) n (R-MR) = [a] and 6l(a) = v1av2 or

vzavl for some i S #W and V1 6 (0 U M)*0(0 U M)*,

V2 6 M*.

The degree of G is found by adding the degrees of all vital letters
. # W—R_ . .in 6 ( )(w) where each letter is counted as many times as it occurs. Note

#(W-R)
that fG is linear iff all letters occurring in 6 (w) have a degree or
are mortal.
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THEOREM3.35. Under the given definition of the degree of a DOLsystem,

Lemma3.34 holds for arbitrary DOLsystems.

INDICATIONOF PROOF.The degree of a letter is invariant if we substitute

6 by 6k in the definitions, i.e., under decomposition. Furthermore, the
degree of a letter is invariant under restriction of 6 to the vital letters,
or equivalently, if G has degree i then the PDOLG‘, constructed such that
there is a nonerasing homomorphismh such that hS(G') = S(G), has degree

i. Therefore each G1, 1 S i S k, in the above decomposition of G in G1,G2,...
..., Gk has the degree of G. U

Since each letter in [a] E R/~ must have the same degree in G (if fG
is bounded by a linear polynomial) we say degree [a] = degree (a). If de­
gree [a] = 1,2 then [a] Q R - (MRIJE) and [b] < [a] *’b S MR. (N.B. [b] <

[a] if b e U(a) and a d U(b).) By now we have obtained some good criteria

to prove that a language does not belong to a given language family:

COROLLARY3.36.

- L(G) is finite iff Z degree [a] = O.
[a]eR/~

- If L(G) is regular then 2 degree [a] S 2.
[a]eR/~

- If L(G) is context-free then Z degree [a] S 4.
[a]eR/~

— If L(G) is infinite and locally catenative then B = [b] for someletter

b and Z degree [a] = O.
[a]eR/"“{[b]}

3.1.2.4. BIOLOGICAL INTERPRETATION

In biology we encounter the phenomenonof cell differentiation as op­
posed to cell potential. In higher species cells becomeso specialized
(highly differentiated) that they lose their ability to producecells of
other types (low potential). In the embryonicstage, and to a large extent
in the vegetative kingdomthis seems not to be the case (low differentia­
tion and high potential). The associated digraphs, as in I-IV, form in
increasing levels of abstraction a formal representation of cell lineage
and cell differentiation of an organism modeled by a DOLsystem. In I the
ADdepicts the cell lineage. The CADin II shows us the stages of cell
differentiation wherethe labels consisting of sets of recursive letters
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correspondto, as it were, meta-stable stages of cell differentiation, i.e.,
the descendancy of such a cell always contains a cell with the same cell
potential as the original one, and each cell type of a meta-stable stage
of differentiation occurs in the descendancyof each other cell type ofthis
stage. Thepoints labeled by singleton sets of vital nonrecursive letters
correspond to transitory stages of cells betweenone meta-stable-stage of
cell differentiation and a next one. The RS shows us the lineage between

the meta-stable stages which is of prime importance and the URSthe same
structure without labels.

EXAMPLES.

(i) If the CADconsists of the graph on one point the modeled organism is

very regenerative: each cell type has the possibility of deriving any
other cell type.

(ii) If the CADconsists of a directed tree we observe a type of cell dif­
ferentiation similar to that in higher organisms. Cells in the leaves
of the tree are completely specialized and have no regenerative capa­
city to produce cells of other types in their progeny, as opposed to
the cells at the root which can produce all other cell types.

(iii) To be able to reproduce from a single cell, the CADof the associated
DOLsystem must be such, that every two points of the CADhave a com­
monancestral point while the unique maximal element is labeled by an
equivalence class of recursive letters. The rules must be such that
at any time the description of the organism (i.e., the producedstring)
contains a cell in the maximalpoint of the CAD.All living plants and
animals seemalways to contain somecells whichare capable of division, and
through that to give rise to cells fromwhich anew similar organism canbe
derived.

To interpret someof the results in this Section 3.1.2:

If an organism grows under optimal conditions (and if it can be ade­
quately modeledby a DOLsystem) it exhibits linear growth iff it has exact­
ly two meta-stable levels of cell differentiation. Moregenerally, if it
exhibits polynomial growth of degree n it has exactly n + 1 meta-stable
levels of cell differentiation (by this wemeanthat if we trace the cell
lineage froma least differentiated cell to a mostdifferentiated cell
there is at least one cell lineage such that we meet n + 1 different meta­
stable stages of differentiation).

If an organismhas the locally catenative property, i.e., if at time
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t the organism is composedfrom the previous stages in its developmental
history, as in ROZENBERGand LINDENMAYER[1973], it contains at most two

meta-stable levels of differentiation and it can be grownfrom cells occur­
ring in a single uppermostmeta-stable stage of differentiation. The RSis
a tree of at most two levels, with a meta-stable stage of cell differentia­
tion at the top fromwhich all other completely differentiated cell types
are derived without intermediate meta-stable stages of differentiation. An­
other result showsthat if a relatively simple organism, i.e. one having
not manydifferent cell types, is locally catenative we might have to wait
a very long time to see that it is such.

In general we can think of the URS,or the genealogical relations be­
tween meta-stable stages of cell differentiation, as a measure of the com­
plexity of the organism, see e.g. Corollary 3.36.

3.2. DETERMINISTIC CONTEXT SENSITIVE LINDENMAYERSYSTEMS WITHOUT TABLES.

Fromthe point of view of developmentalbiology, the language consisting
of the set of all strings generated by the system is of primary interest.
Such an L language is taken to correspond to the set of all developmental
stages which might be attained by the organism during its development. Here,
also, homomorphicmappings (especially those in which a letter is mappedto
a letter) are of considerable importance, of. NIELSEN, ROZENBERG,SALOMAA

and SKYUM[1974a,b].

Moreformal language oriented investigators, however, divide the set
of letters used by the L system into a set of terminals and a set of non­
terminals. The language obtained from the L system by the use of this mech­
anism consists of all the strings over the terminals in the pure L language
(the set of all strings generated by the system). Such languages are called
extensions of L languages. Families of extensions of L languages usually
have welcomemathematical properties, such as closure under certain opera­
tions. Oneof the facts which have madethe use of nonterminals interesting
within the theory of developmental languages is that it was established in
EHRENFEUCHTand ROZENBERG[1974a,b] that for basic families of OL systems

the use of nonterminals and the use of letter-to-letter homomorphismsare
equivalent as far as the generating capacity is concerned. Thus, the trade­
off between the two language-defining mechanisms (i.e., nonterminals versus
homomorphisms)has become a very interesting and well-motivated problem for
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L systems. Continuing this train of thought, trade-offs between combinations
of one- or two-sided context, restrictions whereno letter is rewritten as
the empty word, and the use of nonterminals and various kinds of homomor­

phisms are interesting. The present section is concernedwith this topic,
especially with respect to languageclassification, but werestrict our
attention to the deterministic L systems.

These systems are particularly relevant in the biological setting, as
would also appear to be indicated by the fact that most attempts to provide
L systems modeling the development of actual biological organisms use deter­
ministic systems; see the references in the Introduction. Furthermore, it
can be noted that the study of the change in pattern, size and weight of a
growing organism as a function of time constitutes a considerable portion
of the literature on developmentalbiology. Usually, genetically identical
specimensof a specific organism are investigated in a controlled environ­
ment and their changes with respect to time are described. The scientific
presupposition is that identical genetical material and identical environ­
mentwill result in an identical developmentalhistory, i.e., that the
experiment is repeatable. This assumes a deterministic (causal) underlying
structure, and makes a good case for the biological importance of the study
of deterministic L systems.

This section can be divided in three parts. In Subsection 3.2.1 we re­
late L systems to Turing machines as in van DALEN[1971] or HERMAN[I969].

Subsections 3.2.2 and 3.2.3 are concerned with (the classification of) pure
deterministic L languages, i.e., the languages consisting of all strings
generated by the systems. In Subsections 3.2.4 and 3.2.5 we deal with ex­
tensions of deterministic L languages, i.e., languages consisting of all
the strings over someterminal alphabet which are generated by the system.

In Subsection 3.2.2 we are interested in Lindenmayer languages which
are not recursive and we develop a simulation technique which will prove
to be useful in the sequel. In 3.2.3 families of deterministic L languages
are comparedwith the Chomskyhierarchy. Families of extensions of deter­
ministic L languages are classified in the Chomskyhierarchy in 3.2.4, and
in 3.2.5 we consider extensions and homomorphicclosures of families of

languages generated by deterministic L systems with the propagating property.
As is well known,such a restriction (on erasing) usually drastically limits
the generating power of a rewriting system. To give some examples of typi­
cal results which we shall encounter: in 3.2.4 it is shownthat the amount
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of context needed for rewriting makesno difference for families of exten­
sions; the only differences lie in no context, one-sided context and two­
sided context. The family of extensions of D2Llanguages equals the family

of recursively enumerablelanguages, as does the closure under letter—to­
letter homomorphismsof the family of extensions of D1Llanguages. On the
other hand, the family of extensions of D1Llanguages does not even contain
all regular languages. In 3.2.5 it appears that the family of extensions
of PD2Llanguages is equal to the family of languages accepted by determin­
istic linear boundedautomata (to be defined in that section). The closure
under nonerasing homomorphismsof the family of extensions of PD1Llanguages
is strictly included in the family of extensions of PD2Llanguages. Indeed,

2,...,an}* - {X},
n 2 2. (Contrast this with the result for the nonpropagating case in 3.2.4.)
this closure does not even contain languages like {a1,a

On the other hand, the closure of the family of PD1l languages under homo­
morphismswhich mapa letter either to itself or to the empty word is again
equal to the family of recursively enumerable languages. At the end of Sec­
tion 3.2.4 we consider the question whether all finite languages are generat­
ed bya given class ofL systems. As is easy to prove, for each class of D(m,n)
L systems there are finite languages which cannot be generated, but all
finite languages are obtainable as a letter-to-letter homomorphismof the
PDOLlanguages. With regard to the extension operation the situation is not
so clear: each finite language can be obtained as an extension of a PD2L
languagefbut with one-sided or no context it will appear in Theorem3.54­
that the class of finite languages is not contained in EDOLor EPDIL,but
is contained in ED1L.In Section 3.2.6 we combine the results in Section

3.2 to obtain a coherent picture of the powerof parallel rewriting with
respect to the set of the various additional operations or mechanisms.

The strict inclusion results obtained follow from necessary properties
of the concerned language families rather than by an exhaustive analysis
of a particular example. By stating the results in their strongest form,
we obtain a systematic classification of the effect of the discussed mech­
anisms on the generating power of deterministic L systems using context.
For a treatment of the effect of nonterminals, homomorphismsand letter­
to-letter homomorphismsin different variations of context free L systems
the reader is referred to NIELSEN, ROZENBERG,SALOMAAand SKYUM[1974a,b].
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3.2.1. LINDENMAYER SYSTEMS AND TURING MACHINES

For our purposes, a Turing machine is an abstract device consisting of
a finite control attached to a read-write head scanning a both ways infinite
(or infinitely expandable) tape which is divided into squares. Each square
can contain one out of a finite nonemptyset of symbols S. There is one
distinguished symbol called the blank symbolb.

FINITE

CONTROL

1 i-1 i i+1 n

TURING MACHINE

All squares not yet scanned by the read-write head are assumed to con­
tain the symbol b. The finite control can be in anyone of a finite nonempty
set of states W.According to the state q of the finite control and the
symbol s in the tapesquare under scan of the read-write head, the machine
replaces s by a symbol s’, movesthe head one square left, right or not at

all and enters a state q‘. Hence the action of the machine is completely
determined by a, possibly partial, function from S X Winto S X {left,right,
no move}X Vwhich can be described by the relevant finite set of quintuples.
The machine halts when it enters a halting state q 6 F where F S Wis the

set of halting states. Starting in a distinguished start state qo with the
head scanning the leftmost nonblank symbol, a Turing machine computes a

(possibly partial) function from the input (i.e., the nonblank tape contents
at time 0) to the ouput (i.e., the nonblank tape contents at the time the
machinehalts). Every (partial) recursive function can be computedin this
way by a Turing machine. An instantaneous description (ID) is a snapshot
of the machineconfiguration at a particular instant of time; it consists
of the state of the finite control, the tape contents and the position of

the read-write head on the tape. An ID is often denoted as s s ...si_1qsi1 2

si+1...sn where s1 is the leftmost nonblank symbol(or its blank left
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neighbor) on the tape and sn is the rightmost nonblank symbol, or its blank
right neighbor, while the finite control in state q is scanning the tape­

square containing si by means of the head. The Turing machine as we have
described it is deterministic since the transition function (set of quin­
tuples) uniquely determines the ID at time t-+1 from the ID at time t. A
nondeterministic Turing machine is defined analogously but with the feature
that the partial function from S X Winto S X {left,right,no move} X Wis

replaced by a relation between the two sets concerned, i.e., there can be
a nondeterministic choice of a next movefrom amonga finite set of alter­
natives. A more extensive treatment of Turing machines, variants thereof,
terminology and results can be found in MINSKY[1967] or in HOPCROFTand

ULLMAN[1969]. The device was introduced by TURING[1936].

Here we need the following. A language L is said to be accepted by a

Turing machine T if for all words in L as input T halts in an accepting

state qf e F‘ E V, where E‘ is a fixed set of accepting states. (If T is
of the nondeterministic variety we only require that there is a sequence of
choices of next moves for each input word taken from L which drives T in
an accepting state). I.e., for an input consisting of a word not in L the
Turing machineeither halts not at all or halts in a nonaccepting state
(under all possible choice sequences in the case of the nondeterministic
variety). A language is recursively enumerableif it is accepted by a deter­
ministic (equivalently, nondeterministic) Turing machine. A language is
recursive if it is accepted by a deterministic Turing machine and its com­
plement is accepted by a deterministic Turing machine. In the sequel of
Section 3.2 we assume that all Turing machines we consider are deterministic.

It was shownby van DALEN[1971] that for a suitable standard defini­
tion of Turing machines (e.g. the quintuple version above), for every Turing
machine with symbol set S and state set Wwe can effectively construct a
D2L system G = <W,6,w>, with W= WUS, which simulates it in real time,

viz., the t-th instantaneous description of T is equal to 6t(w). If we do
away with the excess blank symbols on the ends of the Turing machine tape,
by letting the letters corresponding to such blank symbols derive the empty
word X in the L system simulation of T, then the following statement clear­
ly holds. Let G = <W,5,w>be a D2Lsystem, let S and V be disjoint subsets

of Wand let h be a homomorphism from S*WS*into S* defined by h(q) = X for

all q 6 V and h(a) = a for all a e S. The set of languages of the form

h(L(G) n S*WS*)is the family of recursively enumerable languages. Since
the family of recursive languages is closed under intersection with a
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regular set and k-limited erasing, and since there exist recursively enumer­
able languages that are not recursive, there exist D2Llanguages which are
not recursive*) (S*WS*is regular and h is 1-limited on S*TS*). That all L
languages are recursively enumerable follows by the usual Turing machine
simulation argument.

3.2.2. NONRECURSIVE L LANGUAGES

At the end of the last section we gave the usual proof that there are
nonrecursive D2Llanguages. By an application of a result due to RABINand

WANG[1963] we can be slightly more specific and at the same time develop

a simulation technique which will be of use in the sequel. Let the word at
any momentt in the history of a Turing machine be the string consisting of
the contents of the minimumblock on the tape at t that includes all the
marked squares and the square scanned at.theinitial moment(the origin).

THEOREM3.37. (RABIN-andWANG).For any fixed (finite) word at the initial

momentwe can find a Turing machine T such that the set of words P in its
subsequent history is not recursive.

THEOREM3.38. Let GT be a D2L which simulates (in the sense explained in
Section 3.2.1) a Turing machine T satisfying the statement of Theorem3.37.

Then L(GT) is nonrecursive.

PROOF. Let }1 be a homomorphism on L(GT) defined by h(a) = a and h(q) = A
for all a e S and all q 6 T, where S and Ware the symbol set and the state

set of T, respectively. Since L(GT) S S*WS*, h is 1—limited on L(G ).T

h(L(G ))==P and since P is nonrecursive L(GT) is nonrecursive. UT
*) A family of languages is said to be closed under k-limited erasing if,
for any language L of the class and any homomorphismh with the property

that h never maps more than k consecutive symbols of any sentence x in L
to A, h(L) is in the class. Weshall furthermore be concerned with noneras­

ing homomorphisms, i.e. homomorphismswhich map no letter to the empty word

A; letter-to-letter homomorphisms(also called codings), i.e. homomorphisms
which map letters to letters; and homomorphismswhich mapa letter either
to itself or to the empty word A (these homomorphismsare a subclass of
the weakcodings wherea letter is mappedeither to a letter or to A). For further
details concerning homomorphismsandother operations on languages and closure
under these operations see HOPCROFTand ULLMAN[1969] or SALOMAA[1973a] .
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*)
Weuse GTto construct a nonrecursive D(O,1)L language.

LEMMA3.39. Let G = <W,5,w> be any D2L. There is an algorithm which, given

G, produces a D(O,1)L G‘ = <W',6',w'> such that for all t, 6'2t(w') = ¢6t(w)
and

6'2t+1(w') = ¢la1.a2)(a2,a3)...(ak.X)

if 5t(w) = a a ...a , where ¢ and ¢' are letters not in W.
1 2 k

PROOF.Construct G‘ = <W',6',w'> as follows.

w' = w u (w><(wu{A})) u {¢.¢'},

where ¢ and ¢' are letters not in W.

w' = ¢w,

5'(X,a,c) = (a.C).
6'(A,¢.c) = ¢'.
5'(K.¢'.X) = ¢:
6'(A,(a,b),(b,c)) = 5(a,b,c),
6' (k.¢'. (a.c)) = ¢5U\.a,c) .
6'(X,(a,A),A) = A,

for all a,b e Wand all c e WU {K}. (The arguments for which 6' is not de­

fined will not occur in our operation of G'.)

For all words v = a1a2...ak e W*we have

*) Similarly to the case of DOLsystems, where we extended the mapping
'1:

6: W+ W to a homomorphism 6: W* + W* we will extend the mapping
m 1 n j * _ — * *

6: igo W X W X jgo W + W to a mapping 6: W + W for D(m,n)L systems as
follows. 5(v) = v' iff V =’v' and 51(v) = V’ iff V (5) v'. Whenno confusion

can result we identify 6 and 5 and denote both mappings by 6. If we want to
set off the difference between 6 and 6, as is the case in,e.g., the proof
of Lemma3.39 we use the notations 6 and 6.
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k > 1: 6-2(¢a1a2...ak) 8-(¢'(a1,a2)(a2,a3)...(ak,A))

A)¢5(A.a1.a2)5(a1.a2.a3)...6(ak_1.ak.

¢6(a1a2...ak);

k = 1: 3'2<¢a1> = 3°<¢'(a1.x>) = ¢6<A,a1.A> = ¢8<a1>;

k = o: 5-2<¢) = 5'<¢') = ¢ = ¢5m.

Therefore, for all t, 3'2t(¢w) = ¢5t(w) and

-'2t+1
6 = ¢'(a-1:32)(a-2:33)---(akrx)

if

§t(w) = a1a2...ak. D

From Lemma3.39 we see that if L 6 D2L then there is an L‘ 6 D(O,1)L

(respectively L" 6 D(1,0)L) such that {w I ¢w 6 L'} = L (respectively

{w I wt 6 L"} = L).

The following two corollaries illustrate somemore relations between
D1L and D2L languages.

COROLLARY3.40. Let G = <W,6,w> be a D2L. There is an algorithm which, giv­

en G, produces a D(O,1)L G‘ (respectively a D(1,0)L G") and a letter—to­
letter homomorphismh such that h(L(G')) = {¢}L(G) (respectively h(L(G")) =
L(G){¢}).

(Hint: Let h be a letter-to-letter homomorphismdefined by h(a) = a
for all a E w u {¢}. h(¢’) = ¢, and h((a,b)) = a for all (a,b) e w x

(W U {A}).)

COROLLARY3.41. Let G = <W,6,w> be any D2L. There is an algoritm which,

given G, produces a D(O,1)L G‘ (respectively D(1,0)L G") and a homomorphism

h, whichmapsa letter either to itself or to A, such that

h(L<G'> n {¢}w*) = h<L<c") n w*{¢}> = L(G).
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(Hint: h is defined by h(a) = a for all a € Wand h(¢) = X. h is
1—limited on {¢}w* and w*{¢}.)

THEOREM3.42. Wecan construct D1Ls whose languages are not recursive.

PROOF. Let QT = <W ,6 ,wT> be a D2L as in Theorem 3.38. By Corollary 3.41T. T

we can construct a D(O,1)L G‘ such that I1(L(G') n {¢}W*) = L(GT)L Since

{¢}W; is regular, 11 is a 1—limited homomorphism on {¢}W;, and L(GT) is not
recursive, it follows that L(G') is not recursive. U

3.2.3. DETERMINISTIC L LANGUAGES AND THE CHOMSKYHIERARCHY

From the work of van DALEN[1971], ROZENBERG[1972a,b] and ROZENBERG

and LEE[1975] on nondeterministic L systems we can readily deduce several
facts about the place in the Chomskyhierarchy of the deterministic lang­
uages: e.g. the PD1Llanguages are strictly included in the context sensi­
tive languages, the D1Llanguages are strictly included in the recursively
enumerable languages. By the use of direct arguments concerning the deter­
ministic nature of the systems under consideration we shall refine these
results implicit in the above references and fix completely the place of
the D(m,n)L- and PD(m,n)Llanguages with respect to the_four main classes
of the Chomskyhierarchy.

LEMMA3.43. There are regular languages over a one letter alphabet which

are not DIL languages.

‘k

PROOF.L = {aaa} {a,aa} is such a language. To prove this we make use of

the following:

CLAIM. If G = <W,6,w> is a unary D(m,n)L (i.e. #W= 1) which generates an

infinite language then there exist nonnegative integers to, p and x such
that for all t 2 to the following equation holds:

(1) £g(Et*1(w)) = p(£g(St(w))-m-n) + x.

PROOFOF CLAIM. Let 6(am,a,an) = ap and let

m-1 i n n-1 m i
x = X £g<6(a .a.a )) + Z £g(<s(a ,a,a M.

i=0 i=0
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If L(G) is infinite then there exists a to such that

_to
£g(6 (w)) 2 2(m-+n) + x + 1.

Case 1. p = O. £g(3t(w)) S y for all t > 0 where y = max{£g(3(ak))| k Sn1+n},

contrary to the assumption.

Case 2. p > 0. Clearly (1) holds. End of proof of Claim. By observing that
L {ai I i i 0 mod3} we see that for every positive integer k such that
k 5 0 mod 3 holds that ak-1,ak+1,ak+2 E L and ak d L. Hence, if L(G) = L

it follows that p = 1 in (1). But then the lengths of the subsequent words
in L(G), ordered by increasing length, differ by a constant amountx-m-n
and hence L(G) # L. U

THEOREM3.44. The inclusion relations between the various classes of deter­

ministic L languages and the main language classes of the Chomskyhierarchy
are as follows.

(i)

C3 W’
CF Zgggfiagfij CF égEE::;//REG /1 ./d;K§ REG 41%? /

(ii)
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(iii) For all m,n 2 O, PD(m,n)L C D(m,n)L; PDIL C DIL.

PROOF. (i) and (ii). Let G ,G and G be PDOLsystems defined by
1 2 3

G1 = <{a}.{6(a)==a},a>:

G2 = <{a,b,c},{5(a) =a, 6(b) =b, 6(c) =acb},c>,

G3 = <{a},{6(aJ =aa},a>.

L(G1) = {a}, L(G2) = {ancbn In 2 O} and L(G3) = {azn In 2 O}. L(G1) e

REG; it is well known that L(G?) e CF-—REG;and L(G3) 5 CS by the working

space theorem or the usual linear bounded automaton argument and L(G3) (CF
by the uvwxy—lemma.(The working space theorem is a variant of the linear
bounded automaton lemmawhich tells us that the family of languages accept­
ed by linear bounded automata is equal to CS. For a definition of linear
bounded automata see e.g. Section 3.2.5. For a more extensive discussion
or for the uvwxy—lemma see e.g. HOPCROFTand ULLMAN[1969] or SALOMAA[1973

a]). This proves that all considered families of L languages have nonempty
intersections with REG, CF-—REGand CS —CF. By Theorem 3.42 there are D1L

languages which are not recursive and therefore not context sensitive. Hence
there are DIL languages in RE-—CS.

The language L from Lemma3.43 belongs to REGbut not to DIL.

L U L(G ) 6 CF —REGand it is easy to show that L U L(G2) ¢ DIL. L‘ =
{a2(2n) In 2 0} does not belong to DIL because of equation (1) but L’ belongs
to CS because of the working space lemma and L‘ d CF because of the uvwxy

lemma. Each nonrecursive but recursively enumerable language A C {1}* be­
longs to RE-CS but not to DIL in View of equation (1). (Note: languages
satisfying equation (1) are recursive.) Hence there are languages in REG,
CF-—REG,CS-CF and RE-CS which are not in DIL.

(iii) PD(m,n)L S D(m,n)L holds by definition. Assume that m-+n > 0. By

Theorem 3.42 there are nonrecursive D(m,n)L languages, hence belonging to
RE—CS,but all PD(m,n)L languages are in CS. It is easy to give nontrivial
examples of DOLlanguages which are not PDOLlanguages, thereby covering

the case m = n = 0. Hence the above inclusion is strict. Similarly we
prove PDIL c DIL. D

From equation (1) it follows immediately that D(m,n)L C D(m',n')L for
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m < m‘ and n = n',or m = m‘ and n < n3 or m < m’ and n < n'. In particular,

DOLC D1LC D2L. Analogously this holds with the_propagatimgrestriction add­
ed. For a further discussion of the inclusion relations between families of

L languages using different amount of context, see ROZENBERG[1972a,b] and
ROZENBERGand LEE [1975].

3.2.4. EXTENSIONS AND HOMOMORPHICCLOSURES OF DETERMINISTIC L LANGUAGES

The favorite device in formal language theory for extracting languages
from rewriting systems is the use of of nonterminals, i.e., by selecting
from the set of produced words all those words which are over the terminal
alphabet. (This device allows us, as it were, to get rid of the intermediate
work necessary to generate the desired word over the terminals by the re­
writing system, so that these intermediate strings do not showup in the
related language.) This operation is called intersection with a terminal
alphabet; it usually considerably contributes to the generating powerof a
system and is therefore called an extension. For instance, in a pure L lang­
uage, if we Order the words in the language according to their lengths, there
is always a constant c such that the length of the i + 1-th word is less than
or equal to c times the length of the i-th word. This is due to the fact
that all words used to derive the i +1-th word belong to the language. For
extensions of L languages this property does not hold. The extension (lang­
uage) produced by an XL system G = <w,P,w> with respect to a terminal alpha­

bet VT is defined as E(G,VT) = L(G) n VT. We also call the quadruple G’ =

<W,P,w,VT>an EXLsystem. Considering nondeterministic L systems, van DALEN
[1971] proved that E1L = RE and EP2L = CS. Furthermore, we can easily show

(by the working space theorem) that EOLS CS. For deterministic L systems

it therefore follows that ED1L S ED2L S RE; EpD1L Q EPD2L9 CS (and in gen­

eral by the working space theorem that EPDIL2 CS) and EDOL9 CS. It, fur­

thermore, follows immediately from the definitions that XL9 EXLfor all
classes of XLsystems.

THEOREM3.45. ED2L = RE.

PROOF.Let A be a recursively enumerable language over some alphabet VT
which is enumerated by a 1: 1 recursive function f: DJ -5; A; n is recover­

-1
ed from f(n) by f . That every infinite recursively enumerable language can
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be enumerated bY a one-one recursive function follows from ROGERS[1967,

Exercise 5.2]; for finite languages clearly an appropriate version of our

proof suffices. Let T be a Turing machine with symbol set S = VT U {a,b}

where a,b ¢ VT and b is the blank symbol. At time t = O, T is presented
with a finitely inscribed tape of which the origin contains a. Weassume
that the tape is halfway infinite, i.e., the reading head of T never scans
a square left of the origin. That this is no restriction on the powerof a
Turing machine is well known. T starts with erasing the finitely manymarks
on its tape except the symbola at the origin, returns to the origin, writes
the representation of O on the tape and calculates the value of f(O). Sub­
sequently, T erases everything else except the representation of f(O), re­
trieves the representation of 0 from f(O) by f-1, adds one to this repre­
sentation and computes f(1), and so on. In particular we can do this in such
a way that the specific symbol a is used only to mark the origin and is
erased only to indicate f(O),f(1),...; it is printed again before wecalcu­
late f(n-+1) from f(n). If P is the set of all words in the history of T

then P n {b}v; = {b}A. Let GT = <WT,6T,wT>be a D2L which simulates T in
the sense of Section 3.2.1. Since T uses a halfway infinite tape the strings

of GTalways have a letter a at the left end except when f(n) has been com­
puted for somen in which case the string has a letter qin (indicating the
state of the simulated Turing machine) at the left end. That is, for each

n e ndtheretis a t e Ddand a state qin 6 V (where Wis the state set of T)
such that 5Tn(wT)= qinaf(n). Wecan construct T with two distinguished
states q', q" in V such that (eliminating somesuperfluous intermediate

steps of T in the simulating GT) for all n:

tn+1 t +2
6 (w ) = q'f(n), 6 n (w ) = aq"f(n).

T T T T

and q‘, q“ never occur in 6t(w ) for tn-+2 < t S tn+1, n e IN.Nowwe modify

GT to G = <WT,6,wT>where 6 is defined by: if 6T(A,q,a) = q' then 6(A,q,a) =

A, 6(A,c,d) = aq"c for all letters c e VT and d e V U ikii and 6(-) =

6T(-) for all other arguments; It is easily seen that 6 n (wT)= f(n) for
all n and 6t(w$) = 6;(wT) e WTWWTfor all t such that t # tn + 1, n 6 EL
Hence L(G) n VT = A. (To capture the case where A e A we could define 6(l) =
aqua.) D

THEOREM3.46. The closure of ED(0,1)L (or ED(1,0)L) under letter-to-letter

homomorphisms is equal to RE.
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PROOF.Weprove the theorem for D(O,1)Ls. The case for D(1,0)Ls is complete­

ly analogous. Let G = <W,6,w>be a D2L constructed as in Theorem 3.45. Let
G‘ = <W',6',w'> be a D(0,1)L defined as follows:

W‘ = W u (w><(wtJ{0,1,A})) U {¢},

where O, 1, ¢ are letters not in W,

w' = (b ,1)(b ,0)...(b ,0) if w = b b ...b ,
1 2 n 1 2 n

6'(A,a,b) = (b,O),

5'(X.¢.a) = (a,1).

6'(A,¢,X) = 6'(A,a,X) = 5'(X,(a,X),X) = X,

5'(A,(a,O),(b,O)) = (a,b),

5'(X.(a.1).(b,O)) = ¢(a,b).

6'(A,(a,0),X) = (a,X),

6'(A,(a,1),X) = ¢(a,A),

6'(A,(a,b),(b,c)) = 6(a,b,c),

5'(Ar¢r(aIC)) = ¢6(ArarC)r

for all a,b e Wand all c e WU {A}. (The arguments for which 6' is not de­

fined shall not occur in our operation of G'.) Assumethat A ¢ L(G).

Wesee that for all t holds that h(6' 3t(w')) = 6t(w) where h is a

letter-to-letter homomorphismfrom (W><{1,0})*onto W*defined by h((a,O)) =
h((a,1)) = a for all a e W. Since by the synchronicity of the productions
5t(w') 6 {¢}W'* for all t 1 0 mod 3 we have h(L(G') n (WX{0,1})*) = L(G)

and therefore h(L(G') 0 (VT*{0,1})*) = L(G) n V;. (To capture the case
Where X 6 L(G) we could define 5'(A) = ¢5(A), and the proof proceeds ana­
logously.) D
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THEOREM3.47. If L e: ED2Lor, equivalently, L e: RE then {¢}L e ED(O,1)L

(similarly L{¢} 6 ED(1,0)L) where ¢ is a letter not occurring in a word of
L.

PROOF.The theorem follows immediately from Lemma3.39. D

Weshall now prove some properties of DOLand D1L languages which give

us criteria to show that certain languages cannot be DOLor D1Llanguages
or their intersections with a terminal alphabet.

Wecall a language permutation free if no word in the language is a
permutation of any other word in the language.

LEMMA3.48. Let G = <W,6,w> be a DOL. If L(G) is infinite then L(G) is

permutation free.

EBQQE,Suppose L(G) is infinite, v,v' e L(G), v # v', and v' is a permuta­
tion of v. Let 6k(v) = v' for some k > 0. Since v' is a permutation of v we
have for each n > O: 6nk(v) is a permutation of v. There are only a finite
number of words in W*which are a permutation of v and therefore there exist

n2k
(v). But v = 5tO(w) for some to and

(w) so L(G) is finite: contradicting the

k
n2 > n > 0 such that Gnl (V) = 6
therefore 6t0+n1k(w) = 6t0+n2k

assumption. D

The converse of the lemmaholds in the following sense. Let G = <W,5,

w>be a DOL.L(G) is infinite iff for no integers i and j, i # j, holds that
61(w) is a permutation of 6](w). (Weconsider X to be a permutation of A.)

COROLLARY3.49. Let G = <W,6,w> be a DOL and VT a subset of W. If E(G,VT)

is infinite then E(G,VT)is permutation free, i.e., all infinite languages
in EDOLare permutation free.

Wecall a word v' a prefix (postfix) of a word v if v = v'z (V = zv')

for someword z. Wecall v' a proper prefix (proper postfix) of a word v if
v‘ is a prefix (postfix) of v and v' # v.

LEMMA3.50. Let G = <W,5,w> be a D(1,0)L (D(O,1)L).

(i) L(G) is finite iff 6t(w) = Gtlw) for somet, t' such that t # t'.
(ii) Let L(G) be infinite. If v,v' € L(G) and V‘ is a proper prefix (proper

postfix) of v then, with finitely manyexceptions, for each word u in
L(G) there is a word u' in L(G) such that u' is a proper prefix (post­
fix) of u.
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PROOF.

(i) Obvious by the deterministic property of G.
(ii) we prove (ii) only for D(1,0)Ls and prefixes. The proof is completely

analogous for D(O,1)Ls and postfixes.

t k
Case 1. 5 (w) = v‘ and 5 (v') = v = V'z for some t “ O and some k > O. For

. , * t+k+i i i
each 3 > 0 there 18 a z’ e W such that 6 ’(w) = 6'(v) = 6'(v'z) =

6](v')z' = 6t+J(w)z', and by (i), 2' f A.

t k _Case 2. 6 (w) = v = V'z and 6 (V'z) = V‘ for some t 2 O and some k > O.
k k

6 (V'z) = 6 (v')z' = v’ for some 2' E W*and by (i), 2' # 1. Therefore,

Kg(6k(v')) < Kg(v'). By iterating this argument Kg(v')-+1 times we obtain
k(Zg(v')+1)either Kg(6 (v')) < Kg(v') - Kg(v') which is impossible or

_ z I y Iok g(v )(v') ¢k(£g(V)+1)(v'). In the latter case L(G) is finite; contra­
dictory to the assumption. U

If we allow 3(A) # X then Lemma3.50 (ii) holds under the additional

restriction: not both A e L(G) and 5(l) # A.

COROLLARY3.51. Let G = <W,6,w> be a D(1,0)L (D(0,l)L} such that E(C,VT) is

infinite for some VT (and not both A e L(G) and §(l) ¢ A). If v,v' eE(G,VT)
such that V’ is.aproper prefix of v(v' is a proper postfix of v) then, with

finitely many exceptions, for each word u in E(G,VT) there is a word u' in

E(G,VT) such that u = u'z (u =zu') for some 2 G VTVE.

Clearly, Lemma3.50 and Corollary 3.51 hold for D(m,0)Ls with respect

to prefixes and for D(0,m)Ls with respect to postfixes, m ? O.

THEOREM 3.52.

(i) The intersections of EPDIL with REG, CF -REG and CS-CF are nonempty.

There are languages in REG, CF-REG and CS——Ctwhich are not in

EPDIL. EPDIL C CS.

(ii) The intersections of ED1Lwith REG, CF-REG, CS —CFand RE-CS are

nonempty. There are languages in REG, CF-REG, CS —CFand RE —CS

which are not in EDIL. EDIL C RE.

(iii) The intersections of EDOLwith REG, CF —REGand CS-CF are nonempty.

There are languages in REG, CF-REG and CS -CF which are not in EDOL.

EDOL 7 CS.
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PROOF.Since DXLS EDXL,the first sentence in each statement (i) —(iii) is

correct by Theorem 3.44. Let L1 = {a,aa} U {b}{cl*{b}, L = (a,aa} U {anbcnl2

n > 0}, L. = {a,aa} U {bncndn ln > O} and L4 = (a,aa} U {a}A{a} where
A E (1}* is the recursively enumerable but nonrecursive language of Theorem

3.44. By Corollary 3.51 L1, L2, 3 4 1

L2 6 CF-—REGand L3 6 CS —CF as is well known; L4 € RE —CS. This proves the
second sentence in each of the statements of (i) -(iii). The inclusion in
the last sentence in the statements of (i) and (iii) follows by the usual
working space theorem and strict inclusion by the foregoing. The inclusion
in the last sentence of the statement of (ii) is true by the usual Turing
machine simulation argument and strict inclusion follows by the foregoing.

D

Note that the existence of languages in REG,CF-REG and CS-CF which

are not in EDOLcould also have been proven using Corollary 3.49.

That with respect to families of extensions of L languages differences
can only lie in no context, one-sided context and two-sided context, but
not in the amount of context is shown by the next theorem.

THEOREM 3.53.

(1) ED2L = EDIL

(ii) EPDZL = EPDIL

(iii) ED1L = i9 (ED(i,O)L U ED(O,i)L)DJ

(iv) EPDIL = (EPD(i,O)L U EPD(O,i)L)191»

PROOF.we give the outline of a simulation technique to prove (i). (ii) —
(iv) are completely analogous. ((i) also follows from Theorem 3.45 but the
present proof is direct).

Let G = <W.5,W>be a D(m.n)L. m,n > O, and let r be the greater one

of m and n. We construct a D2LG‘ = <W',6',w'> as follows:

,m—1 _ n—1

W. = W U { U W1 X W X W1) and w. = W.‘i:O i=0

The production rules 6' are defined in such a way that, for each pro­
duction of G, G’ executes r productions. The first r -1 of these r produc­
tions serve to gather the necessary context for each letter in the string
and the r-th production produces the string produced by G.

E.g., if 6(a1a2...ak) = a1a2...ak, then (for k 2 m,n);

L and L do not belong to EDIL. But L eREG;
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r r-1
5' ... = ' ' .(6152 ak) 5 ((K,a1 a2)(a1,a2,a3)...(ak_1,ak,\)l

-2
= 6'1. X , c ... ' ,.(( ,a1 a2a3)(a1,12,a3a4) (ak_2ak_1,ak X))

= 6' R ... , , u ... ,(( ’a1'a2a3 an)(a1 d2 a3a4 an+1)

...‘ e ... , ,\»(ak—m+1ak~m+2 ak-1 ax ‘

= min: .nk.

tr t t‘ it ,Therefore, 6' (w') = 6 (w) for all t, and 5' (w') d W for all t I 0

mod r. Hence, for each subset VT of W, L(G') r V; = L(G) n v;. "

Similarly, we can prove the analog of Theorem ?.SE for LNGgeneral case

of nondeterministic L systems.
Since the extensions of the deterministic L languages using one—sided

or no context do not contain all regular languages it is a logical next
step to see whether they do contain all finite languages. The next theorem
tells us that one—sidedcontext without erasing cannot give us all finite
languages but one-sided context with erasing can. Let FIN denote the family
of finite languages, where we shall makeno distinction between the l—free
and non-A-free finite languages since this wouldcreate trivial inclusion
results from the sheer impossibility for propagating L systems to generate
A in their languages.

THEOREM 3.54.

(1) PIN g EDOL

(ii) FIN ¢ EPD1L

(iii) FIN C EDIL

25995­
(i) Assume that {a,aa} = L(G) 0 {a}* for a DOLsystem G = <w,é,w>. Since

6 is a homomorphism,6i(ak) = (5i(a))k. Therefore, 5i(aa) = &i(a)6l(a) # a
for all i and S(G) = w,...,a,...,aa,... . Hencethere is an i such that
6i(a) = aa. But then 62i(a) = aaaa also occurs in S(G) and consequently in
L(G) n {a}*: contradiction.

(ii) Assume that {a,aa,bbb} = L(G) n {a,b}* for a PDIL system G : <W,6,w>.

Since G is propagating S(G) = w,...,a,...,aa,...,bbb,... . Let Gbe left
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context sensitive. (Thecase that G is right context sensitive is identical
since {a,aa,bbb} is invariant under reversal.) Let j be the Smallest integer
such that 6j(aa) = bbb. Since 5j(aa) = 6j(a)v for some v ( W*we have 6j(a) =

b,bb or bbb. Since a occurs in S(G), the case that 6j(a) = b or bb implies
that b or bb occur in S(G) and hence in L(G) n {a,b}*: contradiction. The

case that 6j(a) = bbb implies that 6j(a) = 6j(aa) = bbb which is impossible
since G is propagating.
(iii) Since EDIL = ED(m,O)L for all m 6 D0, m > O, by Theorem 3.53, it suf­

fices to show that each finite language L belongs to ED(m,O)Lfor some

m c DL Let L be a finite language and choose m = max{Kg(v)}. Order the

words in L-{A} according to prefix inclusion as follows. For u,v e L we

have u S v if v = uu' for some u' 6 WT*where WEis the alphabet of L. Con­
struct a finite labeled directed forest F reflecting the ordered set (L,£)

by defining F = <P,E> where each node pv of P corresponds to an element v

of L and (pu,pV) is an arc in L if u < v and there is no z in L such that

u < 2 < V. Wenow label a node pv by v if pv is a root of F (equivalently,

there is no word 2 in L-{A} such that z < v); and by u' if pu is a direct
ancestor of pv and v = uu'.

EXAMPLE.

F = U1 32 “3

U11 “ii ”31 ”32 ”33

U312

”311

\V

”121

- A = IL { } {"1 u2'u3'u1u11'u1“12'“3“31'“3”32'”3°33'”1“12°121'

“3”31”311'”3“31”312}
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Extend F to the forest F’ of uniform branching degree d which is equal
to the largest branching degree in F or to the numberof roots in P if that
is greater. The newnodes are labeled with new letters which constitute the
alphabet W All branches in F’ are equal in length to the longest branchN.
in P. Let K be the number of nodes in such a branch.

EXAMPLECONTINUEQ.E.g., the subtree attached to root ul in F is extended
in F‘ to

f1

//A\\\\

I/, _,/
/V////

///
N >

”11 12 13

/ 1/ \
/ , \/ \

A111 A112 A113 ”121 A122 A123 A131 A132 A133

We now define a D(m,O)L system G 4 <wTUwN,5,w> which generates all
words which can be formed by concatenating from left to right the labels
occurring in a path in F‘ starting from a root. Call the set of such words

.iL‘. Subscript the labels v of the forest F’ as above, that is, vi] iw__ r
at level r has descendants vi at level r +1, 1 “ r < Y and1i2---irir+1
11,i2,...,ir+1 6 {1,2,...,d}. Correspondingto each label vili2.._ir
is a word 2. . . =‘v, v_ . v. _ . in L‘, 1 2 r f K. Choose thel1l2...lr 111112... l1l2...lr
initial string w==zl1 1, that is, the word in L’correspondingtotJu2left—| con’

there

X . . . _ 1most leaf of F‘. For convenience sake we define for a word 2 in L’ tne func­

tions tail and head. tail(z) = a and head(z) + z‘ for 2 = z'a, z‘ e (W UWT)*N

W w .and a e N u T

(i) Suppose A € L. 6 is defined inductively as follows.



74

r:-1. 6(head(z.),tail(Z.)) ==
————— 1 1

1£_i < d then vi+1 (= zi+1)
else A £3

r =2. 6(head(zi ).tail(Z11i )) :=112 2

1£_il < d then vi1+1 12

12 < d thfl v]_V]1'2+]_
t_1_S V
-——-~ 1

£1

f_l

r 22 6(head(z tail(zi1i2___ir)) :=- J.112...1r
(head(2i1i2___ir_1),tai1(zi1i2.__ir_1))

. . . . . . . . . 1E {V3132'°°3r—1'V3132"‘Jr-2 v3132"'3r-1’

Vj1j2...j,-1ir
else (5(head(zi1i2___ir_1 ),tail(Zj_1i2.._ir_1)) :­

"11...1,>\:—;——.r-2 x

15 ir “ d E593-“11,_,1 V11...1 1 +1
'._,.._,._J \....—\,__2 I’

r-1 x r—1 x

else vJ1...L__W,_.
r— x

f1

(ii) Suppose A¢ L. Only the cases for r = 1,2,3 are different.

r =1. 6(head(zi),tail(zi)):=
if i < d then v_ else v fi- --—- 1+1 ————1-­

r =2. 6(head(zi1i2),tail(z- ))11i2
if i < d then v. .
-—~ 1 -———— 11+1 12
else if i, < d then v , else A
-————-- 4 ———- 1 1 +1 -————

El
fi
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r =3. 5(head(zi1i2i3),tail(zi1i2i3))

E =
else (6(head(zi1j2),tail(zili:)) A)

33 13 (‘U 3553 V11‘H1 13+1
Elfii V11
££

fi

6(-)= A for arguments not defined above. Since each letter ineastring
z e L‘ has the entire string of letters left of itself as its context, G
starting with string w generates all words in L‘ in someorder ending with
A iff 3 e L. Hence L(G) = L’ if A g L and L(G) : L‘ n {3} if A c L. It then

follows from the definition of L‘ that L(G) n WT = L.

EXAMPLECONTINUEDAGAIN. For the given example C is defined as follows

(assuming A C L). G = <W,6,w> with w = ulu11A and 5 is defined by the111'
following list (where we assume that the rightmost letter of the argument
is rewritten and the remainder of the argument is left context).

6(u1) = u2 6(u1u1]) = A21

U(U:) = U3 U(U2A21) = U31

8(u3) = A 5(u3u31) = u1u12

U(U1U12) : A22

U(U2A22) = U32

U(U3U32) Z U1A13

U(U1A13) = A23

U(U2A23) = U33

U(U3U33) = U1

U(U1U11A111) = A211 U(U1U11A112) : A212 U(U1U11A113) T A213

U(U2A21A211) = U311 U(U2A21A212) = U312 U(U2A21A213) = A313

U(U3U31U311) = U121 U(U3U31U312) = A122 U‘U3U11A313’ = A123

U(U1U12U121) = A221 U(U1U12A122) 2 A222 U(U1U12U123) ’ A223

U(U2A22A221) = A321 U(U2A22A222) = A322 U(U2A22A223) = A323

U(U3U32A321) = A131 U(U3U32A322) I A132 U(U3U32A323) ‘ A133

U(U1A13A131) = A231 U(U1A13A132) : A232 U(U1A13A133’ f A233

U(U2A23A231) = A331 U(U2A23A232) = A132 6(U2U23U233) : A133

U(U3U33A331) = U11A112 U(U3U33A332’ = U11A113 U‘U3U33A333’ = U11
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‘k

writing out S(G) reveals that L(G) 0 WT
alphabet of capitals.

l”3”31u311i
X“/’u u u

1 12 121

”2A22A221

”3“32A321
K/” x1

A ”1A13A131

”2A21A212

u1”12A122

“2A22A222

,V3”32A322
./1

A 3 A”1“13 132

[”3”31”312 1
A 6/

2 L . _ .
where WT 15 W WN and WN 1s the

u u A
/ 3 33 333

Kg u/ u/
1 u u

(N.B. the words in L are enclosed
in boxes.)



3.2.5. EXTENSIONS AND HOMOMORPHICCLOSURES OF PROPAGATING

DETERMINISTIC L LANGUAGES.

In this section we study EPD2Land EPDILand their closures under sev­

eral types of homomorphisms. It is shown that the closure of EPDILunder

nonerasing homomorphismsis strictly included in EPD2L.The proof exploits
an interesting property of deterministic L systems with one-sided context.
In contrast to this, it will appear that already the simplest type of eras­
ing homomorphismwhich maps a letter either to itself or to l increases

PD1Lto the recursively enumerable languages.

First we define the concept of a linear bounded automaton. A linear
bounded automaton (LBA) M is a Turing machine with, say, symbol set 8,

state set Wand start state qo E i, such that Maccepts a word v over a sub­
set VTof S using at most C €g(v) tapesquares during its computation, where
c is a fixed constant for M. It is well knownthat the family of languages
accepted by linear bounded automata is equal to CS (see, e.q., HOPCROFTand
ULLMANF1969] or SALOMAAf1973al). A deterministic LBA or DLBAis an LBA

such that each instantaneous description has exactly one successor. Weshall
show that EPDZLequals the family of languages accepted by DLBAs,that is,

the deterministic context sensitive languages denoted by DLBA.Thus the
question of whether or not the inclusion of EPD2Lin EPZLis strict is
shown to be equivalent to the classic problem (see HOPCROFTand ULLMAN

[1969] or SALOMAA[1973al) in formal language theory of whether or not the

inclusion of DLBAin CS is strict. (Recall that van DALENF1971‘ showed that

EPZL = C5.)

Investigating the role of one-sided and two-sided Context for EPDIL
systems we note immediately that EPDILL EPDZLsince it is easy to construct

a PD2L G such that L(G) = {a,aa} U {b {c}*{b? which language is not in EPDIL

by Corollary 3.51. (we can also use Theorem 3.54(ii) to prove this fact.
Surely, {a,aa,bbb} is an EPD2Llanguage!) Later it will be shown that al­
ready the simplest type of erasing homomorphism,which maps a letter to
itself of to A, extends PDIL to RE. However, as we shall see, not even the

most powerful nonerasing homomorphisms can extend EPDIL to EPD2L= DLBA<iCS.

THEOREM 3.55. EPDZL = DLBA

PROOF.Wegive an outline since the details would be tedious. Let C 2 ~w,5,

w> be a PD2Land VT a subset of W. Construct a deterministic linear bounded
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automaton Mas follows. Muses an amount of tape equal to 4*(length of in­

put +1), divided in 4 sections 1, II, III, IV of equal length. The input
wordvis writtenon I;section IIcontains theinitial stringuu secticnIII is
blank and section IV contains the representation of O in the #W—arynumber

i . . . . i
system. M compares 6 (w) with v,i 3 O, and accepts v if 5 (w) = V. Other­

wise, scuttling back and forth between sections II and III, Mproduces
' ' ' 1 . . ' . .Fl+1(w) from él(w) such that 51+ (w) is written on III if 6l(w) is written

. 1 .on 11 and Vite versa. (If Eq(6l+ (w)) 2 Kg(v) + 1 then M rejects v.) Subse­

quently, M increments the number written on IV by 1. If IV contains a num­
fg(v)+1 &. . i 1-1 then M rejects v. Otherwise, M compares 5 (w)

#w£g(vI+1
her equal to #W

with v, and so on. Since v 6 L(G) iff v = 6i(w) for some i <

see that L(M) = L(G), where L(M) is the language accepted by M. Nowcon­

struct M' from Mwhere M’ is exactly like Mexcept that M‘ first ascertains

that v r V; and rejects v if v d V;. Then L(M') = L(G) 0 V;.
Let M be a DLBA,which accepts L(M) over S, using no more than cn tape~

squares for an input word of length n. Nowconstruct a DLBAM‘ such that M’

generates all words vO,v1,... over S in lexicographical order and accepts
or rejects them by simulating M. In particular we can do it such that M’,

started in state qd on a word vi, i 0, written from left to right from the
origin with the remaining (C-—1)£g(vi) tapesquares containing blank symbols,
computes the next word v, written from left to right from the origin with

1 .+1

the remaining tapesquares containing blank symbols. Subsequently, M‘ pro­

ceeds to the origin, enters the start state qo of Mand simulates M. After
rejection or acceptance M’ erases everything but v. from the tape and+1

starts in qé at the origin, i.e. scanning the leftmost letter of vi , and+1
50 OD.

Let V be the set of symbols of M’, b the blank symbol, and Wthe state
set of M‘. Construct G = <W,6,w>as follows:

w = v u <v° X <w~J{x}) x {o.1.2....,c}>.

i 1 (alblblo--IbIqOI1)I

. . * , _ I .where a is the first word of SS in the lexicographical order. G simulates

M’ as follows: if 5t(w) = alaz... Ia
—n

a a ...a e <v°><{A}><{o})*(v°><w><{1,2.....c})(vC><{A}><{o})*I
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thentiuej—th element of E1, 1 S j S c and 1 S i S n, corresponds with the

(i+-(j- 1)n)-th tapesquare of M‘, the (c4-1)—thelement of ai indicates the
present state of M‘ if one of the tapesquares coded in_ai is under scan (and
is Aotherwise) and the (c+ 2)-th element tells which tapesquare (and is 0

otherwise). In particular we can construct G such that if M‘ enters an

accepting state the accepted word vi over S is "read out" from right to left,
and subsequently is restored (from left to right) to the form

(a1,b,b,...,b,q6,1)(a2,b,b,...,b,A,O)...(an,b,b,...,b,A,0)

for v, = a a ...a . Hence L(G) n S* = L(M). U
1 1 2 n

Wenow proceed to show that the closure of EPD1Lunder nonerasing homo­

morphisms does not contain REG.

LEMMA3.56. Let G = <W,6,w>be a PD(1,0)L such that L(G) is infinite. Let

r = #W.For each t 2 r there is a prefix v of 6t(w),Kg(v) 2 Llog ((r-1)t+r)J,
rlig (v) t+£kand a constant k, 0 < k S , such that v is a prefix of 6 (w) for

all n. For PD(O,1)Lsthis holds with respect to postfixes.

PROOF.Denote the i-thletter of a string 6J(w), i,j, 6 D0, by aij. Since
L(G) is infinite, the slowest rate of growth G can achieve is by generating

all words over Win lexicographical order, i.e. £g(6t(w)) 2Llogr((r-1)t+r)J.
i—1 rz
£=1 °

Since there are only r different letters in W, there are natural numbers
Therefore, aij is indeed a letter in Wfor all j such that j 2 Z

jl and k1, j1.k1 S r and k1 >0, such that aijl = a1j1+k1. Since G is an
PD(1,0)L, a1j1+nk1= aljl for all n. Therefore, a letter in the second posi­
tion has alji as its left neighbor at all times jli-nk , n 5 EN.There isI
surely a letter in the secondposition for all times t 2 r. Therefore,

2 r, k2 S r2 and j2 + k Sthere are positive natural numbers j2 and k2, j2 2
2 . . . .

r + r , such that 32 = 31-+n1k1, 32-+k2 = 31 +n2k1 for some n1,n2 6 Di and

agjz = a2j2+k2. By iteration of this argument, for each s = 1,2,... there
are positive natural numbers js and ks, js 2 Z::1 rl, ks S rs and js-+kS S
2? rl, such that1=1

a a ...a = a a a
1. . . _ _ _ one . 131232 Sjs ljgnks 23;mkS sjgnks

for all n. Since G is a PD(1,0)L,
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alj +taQj +t'°'asj +t = alj +t+nk a2j +t+nk "'asj +t+nk
S S S S S S S S S

for all t and n. Therefore, for all s and all t such that

there is a prefix v of 6t(w),Kg(v) 2 Llog ((r-1)t+r)J = s, and a positive

constant ks 5 rs such that v is a prefix of 6t+nkS(w) for all n. Hence the
lemma. U

Contrasting Lemma3.56 and Lemma3.50 gives a nice insight in the in­
fluence of the propagating restriction with respect to the necessary be­
havior of the pre- and postfixes of the sequences of words generated by
D1L systems.

THEOREM3.57. Let V be any alphabet containing at least two letters. No

PROOF.Assume that {a,b} C V, and consider the subset L

‘k

language containing VV belongs to the closure under nonerasing homomor­
phisms of EPD1L.

{(anbn)f(n) |n21}

of V*. Suppose that L S h(L(G)r1V;) for some PD(1,0)L G = <W,6,w>,an alpha­
*

bet VT and a nonerasing homomorphismh from V; into V . Define tn by

tn = min{i e DJ I6i(w) e V; and h(6i(w)) = (anbn)f(n)}.

As is easily seen, £g(5t(w)) S mt£g(w) where m is the maximumlength of at
value of 6. Therefore, 2n f(n) S m n£g(w)c where c = max{£g(h(a))|a e VT}.
Or, t 2 log (f(n)(2n/(£g(w)C))) > log f(n) for all n 2 n where n is some

n m m t O 0
fixed natural number. For each n 2 n 6 n(w) has a prefix v such that,

(rn+1)' n
OI

for f(n) > m

Kg(v ) 2 Llog (t (r—1)+r)J > n, r = #W,n r n

and vn occurs infinitely often with a constant period kn by Lemma3.56.- t
Since for each n,prefix vh of 6 n(w) is mapped under h to anbz, z 6 {a,b}*,

vn cannot be a prefix of 6tnWw)for n # n' and n,n' 2 no. Wenow derive a

contradiction by showing that then knu=kn for all n 2 no. Since G is
O
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propagating and the prefix vn (n 2 no) occurs with a constant period kn
J

there is a jn such that 6 n(vnO) vnz for some z E W*. But then
t k +‘ . .

nO+p n0 Jn Jn 3n
6 (w) = 6 (v z ) = 6 (v )z' = v zz'

H P D P D P0 O

the prefix vnfor all p and some z,zp,zé E W*. I.e. from time tno + jn

occurs with period kno and kn = kno (or kn divides kno) for all n 2 no.
Hence

f
#<h<L<c) n v*) n {<a“b“)~‘“’|n 2 n }) s kT O n

O

and

* ‘k

VV 2 h(L(G) n VT).

* * R . _ *(Since VV = (VV) , i.e. the language consisting of all words from VV

reversed, the above proof holds also for PD(O,1)Ls.) D

From the above proof we see that any language which contains a lang­
f

n) (n)|n 2 1} cannot be the image under nonerasing homomor­uage like {(anb
phism of a language in EPD1L.Hence also e.g. ({a}+{b}+)+. The idea behind
the proof is roughly the following. If a language L contains a large enough
subset L’ such that each pair of words in L‘, say u and v, are distinguish­
able by their respective prefixes (postfixes) u‘ and v' for which hold that
Kg(u') = 0(log logu) and »Kg(v') = 0(log log (v)) then L cannot be in the

closure under nonerasing homomorphismsof EPD(1,0)L and EPD(O,1)L, respec—

tively. For example, {b}+{a}*{b}+contains {bn(an)f(n)bnln 2 O} for each
f: DJ + DJ and therefore is not contained in a nonerasing homomorphic image
of a language in EPD1L.

Denote the closures of a language family X under nonerasing homomor­
phisms by h X and the closure of X under letter-to-letter homomor­A-free
phisms by h X. Gathering the results up to now about EPD1Land EPD2L1:1
we have:

THEOREM3.58.

u C ‘

(1) EPD1L c h1:1 EPD1L _ hA_free
(ii) For each x € {A,h

EPDIL C EPD2L = DLBA­

1:1,hx_free} the language family xEPD1Lhas.non­
empty intersections with REG,CF-REG, CS—CF;there are languages in
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REG, CF-—REG-and CS-CF which are not in XEPDIL; hx_free EPD1L C DLBA­

PROOF.

(i) Let

G= <{a1,a2,a3pbpC}p{6()\pa-IIA)=

<5(a2,a3,}\)= = =5(Crbr)\)=Cb:

6(brC:A) = 6(CICIx) = C}ra1>

be a PD(1,0)L. Let h be a letter—to-letter homomorphismdefined by h(ai) =a
'k

for 1 = 1,2,3, and h(b) = b,h(c) = c.h(L(G)) = {a,aa} u {b}{c} {b} and by

Corollary 3.51 h(L(G)) ¢ EPDIL. Therefore, EPD1Lc h1_ EPD1L. h1_ EPDIL g1 1

- - - ' = DLBA;hA_free EPDILby definition. It is easy to show that DLBA hX_free
together with Theorem 3.55 this gives EPD2L= hx free EPD2L= DLBA.Since
EPD1L E EPD2L we have h EPD1L E EPD2L. CF C DLBA (see Exercise 8.3A-free
in HOPCROFTand ULLMAN[1969] for CF 9 DLBA and {anbncn In 2 1} e DLBA-CF)

and therefore {a,b}+ e EPD2Land by Theorem 3.57 we have that {a,b}+ ¢
h EPD1L. Hence h EPD1L C EPD2L.X—free A-free
(ii) Since PD1LS xEPD1L,the first sentence follows from Theorem 3.44.

The second sentence follows by taking languages from REG, CF-REG and CS­

CF, forming their union with {a,b}+, where a,b are new letters, and apply­
ing Theorem 3.57. The last sentence follows from (i). D

Wehave seen above that the generating power of deterministic propagat­
ing L systems with one-sided context, together with the nonterminal mechan­
isms and nonerasing homomorphismsstays within the range of DLBAlanguages

and does not encompass the regular languages. Weconclude the main results
in this subsection by proving that the closure of the family of PD1Llang­
uages under homomorphismsthat mapa letter either to itself or to the
empty string equals the family of recursively enumerable languages.

The proof method was suggested by a proof of EHRENFEUCHTand ROZENBERG

[1974b] for the equality of REand the closure of D2Lunder weak codings.

(Aweak coding is a homomorphismthat maps a letter either to a letter or
to the empty string.) The weak coding allows us to get rid of the intermed­
iate work done by the L system in computing the subsequent words of the
desired r.e. language L. The difficulty lies in the fact that we have to
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"read out" the complete word in In from: a word over an alphabet disjoint

from the alphabet of L.in one production, since otherwise also subwords of
the desired words appear under the homomorphism.The solution makes essen­
tial use of the parallelism in L systems by a firing squad synchronization.
The Firing Squad Synchronization problem, see e.g. MINSKY[1967], can be

stated as follows. Supposewe want to synchronize an arbitrary long finite
chain of interacting identical finite state automata.All finite state auto­
mata are initially in the samestate mand stay in that state if both neigh­
bors are in state an The automata on the ends of the chain are allowed to

be different since they sense that they lack one neighbor. Synchronization
is achieved if and whenall automata enter the firing state f at the same
time and no automaton in the chain is in state f before that time. In the

terminology of L systems a firing squad is a PD2Lsystem F = <WF,6F,mk>

such that 6F(m,m,m)= 6F(m,m,k) = m. F satisfies the following requirement:
there is a function t: R0 + Hi such that for each k 6 DJ it holds that for

all i, 1 S i < t(k),

k
6t(k)(mk) = f and 6:(mk) K W;{f}W;F

BALZER[1967] proved that there is such an F with #WF= 8 and t(k) =
2k-2. After these preliminaries we state the theorem.

THEOREM3.59. The closure of PD1L under homomorphisms, which map a letter

either to itself or to A, is equal to RE.

E5995. Since by now these kinds of proofs are familiar we give only an out­
line. Let A be an infinite recursively enumerable language enumerated by a
1:1 recursive function f: DJ 1:; A; n is recovered from f(n) by f-1. (The
case where A is finite follows by a similar method.) Let T be a Turing

machinewhich starts with the representation of Oon its tape, say a1a2...
...anO, computes f(O), replaces everything except f(O) on its tape by the
blank symbol b and returns to the leftmost symbol of f(O). Subsequently T
retrieves 0 from f(O) by f-1, increments O with 1, and computes f(1), and
so on. In particular we can do this in such a way that after the computa­
tion of f(n) the instantaneous description of T is b£q'f(n)br for some3,
r 6 DJ and a distinguished state q' of T. The next instantaneous description
of T is b£q"f(n)br for another distinguished state q" of T. Scanning the
leftmost symbolof f(n), T starts retrieving n from f(n) by f-1 in state q".
We simulate T by a PD2LG = <w,6,w>; hence the blank symbols will not
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disappear. G'is defined as follows:

W = (W x S u S) X WF u S,

where Wis the state set of T, S is the symbol set of T and b is the blank

symbol, and WPis the alphabet of the firing squad F.

.m).w = (qO,a1,m)(a2,m)...(anO

where qo is the start state of T, a is the representation of O and1a2...an0
mis the initial state of the firing squad F. G simulates T until the
situation

t
6 O(w) = b£(q',c ,m)(c ,m)...(c£ m)br

1 2 0

occurs where c1c2...c£O is f(O). Subsequently, the substring between the
b's executes a firing squad and, whenthe squad fires, maps itself to f(O).
I.e.

t +2£ -2
6 O 0 (w)

b (q',c1,f)(c2,f)...(c£O,f)br,
t +2£ -1

5 0 0 (w) = bzc c br = b£f(O)br....C
1 2 £0

6 is constructed such that a letter c 6 S -{b} is rewritten as (c,m), except
whenit has b of Aas left neighbor in which case it is rewritten as
(q",c,m). Therefore,

t +22

5 0 0m = b£(q",C1.m)(c2.m)...(c£ .m>br
0

and G continues simulating T, retrieves 0, adds 1 and computes the repre­
sentation of f(1), and so on. Hence h(L(G)) = A where h is a homomorphism
defined by h(a) = a if a 6 S -{b} and h(a) = A otherwise.

Wenow simulate G by a PD1LG‘ = <W',6',w'> which is defined exactly

as the D(O,1)L in Lemma3.39 except that 6'(A,(a,l),A) = b for all a e W.
Then h'(L(G')) = A where h’ is a homomorphismdefined by h'(a) = a if
a e S -{L} and h' (a) = X otherwise. [I
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The last result weprove in this section tells that any class of deteré
ministic context sensitive L systems, but for the nonerasing one-sided con­
text types, is capable of generating a large subclass of the DLBAlanguages
if we use as additional mechanism a nonerasing homomorphicmapping. Let the

exponential DLBAlanguages (DLBAexP)be the subclass of DLBAlanguages for

which the following property holds: for each infinite L e DLBAexpthere is
a constant c such that for each word v e L there is a word v’ 6 L such that

£g(v) < £g(v') S cKg(v). Furthermore, FIN C DLBAexp.It is easy to see that

CF C DLBAexp c DLBA.

THEOREM3.60.
' = = P IL

(1) DLBAexp hlzl PD2L hA_free D

(ii) DLBA C h D1Lexp 1:1

(iii) hA_free PDILL c DLBAexp

PROOF.

(i) The proof is similar to that of Theorem3.55, where we proved that
EPD2L= DLBA,but with the additional use of a firing squad synchronization
to read out complete words in one production like in the proof of Theorem

3.59. Let L=={w1,w ..,wi,...} be a DLBAeXplanguage of which the words2"
are ordered according to increasing lengths and lexicographically within

a set of the same length. Let G = <W,5,w1> be a PD2L system. Suppose we

have generated, starting from w the word wi = a1a2...an. For the subse­1!

quent computation up to w, we use strings of length n always taking care
that each letter in position j in such a string is markedwith the letter

aj. Like in the proof of Theorem3.55 we generate all possible candidate
strings of length Sc*'£g(wi) and check for inclusion in L by simulating a
DLBAM for which L(M) = L. Since c is a fixed constant for L and all said

candidate strings are of length Sc*~Kg(wi) they can be coded in a word of
£g(wi). The computing activities invol‘ed are completely analogous to those
in the proof of Theorem3.55 and therefore they can be performed on a string

of length £g(wi). After having found the candidate word wi+1, which is the
next word in the ordered set L, we computethe substring the jth letter of

the string of length Zg(wi) must derive (to derive Wi+1)flxreachletter of
the string. Subsequently we simulate a firing squad which then, in one pro­

duction, generates from the string of length £g(wi) the new word w The1+1'
letter—to-letter homomorphismh is defined such that it mapseach letter
marked with a letter a from the alphabet of L to a. Since we have marked
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all letters in position j, 1 S j S n, of the intermediate strings in the
computation of w,1+1

derive wi under h. If L happened to be finite, the L system goes into a
fromwi with thej-th letter aj of wi, all these strings

loop after checking all possible word candidates of length Sc*.Zg(w£) where

w£ is the last word of the ordered set L. Hence L = h(L(G)) and therefore

DLBAexpS hlol PD2L. From Theorem 3.55 we have that all PD2L languages are
DLBAlanguages, and since h1_1 DLBA= DLBAit follows that h1_1 PD2L S DLBA.
Since an L system can increase the length of a string by at most a constant

multiple in one production it follows that h1_1 PD2L9 DLBAexp.Together
with the previous inclusion this proves that h1_1 PD2L= DLBAexp.Since

DLBAexpis clearly invariant under nonerasing homomorphismsit follows that
also h PD2L==DLBA . Similarlyjjzfollowsthat h PDIL==DLBA' ,

X-free exp A—free exp
(ii) Using the method of Lemma3.39 to simulate a D2L system by a D1L sys­

tem it is easy to show that we can simulate a PD2Lsystem G by a D1L system

G’ Such that h(L(G'))= L(G) for a letter—to—letter homomorphismh. (Hint;
since no letter is rewritten as A by G we can code the end marker in the

last letter of a string in G'.) Hence PD2LS h1_1 D1Land therefore
h1_1 RDZLE h1_1 D1L. Strict inclusion follows since h1_1 PD2L C DLBAand
D1Lcontains nonrecursive languages according to Theorem 3.42. Hence, since
h PD2L = DLBA according to (i) we have that DLBA C h D1L.1:1 exp exp 1:1
(iii) Follows from (i) and the observation that hA_free PDILLdoes not con­
tain REGby Theorem 3.57. U

REMARK.Similarly to the above we can prove that all nonerasing homomor­

phisms of families of pure L languages are contained in REexp, where REexp

is the recursively enumerable languages analogon of DLBAexp.(Cf. Chapter
6)o

3.2.6. COMBININGTHE RESULTS OF SECTION 3.2.

Wecombine and interrelate the above results on the generating power
of various types of deterministic context sensitive L systems, with and
without additional mechanisms, in Table 3.1. Horizontally we list the type
of L system, that is, the combinations between one—and two-sided context
and erasing or nonerasing production rules. Vertically we list the addi­
tional mechanisms: none (pure), letter-to-letter homomorphism(h ), non­1:1
erasing homomorphism(h ), letter-to-itself-or-letter-to—A homomor­A-free
phism (hw), extension (E) and the combinations between the above
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homomorphismsand extension: h h E and hwE. In the box corres­1:1 E’ A-free
poding to the XLsystems and the additional mechanismx we classify the gen­

erative power by listing above the smallest family YSwhich contains the

language family xXLand listing below the largest family Yz which is con­
tained in xXL. Wechoose these least upper bounds Y3 and greatest lower

bounds YKfrom the better understood and neatly nested families of the

Chomsky hierarchy: RE, DLBA,DLBAexp,CF, REG, FIN, ¢ which strictly in­
clude each other in this order. (Y£==¢means that not even FIN is included

in xXL.) If there are families Z 6 {DLBA,DLBAexp,CF,REG,FIN}in between Yfi
and Y5 then this means that XXLis incomparable with Z, i.e., XXLhas a non­
emptyintersection with Z but neither contains the other. (Clearly, then
xXLcontains also languages from the differences between two consecutive

language families of the listed hierarchy in between YSand Y3.)

PD1 41L PD2L D2L

DLBAeX RE DLBA RE
(i) pure ~ — - - E -- - - - - - - - -e§ - — - — — ­

¢ ¢ ¢ ¢

DLBA RE DLBA RE
(ii) h —-—‘3"E -—- — — - _ _ -—e’—‘P_ _ . . -­1:1

FIN DLBA DLBA DLBA
ex exp exp

DLBAex RE DLBA RE
(iii) hk f — — - — E + — — . _ _ _ _ _ . . _ _ _ - ­

- ree FIN DLBA DLBA DLBA
x exp ex

RE RE RE RE

(iv) hw +—---~ — — — — — — — — — — . — . -­
RE RE RE RE

DLBA RE DLBA RE

(v) E F---—» —- - — — — — — — . — _ . _ -_
¢ FIN DLBA RE

DLBA RE DLBA RE

(vi) h1_1E - - — — - -- — — - — — — — — . _ _ . _ - _
’ FIN RE DLBA RE

DLBA RE DLBA RE
" h — — — — — -- — — — — _ _ _ _ _ _ _ _ . __

(V11) A"free FIN RE DLBA RE

RE RE RE RE

(viii) hwz _ -‘- _ _ .. . . _ _ _ . . _ _ _ _ _ _ _ _
RE RE RE RE

Table 3.! Comparing L language families with families from the Chomsky
hierarchy.
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Table 3.1 gives us a good overview of the generating power of con­
text sensitive parallel rewriting (in the L system sense), as comparedto
the better understood generating powerof sequential rewriting (in the
Chomsky-typegrammarsense). It also tells us howpowerful intersection
with a terminal alphabet, various types of homomorphisms,Cnfcombinationsof

these are with respect to one- or two-sided context and erasing or noneras­
ing production rules for deterministic L systems. Most noticeable is the

extreme power of erasing homomorphisms (hw) which gives us RE in all cases
and the extreme resistance of PDILagainst all other operations. The ten­
dency for all families is that the more and more powerful operations are
used, the better they nest in the Chomskyhierarchy. Extension (intersec­
tion with a terminal alphabet) is more powerful for two-sided context than
nonerasing homomorphism,but nonerasing homomorphismis more powerful than
extension for one-sided context. Extension together with nonerasing homo­
morphism makes everything a neat Chomskyfamily but for PD1L.

Wediscuss how the table is derived row by row.

(i) The upper bounds on the language families follow from Theorem 3.44

(where we can replace CS by DLBAeXpin view of Theorem 3.55 and Theorem
3.60). The lower bounds follow from the fact that not even D2Lsystems
can generate all finite languages as their pure L languages. For instance,
if we choose a finite language over a singleton alphabet we have to use a
D2Lsystem with a singleton alphabet and hence all letters in a string are
rewritten the samebut for the two end letters. Therefore, e.g., {a4,a5,a7}
cannot be a D2Llanguage. Analogously we prove the same thing for pure

D(m,n)L languages for given m,n 2 0, but clearly FIN C DIL in general. Sim­

ilarly, FIN C PDIL but FIN ¢ PDILL, PDIRL (by'Theorem 3.53(iv) and Theorem
3.54(ii)). None of these pure L language families contains REGby Lemma
3.43.

(ii) The upper bounds follow from (i) since the language families serv­
ing as a least upper bound there are invariant under h The lower bounds1:1°

are argued as follows. FIN C h1_1 PDILsince for each finite (A-free) lang­
uage L we can choose an arbitrary large alphabet Wand generate words (which

are mappedto the words in L by a letter—to-letter homomorphism)in increas­

ing length even by a PDOLsystem. Hence we have FIN C h1_1 PDOLfrom which

FIN C h1_1 PDIL follows. Furthermore, FIN is the greatest lower bound for

h PDIL since REG £ h1_1_1 PD1L by Theorem 3.57.1
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The remainder of the lower bounds follows from the fact that DLBAexp5
D21,by Theorem 3_6o, and by the word length argument.D1L, h PD2L, hh1:1 1:1 1:1

(iii) Is provedsimilarly to (ii).

(iv) Follows from Theorem 3.59 which states that hw PD1L= RE.
(v) The upper bounds for ED1Land EPD1Lfollow from Theorem 3.52(i),(ii)

by replacing CS by DLBAfor the EPD1L case, since EPD2L==DLBAby Theorem

3.55 which then also gives the upper bound for EPD1L. ED2L==REby Theorem

3.45. It remainstx>settle the greatest lower bound for ED1Land EPD1L.Now

FINC ED1Lby Theorem 3.54(iii) and REG£ED1Lby Theorem 3.52(ii) . FIN g

EPD1Lby Theorem 3.54(ii).

(vi) The upper bounds follow from those in (v) by noting that the lang­

uage families concerned are invariant under hlzl, and hence also the lower
bounds for EPD2Land ED2Lare the same as in (V). The lower bounds for

EPD1Land h ED1Lare derived as follows. FIN S h1:1 EPD1Lfollowsh1:1 1:1

from (ii) sincethere it was shown that FIN E h1:1 PD1L. REG¢ hlzl EPD1L
follows from Theorem 3.57. Hence FIN is the greatest lower bound on

h1:1 EPD1L. The greatest lower bound RE for h1:1 ED1Lfollows from Theorem
3.46 where it was proven that h ED1L= RE.1:1
(vii) Similarly to (vi).
(viii) Follows from (iv).

In row (i) -(iii) the least upper bounds REcan be replaced by REEXP.

In Figure 3.1, we summarizethe inclusion relations between the most
important L language families, their extensions and homomorphicclosures,
and the languages in the Chomskyhierarchy as treated in Section 3.2.Connec—
tion by a solid arrow meansthat the upper language family strictly in­
cludes the lower one; connection by a dotted arrow means that the upper
language family contains the lower one and it is not knownyet whether the
inclusion is strict; if two language families are not connectedat all this
meansthat their intersection is nonemptybut neither contains the other:
they are incomparable.
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D1L

EDIL

,4
A-free

EPDILe

DIL =1:1

A—free
DIL

EPDIL

h1:1
EPDIL

/
hx-free PD1L hk-free

PD2L =

PDIL

PDIL
CF

FIN

Figure 3.1. Classification of families of deterministic context sensitive
L languages, extensions and their homomorphicclosures.
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In the diagram of Figure 3.1 and in Table 3.1 we have mainly consid­
ered language families obtained from (propagating or nonpropagating) D(m,n)L
systems with m-+n = 1 or m = n = 1. The reason for this is, that with re­

gard to extensions the amountof context does not matter: the only differ­
ences lie in no context, one-sided or two—sidedcontext as was shown in

Theorem 3.53. The same thing holds for the closure of pure L language fam­

ilies under homomorphicmappings like hi 1, h or hw:A-free

hlzl D2L = h1:1 DIL

h1:1 PD2L = h1:1 PDIL

h_ n1L=_g (h0 1:1 D(i,O)L U h 1:1 D(O,i)L)

etc., as is easily proved in a way similar to Theorem3.53. Hence the
only thing not covered by Figure 3.1 is the hierarchy of pure deterministic
context sensitive L language families according to amountof context and
propagating restriction in between DIL and PDIL. This hierarchy was cover­
ed by ROZENBERG[1972a,b] and ROZENBERGand LEE [1975] for the nondetermin­

isticrcase butholds analogously also for the deterministic case. It ties in
with Figure 3.1 in the obvious way. with respect to the language families
of the Chomskyhierarchy, we have seen in the discussion of Table 3.1 row

(i) that FIN C PDIL C DIL but that FIN ¢ PDI L,PDIRL. The question ofL

whether or not FIN C DILL,DIRLis still open. The inclusion relations de­
picted in Figure 3.1 follow largely by the results in Table 3.1, by the var­
ious inclusions by definition, or by other results in Section 3.2. Weleave
the verification as exercises for the reader but for a few cases.

(i) ED1L is incomparable with h EPD1Land h EPD1L.1-1 A-free
Let L = {a,aa} u {b}{c}*{b}. L e h EPD1L g h1:1 A-free

proof of Theorem 3.58(i), and L d ED1Lby the proof of Theorem 3.52. There­
EPD1L by the

fore

(a) h EPDIL, h1_1 EPD1L ¢ ED1L.A—free

Since ED1Lcontains languages in RE-—CSby Theorem 3.52(ii) and h1_1 EPD1I.E
h EPDIL C CS by Theorem 3.58(i) we have:A-free

EPD1L,h EPD1L.b 1 h
( ) ED L g 1: A-free1
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Furthermore, by definition PD1L9 ED1L, h EPDIL, h EPD1Lwhich to­1:1 K—free
gether with (a) and (b) proves (i).
(ii) D1L incomparable with h EPD1Land h EPDILis proven as (i),1:1 A-free

(iii) EDIL incomparable with h1_1 PD1Land hX_free PD1Lis proven as (i)
by noting that L e h PD1L.1:1

(iv) D1Lincomparable with h PD1Land h PD1Lis proven as (iii).1:1 A-free

3.3. CONTEXT SENSITIVE TABLE LINDENMAYER SYSTEMS AND A TRADE-OFF

EQUIVALENT TO THE LBA PROBLEM

While in the previous Section 3.2 we were almost exclusively concerned
with languages derived from deterministic L systems, we will now consider
nondeterministic and table Lindenmayerlanguages as defined in Section 2.2.
Table Lindenmayer systems were introduced by ROZENBERG[1973a] and consist

of L systems, with several sets (tables) of rewriting rules, where at each
momentall letters in a string are rewritten simultaneously according to
the production rules chosen from a single table. Whereasin the sequential
rewriting of generative grammarsthis would not constitute any difference,
because of the parallel nature of L systems the use of tables can result in
an increase of generating power. The use of tables can be taken to corres­
pond with the impact of external conditions on the developmental growth of
an organism, e.g., with changes of light and dark or temperature, each en­
vironmental condition corresponding with the use of a particular set of pro­
duction rules. (See also Chapter 5.) Context free table L systems have been
studied extensively, see, e.g., HERMANand ROZENBERG[1975]. It has been

shownthat, for instance,

CF C EOL C ETOL C INDEX C DLBA

where INDEXstands for the family of indexed context free languages. Fur­
thermore, ETOLhas extraordinary closure properties: it is a full AFL,
SALOMAAE1974], and it is about the smallest language family for which it

is known that the membership question is NP—complete, van LEEUWEN[1975c].

I.e., the question of whether a word belongs to an ETOLlanguage L(G) for

some ETOLsystem G can be solved by a nondeterministic Turing machine in

polynomial time, and each problem solvable by a nondeterministic Turing
machine in polynomial time is deterministic polynomial time reducible to
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the membership problem for ETOLlanguages. Further time and storage com­

plexity results for context free (table) L languages can be found in the
references concerning complexity theory cited in the Introduction.

In this section wewill treat all families of languages generated by
context sensitive L systems with tables using nonterminals according to the
effects of restrictions like: A—freenessof production rules, determinism
of production rules, numberof tables, one—or two-sided context, and clo­
sures of these families under various types of homomorphisms.Because of
the great generating powerof already deterministic context sensitive L
systems using the terminal-nonterminal mechanism,the partial ordering ac­
cording to set inclusion of the considered language families basically col­
lapses to the recursively enumerable languages, context sensitive languages
and deterministic context sensitive (DLBA)languages. Hence the classifica­
tion yields an interesting equivalence of the classic LBAproblem ( is the
family’ of DLBAlanguages equal to the family of context sensitive lang­
uages?) in terms of L systems. In the previous Section 3.2 it was proven
that the family of DLBAlanguages coincides with the family of languages
generated by A-free deterministic context sensitive L systems (with one
table) using nonterminals. Van DALEN[1971] showed that the family of con­

text sensitive languages equals the family of languages generated by A-free
context sensitive L systems (with one table) using nonterminals. Hence the
LBAproblem can be stated in terms of determinism versus nondeterminism in

L systems. By arguments similar to those used in Theorem 3.55 WOOD[1976]

proved that the family of languages generated by A-free deterministic con­
text sensitive L systems with two tables using nonterminals is equal to
the family of context sensitive languages. Here the LEAproblem was stated
in the form of whether or not two tables can be reduced to one in the case

under consideration. Wewill demonstrate that the family of context sensi­
tive languages equals the family of languages generated by A-free determin­
istic left context-sensitive L systems with two tables using nonterminals,
thereby molding the LEAproblem in the form of whether or not a trade-off

is possible between one-sided context with two tables and two-sided context
with one table for A-free deterministic L systems using nonterminals. From
the results it will appear that any further restriction on one of the two
participants in the trade-off‘reduces the generating power to below the
DLBAlanguages. If we relax the restriction of A-freeness we obtain in both
cases the recursively enumerablelanguages: then the trade-off is possible.
Weshould stress, however, that although it seems that the trade-off
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corresponding to the LEAproblem is between two deterministic rewriting sy­
stems, nondeterminism creeps in whenever we use more than one table for L

systems since the choice of the next table to be used is nondeterministic.
For a survey of the LBAproblem and its reduction to other problems see
HARTMANISand HUNT E1974].

THEOREM3.61. The families of languages generated by the various subclasses

of ETIL systems and their closures under several types of homomorphismsare
classified by the diagram of Figure 3.2. Solid arrows imply proper set in­
clusion of the lower family in the upper one. Broken arrows imply inclusion
where strictness is not known.If two of the displayed families are not
connected by (a sequence of) arrows this means that these families are in­
comparable,i.e., their intersection contains nontrivial languages and
neither family contains the other. X E Y mod A means L e X iff L-{A} 6 Y.

Note that all families of context sensitive table L languages obtained
with the use of nonterminals are classified by the displayed diagram since
the results are stated in their strongest form and cannot be improved (ex­
cept for the broken arrow which corresponds to the LBAproblem). But for
EPD1Land ED1Lall families are closed under nonerasing homomorphisms.

The proof of the theorem proceeds by a number of lemmas, but first we
introduce a concept needed in the proof of Lemma3.63. To express restric­
tions on the choice of tables to be used in a derivation we need the notion

of a control word. Let G = <W,{P1,P2,...,Pq},w> be a table L system. A con­
trol word u for a derivation in G is an element of {1,2,...,q}*, and

u
v'=’v'

G

*

v,v' E W, u = i1i2...ik with i1,i2,...,ik 6 {1,2,...,q}, meansthat

V=Vocf'V1:’V2?--- G=.-’Vk=V'
1 2 13 1k

For some v1.v2.....vk_1 in W*and Gi_ = <W,Pi ,w>, 1 S 3 S k.
3 j



ED1L

EPD1L

RE = EDT21L =

h1:1
EIL = h PDIL

w

ED2L = ED1L =

CS = EPDT 1L =

hA_free EPTIL =
EP1L

:

:

{»

hA_free EPD1L

DLBA = EPDZL =

EP Ihx-free D L

ETOL = ET20L E

EPTZOL mod A

EDTOL E

EPDTOL mod A

EOL

CF

FIN

Figure 3.2. Classification of‘fami1ies of context sensitive table L
extension languages and their homomorphicclosures.
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LEMMA3.62. EDT 1L = RE.
2

PROOF. By Figure 3.1 hi 1 ED1L = RE. Let G = <W,P,w,VT> be an ED1L system

and h: V; + V* a letter-to-letter homomorphism.Assumewithout loss of gen­
erality that Wr1V= ¢. Construct the EDT1L system 6' = <W',{P1,P2},w,V> as2
follows (Gand G‘ are left context sensitive).

w' = WUVU{F} with F g! wuv;

P1 = P u {<x,a> + F I (mm at (w u {A}) xw}

P2 = {(x,a) + h<a) I (x,a) e <vT u m) ><vT}

u {(x,a) + F I <x,a) ¢ (VT u {A}) ><vT}.

The reader can satisfy himself easily that E(G') = h(E(G)). D

From Lemma3.62 and Figure 3.1 it follows that RE = ED2L = EDT21L=

h1:1 ED1L= hw PD1L. E1L = RE follows from Lemma3.62 by constructing an

E1L system from the EDT21Lsystem by lumping the two tables together to one
table and preventing the simultaneous use in a given string of production
rules fromboth tables by having the letter in the resultant string which
senses that its left neighbor resulted from an application of a production
rule from the other table derive the F symbol. In van DALEN[1971] it is
proved that EP2L = CS. By the working space theorem, SALOMAA[1973a], or

by the usual LBAsimulation argument, it follows that EPTIL= CS. CS is

closed under h . WOOD[1976] proved that EPDT22L= CS. We now come toA-free
the main result of this section.

LEMMA3.63. EPDT21L = CS.

£3992, According to PENTTONEN[1975], left context sensitive grammars (or
more restrictedly, generative grammarswith production rules of the form
AB+ A8 or B + B where A and B are nonterminals and B is a nonempty string

over the terminals and the nonterminals) suffice to generate all context
sensitive languages.

CLAIM. EP1L = CS

Proof of Claim. Since EP2L = CS we only have to prove CS C EP1L. Let
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G = <VN,VT,P,S>be a gramar with nonterminals VN, terminals VT, the pro­

duction rules in P of the form AB + A8 or B + B where A,B 6 VN and B 6 (VNU
+ .

VT) , and starting symbol S 6 VN. Construct an EP1L system G‘ = <W‘,P‘,w',

VT>as follows (G' is left context sensitive):

W'=V u\7 UV U{F},\-I = - - ' d
N N T N {A [A e VN} and VN, v v anN’ T

{F} are pairwise disjoint. w‘ = S and P‘ is defined by:

(1) (x,A) + A

_} for all A 6 VN and all x 6 W‘ U {A},(2) + A

(3) (A,B) + B if AB + A8 a P and A e VN, E e vN,

(4) (x,B) + 3 if B + 3 e P and x e (w-uJ{A}) - GN,

(5) (A,B) + F for all 5,5 e GN .

(6) (x,F) for all x 6 W‘ U {A},4'
"11

(7) (x,a) + a for all a 6 VT and x 6 W‘ U {A}.

(i) Clearly, if S é~v and v 6 V; then there is a twice as long derivation
S é; v. Therefore L(G) g E(G‘).

(ii) Suppose S é; v and v 6 V;. Because of (6) at no step of the derivation
(5) was used: no adjacent barred nonterminals occurred in a word of
the derivation.

Therefore, if S = ... 33 v = v then for each@
2 G‘ k

i < k, there are ui1,ui2,...,u
V0 3*

derivation step vi 8; vi+1,
GIV1'>V

O S Size
* , _

(VNIJVT) such that either Z - 1 or uil E’ui2 E-... Etuiz where uil

and uiz are equal to vi and v_+1 with all bars removed from the non­
terminals, respectively. Hence S E>v and E(G‘) g L(G).

By (i) and (ii) E(G‘) = L(G), and in View of the cited result by
PENTTONEN[1975] this proves the claim. End of proof of Claim.

Abovewe noted that EPTILg CS and by the claim it therefore suffices

to prove EP1L 5 EPDT21L to prove the lemma. Let G = <W,P,w,VT> be an EP1L

system with W= {a1,a2,...,anJ and P defined by:



98

(A.aj) + aojo (ai.aj) + aijo

+ “oj1 + “1j1

+ a0. + a..ljnij

Construct an EPDT21Lsystem G’ = <W',{P1,P2},w,VT> defined by:

x 5) x {0,1,...,k}IJ{F}S c S" x Ell c Em
w' = w u wk x w u (WA x _

where k = max{n . I0 S n and 0 < j S n}; X = X U {A} and X ={5 la 6 X}S .
-12 = = 1

for X E {W,Wx,W,WA,W,WA};F is a new letter.

2 1 2

(y.(3i .51 .11) + (51 . .1)
1 2 1 2

D!II
|-lo

For all y e W‘ U {K}, a. 6 WA, aiz 6 Wand i such that O:si.sk.11
(.,.) + F if (.,.) is not in the abovelist.

P : (a. .a. ) + (a. .a. )
2 11 12 11 12

<A.<ai .51 1) + <5. .5. ,0)
1 2 11 12

i(<5. .51 .i>.(ai .a )> + (5. .5. .0)
1 2 3 4 13 14

(x.(a. .a. )) + (a. .a. )
11 12 11 12

<y.<5. .5. .r)) + (5. .5. . remainder ((i+1)/(n. . +1>))
11 12 11 12 1112
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(z'(ai1'ai2'1)) + ailizi

for all ail E W 6 W, i such that 0 S i S k,
A!

x e w X W u(t7J)\><v71u!7)\><7J)><{0,1,...,k},

x§x{OA,”.$}u{M;SIN
x Silly e A X {0,1,...A<}U{A}, z 6 §A

(.,.) + F if (.,.) is not in the abovelist.
Suppose

ai ai ... ai a’aOi j ai i j ... ai i j .
1 2 n 1 1 1 2 2 n-1 n

Then

u
ai ai ... ai E5 aoi . ai i j ... ai i j

1 2 n 131 1 2 2 n-1 n

under the control word

u = 2 2j1+1 11 2j2+1 11 ... 11 2jn+1 12.

Hence

E(G) S E(G') .

Nowsuppose that v’§; z and v,z 6 W*and no intermediate word in the
derivation belongs to W*.According to the productions the last table ap­

plied must have been P2 and the word V‘ it was applied to belongs to
(fix X WX {O,1,2,...,k})* since otherwise F would occur in z. But the only
way to derive such a v' by application of tables P and P under the given

1 2
2

assumptions yields a v' such that if v‘ 8' z then v E>z as careful scrutinyI

of the production rules shows. [In fact if u = u'2 then under the assump­
tions

+ lg(v)-1u' e 2 1*(2+(11) ) 2+1(12*1)* ]

Hence E(G') g E(G), which together with the previous implication shows that
E(G') = E(G). D
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The inclusion relations between RE, CS, DLBA,CF, REG, FIN, ED1L,

EPD1Land hA_free EPD1Lare stated already in Figure 3.1. The connected
parts of the diagram of Figure 3.2 from ETOLdownwards follow by various
combinations of Lemma3.2 and Theorem 6.4-6.7 from NIELSEN, ROZENBERG,

SALOMAAand SKYUM[1974a] and EHRENFEUCHT, ROZENBERG and SKYUM[I976]. ETOL

has deterministic tape complexity 0(n) and therefore ETOLE_DLBA;since
moreover ETOLis a full AFLand DLBAis not it follows that the inclusion

is strict, van LEEUWEN[I973]. The only thing remaining to be shown is:

LEMMA3.64. X and Y are incomparable for all X and Y such that X 6 {ED1L,

EPD1L, h EPDIL} and Y e {ETOL, EDTOL}.l—free

£5993. REGg X by Figure 3.1, but, according to the established part of the
diagram of Figure 3.2, REGC Y. By definition EPDOLS Xr1Y (EPDOLis not dis­

played in Figure 3.2). Since the homomorphicclosure of X is equal to RE

(by the fact that hw PD1L= RE) and the homomorphic closure of Y is con­
tained in ETOL(by definition and the fact that ETOLis a full AFL)there
are languages in X which are not in Y. Hence X and Y have a nonempty inter­
section and neither contains the other. U

3.4. STABLE STRING LANGUAGES OF L SYSTEMS

The languages produced by L systems consist of all strings derivable
from the initial string and thus correspond to the set of all morphological
stages the organism may attain in its development. HERMANand WALKER[1975,
1976], however, consider the language consisting of all strings produced by
the L system which are necessarily rewritten as themselves. Such a lang­
uage is taken to correspond to the set of adult stages the organism model­
ed by the L system might reach.

As we saw before, the usual way in formal language theory for obtain­
ing languages from rewriting systems (be they sequential, e.g., grammars,
or parallel like L systems) is by intersection with a terminal alphabet.
That is, by selecting from all strings that are produced those over a ter­
minal alphabet. The method proposed by Hermanand Walker, viz. the stable
string operation, consists of selecting fromall strings producedby the
rewriting system those strings that are invariant under the rewriting rules.
A language obtained in this manner is called the stable string language of
the system (or, with biological connotations, the adult language). Weshall
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investigate in this section the relation between the above two approaches
for the various families of L systems. In HERMANand WALKER[1975] it is

proved.that the generating power of context free L systems with respect to
the stable string operation is equal to the generating powerof context free
grammarswith respect to intersection with a terminal alphabet (i.e., the
context free languages). This rather unexpected result links the study of
stable string languages of L systems with the main body of formal language
theory. Since the context free languages are strictly contained in the set
of languages obtained from context free L systems by intersection with a
terminal alphabet, see e.g. HERMANand ROZENBERG[1975], the stable string

operation yields strictly less than the operation of intersection with a
terminal alphabet in this case. However,we shall prove that the set of
stable string languages of a class of context sensitive L systems gener­
ally coincides with the set of languages obtained from this class by inter­
section with a terminal alphabet. Moreover, analogous results hold for
classes of L systems using morethan one set of production rules, i.e., the
table L systems, both context free and context sensitive. By making use of
the previous results concerning extensions of L languages in Sections 3.2
and 3.3 we are able to derive manyresults concerning stable string lang­
uages of L systems, some of which are also established in WALKER[1974a,b,
c] by different methods.

The stable string languagecxfan L system G = <W,P,w>is defined by

A(G) = {v E W* IV 6 L(G) and 6-» z implies z = V}.

The family of stable string languages of XLsystems is denoted by AXL.

Weimmediately note the following. A(G) 5 L(G); although A(G) may be empty
this is not the case for L(G); if the G is deterministic (and with but one
table) then #A(G)is either 0 or 1.

EXAMPLE.Let G be the OL system <{a,b},{a-+a, a-+aa, a-+b, b-+b},a>. Then

L(G) = {a,b}+ and A(G) = {b}".

In the sequel of this section the lemmasare the main results. They
serve as technical tools to derive theorems and corollaries concerning the
inclusion relations between the above families of languages.
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3.4.1. STABLE STRING LANGUAGES OF L SYSTEMS WITHOUT TABLES

LEMMA3.65. Let G = <W,P,w> be any type of (m,n)L system such that m+n > O

and let VTbe.a subset of W. Wecan effectively derive from G and VTan
(m,n)L system G‘ = <W',P',w'> of the same type as G (but for determinism

and the cardinality of the alphabet), a subset V%of W’and an isomorphism
* * ‘k

h from VT onto V&such that h(L(G) n VT ) = A(G').

PROOF.Weprove the lemma in three stages:
‘I: *

(i) L(G') n VT = L(G) n VT ,
*

(ii) L(G') n v'* = h(L(G') n v ),
T T

(iii) L(G') n v$* = A(G').

Consider the L system G‘ = <W',P',w'> which is constructed as follows.

w' = w u v$ u {F,s}

where W, Vi and {F,s} are disjoint, #V&= #VTand h is an isomorphism from

V; onto V$*; w' = s and the set of production rules P‘ is defined by

(1) (A ,5. X) + w .

(2) + h(w) if w e v;.

(3) (v1,a,v2) + a if (v1,a,v2) + a e P.

(4) + h(a) if (v1,a,v2) + a e P and a e V;.

(5) + FF for all v1av2 ¢ v$+.

(6) + a for all vlavz e V%+.

(i) Since P g P‘ and P‘ —P does not produce words over VT (except pos­
sibly w) we have that

L(G') n V* = L(G) n V*T T '

(ii) Suppose s :>z #>v and N 6 V3. By (2) and (4) we then have also
s 3 z -9 h(v) . Therefore,

* ~k

h(L(G') n VT) c L(G') n V$ .
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Suppose s :0 z -0 v and v e V,i.*.
Case 1. z = s. Then z ¢>h-1(v) = w by (2) and (1).

Case 2. z # s and z # v. By (4) and (3) z ~>h-1(v).

Case 3. z # s and z = v. By (6) and (5) we can reduce this to cases 1 and 2.

Since cases 1 -3 exhaust all possibilities of producing words over

V&* we have

n' '* hLG' v*)L(G)fiVT _ (( )n T

and therefore

L(G') n v$* h(L(G') n v;).

(iii) Let v E V$* and v diz. The only rules which can have been applied to
v are those of (6) and therefore z = v and

L(G') n v+* g A(G').

Suppose v #»v and v ¢ V$*. By (5) then also v =>v1FFv2 for some

words v1,v in W'* and therefore v A A(G'). Hence2

A(G') g L(G') n v+*,

which together with the previous inclusion shows that

L(G') n v'*. E]A(G') T

LEMMA3.66. Let G = <W,P,w> be a (deterministic) P(m,n)L system. Given G,

we can effectively produce a (deterministic) P(m,n)L system G‘ = <W',P',w'>,

a subset VT of W‘ and an isomorphism h from V; onto W*such that

h<L<G') n vflf) = Am).

PROOF.Construct G’ = <W',P',w'> as follows: W‘ = W><{O,1}; and the init­

tial string w‘ = (a1,O)(a2,O):;.(ak,0)*for w = a1a2...ak. Let g be a letter­
to—letter homomorphismfrom W‘ onto W defined by g((a,i)) = a for i €{O,1};
and define P‘, for i = 0,1, by:
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(1) -(v1,(a,i),v2) + (a1,0)(a2,O)...(a ,0) if

(g(v1),a,g(v2)) + a1a2...a£ e P and

there is a rule (g(v1),a,g(v2)) + a

in P such that a # a.

(2) + (a,1) otherwise.

Let VT = {(a,1) la 6 W}and define h: V; + W*by h((a,1)) = a.

Suppose v e A(G); i.e., if w %~vE»z then z = v. Since G is propagat­
ing every letter in v must necessarily produce itself and for v = a1a2...
... K we therefore have

* I 0 I

W an (a1,11)(a2,i2)...(a£,1£) E3 (a1,1)(a2,1)...(a£,1).

where ij 6 {O,1}, 1 S j S 3. Since (a1.1)(a2,1)...(a ,1) e V; we have that

A(G) g h(L(G') n v,;).

Suppose v e V; and w' C=:>,z 59,v. Then also w at g(z) Ia g(v) and because
of (2) g(z) = g(v) and g(z) fix for some x # g(v). Therefore,

G

h(L(G') n v;) c A(G)

and the lemma follows. U

THEOREM3.67.

(i) Let m,n be nonnegative integers such that m+n> O and let X be any pro­
perty of L systems which is preserved under the construction in the proof
of Lemma3.65 (e.g. the propagating property). Then EX(m,n)L g AX(m,n)L.

(ii) Let m,n be nonnegative integers and let X be any property of L systems
which is preserved under the construction in the proof of Lemma3.66 (e.g.,
determinism, lengths of the right hand sides of the production rules). Then
AXP(m,n)L C EXP(m,n)L.

PROOF.

(i) Let G be an X(m,n)L system and let VTbe a subset of the alphabet of
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G. By Lemma3.65 there is an algorithm which, given G and VT, produces an

X(m,n)L system G‘ such that A(G') is isomorphic with L(G) n V;. Since fami­
lies of languages are invariant under isomorphism (i) holds.
(ii) Follows similarly to (1) from Lemma3.66. D

COROLLARY3.68. AP(m,n)L = EP(m,n)L for m+n > 0.

Since E1L = REby the diagram of Figure 3.2 it follows from Theorem
3.67(i) that:

COROLLARY3.69. A1L = E1L = RE = AIL = EIL.

It similarly follows that:

COROLLARY3.70. APIL = EPIL = CS = EPIL = APIL.

Wemight observe that if G is deterministic then A(G) consists of
either one word or the empty set. It follows from the argument we will use
in Chapter 4 to showthe undecidability of whether or not the lengths of
strings in PD1Lsystems grow unboundedly that the following holds:

THEOREM3.71. The emptiness of the stable string languages of PD1Lsystems
is undecidable.

Although it is obviously not the case that APDIL= EPD1Lwe obtain in
a similar waythe additional result:

THEOREM3.72. The emptiness of EPDIL languages is undecidable.

For stable string languages of DOLsystems, however, the emptiness
problem is solvable. In Section 3.1.1 it was proven that for a DOLsystem
G = <w,P,w>it is decidable whether or not L(G) is finite and that if L(G)

V#W log #Wis finite then #L(G)=<e . Therefore we can determine whether

1-ow2-0... ->wi_1
somei S #L(G) if L(G) is finite. In fact, according to the theory develop­
A(G) 7‘ ¢ by, e.g., checking whether w -9 w -9 wi -9 wi for

ed in Section 3.1.1, i S #Wsuffices.

3.4.2. STABLE STRING LANGUAGESOF TABLE L SYSTEMS.

Let G = <W,P,w>be a table L system. Similarly to the above we define
the stable string language of G as
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A(G) = {v e L(G) Iv-w z implies z = v}.

The constructions in Lemmas3.65 and 3.66 show immediately that the

analog of Theorem3.67 holds for table L systems in general and for table
L systems using k tables (i.e., T L systems) in particular. Hencewe havek
the following additional corollaries from Theorem3.67.

COROLLARY3.73. APTk(m,n)L = EPTk(m,n)L for all nonnegative integers m,n,k
such that m+n > O and k > 0.

Since by Figure 3.2 EPTIL = CS we have that

COROLLARY3.74. APT11L = AP1L = CS = APTIL.

It furthermore follows from Theorem3.67(ii) that:

COROLLARY3.75.

c EPTkOLfor all k > O.(i) APTkOL

(ii) APDTk(m,n)L g EPDTk(m,n)L for all k > O and m,n 2 O.

and more in particular from Theorem3.67(i) that:

COROLLARY3.76. AT11L = AIL = RE = ATIL.

LEMMA3.77. Let G = <W,P,w> be a TOL system. There is an algorithm which,

given G, produces a TOLsystem G‘ = <W',P',w'> and a subset VT of W‘ such

that L(G') n V; = A(G).

PROOF.It is easy to see that, for P = {P1,P2,...,Pk} and Gi = <W,Pi,w>,
1 s 1 s k,

k
* I I

A(G) = 0 {V E W IV 59 z implies z = V} n L(G).=1 i

From HERMANand WALKER[1975 . Lemma 3] it follows that there exists

an algorithm which, given <W,Pi>,i = 1,2,...,k, produces a finite set of
strings Wi 9 2* such that W: = {V 6 W*Iv z implies z = v}. Therefore,

é

A(G) = iii W: n L(G). From HERMANand ROZEELERGE1975, Theorem 9.3(iv)] it
follows that there exists an algorithm which, given a TOLsystem G and a

regular expression R produces.a TOLsystem G‘ = <W',P',w'> and a subset VT
of W‘ such that L(G') n V* = L(G) n L(R), where L(R) is the language denotedT

by R. U
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LEMMA3.78. Let G = <W,P,w>be any type of TOLsystem, e.g., propagating,

PROOF. Let G = <w,P,w> where P = {P

deterministic or both such that #P > 1. There is an algorithm which, given

G and a subset VT of W, produces a TOLsystem G‘ = <W',P',w'> of the same
type with #P' = #P such that

(1) L(G) n V; = L(G') n v;,

(ii) A(G') = L(G') n v,;.

1,P2,...,Pk}. Construct G’ = <W',P',wF>
as follows.

W‘ = VT u (w><{1,2,...,k} ><{O,1}) u {F,s},

where F,s ¢ W.Theinitial string w‘ = s. P‘ = {P',P' ...,Pi} with Pi, 1 S1 2'
i S k, defined by

(1) S + (a1,1,1)(a2,1,1)...(an,1,1) if w = a1a2...an.

(2) (a,j,0) + (a1,i,1)(a2,i,1)...(an,i,1) for all j e{1,2,...,k}
and a + a1a2...an 6 Pi.

(3) (a,i,1) + (a,i,0) for all a e W.

(4) (a,j,1) + a for all a e VTand all j #1.

(5) (a,j,1) + FF for all a<5W-VTand all j #i.

(6) F -* FF

(7) a + a for all a 6 VT.

(i) Recall the notion of a control word from the previous Section 3.3 for

the notation v §’v', that is, v derives v' by the successive application
of tables Pi1,Pi2,...,Pin from the table L system G = <W,P,w>if u =
i i ...i .

1 2 n * *

Now suppose w E>v and v e VT. Then there are words V0_= W! V]_IV2I:°°I
11

V
* 13= ' . P ... ._ ° P -2vh v in W and tables P11, i2, ,PLh__\in such that V0 at 1 G V2 3

lh
... a>vh. Let vi = ai1ai2..:ain. for i = O,1,...,h. Then1
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1

s 62 (aO1,1,1)(aO2,1,1)...(aOn0,1.1)

1

ét (aO1.1.0)(aO2,1,O)...(a0nO,1.0)
i1
5? (a11,i1,1)(a12,i1,1)...(a1n ,i1,1)

i1
G?
i

h . . .

da (ah1.1h.1)(ah2.1h.1)...(ahnh.1h.1)

ég ah1ah2...ahn = v for each j # ih.h

Hence v e L(G') n V; and therefore

-1: *

L(G) n V c L(G') n VT .T _

* _ * _ *

Now suppose that s E; v Wlth v 6 VT. Since s d VT we have, for w =

a1a2...an, that

s 3; (a1,1,1)(a2,1,1)...(an,1,1) E3 z 3, v

with the first production using a rule of type (1). If z e V; then the only
applicable productions are of type (7) and therefore v = z. Assumethere­

fore, without loss of generality, that there occurs no word over VTbut V
in the above derivation. Scrutiny of the production rules showsthat only
rules of type (1) -(4) have been used in the above derivation: a rule of
type (1) as the first one and a rule of type (4) as the last one. All
other rules used must be of type (2) and (3). Therefore the above deriva­
tion has to look as follows.

1

s 3; (a01,1,1)(aO2,1,1)...(aOnO,1,1)

$. (a 1 O)(a 1 0). (a 1 0)
G‘ 01' ' 02' ' °' Ono’ '

11
an (a11,11,1)(a12,11,1)...(a1n ,l1,1)
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1
1

‘G’, (31191-1:0) (31211-1:0) . . .(a1n1ri-1:0)

i
3; (ah1.ih.1)(ah2.ih,1)...(ahnh.ih,1)
ih+3 1 = . .

G‘ ‘ah1ah2"°ahnh V’ 1h+1 # 1h’

But then also

11 i2 H1 a* 3. a ...a * ...* a =V,
Ono G 11 12 1n1 G G h1 h2 ahnh

W .COa= ao1ao2

*
i.e., wE>v and therefore

L(G') n V* c L(G) n V*T T

which together with the previous inclusion gives us that

‘k ‘k' =
L(G ) n VT L(G) n VT.

(ii) Suppose s E; v and v 6 V;.
Since rules of type (7) are the only ones applicable on v e V; we have v e
A(G') and therefore

L(G') n V c A(G').
‘k

T­

Suppose s E; v and v d V;. By the inherent synchronism of the produc­
tion rules in P‘ we have, for v # A, that

v e {s} u ((vT u {p})* - v;> u (w x {1,2,...,k} x {o})*

u (w x {l,2,...,k} x {1})*.

It is easily seen that for each of the possibilities v t A(G') and
therefore

A(G') g L(G') n v;.
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Hence

A(G') = L(G') n v;. D

THEOREM3.79. Let G be an XTkOLsystem, X e {A,P,PD} and k > 1. There exist

algorithms which, given G and a subset VTof the alphabet of G, produce

XTkOLsystems G‘, G" and a subset V$ of the alphabet of G‘ such that

(1) A(G) = L(G') n v,}*,

(ii) A(G") = L(G) n v; .

PROOF.

(i) The construction in Lemma3.66 leaves the propagating and deterministic­
property intact and goes through analogously for TOLsystems without chang­
ing the numberof tables (cf. Corollary 3.75(i) and (ii)). This proves (i)
for X = P or PD. The case of X = X, i.e., G is a Tk
by Lemma 3.77 and adds one table. Since from HERMANand ROZENBERG[1975]

0L system is covered

it follows that there is an algorithm which, given a T OLsystem G"' and ak

subset V;' of the alphabet of G'", produces a T OLsystem G’ and a subset2

V$ of the alphabet of G‘ such that L(G') n V$* = L(G'") n V&f*, this proves
(i).
(ii) Follows by Lemma3.78. U

COROLLARY3.80.

(i) ATkOL = ETkOL, k > 1;

(ii) APTkOL = EPTkOL, k > 1;

(iii) APDTkOL= EPDTkOL, k > 1.

Since the construction in the proof of Lemma3.78 also leaves deter­
minism intact for the nonpropagating case we have that

COROLLARY3.81. EDTk0L E ADTkOL for k > 1.

We now need the following results from HERMANand ROZENBERGE1975,

Chs. 7-10] to round off the picture.

LEMMA3.82.

(i) EOL E EPOL mod X;
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(ii) ETZOL = ETOL;

(iii) EPTZOL= EPTOL;

(iv) ETOL E EPTOL mod A;

(v) CF C EOL c ETOL c CS.

And from HERMANand WALKER[1975],

LEMMA 3.83. AOL = AT OL = CF 5 APOL mod X.
1

THEOREM3.84. The inclusion relations between the various language families

of stable string languages are summarizedin the diagram of Figure 3.3. The
arrows between the boxes have the usual interpretation as meaningstrict
inclusion.

PROOF.By the results of Sections 3.4.1 and 3.4.2 together with the fact
that CF c cs c RE, cf. Section 2.1. D

Hence we see that whenever the L systems have some context sensitivity,
by having the rewriting of a letter depend on a neighboring letter or by
being able to choose production rules by the judicious use of tables, the
devices of obtaining languages from the systems by considering only the
stable strings or the strings over a terminal alphabet are in general ~
exactly as powerful. This equality in power of the two operations for ob­
taining languages from L systems breaks downonly at the bottom of the
scale where there is no context sensitivity whatsoever as in the case of
OLsystems. There it appears that the use of nonterminals is strictly stron­
ger than the use of stable strings. Of course, the above does not hold com­
pletely true for deterministic L systems (with or without tables) where it
is clear that e.g. the stable string languagesof untabled deterministic
L systems can never consist of more than one word while the extensions can.
Wewill look at the deterministic case in more detail below.
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E1L = ATIL

CS = AP1L = EPIL

= EPTIL = APTIL

ETOL = ET2OL

ATZOL = ATOL
EPTOL mod A =

EPTZOL

APTZOL = APTOL

ETIOL = EOL I EPOL mod A

CF = AOL = AT1OL E

APTIOL md A = APOL

Figure 3.3, Classification of stable string language families of non­
deterministic L systems with and without tables.
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3.4.3. STABLE STRING LANGUAGESOF DETERMINISTIC TABLE L SYSTEMS

The concept of languages produced by deterministic (or monogenic) re­
writing systems is altogether foreign to the usual generative grammarap­
proach since there these languages would either be empty or contain but one
element. The sameholds for stable string languages of the deterministic
L systems (i.e., those with one table). However,stable string languages
of deterministic L systems using more than one table, or deterministic L
languages andtheir intersections with a terminal alphabet, are proper lang­
uage families. Weshall nowassess the implications of our previous results
for the stable string languages of deterministic L systems using more than
one table.

(1) APDTkOL= EPDTROL for k > 1 by Corollary 3.80(iii).

(2) EDTk0L 9 ADTkOL for k > 1 by Corollary 3.81.

Since the proof technique of Lemma3.78 works also in the case of
deterministic context sensitive table L systems we have that

(3) EDTk(m,n)L E ADTk(m,n)L for k > 1

(4) EPDTk(m,n)L E APDTk(m,n)L for k > 1.

(4) together with Corollary 3.75(ii) gives us

COROLLARY3.85. APDTk(m,n)L = EPDTk(m,n)L for k > 1.

Together with the results of the previous Sections 3.2 and 3.3 we can
nowcollapse substantial parts of the hierarchies of stable string lang­
uages of deterministic table L systems according to the amountof context
and/ or number of tables. Let SINGdenote the family of languages con­
sisting of singleton languages andyb. (Wherewe do not make difference be­
tween SING and SING-{A}.)

THEOREM3.86. The inclusion relations between the various language families
concerned are given in the diagram of Figure 3.4.
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ED1L

D1L

SING = ADIL =

ADIL = APDIL

Figure 3.4. Classification of stable string languagesof deterministic
context sensitive table L systems.

Pi­
RE = ADT21L = ATIL: By (3) above EDT21L s ADT21L and, since EDT21L = RE by

Theorem 3.61, we have that RE = ADT21L= ATIL. (Every class of languages
effectively obtainable which includes REequals RE.)

CS = APDT21L= APTIL: By Theorem 3.61 we have that CS = EPDT21L and, by
Corollary 3.85, EPDT 1L = APDT 1L. Hence CS = APDT 1L. CS = APTIL by Theo­2 2 2
rem 3.84.

D1LC ED1LC RE: By Figure 3.1. The remainder of the theorem is trivial. D

In HERMANand ROZENBERG[1975] it is shown that two tables suffice to

generate all ETOL languages: ETOL = ET20L E EPTOL mod A and EPTOL = EPTZOL.
The same method, of clocking the use of more tables with one table and fix­
ating derived strings with the other table, works also for the determini­

stic variants. Hence EDTOL= EDTZOLand EPDTOL= EPDTZOL.
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Therefore, it follows from (1) that

(5) APDTZOL = EPDTZOL = EPDTOL = APDTOL;

and from (2) and since it can be proved that EDTOLE EPDTOLmod A (Hint:

similarly to the proof of ETOLE EPTOLmod A) we have that:

(6) EDTOL = EDTZOL = ADI‘2OL = ADTOL E APDTOL mod A.

The family EDTOLresulting from (5) and (6) ties in with Figure 3.4.

according to Figure 3.2.
Finally we would like to point out that muchmore is proven than claim­

ed by means of corollaries etc. in this Section 3.4. The lemmasand theo­
rems hold for any family of L systems which is preserved under the con­
structions. If e.g. in Lemma3.78 we change the production F + FF to F + F‘
and F‘ + F then the growth ranges stay identical. I.e.,

{ie]N |i=£g(v) andveL(G) nv;}=

= {i 6 DJ Ii = Kg(v) and v e A(G')}

Also in Lemma3.66:

{i 6 DJ Ii = Kg(v) and v 6 A(G)} =

= {i 6 DJ Ii = £g(v) and v e L(G') n V;}.

3.4.4. RELEVANCE TO THEORETICAL BIOLOGY AND FORMAL LANGUAGE THEORY

The problem of equilibrium oriented behavior in biological morphogenis
has attracted considerable attention. For instance, TURING[1952] has ana­
lyzed the way in which patterns may form in a ring of cells which is ini­
tially in chemical equilibrium but is displaced from it by a small amount.
WADDINGTON[1957] has given a model, called the epigenetic landscape, for

the way in which development is influenced both by the genetic material and
by external disturbances. These investigations have been concerned with
continuous space-time, except in the case of Turing, whohas considered
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discrete space. As is well-knownthe discretization of space and time can
yield considerable advantages, i.e., problems becomeamenable to solution
which could not be tackled before.

Stable string languages of Lindenmayersystems maybe a fruitful ap­
proach in the context of equilibrium oriented behavior in biological morpho­
genesis, although obviously somegrave simplifications take place. Wewould
like to think of Turing's approach as the most detailed and Waddington's
epigenetic landscape as a more general concept. In this scheme we would
tentatively place the present approach, viz. by discretization of space­
time, at an intermediate level. It appeared above that, by allowing dif­
ferent kinds of rules for cellular behavior, weobtain different classes
of stable multicellular patterns. Fromthe formal language point of view,
the generating powerof the stable string operation was investigated with
respect to Lindenmayer systems, and it was shown to be equal to the generat­
ing powerof the operation of intersection with a terminal alphabet except
in the case of context free L systems and deterministic L systems (with

one table). Furthermore, the results showthat several of the language fami­
lies of the Chomskyhierarchy can be characterized by classes of highly
parallel rewriting systems together with a universal operation for obtain­
ing languages. Thus we have given a characterization for these language
families which is structurally completely different from that by generative
grammars.

3.5. CONTEXT VARIABLE L SYSTEMS AND SOME SIMPLE REGENERATING STRUCTURES

This section does not treat a well-entrenched part of L theory; its
aim is to present sometentative ideas, illuminated by examples and rash
interpretations, rather than to exhibit a piece of mathematical theory.

As we have seen in the Introduction (Chapter 1), the models treated
in this monographare based on the assumption that the relative position
of cells (or compartments) cannot change during growth, and neither can
the neighborhoods of daughter cells be different from those of the mother
cells. Here we explore some aspects of context variable L systems, where
a letter in a string is rewritten according to a selection of letters from
that string. Aninterpretation of this variant can be that the string re­
presents an enumeration of the cells making up the bulky organism, and a
selection of letters from the string, determining the waya letter is going



to be rewritten, represents the influence ofaacell's neighbors in the bulky
organism on its behavior. Wemight go about this as follows. Given the or­
ganism_at time t, enumerateall cells in it to a linear string and attach
to each cell in the string the place numbersof the cells which are going
to influence the rewriting of that particular cell. Theseinfluential cells
could be e.g. those in the physical neighborhood of the cell concerned in
the bulky organism at time t. Subsequently, we rewrite the string, each
cell according to the cells (scattered throughout the string) which influ­
ence it according to its attached place numbers. The resultant string at
time t+1 represents an enumeration of the bulky organism at time t+1. If
we can also attach the place numbersin the string,of the neighboring cells
of each cell in the bulky organism at time t+1, to each cell in the string
at time t+1 during the rewriting, we might be able to model the physical
constraints on growth in bulky organisms such as cells sliding past each
other, cells being of different sizes and forms and pushing against
each other in the course of growth,etc. This attaching of neighborhood
places to cells resulting from rewriting can be done by giving superscripts
to the letters in the right hand sides of production rules. For an attempt
towards a general framework in this direction see VITKNYI[I971]. The con­
text variable L systems we meet in this section form a modest approach to­
wards the goal sketched above. These systems will appear to be especially
suited to model certain propertiesaoffully grownorganisms and regeneration.
The accompanying languages we may call context variable languages.

The main feature that distinguishes context variable L systems from
the ordinary ones is that in a context variable L system the relative place
of the context of a letter mayvary in time and place. This feature makes
the concept difficult to handle, but we shall give somesimple examples be­
low. In these examplesthe systems seemto strive at attaining acertain fully
grown size and structure which, however, is not terminal in the usual sense.
Cells, i.e., letters, are changingstate,dividing and dying all the time.
Whenwe chop off a piece we observe a certain regenerative behavior. (Note
that this phenomenonof dynamically stable strings is similar to the stable
strings encountered in the previous section).

A context variable L system or CVL system is a triple G = <W,6,w>

such that Wis a finite nonemptyalphabet of letters; the transition func­
tion 6 maps elements of W*X Wto strings consisting of letters in W, each
letter superscripted with an element 1.‘6 Z* (Z is the set of integers
{0,i1,i2,...}). I.e.,
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6(a a ...a a ) = bT1bT2...bTm.
1 2 n-1' n 1 2 m

with

Tj = pj1pj2...pjnj, pjh eiz

for 1 S j S m and O S h 5 nj; the initial string w is a string over Wwith
each letter superscripted with a string over Zn i.e.,

with the T ‘s as above.
T T T

. _ = . . 1 2 jThe superscript T] pj1pj2...pjn. selects in a string b1 b2 ...bj ...T .

...bnn the context h(b;3) according to which the letter bj is going to be
rewritten:

T.

h(b.3) = b.+p b,+p ...b,+p .

If j+pji < 1 or >n we substitute the empty word A for b in h(bj). Thej+Dji
CVL system G generates words as follows.

Let x = a:1a;2...a;n be a string. Thenx generates y directly, written
as x #’y if

and for every j, 15 j Sn,

with

(k)*
¢»denotes the reflexive and transitive closure of #7 and x w» y de­

notes a chain of length k:
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x=x0-0x1-O...->:s<=y.

* . . (k) . .If x-by we say x derives y and 1f x -0 y, we say x derives y in k

steps. A string x = a:1a;2...a;n is called a description, and an element of
x is called a cell. Let G be as above. The CVL language produced by G is

the set L(G) 5 W*defined by

L(G) = {a a ...a w°:>a'a1 2 n 2°°°an}

For ease of notation we write a ...anb + y for 6(a1a1 ...an,b) = y.2

1- - — — 1
EXAMPLE.G = <{a},{a ->a a+1, aa->>\},a>. Then a -9 a 1a+1-O a la-Ha 1a+ -9

Wenotice that whenthe description has reached a certain.fully grown
size it does not change any morealthough the individual letters certain­
ly are not terminal or static, i.e. letters are dividing and dying all the
time but the structure, completewith context relations, stays unaltered.
The language generated by this example is

L(G) = {a,aa,aaaa}.

— k
Let G(k) = <{a},{a-+a ka+ ,aa-*A},a>. The language produced by G(k)

will be called La(k). Then La(1) = {a,aa,aaaa}. In a similar way we obtain

La(2) = {a,aa,aaaa}

La(3) = {a,aa,aaaa,aaaaaaaa}

La(4) = La(3)

La(5) = {an ln = 1,2,4,8,12}

L“<6) = La<s>

etc.

La(O) = {A,a,aa}

La(-1) = {A,a,aa}.

La(—2) = {a,aa,aaaa}

La(-3) = La(-2)
etc.
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The general form of such an La(k) language is described by:

LEMMA3.87. Let G(k) and La(k) be as above.

(i) k > O and k is even:

a 2t 2k
L (k) = {a |t e 11 and 0 s t s log2(k) + 1} u {a }­

k > o and k is odd: La(k) = La(k+1).

(ii) k < -1: La(k) = La(-k-1)

(iii) La(O) = {A,a,aa}; La(-1) = {A,a,aa}.

0 0 0t o 0 0 .

PROOF.By 6 (a) we mean a a ...a if a #: a a ...an.1 2 n 1 2

(i) k > O.
t t . t

(a) t S log2k. Then I6 (a)] = 2 S k and there are no cells in 6 (a)
for which production rule aa + A is applicable. Hence all cells

1 1divide and I6t+ (a)l = 2t+ .

(b) logzk < t S log2(k) + 1. Let 6t(a) = a;ag...a.. For all cells
a+k2i 2i+1
aa + Awill be applied. Let j = max (i); then there are 2j

t 2i+ks2t
cells in 6 (a) such that aa + Awill be the applied production

and a;:_ (i > 0), such that 2i +k S 2 , production rule

rule. For k is even: 2j-+k = 2t or 2t-—2j = k. 2j cells disappear
t+1(a)I = 2k. Forand k cells divide in the next production, so I6

k is odd 2j-+k = 2t-1 or 2t-—2j = k-+1. 2j cells disappear and

k-+1 cells divide in the next production, so I6t+1(a)I = 2k £2.

(c) t > log2(k) + 1. The last production gave us l6t(a)I = 2k (k even),
so half of the cells divide and the other half disappears in the

t+1(a)1next production: I6 = 2k. For k is odd we get I6t+1(a)l =
2k-+2.

(ii) Similar to (i).

(iii) Follows from the productions. D

It follows from the above that

U La(k) = {a4“ L
keza

n 2 0} U {a,aa}.

The CVL systems we have been considering all start from a single cell,



121

and, according to the predetermined genetical instructions (i.e., 6 and the
specification of k) they growat an exponential rate until the fully grown
size is reached but for one production step. Next the CVL system grows on
the remainder and stays at the same size and structure, although in each
production step individual cells disappear and divide. Note that there is
a limited interaction all the time betweenthe cells to achieve this goal.

Wecan investigate regenerative processes in these systems, by remov­
ing part of the (fully grownor growing) description. The missing part then
is regrown again. whenwe divide a description into several parts, all of
these will eventually reach a fully grownstage. This is reminiscent of the
remarkable regenerative properties of flatworms. The discussed CVL systems
are very simple, i.e., there is no differentiation of cells. It wouldbe
interesting to investigate similar regenerative processes in morecomplex
CVL systems with, e.g., more cellular states. By noting that a CVL system,
or indeed a D2Lsystem, can simulate a Turing machine we can simulate total­
ly regenerative structures. That is, a structure which, whenwe chop off
any piece of it, regrows the missing piece. Here, however, we would have
to increase the.number of states rather drastically. Wemayqualify quest­
ions about regeneration by distinguishing between several types of regenera­
tion: (i) Starting with one cell in a special state, i.e. reproduction.
(ii) Starting fromarbitrary parts of a fully growndescription. (iii)
starting from arbitrary parts of a description at somestage of the growth
process. (iv) Starting from selected parts removedfrom the fully growndes­
cription, etc. Note that above there is a difference between cases where we

remove an end part of a fully grown description, and cases where we remove
a middle part. Weillustrate this with the following example (k = 2): The
fully growndescription is: a—2a+2a-2a+2.Regeneration with the left-end

+2a-2a+2 g_a—2a+2a-2a+2(skin) cell removed: a . The two cells right have
divided, while the new leftmost cell has disappeared in the production. Re­
generation with the third (middle) cell removed: a-2a+2a+2 u>a_2a+2a-2a+2
a-2a+2 n~a-2a+2a-2a+2.All three cells divide in the first production. In
the second production only the two outermost cells divide and the others
disappear: the fully grownsize is reached.

Weobserve that the removal of different parts of the fully growndes­
cription mayyield different courses for the regenerative process.
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3.5.1. THE EXTENDED FRENCH FLAG PROBLEM

Usually the French Flag problem is stated as follows: suppose we have
a string of cells all of whichare in an identical state but because of
somedisturbance produce the pattern of a French Flag, i.e. one third red,

one third white and one third blue. Moreover, when we cut off any piece of
it which is large enough it produces this pattern again. The above is sup­
posed to be (e.g. HERMAN[1972]) a meaningful statement of problems of bio­

logical regeneration. However, as we have stated before, what seems more
meaningful is the design of structures which, starting from a single cell,
attain a certain fully grownstage, no cell staying static, and furthermore,
whenwe chop off a piece of this structure, regrow the missing piece until
the fully grown stage has been reached again. Whenwe discuss the French
Flag in this context what we want is that:
(i) One cell divides and gives rise to a fully grown French Flag of a cer­

tain size which retains the samepattern and structure while indivi­
dual cells are disappearing all the time.

(ii) whenwe chop off a piece of a fully grown French Flag it regrows the
missing piece.
Wewill present a CVL system which does (i) and (ii). Since the sys­

tem has to reach a certain fully grownsize, clearly the production rules
depend on this size. Whenwe want a different fully grown size we will have
to find a newset of productions.
Furthermore, in the discussed system the a's serve as somekind of "head"
of the structure, i.e.,the front part always regenerates a newend part
but an end part does not always regenerate a new front part. Whenpart of
the head is contained in it, however, it does. The biological interpreta­
tion of this phenomenonis so obvious (lizards!) that this type of partial
regeneration need not be justified further. Wemaypoint out that higher
organisms,whichare moredifferentiated,mostly lose regenerative properties
to a certain extent which seems to be the price to be paid for a more com­
plex structure. Weexhibit an example of a context variable Lindenmayersys­
tem with maximala two neighbor context, which, starting from a single cell,
attains the following fully growndescription, viz. the French Flag

aOaOaOaObObObObOCOCOCOcO .

Whenthis French Flag is cut, the left part always regenerates completely;
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the right part mostly not, depending on where the cut was placed. Wewill
call a a a.a. the head, b b.b.b. the trunk and c c c.c. the tail of the
French.Flag.

W= {a,b,c}. The transition function is specified by the following rules
(we only write those we need and leave the others open):

-1+1a-1+1ba->

b + b+1+1C+1-1

+1-1 +1-1
+ c c

aa + A

+ A

+1-1 +1-1+ c c

bb

CC

ab + a+2+1a-1+1

+2+1 -1+1bc + b b

ba + b-1+1C+1-1

Cb C+1-1C+1-1

-1+1 -2+2aaa + a a

-1+1 -2+2bbb + b b

ccc + A

aab + -1+1 -1+1a a

bbc +-b

bcb

cbc

bac

ccb

bab

bcc

cbb

cba

acb

-1+1b-1+1

-1+1 -2+2-ra a

+ b—1+1b-2+2

+1-1 +1-1+ c c

+ b+2+1b-1+1

-F
+1-1 +1-1

C C

Starting frominitial string a weobtain the following production:

(1) _. a—1+1b

-1+1 -2+2 -1+1 -1+1 +2+1=>a a a a b

-1+1 -2+2 -1+1 -1+1n»a a a a

-1+1 -2+2 -1+1 -1+1#>a a a a

-0 idem.

b

b

b

-1+1b

-1+1b

-2+2b

-1+1 +2+1 -1+1 -1+1 +1-1¢~a a b c

-1+1

-2+2b-1+1

b

b

-1+1 +1-1 +1-1c c

-1+1 +1-1 +1-1 +1-1 +1-1
C C C C

-1+1 +1-1 +1-1 +1-1 +1-1
c c c c
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Wecall this fully growndescription FF, and observe that FF is the desired
French Flag; it stays at this structure although the individual cells are
dividing and dying off continuously. Note that the head grows fastest and
is completed first. Next we investigate the regenerative properties. There
are eleven places at which FF can be cut. Whenwe look at the left part re­
sulting from such a cut we see: (N.B. Wewill sometimes omit superscripts

— — 1 — — - -1 1
when no confusion can result, e.g. a4b 1+1 for a 1+ a 2+2a 1+1a 1+1b + . )

-1+1 -1+1 —1+1 *a =»a b(2.1) =:~FF by (1)

(2.2) a-1+1a—2+2=_a-1+1b-1+1 ;_FF by (1)

(2.3) a-1+1a-2+2a-1+1 5 a-1+1b-1+1 ; FF by (1)

(2_4) a—1+1a—2+2a-1+1a-1+1 Q a—1+1a-2+2 ; FF by (2.2)

(2.5) a4b—1+13 a4b—1+1C+1-1 3 a4b+2+1b-1+1C+1-1C+1-1 Q FF

(2.6) a4b’1+1b'2+2 =~a4b'1“c+1'1 3: FF by (2.5)

(2.7) a4b'1+1b'2+2b'1+1 =>a4b’1+1c+1”1 =*>FF by (2.5)

(2.8) a4b-1+1b—2+2b-1+1b—1+1=_a4b—1+1b-2+2 ;_FF by (2.6)

(2.9) a4b4C+1-1 g a4b4C+1-1C+1-1 3 FF

(2.10) a4b4c+1'1c+1'1 =>FF

(2.11) a4b4c+1—1c+1-1c+1-1 =>FF.

Henceall left parts regenerate completely. The reader mayverify that the
fully growndescriptions reached by the right parts are according to (3.1)­
(3.11) (whenthe cuts are placed as in (2.1)-(2.11)).

(3.1) a3b4c4 =>FF

(3.2) a2b4c4 =’a2b4c4

(3.3) a b4c4 :>FF

(3.4) b4c4 =»b4c4

3 4 4 4(3.5) b c =»b c



(3.6)

(3.7)

(3.8)

(3.9)

(3.10)

(3.11)
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Wemay also cut a piece out of the middle of FF. It maybe verified that

(4.1)

(i)

(ii)

(4.2)

(i)

(ii)

(4.3)

Every part of FF containing cells of the head regenerates completely
-1 1 - 1

to FF except parts of the form a + a 1+ n

—1+1 -1+1
a a n>A

a-1+1a-1+1n :’a2b4c4 for n # X.

Every part of FF containing cells of the trunk but no head cells
grows to a fully growndescription b4c4 except parts of the form
b-1+1b-1+1“

b-1+1b-1+1 _. A

b_1+1b-1+1n :»b2c4 for n # A.

Every part of FF consisting of tail cells growsto a full tail C4,
i.e. a fully growndescription.

Of course, the CVL systems as defined do not have a greater generat­
ing power than do ordinary L systems, since it is easy to define for each
CVL system an equivalent ordinary L system. They do, however, have a struc­
tural
ently.

simplicity which exhibits the phenomenonto be modeled more transpar­
Also, the general idea presented in the beginning of this section

permits more powerful devices as in VITANYI[1971]. A further development
of the theory of CV L systems can be found in RUOHONEN[1974] where also

the connection with ordinary L'system theory is investigated.
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3.6. BIBLIOGRAPHICAL COMMENTS

Section 3.1.1 is based on VITANYI[1972b, 1974a] and Section 3.1.2 on
VITANYI[1976b]. Section 3.2 is based on VITANYI[1976a] and contains new

material, e.g., all results connected with FIN and DLBAexp.The proof of
Theorem 3.54(iii) is based on an idea of P.G. DOUCET.Section 3.3 follows

VITANYI[1977a]. For a classification of families of pure context sensitive
L languages with respect to each other see ROZENBERG[1972a,b] and ROZENBERG
and LEE[1975]. For a similar classification of the table variants see LEE
and ROZENBERG[1974]. Facts about context free table L systems can be found

in HERMANand ROZENBERG[1975], and about context free L systems in HERMAN

and ROZENBERGE1975], ROZENBERGand DOUCET E1971], and NIELSEN, ROZENBERG,

SALOMAAand SKYUM[1974a,b]. The material presented in Section 3.4 stems

from VITANYIand WALKER[1978]. Further information about stable string

languages of L systems can be foud in WALKER[1974a,b,c; 1975] and HERMAN

and WALKERE1975, 1976]. Section 3.5 is based on an idea in VITANYI[1971]

and follows VITANYI[1972a]. CVL systems were further investigated by

RUOHONEN[1974] and regeneration in symmetric DIL systems in RUOHONEN

[1976]. All throughout Chapter 3 we have drawn somewhat on general know­

ledge, e.g., in the range of HERMANand ROZENBERG[1975]. In particular in

Sections 3.2.1-3.2.2 we used a simulation technique originating from
van DALENE1971].



CHAPTER 4.

GROWTH FUNCTIONS

The study of the changes in size and weight of a growing organism as
a function of elapsed time constitutes a considerable part of the litera­
ture on developmental biology. Usually, genetically identical specimens of
a specific organism are investigated in controlled environments and their
changes in size and weight in time are described. The scientific presup­
position is that identical genetic material and identical environmentswill
result in identical growthrates, i.e., that the experimentis repeatable.
This assumes a deterministic (i.e. causal) underlying structure and makes
a good case for the biological relevance of the study of growth functions
of deterministic L systems, where we assume that the production rules re­
flect the simultaneous influence of the inherited genetic factors and a
specific environment on the developmental behavior of cells. Thus, when
an organism is growing under optimal conditions it maybe assumed that its
growthrate, and that of its parts, is governedby internal inherited fac­
tors. Oneof the easiest things to observe about a filamentous organism is
the numberof cells it has. Suppose, having observed the development of-a
particular organism, we generalize our observations by giving a function f
such that f(t) is the numberof cells in the organism after t steps. The
problem then arises to produce a developmental system whose growth function
is f.

Oneof the restrictions on the models we consider lies in their one­

dimensional nature. This implies, as noted before, that at the present time
they are only applicable to filamentous organisms or to one-dimensional as­
pects of the growth of bulky organisms (such as length measurements). Multi­
dimensional models similar to L systems have recently been introduced by
various workers (e.g. graph L,systems), their growth functions have been
investigated e.g. by EULIK[1975] lnd were found to be simple extensions of
the one-dimensional case. Thus the restriction to one-dimensional growth
descriptions can be viewed as a temporary and not very essential one.
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One of the problems we shall consider in detail below is the following.
Clearly, any growth function which can be achieved by a DOLsystem can also

be achieved by a D1Lsystem, simply by giving production rules for the D1L
system which for all practical purposes ignore the state of the neighbor.
The question arises whether the converse is also true. It will appear that
it is not: if a DOLsystem keeps growing at all it must be growing "fast"
as opposed to systems with interactions which are capable of "slow" but
nevertheless unboundedgrowth. Thus, interactions between cells provides
organisms with the capability of controlling the rate of their growth in an
orderly manner. Whenthis interaction breaks down, tumors containing cells.
which do not interact with their neighbors maybegin to grow at an exponen­
tial rate. For this reason, someearly workers in the field of growth func­
tions referred to such exponential growth as "malignant".

DEFINITION4.1. pet G = <W,6,w> be a DIL system. Then the function fG from

the nonnegative integers into the nonnegative integers defined by fG(t) =
£g(6t(w)) for all t, is said to be the growth function of G.

EXAMPLE4.2. Let G = <{a,b},{6(a) = b,6(b) = ab},a> be a DOLsystem. Then,

fG(O) = fG(1) 1,

IVand for all t such that t O,

fG(t +2) = fG(t+1) + fG(t).

Thus, fG(t) is the t—th element of the well—knownFibonacci sequence 1,1,2,
3,5,8,13,21,... .

EXAMPLE4.3. Let G = <{a,b,c},{6(a) = abc2,6(b) = bc2,6(c) = c},a> be a DOL

system. Then,

fG(O) = £g(a) = 1,

£g(abc2) = 4,fG(1)

fG(2) Zg(abc2bcA) = 9,

fG(3) = Zg(abc2bc4bc6) = 16.
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In fact for all t > O,

fG(t) = fG(t -1) + 2t + 1.

By induction it follows that fG(t) = (t-+1)2.

In investigating growth functions, one of the first questions we ask
is what rates of growth are possible. That the rate of growth of a DxLsys­
tem is at most exponential follows from the next lemmawhich is immediate
from the definitions. (In the sequel of this chapter we will meanby a DxL
system a DOL-, D1L- or D2L system).

LEMMA4.4. For a DxL system G = <W,6,w>, x E {O,1,2}. We have that fG(t) S
£g(w)mt, where m is the maximal length of a value 6 may have. (I.e., m =

max{£g(a)| a is in the range of the set of production rules 6}.)

The problems which have been investigated with respect to growth func­
tions fall roughly into the following six catagories.
(i) Analysis problems. Given a DxLsystem, describe its growth function

in some fixed predetermined formalism.
(ii) Synthesis problems. Given a function f in some fixed predetermined

formalism and an x E {O,1,2}, find a DxL system whose growth function

is f. Related to this is the problem: which functions can be growth
functions of DxLsystems?

(iii) Growth equivalence problems. Given two DxLsystems, decide whether
or not they have the same growth function. h

(iv) Classification problems. Given a DxLsystem decide what is its growth
type. (E.g., is there a polynomial or even a constant which bounds
its growth function. Growthtypes will be rigorously defined in Defin­
ition 4.13.)

(v) Structural problems. Whatproperties of production rules induce what
types of growth?

(vi) Hierarchy problems. Is the set of growth functions of DxLsystems a
proper subset of the set of growth functions of D(x +1)L systems,
x 6 {O,1}, and similar problems.

In the first five cases we would like to solve our problems effective­
ly. That is, we would like to be able to write computer programs
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(algorithms)-which, in the case of the analysis problem, say, provide us
with an explicit description of the growth function whenever they are given
the description of a DxLsystem.

4.1. DOL GROWTH FUNCTIONS: ANALYTICAL APPROACH

I: Analysis. For DOLgrowth functions we can derive a closed form solution

for fG as follows. (PAZ and SALOMAA[I973], SALOMAA[1973b].)
Associate with each element V of W*its Parikh vector 3, i.e., the row

vector (i1,i2,...,in) where ij denotes the numberof occurrences of aj in V,
1 S j S n, for W= {a1,a .,an}. The growth matrix MGof G = <W,6,w> is2'00

the nxn matrix of which the j-th row consists of 6(aj). It is easy to see
that 6E(w) = G M: and that

(1) fG(t) =x7M;‘n

where n = (1,1,...,1)T: the n-dimensional column-vector with all entries

equal 1. (T denotes transposition). NowfG(t) is the nuber of cells con­
stituting the organism at time t. If wewant fG(t) to denote the length/
weight of the organismat time t, and if different cell types have differ­

ent lengths/weights, we only have to choose n in IH: (where IH: denotes
the n dimensional real space coordinates), such that the j-th element of n

is the length/weight of a cell aj.
According to the Cayley—Hamilton theorem, MGmust satisfy its own

characteristic equation p(x) = det(MG—Ix) = 0, where I is the nxn identity
matrix. Hence p(MC)= 0, where 0 stands for the nxn matrix with all of its3 t-n
entries 0. Then for each t 2 n, after multiplication of p(MG)with MG ,
left multiplication with G and right multiplication with n, the following
homogenouslinear difference equation with constant coefficients holds:

(2) fG(t) = i bi fG(t-i), tan,1lll\/J23

0 O==-1, is the characteristic equation of MG.
It is well knownthat such difference equations have solutions of the form

n _.
such that p(x) =1; bixn 1:0, b

appearing as the closed form solution for DOLgrowth functions in the fol­
lowing:

THEOREM4.5. Let G = <W,6,w> be a DOL system. Then
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(3) fG(t) =
t

i pi(t)ci, t Z #W= n,1lll\/JH

wherethe ci's are the r distinct roots of the characteristic equation of
MG,and pi(t) is a polynomial in t of degree 1 less than the multiplicity
of the root Ci, 1 S i S r. The constant coefficients in the terms of the
polynomialsp1(t),p2(t),...,pr(t) are determinedfromfG(s),fG(s+1),...,
fG(n-1) where s is the multiplicity of the zero root in p(x) = O, the char­
acteristic equation of MG. (Rememberthat fG(t) = £g(6t(w)) gives us the
initial values of fG.)

EXAMPLE4.6. Take the DOLsystem of Example 4.2. Then

det(MG-Ix) = x2 —x-1.

Hence the roots are: x1 2 = 5(1;g/5) andI

fG(t) = a1((1+-/5)/2)t + a2((1—-/5)/2)t.

Since fG(O) = 1 and fG(1) = 1 we have:

_ 1+/5 /1+/s\t 1-/S 1-/5 t
fG(t) ‘ '§7§'\ 2 j ' 2 5 ("TS")

b3c},ambncp> be

0 of the growth

EXAMPLE4.7. Let G = <{a,b,c},{6(a) = a2,6(b) = a5b,6(c)

a DOLsystem. The characteristic equation x3-—4x2-+5x-2
matrix

(2 0 0M = 5 1 O)G O 3 1

has roots x1 = x2 = 1 and x3 = 2. (Note that MGis independent of the ini­
tial string.) Since the initial string has n occurrences of a, moccurren­
ces of b and p occurrences of c, we obtain as the growth function of G:

t
fG(t) = a1 + a2t + a32 ,
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where

fG(O) = a1 + a3 = m + n + p,

fG(1) = a1 + a2 + 2a3 = 2m + 6n + 4p,

fG(2) = a1 + 2a2 + 4a3 = 4m + 16n + 22p.

Consequently,

fG(t) = (m-+5n-+1Sp)2t - 12pt - 4n - 14p.

This shows immediately, that G has an exponentially increasing growth func­
tion for all initial strings unequal to A.

An alternative approach for solving the analysis problem, which is also
of use for the growth equivalence problem and the synthesis problem, is an
application of the theory of generating functions.

DEFINITION4.8. With any function f from the nonnegative integers into the
nonnegative integers we associate its generating function F(x) which is de­

. . . . . t
fined to be the formal infinite power series 2:_0 f(t)x . Wealso say that
F(x) generates f.

The reason for such a definition is that very often the function F(x)
can be represented in a simple way. For example, if f(t) = 2t then F(x) =
1/(1-2x)= 1+2x+4x2+8x3+....

The following lemas are well knownand easily proven mathematical
facts; (p(x)/q(x) denotes the quotient, p(x)q(x) the product of the poly­
nomials p and q).

LEMMA4.9.

(i) If p(x) and q(x) are two polynomials with integer coefficients such
that q(O) = 1, then p(x)/q(x) uniquely determines an infinite power
series with integer coefficients, i.e. p(x)/q(x) = Em f(t)xt, wheret=O
f(t) is an integer for all t. Thusp(x)/q(x) generates the function
f. Furthermore, given p(x) and q(x), f(t) is effectively computable
for every nonnegative integer t.

(ii) Let p(x), q(x), p'(x) and q'(x) be polynomials with integer
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coefficients such that q(O) = q'(O) = 1, and let f and f' be functions
generated by p(x)/q(x) and p'(x)/q'(x), respectively. Thenf(t)==f'(t)
for all t if and only if p(x)q'(x) = p'(x)q(x), for all x. Thusit is
effectively decidable whether or not p(x)/q(x) and p'(x)/q'(x) gener­
ate the same function.

LEMMA4.10. Let n be any integer and let A be an nxn matrix whose entries

are polynomials in x with integer coefficients. Let q(x) = det(A). If there
exists a value of x such that q(x) # 0, then A is invertible, i.e. there
exists an nxn matrix A-1 such that AA-1= A-1A= I, where I denotes the

nxn identity matrix. Furthermore, given A, A-1 can be effectively obtained,

and each entry of A-1 will be of the form pi'j(x)/q(x), wherepi'j(x) is a
polynomialwith integer coefficients.

These lemmas lead us to the following theorem.

THEOREM4.11. There is an algorithm which, for any DOLsystem G, effective­

ly computes two polynomials p(x) and q(x) with integer coefficients where

q(O) = 1, such that p(x)/q(x) generates the growth function fG of G.

3599:. Let G be the given DOLsystem and let Q, MGand n be as usual.
Suppose the alphabet of G contains n elements. Let MGxbe the nxn matrix

obtained by multiplying each entry of MGby the variable x. Let I denote
the nxn identity matrix. Then I-—MGxis an nxn matrix whose entries are
polynomials with integer coefficients. Let q(x) = det(I-MGX). Since q(O) =
1 we see that I-+dGx is an invertible matrix. According to Lemma4.10 we

can effectively produce an nxn matrix (I-44Gx)_1 whose entries are all of
(x)/q(x), where pi ,(x) and q(x) are polynomials with integerJ _ .3

coefficients. Clearly, w(I-MGx)'1n is of the form p(x)/q(x) where p(x)
the form pi I

is a polynomial with integer coefficients and can be effectively computed.
All we need ‘U3complete the proof of the theorem is to show that p(x)/q(x)

generates the growth function fG of G.
For 1 s i S n, 1 S j S n, let fi , be the function generated by

. _ co ' t _
pi’j(x)/q(x), i.e. pi,j(x)/q(x) —Zt=Ofi'j(t)x . (That such an filj exists
and is unique follows from Lemma4.9 (i).) For t 2 0, let Ft be the nxn

matrix whosetypical entry is fi j(t). Thenwe have thatI
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1
H II

(I - MGx)(I - MGx)­

®

(I - M x)( X F xt)
G t=O t

m t m t+1
= Z <Ftx > - 2 (MGFtX )=0 t=O

= I (Ftx ) - Z (MGFt_1x ).t=O t=1

Identifying coefficients of powers of x we get that P0 = I, and, for t 2 1,
. . t

Ft = MGFt_1. From this lt follows that, for t 2 0, Ft = MG.Hence

- -1
p(x)/q(x) = W(I - MGX) n

- O0 t
= w( Z Ftx )n

t=O

m t t
= w( 2 MGX )n

t=O

" t t
= X (wMGn)xt=O

m t
= Z fG(t)x .

t=O

Thus, p(x)/q(x) is the generating function of fG. D

This theorem can certainly be considered as a solution to the analysis
problem for DOLsystems, since given a DOLsystem the algorithm provides
us with a description of its growth function in the form of a rational gen­
erating function.

EXAMPLE4.12. Consider the DOLsystem G = <{a,b,c},6,a>, where 6(a) = abcz,

6(b) = bc2, 6(c) = c.
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Using Cramer's rule we see that

— -1

a (I - MGx) n —

= -——————-=1 + 4x + 9x2 + 16x3 + ... .

II: Growthclassification.

DEFINITION4.13. The growth of a DxL system G is called:

(i) Exponential or type 3 if there exists a real numberx > 1 such that

IE?» fG(t)/xt > 0.
(ii) Subexponential or type 25 if the growth is not exponential and there

does not exist a polynomial p such that fG(t) S p(t) for all t.
(iii) Polynomial or type 2 if fG is unbounded (i.e., limt+@fG(t) > c for

all constants c) and there exist polynomials p, q such that p(t) S

fG(t) S q(t) for all t.
(iv) Subpolynomial or type 15 if fG is unbounded and for each unbounded

polynomial p holds that limt+m fG(t)/p(t) = 0.
(v) Limited or type 1 if there exists an integer m such that O < fG(t) <

mfor all t.

(vi) Terminating or type 0 if there exists an integer to such that fG(t)=
O for all t 2 to.

As we remarked before, we can allow any valuation of n in 3%: Then

the growth function fG is a total mapping from the nonnegative integers in

the nonnegative reals defined by fG(t) = G Mén, t 2 O, Yhere Q and MGare
as before. The matrix valued analytic mapping (I-xMG) can be represent­
ed by the power series.

(I —M x)-1 = E. xtMt
G = G

with a positive radius of convergence. By Cramer's rule there are polynom­

ials p(x) and q(x) such that for the generating function F(x) = tgo fG(t)xt
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holds that

°° t °° t t
F(x) = Z fG(t)x = Z v-vMGnx

t=O t=O

— -1

= w(I - MGX) n = p(x)/q(x)

where p(x), q(x) are in least terms and q(O) = 1. Similarly, the analytic
expression in Theorem4.5 goes through.

From the expressions in Theorems 4.5 and 4.11 it seems clear that the
growth function of a DOLsystem can only be of types 3, 2, 1 or 0. Since

according to Lemma4.4 a DxLsystem has as fastest growth the growth type
3 and, moreover, the growth types in Definition 4.13 form a continuous
spectrum, we only have to prove

THEOREM4.14. There are no DOLgrowth functions of type 15 or type 25.

Weprove Theorem 4.14 in the next Section 4.2 by combinatorial argu­
ments.

It is apparent from Theorem4.5 that the sizes of the characteristic

values of MGdetermine the growth type of G and, similarly, from Theorem
4.11 that the distribution of the poles of the generating function deter­
mines the growth type. Actually, of course, the characteristic values of

MGand the roots of the denominator polynomial of the generating function

are related as follows. Let the characteristic polynomial of MGbe p(x) =
det(MG—Ix) and let the denominator polynomial of the generating function

F(x) be q(x) = det(I - MGX).Then

p(x) det(MG - Ix)

—xn det(I — M 10
G x

1

—xnq(;)

Hence the roots of the characteristic polynomial of MGand the poles
of the generating function F are inversely related. The following theorem
of POLLULand SCHGTT[1975] makes this explicit.
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THEOREM4.15; Let fG be the growth function of a DOLsystem G, p(x) and
q(x) be polynomials in least terms and q(O) = 1 such that p(x)/q(x) =
§ f (t)xt, then:

t= G

(i) fG is of type 0 iff q(x) is a constant.
(ii) fG is of type 1 or 2 iff q(x) has a root and all roots of q(x) have

absolute value 21.

(iii) fG is of type 3 iff there is a root of q(x) of absolute value <1.

This holds for any valuation of H 6 Hii.

PROOF,By the Cauchy-Hadamardformula, it holds for the radius R of conver­

gence of the series tio fG(t)xt that:

mll“m 8
8|H

mH“m
<31/R = 1_Tn t/fG(t) (

t->00
O|o­

Since p(x) and q(x) are in least terms we have

minflxl [q(x) = 0} if q(x) has a root

m if q(x) = constant

Therefore the theorem is equivalent to
(i') type 0 iff R = w

(ii') type 1 or 2 iff 1 S R < w

(iii') type 3 iff’ R < 1.

Clearly, fG is terminating (type 0) iff p(x)/q(x) is a polynomial,
i.e., R = m. If fG is limited (type 1) or polynomial (type 2) then there
are m,tO e E0 such that fG(t) S tm for t 2 to and therefore

1/R = lim t/fG(t) s lim t/tm = 1.
t->00 t->°°

If fG is exponential (type 3) then for some x > 1

1/R = E tr/fG(t) 2 lim tr/xt = x > 1. U
t+@ ' t+W

Similar considerations connectedwith arbitrary choices of initial
strings can be found in POLLULand SCHfiTT[I975].
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The growth type of a semi DOLsystem, i.e., what growth types occur
if the initial string varies over all possible choices, will be studied in
Section 4.2.

III. Synthesis. Here the problem concerns:

(i) Characterizing which functions can be DOL(PDOL)growth functions.
(ii) Given such a function, realize a DOL(PDOL)system of which it is the

growth function.

Belowwe shall sketch briefly how this problem has been solved.
It was already shown by SZILARD[1971] that any positive, nondecreas­

ing ultimately polynomial function is the growth function of a PDOLsystem.
The proof of this fact provided an algorithm which for any such function
produces the required PDOLsystem. The method uses many results in the na­
ture of polynomial functions. On the way to proving the main theorem Szilard
shows, for example, that if the generating functions F(x) and F'(x) gener­
ate growth functions of DOLsystems, then so do F(x) + F'(x), 1 + xF(x) and

F(x)/(1-x). His proofs were effective: given the DOLsystems whose growth»
functions are generated by F(x) and F'(x), it was shownhow one can obtain
F(x) + F'(x), 1 + xF(x) and F(x)/(1-X). Thus, if we know how to obtain DOL

systems whose growth functions are generated by basic generating functions,
results such as this provide us with the ability to construct DOLsystems
whose growth functions are generated by more and more complicated generat­
ing functions put together from the basic ones by the operations described
above. ­

SOITTALA[1976] gave a complete characterization and solved the DOL

synthesis problem as follows. A sequence (rn) is called ZZ-rational (DJ­
rational) if it can be given a representation rn = PMnQwhere P is a row
vector, Ma square matrix, Q is a columnvector and all the entries of P,
Mand Q are integers (respectively, natural numbers zero included). Hence

we see that the sequence (fG(t)), where fG is a DOLgrowth function, is IN­
rational. For the DOLsynthesis problem one has to decide for a given Zl­
rational sequence whether or not it is a DOLsequence, and in the affirma­
tive case to construct a corresponding DOLsystem. By giving necessary and
sufficient conditions for ZZ—rational sequences to be ]N—rational, DOL-or
PDOLsequences the DOLsynthesis problem was solved; in fact we are able to

find a DOLsystem with minimal alphabet whose growth sequence coincides
with a given DOLsequence.
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Hence,-let the Z5-rational sequence (rn) be given in matrix represent­
ation or by a generating function. Then the algorithm to decide whether or

not (rn) is a DOLor PDOLgrowth sequence works as follows. By results of
BERSTELand MIGNOTTE[1975] and BERSTEL[1971], concerning conditions about

poles of generating functions of Z5-rational sequences characterizing the

li-rational sequences, we can decide whether (rn) is HG-rational. Having
decided that (rn) is nl-rational and nonterminating, we decide whether (rn)
is a DOLsequence primarily by again examining the poles of certain gener­

ating functions related with (rn). Once we have decided whether a given Z5­
rational sequence is a DOLsequence we can construct a DOLsystem with a

minimal alphabet realizing it, by Soitta1a's method. Hencewe have:

THEOREM4.16. (SOITTALA). The DOLsynthesis problem is solvable.

Using similar methods Soittala was able to prove that if fG1(t) and

fG2(t) are DOLgrowth functions, fG2(t) # O for all t, and f(t) =
fG1(t)/fG2(t) is integer valued then f(t) is a DOLgrowth function. The
following interesting characterization of PDOLgrowth sequences was also.
given:

THEOREM4.17. (SOITTALA). An integer sequence (rn) is a PDOLgrowth se­

quence iff r > O and (sn) = (r -rn) is HG-rational.O n+1

The formal power series methods, hinted at above, have been applied to
manyquestions concerning ZS-rational, Ii-rational, DOLgrowth sequences
and variations thereof, cf. SALOMAA[1976a,b] and SALOMAAand SOITTALA

[1978]. By an appeal to the unsolvability of Hilbert's tenth problem sever­
al questions concerning DOLgrowth functions were shown to be undecidable
too. These subjects are vigorously studied by a school of Finnish mathemati­
cians (Karhumaki, Ruohonen, Salomaa and Soittala) and a school of French

mathematicians (Berstel, Mignotte) but fall outside the scope of the pre­
sent monograph.

IV. Growth equivalence. It is a consequence of Theorem 4.11 that the growth
equivalence problem for DOLsystems is solvable.

THEOREM4.18. Given two DOLsystems G1, G2 we can decide whether or not
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PROOF.Let pi(x)/qi(x) be the generating function of fGi, i = 1,2. Then
fG1 = fG2 iff p1(x)q2(x) = p2(x)q1(x). D

V. Classification. This is in general more easily done by structural (com­
binatorial) means, as in Section 4.2, than by analytic means.

VI. Hierarchy. Clearly, the class of PDOLgrowth functions is strictly con­
tained in the class of DOLgrowth functions. In Section 4.3 it will appear,
e.g., that the DOLgrowth functions are a proper subset of the D1Lgrowth
functions.

4.2. DOL GROWTHFUNCTIONS: COMBINATORIAL APPROACH

In this section we will also assume familiarity with Sections 3.1.1 and
3.1.2. Weare interested here in what combinatorial (structural) properties
of the homomorphismof a (semi) DOLsystem cause differences in the overall

growth of a DOLstring sequence.
As we have seen in Section 3.1.2 it is easy to determine the condensed

digraph CAD(S) of a semi DOLsystem S = <W,6> from which various conclusions

concerning the growth behavior of individual letters in S can be drawn. Ob­
viously, the growth function of a DOLsystem G = <W,6,w>equals the sum of

a1a2...an and 1 S i S n. That
is of type 0 iff all letters in w

the growth fugctions of G1 = <W,6,ai> for w =
is, fG(t) = igl fGi(t). Furthermore, fG
are mortal; fG is of type 1 iff the only recursive letters accessible from
w are monorecursive. Since fG is of type 0 iff 61(w) = A for some i; and
fG is of type 1 iff 6l(w) # A for all i and 6t(w) = 6t'(w) for some t # t'
the above follows from the definitions and Corollary 3.12. It was observed
in Theorem 4.14 without proof that there are no DOLsystems with growth of
type 15 or 25. Wewill now give a proof of that statement by combinatorial
means .

PROOF OF THEOREM 4.14.

By the above remarks, if fG is not of type 0 or 1 there are recursive
letters accessible from the initial string which are not monorecursive. Let

a e Wbe such a letter, then there is a p > 0 such that 6p(a) = v av2 and
v1v2contains at least one vital letter. Hence6kp(a) = 6(k-1)p(v1) <5(k-2)p(v1) . . .

...6p(v1)v1av26p(v2)...6(k-1)p(v2) and £g(6kP(a))-£g(v1av2) > k for all k.
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Therefore, if 6u(w) = wlaawz then fG(u-+kp) 2 1-+k and hence fG(t) 2

L(t—u)/pl for t > u 2 O and p > 0. That is, fG is of type 2, 25 or 3. Hence
the only thing left to prove is that there do not exist DOLsystems of grow­
th type 25.

LEMMA4.19.(SALOMAA[1973b]). G = <W,6,w> is a DOLsystem with exponential

growth iff G contains an expanding letter

PROOF.Suppose G contains an expanding letter. Then 6u(w) = w aaw and
2L(t-u)/pJ f 26p(a) = w aw aw for some u and p. Hence fG(t) 2 or all t > u:3 4 5

EGis of growth type 3.

Suppose Gcontains no expanding letter (E= ¢) . Then, according to Theorem

3. 27 fG is bounded above by a polynomial , and hence fG is not of type 3 or 2*:. U

Theorem 4.14 follows from the observation that all DOLgrowth which is

faster than type 1 is of type 2, 25 or 3 and the observation in the proof
of Lemma4.19 that all DOLgrowth which is slower than type 3 is of type 2,

15, 1 or 0. END OF PROOF op THEOREM4.14.

Wewill nowshowwhat types of letters are responsible for the differ­
ent growth types, and how to determine them.

LEMMA4.20. Let S = <W,6> be a semi DOLsystem and a e W. a e E iff 6i(a) =

W*[a]W*Ea]W*for some i. (where [a] = {b |b'*a} as in Section 3.1.1.)

E5995. "only if". Since there is a jl such that 6j1(a) e W*{a}W*[a]W*u

W*[a]W*{a}W*there is also a j2 such that 6j2(a) contains 3 occurrences of
letters from [a]. By the samearguent there is a j3 such that 6j3(a) con­
tains (at least) k-+1 occurrences of letters from [a] for k = #[a] and
hence two occurrences of the same letter b 6 Ca]. Then there also exists a

j4 such that 6j4(a) e W*{a}W*{a}W*since each occurrence of b will derive
an occurrence of a in a certain numberof productions. The "if" part is
trivial. D

By the above lemmawe have an easy algorithm to determine for a letter
a e Wwhether or not a e E.

(i) Determine R/~:(E.g. with help of Lemma3.4.)

(ii) Replace in the production rules all b i [a] by A
(iii) If’ there is a production rule c + v left with Zg(v) > 2 then

[a] : E and [a] ¢ E otherwise.
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The other types of letters R, M, V, MRare easily determined according
to Corollary 3.6. To determine in general what type of growth a letter aesw
induces under a homomorphism6 we proceed as follows.

(a) Determine M, R and MR.
def def(b) RM—:—R-MRandRME={aIaeRM&U(a) nE=¢}.

From the foregoing it should be clear that a E Wis of growth type 3
iff U(a) n E # ¢; of growth type 2 iff U(a) n E = ¢ and U(a) n RM# ¢; of

growth type 1 iff U(a) n (E URME)= ¢ and U(a) n MR# ¢; of growth type 0

iff a e Mor, equivalently, if U(a) n R = ¢. Wesee that the growth type.
of a letter depends on the accessible recursive letters. The growth type
of a DOLsystem is equal to the highest growth type amongthe letters con­
stituting its initial string. Whenwe look at what types of growth are pos­
sible for strings over Wunder a homomorphism6 we ask in effect for the
growth type of a semi DOLsystem. The growth type of a semi DOLsystem S =

1

some a e W and xi = A otherwise.

<W,6>then is x3x2x X0 where xi = i if G = <W,5,a> is of growth type i for

Examples of semi DOLgrowth types.

2
type 321 S = <{a,b,c},{a + a b, b + bc, c + c}>

1

type 31 s2 = <{a,b},{a + a2b, b ->b}>

type 3 S3 = <{a,b},{a + b, b + ab}>

type 21 S4 = <{a,b},{a —>ab, b -> b}>

type 1 s5 = <{a,b},{a —>b, b —>b}>

type 0 S6 = <{d},{d -> A}>

We form the types 3210, 310, 30, 210 and 10 by adding d and d + A to

the alphabets and production rules of S1-S5, respectively. The other pos­
sible combinations, i.ev, 320, 32, 20 and 2 will be excluded below.

Since we saw that the growth type of a letter depends on the kinds of
accessible recursive letters as indicated above, we have that a semi DOLS

is of growth type x3(E)x2(RME)x1(MR)x0(M)where xi(°) = i if - # ¢ and x(-)=
1 otherwise. Hence:
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THEOREM4.21. There is an algorithm to determine the growth type of a given

semi DOLsystem, DOLsystem or letter under a homomorphism (on basis of

structural properties alone).

To see that growth types 320, 32, 20 and 2 are impossible for semi DOL

systems we prove:

THEOREM4.22. If G = <W,6,a> and a e RMEthen there is a letter a‘ 6 U(a)

which is monorecursive.

PROOF.Suppose a 6 RM and there is no a' e U(a) n MR. There is a jl s #R

and a b 6 V such that <Sj1(a) = v1av2 bv3 (or V1bV2 av3). Since every
vital letter produces a recursive letter within #(V-R) steps there is a

S #V, a letter c e R and a letter d e [a] such that 6J2(a) contains cj2
and d. Because of the assumption c,d e RME.By iteration of the argument

k#V k Lt/#VJ ,
we have that Kg(6 (a)) 2 2 for all k. But then fG(t) 2 2 which
contradicts a 6 RME. U

COROLLARY4.23. If RME# ¢ then MR# ¢ and hence there do not exist semi

DOLsystems of growth types 320, 32, 20 and 2.

A conceptually simple characterization of the necessary and sufficient
conditions that determine the growth type of a letter can be obtained by
depicting necessary and sufficient subtrees of the production trees (simi­
lar to the production trees of context free grammars)of letters of class­
es E, RME, MR and M.

//////

a e E: leading a e RME: leading a 6 MR: leading a e M: lead­

to exponential to polynomial to limited ing to ter­
growth. growth. growth. minal growth.
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Solid, broken and dotted lines represent chains of descendants bi of a
such that bi E [a], bi 6 V-Ea] & U(bi) n E = ¢, bi e M, respectively. From
this characterization it is easy to derive expressions for the slowest
growth possible in each of the discussed growth types.

Let Gi = <w,6i,a>, i = O,1,2,3 with W= {a1,a2,...,an} and a = a1.

_ . . _ Lt/n]
63 —{ai + ai+1 [1 S i < n} U {an + alal} yields fG3(t)-2 ;

62 = {ai + ai+1 I1 5 i < n-1} U {an_1 + alan, an + an}

yields fG2(t) = L1-+t/(n-1)J;

61 = {ai + ai+1 I1 S i < n} U {an + a1} yields fG1(t) E 1;

6 = {ai + A I1 5 i S n} yields fGO(0) = 1 and fGO(t) =0

for all t > O;

which are, respectively, the slowest possible growths of types 3, 2, 1 and
O.

Returning to the associated digraphs of Section 3.1.2 we notice that
if we have determined RS(<W,6>)we can see what the growth type of the semi

DOLsystem is; and for each letter which grows polynomially the degree of
polynomial growth can be determined according to Theorem3.27 and the dis­
cussion preceding it.

4.3. GROWTHFUNCTIONS OF CONTEXT SENSITIVE L SYSTEMS

In the previous Sections 4.1and4.2we have studied growth functions of
DOLsystems,anuialmost all questions posed have been solved affirmatively
by algebraic or analytic means (Section 4.1) and some by combinatorial means
(Section 4.2). Here we study the growth of strings in deterministic context
sensitive L systems. By quite elementary techniques, viz. reduction to the
halting problem, we showthat it is recursively unsolvable to determine the
growth type of a DIL system, or even of a PD1Lsystem. (I.e., the growth
type is undecidable in these cases). Furthermore, growth equivalence is un­
decidable for these systems and as a by product it is shownthat the lang­
uage equivalence for PD1Llanguages is undecidable and that a problem pro­
posed by Varshavsky has a negative solution. Apart from these undecidability
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results, we derive bounds on the fastest and slowest growth in such systems;
a method is given for obtaining growth functions of systems with smaller
context from systems with a larger context; it is shownthat all bounded
growth functions of context sensitive L systems are within the realm of con­
text free growth functions whereas for each type of unboundedcontext sen­

sitive growth functions there are growth functions which are not; similarly,
all growth functions of context sensitive L systems using a one letter alph­
abet are growth functions of context free L systems whereas this is not the
case for growth functions of the simplest context sensitive L systems using
a two letter alphabet; we give an application of the firing squad synchroni­
zation problem to growth functions etc. The section is divided in two parts.
In Sections 4.3.1 -4.3.3 we develop outlines for a theory of context sensi­
tive growth functions and give some theorems and illuminating examples. In
Section 4.3.4 we prove the undecidability of several problems in the area.

Westart by giving an example of a semi PD1Lsystem where growth type

2 occurs without being accompanied by growth type 1, which is impossible
for DOLsystems by Corollary 4.23.

EXAMPLE4.24. Let S = <{a},{6(A,a,A) = a2, 6(A,a,a) = a}> be a semi PD(O.1)L

system. It is easily verified that for every initial string ak, k > O, S
yields the growth function f(t) = k-rt. (In each time step the letter on the
right end of the string generates aa while the remaining letters generate
a.) Therefore, even for PD1Lsystems using a one letter alphabet, growth
type 2 can occur without growth type 1 and all combinations of growth types
0, 1, 2 and 3 are possible for semi PD1Lsystems.

In the previous section we have seen that the growth types 3, 2, 1, O
exhaust all possibilities in the DOLcase. However,as will appear in the
sequel, this is not the case for DIL systems. There are also subexponential
(type 25) and subpolynomial (type 15) DILgrowth functions. Again, for DOLsys­

tems, the following problems have been solved effectively: (i) Analysis
problem; (ii) Synthesis problem; (iii) Growthequivalence problem; (iv)
Classification problem and (v) Structural problems. In Section 4.3.4 we
showthat for already PD1Lsthe problems (i) -(v) are recursively unsolv­
able.
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4.3.1. BOUNDS ON UNBOUNDED GROWTH

Since it is difficult to derive explicit formulas for growth functions
of the more involved examples of DIL systems, and according to Section 4.3.4
impossible in general, we avail ourselves of the following notational de­
vices.

- Lf(t)J is the lower entier of f(t), i.e. for each t, Lf(t)J is the
largest integer not greater than f(t).

- f(t) ” g(t): f(t) is asymptotic to g(t), i.e. limt+mf(t)/g(t) = 1.
- f(t):b g(t): f(t) slides onto g(t) (terminologyprovided by G.

Rozenberg) if for each maximumargument interval [t',t"] on which
g(t) has a constant value holds that there is a t"', t' S t'" S t",
such that for all t, t"' 5 t S t", holds f(t) = g(t).

As in the DOLcase, for each DIL system G = <W,6,w>holds that fG(t) S

£g(w).mt where m = max{£g(6(v1,a,v2)) Iv1,v2 e W*and a e W}. Hence the
fastest growth is exponential, and furthermore for each DIL system there
is a DOLsystem which grows faster. Weshall now investigate what is the
slowest unbounded growth which can occur. Rememberthat a function f is

unboundedif for each no there is a to such that f(t) > no for t > to.

THEOREM4.25.

(i) For any PDIL system G = <W,6,w>such that fG is unbounded holds:

lim fG(t)/logr t 2 1, where r = #W> 1.
t+m

(ii) For any DIL system G = <W,6,w>such that fG is unbounded holds:
t t

lim 2 fG(t)/ Z L1ogr((r-1)i+r)J 2 1, where r = #W> 1.t+w i=0 i=0

PROOF.

(i) Order all strings in WW*according to increasing length. The number
k-1 '
. rl, r = #W. Hencei=1

and therefore k = logr((r—1)t+r). If we define f(t) as the

of strings of length less than k is given by t = 2
rk-r
r—1 *

length of the t-th string in WWthen, clearly, f(t) = Llogr((r-1)t+r)J

t:

and limt+w f(t)/logrt = 1. The most any PDIL system with an unbounded
growth function can do is to generate all strings of WW*in order of

increasing length and without repetitions. Therefore lin1f¢(t)/log't2 1.t+m r
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(ii) The most any DIL system with an unbounded growth function can do is to

generate all strings of WW*in someorder and without repetitions.
t t .
i=0 fG(t)/21:0 f(1) 2 1. DTherefore, lim 2

t+m

In the sequel of this section we shall showthat Theorem4.25 is opti­
mal.

1 = <W,6,w>be a PD(O,1)L system such that W= {O,1,2,...
...,r-1,¢,s} (r > 1); 6(A,¢,i) = ¢ for O S i S r-1, 6(A,¢,s) ¢0, 6(A,i,
X) = 5(X,i,S) = i‘+1 for 0 S i < r-1, 5(X,S,X) = 1, 5(X,S,0) = 5(X,S,1)==0,

6(A,r-1,A) = 6(A,r-1,s) = s, 6(A,i,j) = i for O S i, j S r-1; w = ¢O.

The starting sequenceis: ¢O,¢1,...,¢r—1,¢s,¢O1,...,¢Or-1,¢Os,¢11,...,
¢£:1...r-L,¢£-1...r-Ls,¢r-1...r-1s1,...,¢sO0...,¢0OOO...,...

k22§ k-1'% k-2”x

Observe that G counts all strings over an alphabet of r letters. When
an increment of the length k is due on the left side it needs k extra
steps. Furthermore, there is an additional letter ¢ on the left. Therefore,

fG (t) = Llog ((r—1)t+r - Llog ((r-1)t/r+1)J)J + 11 r r

"$Llogr((r—1)t+r)J + 1.

Hence fG1(t) ~ logrt. Therefore, with a PD1Lsystem using r+2 letters we
can reach the slowest unbounded growth possible for a PD1Lsystem using r
letters.

Somevariations of Example 4.26 are the following:

EXAMPLE4.27. Let G be a PD(O,1)L system defined as G but with 6(X,¢,s) =
2 1

£1. Then, essentially, G2 counts on a number base r and

f (t) = 2, O S t < r
G

2

fG2(t) = Llogr(t—L1ogr t/rJ)J + 2

¥$Llogr t] + 2, t 2 r.

EXAMPLE4.28. Let G3 = <{0,1,2,...,r—1} x {o,¢,s},53,(o,¢)> be such that
the action is as in G1but with ¢ and s coded in the appropriate letters.
Then,
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fG3(t) = Llogr((r-1)t+r - Llogr((r-1)t/r+1)J)J

‘9*Llogr((r-1)t+r)J

EXAMPLE4.29. Let G be as G with the modifications of G Then
4 2 3'

fG (t) = 1, 0 s t < r
4

fG (t) = Llogr(t—L1ogr t/rJ)J + 1
4

*§>Llogr tj + 1, t 2 r.

Examples4.26-4.29 all corroborate the fact that for any PDILsystem
with an unbounded growth function there is a PDIL system with an unbounded

growth function which grows slower, although not slower than logarithmic.
That Theorem 4.25 (ii) cannot be improved upon follows from the following
lemma, (see Section 3.2.1).

LEMMA4.30. For a suitable standard formulation of Turing machines, e.g.
the quintuple version, holds that for any deterministic Turing machineT
with symbol set S and state set w we can effectively construct a D2Lsys­

tem G = <W5,65, > which simulates it in real time. I.e. the t-th instant­5 "5

aneous description of T is equal to 6:(w5). There is a required G5with
W = S U w and a required propagating G5 with ws = w u (s xw).5

Since T can expand its tape with at most one tape square per movewe

have that fG5(t+1) S fG5(t)-+1, and fG(t) = 0(t).
As we have seen before,a Turing machine can compute every recursively

enumerable set A = {1f(t)|f(t) is a 1:1 total recursive function}. Wecancia
this in such a way that for each t, when f(t) has been computed, the Turing
machineerases everything else on its tape. Subsequently, it recovers t
from f(t) by f-1, adds 1 and computes f(t+1). In particular, the simulating

D2Lsystem G5 can, instead of replacing all symbols except the representa­
tion of f(t) by blank symbols, replace all the superfluous blank letters
by the empty word 1. Suppose that A is nonrecursive. Then, clearly, it is

not the case that for each no we can find a t such that fG5(t) > nO O

t > to, although such a to exists for each no. Hence Theorem4.25 (ii) is
optimal for D2Lsystems, and as will appear from the next lemmaalso for

forall

D1L systems.
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LEMMA4.31.

(i) Let G = <w,6,w> be any D2Lsystem. Wecan effectively find a D1Lsys­

tem G' = <W',6',w'> with ¢ 6 W‘-W such that for all t holds:
6'2t(w') = ¢6t(w).

(ii) Let G = <W,6,w>be any PD2Lsystem. Wecan effectively find a PD1Lsys­

tem G" = <W",6",w">with ¢,$ e W‘-W such that for all t holcs:
6"2t<w"> = ¢6t(w)$t.

PROOF .

(i) Cf. Lemma3.39.

(ii) Let G = <W,6,w> be any PD2L system. Define a PD1L system G"==<W",6",w">
as follows:

W" = wIJ(W><(WtJ{A})) u {¢.$}. ¢.$ ¢ W; w" = ¢w;

6"(X,a,c) = (a,c), 6"(A,(a,b),(b,c)) = 6(a,b,c):

5"(X,a,$) = (a.X), 5"(l,¢.(a,c)) = ¢6(A,a,c);

6"(k,$,$) = $, 6"(A,(a,A),A) =6"(A,(a,l),$) 5$.

6"(A,¢.d) = ¢. 6"(X,$,A) = $;

for all a,b e w, all c e w:J{A} and all d e w(J{A,$}. Analogous with

the above we prove that if 6t(w) # A for all t then 6"2t(w") =t
¢6t(w)$ . D

THEOREM4.32.

(i) If f(t) is a D2Lgrowth function then g(t) = f(Lt/2J) +1 is a D1L
growth function.

(ii) If f(t) is a PD2Lgrowth function then g(t) f(Lt/2J)-+Lt/2J +1 is
a PD1Lgrowth function.

(iii) If f(t) is a PD2Lgrowth function then g(t) f(Lt/2J) is a D1Lgrow­
th function.

(iv) If f(t) is a PD2Lgrowth function then g(t) f(Lt/2J)-+Lt/2J is a
PD1Lgrowth function.

PROOF.(i) and (ii) follow from Lemma4.31 and its proof. (iii) and (iv)

follow from Lemma4.31 and its proof by the observation that we can encode
the left end marker ¢ in the leftmost letter of a string and keep it there
in the propagating case. U
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Note that by Lemma4.31 the transition in Theorem4.32 is effective,
i.e. given a D2Lsystem G, of which f is the growth function, we can con­

struct_a required D1Lsystem G‘ such that fG, = g.

4.3.2. SYNTHESIS OF CONTEXT SENSITIVE GROWTHFUNCTIONS

In the last section we saw that if f(t) is the growth function of a
D2Lsystem G then g(t) = f(Lt/2J) +1 is the growth function of a D1Lsys­
tem G‘ and there is a uniform method to construct G‘ given G. In this sense
we shall treat somemethods for obtaining growth functions. Weconsider
operations under which families of growth functions are closed. An import­
ant tool here is an application of the Firing SquadSynchronization problem,
cf. Section 3.2.5. Recall that for L systems it is the following. Let S =

<WS,6S>be a semi PD2Lsystem such that £g(6S(a,b,c)) = 1 for all b e WS

and all a,c e WSlJ{A}, and there is a letter m in W such that 6S(m,m,A) =S

6S(m,m,m)= m. The problem is to design an S satisfying the restrictions
above such that 6k(n)(mn) = fn, f 6 WS, for all natural numbers n and a
minimal function k of n, while <st(m“) e (wS—{f})“ for all t, 0 s t < k(n).

2n-2.BALZER[1967] proved that there is a minimal time solution k(n)
In the PD2Lcase we can achieve a solution in e.g. k(n) = n—1by dropping

the restriction 6S(m,m,A)= m and having both letters m on the ends of an
initial string act like "soldiers receiving the firing commandfrom a gen­

eral" in the firing squad terminology. Assumethat S = <W,6S> is such aS

semi PD2Lsystem simulating a firing squad with k(n) = n-1. Let G = <W,6,

w> be any (P)D2L system. We define the (P)D2L system G’ = <W',6',w'> as
follows:

W' = W* WS; W‘ = (a1,m)(a2.m)...(ak,m) for w = a1a2...ak,

6'((a,a'),(b,b'),(c,c')) = (b,b") for 6S(a',b',c')==b"
and a'b'c' # fff,

(b1,m)(b2,m)...(bh,m) for 6(a,b,c) =

<5'<<a,f),(b,£),<c,f)> =1 b1b2"°bh’
A for 6(a,b,c) = A

Weeasily see that if 5(v) = V‘ for v,v' 6 W*then
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6'£g(V) ((a1.m) (a2,m) . . . (ak,m)) = (b1,m) (b2,m) . . . (bzym)

where v = a a and v‘ = b b b - and 6'£g(V)((a m)(a m) ( m)) =. 1 2...ak 1 2... £. 1, 2, ... ak,
X for v' = A. Therefore we have:

LEMMA4.33. Let G be any (P)D2L system. We can effectively find a (P)D2L

system G‘ such that

fG(O) for all t such that O s t < fG(O),

(1) fG'(t) = T 1+1

fG(T+1) for all t such that Z fG(i) St.< S fG(i).i=0 i=0

Since we can simulate an arbitrary (but fixed) numberof r firing
squads in sequence plus a number j of production steps of G‘ for each pro­
duction step of G, we can effectively find a (P)D2Lsystem G‘ for each

(P)D2L system G such that:

fG(O) for all t such that O S t < r fG(O) + j

fG,(t) = T
£G(r+1) for all t such that r X fG(i) +(T+1)j St.<i=0

1+1
r X f (i)-+(I+2)j.

, G1=O

Let us call the operation to obtain a growth function fG_ from fG as de­
fined in (1) FSS. Then fG, = FSS(fG).

A cascade of r—firing squads working inside each other, such that one
production step of a (P)D2Lsystem G is simulated if the outermost squad

fires, gives us a (P)D2Lsystem G‘ such that fG' = FSSr(fG), i.e.

fG(0) for all t such that 0 s t < fG(O)r,

(2) fG,(t) = { T T+1 r
f (r+1) for all t such that X f (i)r.St.< X f (1) .

G . G . Gi=0 l=0

EXAMPLE4.34. Suppose that fG is exponential, say fG(t) = 2t. Then FSS(fG)=

f where f(t) = 2T+1 for E:=O 21 S t < Z::é 21. Hence f(2T+1-1) = 2T+1 and
1f(t) = 2L Og2tJ, i.e., f(t) 6 @(t), and we can obtain analogous results for

arbitrary exponential functions.*)(footnote following page).
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EXAMPLE4.35. Suppose that fG is polynomial, e.g. fG(t)-= p(t) where p(t)

is a polynomial of degree r. Then FSS(fG) = f where f(2:=O p(i)) = p(t+1).

Since 2:=O p(i) = q(t) where q(t) is a polynomial of degree r+1 we have
f(t) e ®(tr/r+1). By (2) we see that FSSj(fG) = f where f(t) 6 9(tr/r+j).

Hence we have:

THEOREM4.36. For each rational number r, O < r S 1, we can effectively

find a PD2Lsystem G such that fG(t) 6 @(tr).

PROOF.Since r = r'/r", such that r", r' are natural numbers and r" 2 r',
and according to SZILARD[1971] we can, for every monotonic ultimately

polynomial function g, find a PDOLsystem G‘ such that f = g: by ExampleG‘

4.35 we can find a PD2Lsystem G such that fG(t) E @(tr'/r"). U

1

EXAMPLE4.37. Let fG(t) = Llog2 tJ. Then FSS(fG) = f, where f((t—1)2t+ +4) =
t+1, i.e. f(t) 6 @(logt).

Hence we see that the relative slowing downgets less when the growth
function is slower. By Theorem 4.32 everything we have obtained for D2L
systems holds for D1Lsystems if we substitute Lt/2J for t in the expres­
sion for the growth function and add 1. However, even for D1L systems we

can achieve a greater slowing down. Let G be some D2L system. Wecan con­

struct a D1Lsystem G‘ which simulates G such that for each production
step of G, G’ does the following.

(a) G‘ counts all strings of length fG(t) over an r letter alphabet by the
method of Example 4.26. Whenan increase of length is due on e.g. the
left side,

(b) G‘ initializes a firing squad, makinguse of the simulation technique
of Lemma4.31. Whenthe firing squad fires, G‘ simulates one produc­
tion step of G and subsequently starts again at (a).

Hence, if h(t) S fG(t) S q(t) for a D2Lsystem G and monotonic increasing
functions 11 and g then we can effectively find a D1Lsystem G’ such that

h(i)t
fG,(Zi=O r ) < g(t+1). For instance, if fG(t) = t then fG,(t) < logr t,t>1.

Recall that f 6 9(9) asserts that f is of the sameorder of magnitude

as g, i.e. c1g(t) < f(t) < c2g(t) for all t and someconstants c c1' 2°
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Wecan combineprocesses like the above to obtain stranger and stran­
ger, slower and slower growth functions. Similar to the above application

of the Firing Squad Synchronization problem we could apply the solution
to the French Flag problem (see e.g. HERMANand LIU E19731).

The next theorem tells us under what operations the family of growth

functions is closed. In particular, the subfamilies of (P)D2L, (2)D1Land
(P)DOLgrowth functions are closed under (i) -(iii).

THEOREM4.38. Growth functions are closed under (i) addition, (ii) multi­

plication with a natural numberr > 0, (iii) entier division of the argu­
ment by a natural number r > 0, (iv) FSS. Growth functions are not closed
under (v) subtraction, (vi) division, (vii) composition.

PROOF.

(i) Let G = <W1,61,w > and G > be two DIL systems with dis­1 1 2 2

joint alphabets. Define G3 = <W1UW2,63,w1w2>

construct 63, given 61 and 62, such that fG3 = fG1 + fG2.

= <W2,62,w
. Then it is easy to

(ii) Follows from (i).
(iii) Let G = <W,6 ,w > be a DIL system. Define G

1 11

fG2(t)
of length r for each direct production of G

1 2 = <W2,62,w2> such that

fG1(Lt/rJ). This is easily achieved by introducing a cycle
1.

(iv) By Lemma4.33.

(v)-(vi) Trivial. t
(vii) 2t is a growth function while 2(2 ) is not. D

Weconclude this section with some conjectures. The evidence in favor
of in particular Conjecture 1 is overwhelming, but we have not been able
to derive a formal proof.

Conjecture 1. Growthfunctions are not closed under multiplication. (E.g.
2t+LlOg2tj can hardly be a growth function.)

Conjecture 2. Unboundedgrowth functions are closed under function inverse.t(E.g. iff(t) =r isa growth function for a constant r then g(t) ~ f-1(t) =
log t is a growth function too.)r

Conjecture 3. There are no PD1Lgrowth functions f(t) e ®(tr) where r is
not a natural number. (It is hard to see howa string can determine its own
length in the PD1Lcase.)
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4.3.3. THE HIERARCHY

The first PD1Lgrowth function of growth type 1%was Gabor's Sloth in
HERMANand ROZENBERG[1975, p.338]. The examples in Sections 4.3.1 and

4.3.2 provide us with an ample supply of this growth type. A more difficult

problem is to construct a DIL system of growth type 2%. The first (and pre­
sumably up till now only) DIL system of this growth type is the PD2Lsys­
tem of KARHUMAKI[1974a,b] with a growth function f such that 2/t S f(t) S

(2/3)/f. Wegive a brief outline how this PD2Lsystem works.
At certain intervals in the string sequence the string has the form

(gak)mg. Thus consider the word gakg. The letter g is called a node. These
nodes always send messengers b and b to the right and left, respectively.
At the same time g changes to an inactive form 5 (which does not send any

messengers). While moving on, messengers b and b duplicate every letter.
.When-b and b meet, they create a new node which is in inactive form. Fur­
thermore, b and b disappear and new messengers f and f are born. They tra­
vel to the right and left, respectively. At the beginning, g sends to the
right and left also another messenger. These messengers travel at half the
speed of the other messengers. Whensuch a messenger and f meet, this slow

messenger changes to the messenger f. Nowwe have three messengers travel­
ling on. Moreover, these are synchronized in the sense that they reach each
an inactive node simultaneously. Whenthis happens, they disappear and
transform the nodes to the active form g. During this process we increase
the number of a's between letters g by one. So the word gakg has changed
to the form gak+1gak+1g,i.e., it has essentially duplicated. Note that
the time in which the string duplicates its length increases linearly. This
process yields the above growth function of type 25. With regards to grow­
th type 15 the reader might have noticed that we have realized PD1Lgrowth
functions which grow logarithmically or as a fractional power. KARHUMAKI

[1974a] showedhow to realize PD1Lgrowth functions asymptotically equal

to the function (logp t)r, for natural numbersp and r, which lie between
logarithmic functions and fractional powers. Fromthe above examples (and
Theorems4.32, 4.38) it follows:

THEOREM4.39. There are PD1L growth functions of types 1%, 2, 25, 3 which

are not DOLgrowth functions.‘

Hence the family of (P)DOLgrowth functions is properly contained in
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in the family of (P)DILgrowth functions. However, if we restrict ourselves
to the class of boundedgrowth functions the situation is different.

THEOREM4.40. Let G be any DIL system such that fG is of (i) growth type 0,
or, (ii) growth type 1. Then we can construct a DOLsystem G‘ such that

fG, = fG.

PROOF.

(i) Let fG(t) > O for all t S to for some to and fG(t) = 0 otherwise. Then

fG, = fG where G‘ = <W',6',w'> is a DOLsystem constructed as follows:

fG(O)~1
W‘ = {a0,a1,...,at ,b}; W’ = aob ;

O

fG(i+1)-16'(a,) = a, b for all i, O S i < t ,
1 1+1 0

6'(b) = 6'(at ) = X.
0

(ii) If fG is of growth type 1 for some DIL system G then fG is ultimately
periodic, i.e. fG(t) = fG(t-p) for all t > t +p for somet and p. TheO 0

construction of the appropriate DOLsystem G‘ is similar to the con­
struction in (i). U

COROLLARY4.41. The family of bounded (P)DIL growth functions coincides

with the family of bounded (P)DOLgrowth functions.

THEOREM4.42. Let G = <W,6,w> be a unary (i.e. #W = 1) DIL system. Then

there is a DOLsystem G‘ such that fG, = fG.

PROOF.Suppose fG is bounded. By Theorem 4.40 the theorem holds. Suppose
f is unbounded, and let G be a D(m,n)L system. Furthermore, let p =

G m n m—1 i n n-1 m j
£g(6(a ,a,a )). X = Zi=O£g(6(a ,a,a )) + 2j=O£g(6(a ,a,a )). Since fG is
unbounded there is a t such that fG(tO) 2 2(m+n)-+x-+1. For all t 2 t theO 0

following equation holds:

(3) fG(t+1) = p(fG(t?-m-n) + x.

Case 1. p = 0. Then fG(t) S (m+n)y where y = max{£g(6(v1,a,v2)) lv1,v <5W*}.2

Therefore fG is bounded: contradiction.
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Case 2. p = 1. Then x-m-n > 0 since fG is bounded otherwise. It is easy
to construct a DOLsystem G’ such that fG, = fG in this case.

Case 3. p > 1. Construct a DOLsystem G" = <W",6",w"> as follows:

,a3}; {6"(aO) = X, 6"(a1) = a a1a3p-2,Wu = {a Oo'a1'a2

6"(a2) = a2a3x+p-1, 6"(a3) = a3p};

m+n fG(tO)-2(m+n)-1
w" = (aoal) a2a3 .

It is easy to prove by induction on t that fG"(t) = fG(t+tO) for all t. By
using Theorem 4.40 we construct a DOLsystem G‘ = <W',6',w'> such that

W" E W‘, 6" S 6', 6't0(w') = w" and fG,(t) = fG(t) for O S t < to. Then
f =f. D

It maybe worthwhile to note that the solution to the difference equa­
tion (3) is given by:

IfG(t0) + (X-m-n)(t-—tO) for p = 1,f (t) =
G 1 t-t

pt-tOfG(tO) + (x-p(m-+n)) %E%- for p > 1,

for all t > to.
Therefore, the growth function of a unary DILsystem is either linear

or purely exponential, which by Theorem4.5 gives us:

COROLLARY4.43. The family of growth functions of unary DIL systems is pro­

perly contained in the family of growth functions of DOLsystems.

‘THEOREM4.44. There is a binary PD1L system G = <W,6,w>, (i.e. #W= 2),
with a one letter initial string such that there is no DOLsystem G‘ such

that fG, - fG.

PROOF. Let G = <W,6,w> be a PD(1,0)L system where

W= {a,b}; w a; {6(A,a,A) = b,.6(A,b,A) = aa, 6(a,a,A) = a

b, 6(b,b,A) = b, <S(a,b,A) = aa}.6(b,a,A)
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The initial sequence of produced strings is:

5
a, b, aa, ba, aab, baaa, aabaa, ba3ba, a2ba4b, ba3ba ,

a2ba4ba4, ba3ba5ba3, a2ba4ba6ba2, ba3ba5ba7ba, a2ba4ba6ba8b,

ba3ba5ba7ba9,... .

Every second time step one b is introduced on the left and starts
moving along the string to the right. Every time step b movesone place
to the right and leaves a string a2 on the place it formerly occupied. When
a letter b reaches the right end of the string it disappears in the next
step leaving aa. Therefore, on the one hand, every second production step
there enters a length increasing element in the string; on the other hand,
with exponentially increasing time intervals one of these elements dis­
appears. The strings where a b has just disappeared in the above sequence
are:

65(a) = baaa, 69(a) = ba3ba5, 615(a) = ba3ba5ba7ba9.

Nowintroduce the notational convenience H¥_ v(i) where v(i) is a
. . 1 1

function from Di into W*. E.g. if v(i) = albzl then H:=1 v(i) = ab2a2b4a3b6.
X a

CLAIM. 6t(x)(a) = ,% ba2l+1 where t(x) = 2x+1 + 2x + 3.=1

Proof of claim. By induction on x.
x = O. 55(a) = ba3.

x > 0. Suppose the claim is true for all x S n. Then

t(n) Zn 2i+1 2.2“+16 (a) = H ba = ...ba .
i=1

This last occurrence of b will just have disappeared at time t' = t(n) +
2.2n + 2 = t(n+1). The distance with the preceding occurrence of b was
2.2n-1 and therefore

ba2.2“-1 + 2(2.2“+2) - 2(2“+1) = 2.2“+1+1c"‘“*“ ...ba .(4) (a) = ...

At time t(n) the total numberof occurrences of b in the string was 2n;
at time t(n+1) this is Zn-+2n-+1 -1 = 2n+1 and
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6t(n+1) 3(5) (a) = ba b... .

Since it is easy to see that for all t2:0 holds: if 6t(a) = v bal1ba}2bv21

for some V , V2 then i2 = i1-+2, it follows from (4) and (5) that
t(n+1) 2n+1 2i+1 , , .

6 (a) = Hi=1 ba , which proves the claim. End of proof of Claim.
Hence,

2x x x
fG(t(x)) = X 2(i+1) = 2 (2 +3) =1/4(t(x)—2x-3)(t(x)-2x+3)i=1

1/4 t(x)2 -x t(x) +x2 -9/4.

Since t(x) = 2x+ -+2x-+3we have x’° Llog2 t(x)/2] and therefore:

(6) fG(t(x))s» 1/4 t(x)2 - Llog2 t(x)/2Jt(x) + Llog2 t(x)/2J2 -9/4.

From (6) and the general formula for a DOLgrowth function in Theorem 4.5

it follows that fG cannot be a DOLgrowth frunction since

2
fG(t) - 1/4 t ~ t log t. D

That context dependent L systems using a two letter alphabet cannot
yield all DOLgrowth functions is ascertained by the counterexample f(O) =
f(1) = f(2) = 1 and f(t) = t for t > 2, which is surely a (P)DOLgrowth
function.

COROLLARY4.45. The family of binary (P)D1L growth functions has a non­

empty intersection with the family of (P)DOLgrowth functions and neither
contains the other.

An open problem in this area is: does the family of (P)D1Lgrowth

functions coincide with the family of (P)D2Lgrowth functions. A proof
of Conjecture 3 would show that the family of PD1Lgrowth functions is pro­
perly contained in the family of PD2Lgrowth functions. Using a similar
technique as in Lemma4.31 we can, however, say the following.

THEOREM 4 . 46 .

(i) If f(t) is a PD2Lgrowth function then f(t) is a D(2,0)L growth func­
tion.
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(ii) If f(t) is a D2Lgrowth function then f(t)-+1 is a D(2,0)L growth

PROOF.

(i)

(ii)

function.

Let G = <W,6,w> be a PD2L system. Define a D(2,0)L system G‘ = <W',6',
w'> as follows.

W’ = WlJW><{¢}where ¢ ¢ W; w' = a1a2...an_1(an,¢) for

w:aa.OOa .
1 2 n’

6'(abrCrA) = 5(arbrC)r 6'(ArCrx) = A:

6'(abr(CI¢)rx) = 6(arbrC)a1a2-o-am_1(amr¢)

if 6(b,c,X) a a ...a
1 2 m’

6'(Xt(Cr¢)rA) = a a2--¢am_1(amI¢)1

if 6(A,c,A) 6.18.2. . .am,

for all b,c e w and all a e WlJ{A}sThen 6't(w') = b b ...bm_1(bm,¢)

if 6t(w) = b b b , and therefore £6, = f .
1 2

1 2"’ m G
= <W,6,w>be a D2L system. Define a D(2,0)L system G‘ = <w',6',

w'> as follows.

W‘ = W U {¢} where ¢ ¢ W; w' = w¢;

5'(ab.c.A) = 5(a.b.c), 5'(A.c.A) = X.

5'(ab.¢pX) = 5(a.b.X)¢: 5'(X:¢:K) = ¢.

for all b,c 6 Wand all a 6 WlJ{A}. Then 6't(w') = 6t(w)¢ and there­

fore fG,(t) = fG(t)-+1. D

ROZENBERG[1972a]pmovedthat a D(m,n)L system can be simulated in real

time by a D(k,£) system if k-+K = m-+n and k,£,m,n > 0. Therefore, by using
the same trick as above we have the following:

COROLLARY4.47.

(i) If f(t) is a PD(m,n)Lgrowth function then f(t) is a D(k,£) growth
function where k-+2 = m-+n.
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(ii) If f is-a D(m,n)Lgrowth function then f(t)-+1 is a D(k,£) growth
function where k-+£ = m-+n.

In particular, (i) and (ii) hold for k = m-+n and K = O and conversely.

4.3.4. DECISION PROBLEMS

According to Sections 4. 1., and 4. 2 and the beginning of Section 4. 3 (and the
references contained therein) the analysis, synthesis, growth equivalence,
classification and structural problemsall have affirmative solutions for
context free growth, i.e., there is an algorithm which gives the required
answer or decides the issue for these cases. Here it is shownthat for DIL

systems, these problems all have a negative solution, essentially because
already PD1Lsystems can simulate any effective process. (Note that by
Theorems 4.40 and 4.42 the above problems have a positive solution if we
restrict ourselves to unary DIL systems or DIL systems with a bounded grow­
th function). Furthermore, it will appear that similar questions concern­
ing growth ranges of DIL systems have similar answers.

First we need the notion of a Tag system. A Tag system is a 4 tuple

T = <W,6,w,B>where Wis a finite nonempty alphabet, 6 is a total mapping

from Winto W*, w 6 WW*is the initial string, and B is a positive integer
called the deletion number. The operation of a Tag system is inductively
defined as follows: the initial string w is generated by T in 0 steps. If

w ...an is the t-th string generated by T then wt = a1a2 t+1 = a3+1as+2"°
...an6(a1) is the (t+1)-th string generated by T. Cf. MINSKYE1967].

LEMMA4.48. (MINSKY).It is undecidable for an arbitrary Tag system with

B = 2 and a given positive integer k whether T derives a string of length
less than or equal to k. In particular it is undecidable whether T derives
the empty word.

Weshall nowshowthat if it is decidable whether or not an arbitrary
PD1Lsystem has a growth function of growth type 1 then it is decidable
whether or not an arbitrary Tag system with deletion number 2 derives the
empty word A. Therefore, by Lemma4.48 it is undecidable whether a PDIL

system has a growth function of type 1.

Let T = <WT,6T,wT,2>be-any Tag system with deletion number 2. Define
a PD(1,0)L system G = <W,6,w> as follows:
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w = wT u w$ u wT x wT u {¢.$}.

where

W%= {Q [a 6 WT}, Wi n WT = ¢ and ¢,$ ¢ WTlJWf;

W = WT¢;

6(A,a,X) = 6($,a,A) = 5($,(a,b),A) = 3,

5(X,g,X) = 5($,g,X) = 5(X,$,X) = 5($,$,X) = 5($.¢,X)
= 6(Ar¢rx) = $1

5(arbrA) = 5(2r(bIC)rA) = 6(ar(brC)IA) = bl

6(ar¢IA) = ¢r

6(Q,c,A) = 6((a,b),c,A) = (c,b),

6(2:¢rA) = 6((aIb)I¢IA) = 6T(b)¢r

for all a,b,c 6 WTand all g,Q 6 HE,
A sample derivation is:

T G

a1a2a3a4a5 a1a2a3a4a5¢

a3a4a56T(a1) 31a2a3a4a5¢

a55T(a1)6T(a3), etc. $(a2,a1)a3a4a5¢

$g2(a3.a1)a4a5¢

$$a3(a4,a1)a5¢

$$g3a4(a5.a1)¢

$$$g4(a5.a3)6T(a1)¢. etc.

In the simulating PD1Lsystem G signals depart from the left, with
distances of one letter in between, and travel to the right at an equal
speed of one letter per time step. Therefore, the signals cannot clutter
up. It is clear that if the Tag system T derives the emptyword, then there
is a time t such that 6t0(w) = $k¢ and 6t(w) = $

0
k+1 for some k and for
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all t > to. Conversely, the only way for G to be of growth type 1 is to
generate a string of the form $k¢. (If the string always contains letters
other than $ and ¢ then at each second production step there appears a new
occurrence of $ and the string grows indefinitely long.) Therefore, T de­
rives the empty word iff G is of growth type 1. Since it is undecidable
whether or not an arbitrary Tag system with deletion nember 2 derives the
empty word it is undecidable whether or not a PD1Lis of growth type 1.

THEOREM 4 . 49 .

(i) It is undecidable whether or not an arbitray PD1Lsystem is of grow­
th type 1, 1 e {1,15,2,2&,3}.

(ii) It is undecidable whether or not an arbitrary D1Lsystem is of grow­
th type i, i e {0,1,15,2,25,3}.

(iii) It is undecidable whether an arbitrary PD1Lsystem has an unbounded
growth function.

PROOF. (i). Let G1 = <W1,61,w1>be a PD(1,0)L system simulating a Tag sys­

tem T as discussed above. Let G2 = <W2,62,w2>be a PD(1,0)L system of grow­

th type i, i e {1,15,2,25,3} such that W2r1W1= ¢. Define G3 = <W3,63,w3>
as follows:

2 H
W2 U {$}; W3 = W2;

0')
H H62U =

u {53($.a.A) 62(A,a,A) la 6 w2}.

Clearly, fG3 = fG2. Nowconstruct a PD(1,0)L system G4 = <W4,64,w >
as follows:

64= U = U =W3}­
. . t

If there is a time t such that 610(w1) = $k¢ for some k then 6:0(w4) =
$k¢ and 6t+tO+1 k 94 (W4)= $ 63(wj) for all t, i.e., fG4(t+t0+1) = fG2(t)-+k.
If there is no such time to then fG4(t) = fG1(t) for all t, In this latter
Case it is easy to see that fG1(t) e 9(t), that is, G4 is of growth type 2.
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By the previous discussion it is undecidable whether such a time to exists
and therefore whether fG4 is of growth type 2 or i, i E {1,15,25,3}.
(ii). Follows by a similar argument if we talk about D(1,0)L systems in­
stead of PD(1,0)L systems. (Hint: change everywhere 6.(X,$,A) = $ into

6.(A,$,A) = X and let i range over {1,15,2,25,3}. Then the analogon of G4
here is of growth type 0 or i, i 6 {1,15,2,25,3} depending on whether or

not time to as described above exists.) '
(iii) Follows from (i). D

In the DOLcase we have seen that we can effectively express the grow­
th function by a difference equation, as a generalized exponential poly­
nomial or by a generating function. These expressions of the growth func­
tion have in commonthat we can, e.g., ascertain the speed of growth from
them, check equality etc. Although for deterministic context sensitive L
systems the system itself is already a formalism for expressing the growth
function, it follows from the above that we can not derive a useful expres­
sion for a DILgrowth function in general; useful in the sense that it can
help us decide properties like in the DOLcase, such as an analytic expres­
sion. Hence we cannot hope to express DIL growth functions by analytic or
other "useful" means and we have:

COROLLARY4.50. There is no algorithm which, for an arbitrary PDIL system

G, gives an explicit expression for fG in analytic form, by a generating
function (or in any other form which is useful).

The undecidability of whether a (P)D1Lsystem is of a certain growth
type holds (because of the proof method) also for further refinements in
the growth type classification. Wecould have proved Theorem 4.49 by sim­
ulating Turing machines by PDIL systems (cf. Lemmas4.30 and 4.31) and

thereby reduce everything to the printing problem for Turing machines
which is known to be undecidable too, MINSKY[1967]. This, however, would

have caused somedifficulties with the slow growth types.
Theorem4.49 has some interesting corollaries. Recall that two DIL

systems G G are said to be language equivalent if L(G1) = L(G2). Now:

it is knowntiat the language equivalence problem for e.g. OLsystems is

undecidable (cf. HERMANand ROZENBERG[1975]) but that the language equiva­
lence problem for DOLsystems is decidable, GULIKand FRIS [1977a,b]. By

the special tractable nature of PDILsystems it might well be that the
language equivalence problem is decidable in this case. However, in the
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proof of Theorem4.49 (i) it is clearly undecidable whether L(G4) = L(G1).
Therefore we have:

COROLLARY4.51. The language equivalence problem for PD1L systems is un­

decidable. (according to Theorem4.53 this even is the case whenwe already
know that both PD1Lsystems concerned are of the same growth type i,
i e {2,25.3}.)

In the PROCEEDINGSof an Open House in Unusual Automata Theory [1972,

p. 20] V.I. Varshavsky proposed the following problem: "Consider the class
of D2Lgrammarsproducing strings which stabilize at a certain length. Make
some reasonable assumptions about the maximal production length (e.g. 2)
and axiom length (e.g. 1) and find the maximal stable string length as a
function of the numberof letters in the alphabet." The restrictions as
stated in the above problem are no restrictions on the generating power of
any usual subfamily of DILsystems since it is clear that by enlarging the
alphabet we can simulate any DIL system G by a DIL system G where G

1 2 2

takes kl production steps to generate the axiom of G1 and takes a constant
numberk of productions steps of G to simulate one production step of G

i.e. 6:1+k2t
2 1'

(w ) = 6E(w1) for all t. (This is similar to deriving e.g. the2

ChomskyNormal Form for context free grammars.) Suppose we restrict our­
selves to the family of PD1Lsystems and there is a function as proposed
by Varshavsky where, moreover, this function is computable. Then it would
also be decidable whether or not a PD1Lsystem G simulating a Tag system

T ever generates a string of the form $k¢ for some k: contradicting Lemma
4.48. Therefore, we have

COROLLARY4.52. Let Vi by the family of PD1L systems G = <W,6,w> such that
#W= i, w e W, £g(5(a,b,A)) S 2 for all b e Wand a e WIJ{A}, and

£g(6t0+t(w)) = £g(6t0(w)) for some to
v e L(G) and G 6 Vi}. There is no computable function f such that v(i) S

and all t. Let v(i) = max{Kg(v) I

f(i) for all i, i.e. v increases faster then any computablefunction and
hence Varshavsky's problem has a negative solution.

THEOREM4.53.

(i) It is undecidable whether or not two PD1Lsystems are growth equiva­
lent even if we have the advance information that they are of the
same growth type i, i 6 {2,25,3}.

(ii) It is undecidable whether or not two D1Lsystems are growth
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equivalent even if we have the advance information that they are of
the same growth type i, i 6 {1%,2,25,3}.

(iii) The growth equivalence of two DIL systems is decidable if we have
the advance information that they both have bounded growth functions.

PROOF.Take an arbitrary Tag system T and simulate it with a PD1Lsystem

G1 as in the proof of Theorem 4.49.

(i) Nowconstruct two variants of G1, called G2 and G3, which act like

G1 until $¢ occurs in a string; then G2 and G3 start different grow­
ths albeit of the same growth type i, i 6 {2,25,3}. Nowlet f be
another growth function of type i. Since PD1Lgrowth functions are

closed under addition (Theorem 4.38) both g = fG2-+f and h = fG3-+f

are PD1Lgrowth functions of type i, say of G4 and G5. If $¢ never

occurs in a string then fG4 = fG5 = fG1-+f and fG1(t) e @(t). If $¢

occurs in a string then fG4 # fG5. Since it is undecidable whether
$¢ occurs in a string it is undecidable whether or not fG4 = fG5,
where it is known that both fG4 and fG5 are of growth type i, i e
{2,25,3}.

(ii) Similar to (i). Since we talk here about D1Lsystems we can slow the

growth function fG1 down to fGi where fci < logr t, r > 1, (cf. dis­
cussion after Example 4.37).

(iii) Trivial. D

Note that the theorem above leaves open the decidability of the ques­
tion of two PD1Lsystems being growth equivalent if we are informed in ad­
vance that they are both of growth type 18. This is because in our simula­
tion method of Tag systems all simulating PD1Lsystems are either of growth
type 1 or growth type 2.

THEOREM4.54. It is undecidable whether two PD2Lsystems are growth equiva­

lent even if we are informed in advance that they are both of growth type
15.

EBQQE,Take a PD2L system G1 simulating a Tag system T. Construct a PD2L

system G2 which simulates G1 such that fG2(t) < logr fG1(t) (cf. discus­
sion after Example 4.37). Since fG1(t) e 9(t) or fG1(t) S m for some con­
stant m, fG2 is of growth type 1%or 1. Then use the method of proof of
Theorem 4.53 (i). U
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Theorems 4.49, 4.53 and 4.54 have analogues for the growth ranges of

DIL systems. The growth range of a DIL system G_is defined by R(G) =

{£g(v) IV 6 L(G)}. Although the results on growth ranges are not corollar­
ies of Theorem 4.49, 4.53 and 4.54 they follow by the same proof method.

Two DIL systems G1 and G2 are said to be growth range equivalent iff R(G1)

R(G2).

THEOREM4.55. The growth range equivalence is undecidable for two PD1Lsys­

tems G1 and G2 even if we have advance information that they both are of
growth type i, i e {2,25,3}.

PROOF.The proof of Theorem 4.53 (i) will do since we can choose fG1 and

fG2such that they are strictly increasing at different rates iff a sub­
string $¢ occurs. U

Underappropriate interpretation we can prove the undecidability of
growth range type classification etc. analogous to Theorems4.49, 4.53 and
4.54. Note, however, that the growth range type can be different from the

2Llog2 tJgrowth function type of a DIL system. E.g. fG(t) = is of growth
type 1 whereas R(G) = {2l Ii 2 O} and therefore is exponential.

4.4. BIBLIOGRAPHICAL COMMENTS

The first paper in the field of growth functions of L systems was by
SZILARD[1971] who treated the analysis and synthesis problem for DOLsys­

tems with the generating function approach. In PAZand SALOMAA[1973],

growth functions of DOLsystems are investigated from the point of view
of integral sequential word functions and algorithms are obtained for the
solution of the analysis, synthesis and growth equivalence problems. The
difference equation method appears in DOUCET[1973], PAZ and SALOMAA[1973]

and SALOMAA[1973b]. Section 4.1 is based on these papers. Section 4.2 is
based on VITANYI[1973] and VITANYI[1976b]; and Section 4.3 on VITANYI

[1974b]. The first example of a D1Lsystem with subpolynomial growth is

due to G.T. Herman ("Gabor's Sloth") as is the idea of simulating Tag
systems with D1L systems (cf. HERMAN[1969]). An example of a D2L system

with subexponential growth was first given by KARHUMAKI[1974a,b]. An
overview paper of some of the material contained in this chapter is HERMAN

andVTTANYI[1976].The study of growth functions and related topics has be­
comea very active field within the study of formal power series. See e.g.
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SALOMAA[1976a,b] or SALOMAAand SOITTALA [1978].





CHAPTER 5

PHYSICAL TIME GROWTH FUNCTIONS ASSOCIATED

WITH LINDENMAYER SYSTEMS OPERATING

IN PHYSIOLOGICAL TIME

'Physiological time varies - in rate does it? and if so in
what sense? - from one organism to another, and from one
stage to another in the developmentof a single one.’

in P.B. MEDAWAR[1945].

The closed form solution of DOLgrowth functions we met in the pre­

vious chapter, a combination of polynomial and exponential terms, cannot
account for the empirically derived sigmoidal growth curves we meet in
developmental biology such as the logistic growth function A/(14-Be-kt)
or the monomolecular growth function A(1-Be-kt), to name a few well-known

ones, see MEDAWAR[1945]. Apart from this, there are also troubles with

reconciling the theoretical frameworkand its mathematical consequences
following from the L system model with experimental results obtained by
biologists. If, however, we drop the assumption that changes (= rewriting
of strings) in the system occur at unit time intervals, we can describe in
the modelphenomenalike progressive dissipation of growth energy, biologi­
cal.rhythms, changes in environmental conditions which influence the growth
rate etc. Thus we derive a hybrid model by assuming descrete cells and
instantaneous cell division but continuous time. The numberof past rewrit­
ings then corresponds to physiological time and the total time consumed
to physical time. It is shownhow, e.g., exponential growth in physiologi­
cal time maylead to a logistic growth curve in physical time and, similar­
ly, linear growth in physiological time to monomoleculargrowth in physi­
cal time. Someextensions of the model are discussed and an interpretation
in terms of table Lindenmayer systems with a computable control word is
given. The strength of the results seems to lie in the fact that the new
modelrelates stereotype elemental (cellular) behavior to empirically ob­
served overall growth curves.

If we want to obtain sigmoidal growth curves with the original L sys­
tems then not even the introduction of cell interaction does help us out.
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In the first place we get quite unlikely flows of messages through the
organism (see e.g. HERMANand ROZENBERG[1975]) which are more suitable to

electronic computers, and in fact give the organism the computing power of
one. In the second place, we are still not able to obtain growth which, al­
ways increasing the size of the organism, tends towards stability in the
limit. The slowest increasing growth we can obtain by allowing cell inter­
action is logarithmic and thus cannot account for the asymptotic behavior
of sigmoidal growth functions like the logistic and monomolecularones.
Thirdly, context sensitive L systems are highly vulnerable to disturbances:­
a small disturbance usually causes a completely different behavior, con­
trary to biological organisms which are robust enoughnot to be swayed from
their chosen path by minor disturbances.

Apart from this it can be argued that, for instance, purely exponen­
tial growth such as met in the theory of L systems, does not reflect bio­
logical reality: in a short time the organism would fill the universe! How­
ever, it has been shownthat under continuous culture conditions bacteria
and monocellular algae can easily be kept under exponential growth as can
filamentous algae, Lfick [private communication]. Of course, if the culture
mediumremains unaltered in time, as is eventually the case, there will be
a sigmoidal growth curve. Mostly, growth curves of higher plants showthis
form. Sometimes, there is also a very long, nearly linear, median phase.
Lianes grow that way. In any case, that real growth normally stops some­
howis not necessarily related to food constraints but can also be the
results of higher hierarchical processes such as flowering. Actually, how­
ever, in the last decades serious experimental workers seem only to consi­
der the first so—calledexponential phase.

Growth functions as occurring in developmental biology have a purely
empirical origin. The size of an organism is plotted graphically against
its age. The resulting curve is expressed, as accurately as need be, by
meansof an algebraic equation. Nobiological significance is attributed
to the exact form this equation takes. The growth function's chief function
is to facilitate the analysis of the curve of growth (MEDAWAR[1945]).

In this paper we attempt to clarify what in our view are someof the
shortcommings of the otherwise quite appealing model of Lindenmayer and
how to overcome them. As examples we show how to derive logistic and mono­

molecular growth curves. A

In biology, as opposed to the usual automata theoretical approaches,
we meet the problem of environment. In an organism each cell has an
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environment (apart from the adjacent cells) which is going to influence
its behavior, c.q. division rate. In algae this is the surrounding water
from which it draws its food. In larger plants the environment consists
of the outside world,and inside the organism,e.g.,the vessels which trans­
port nutricients. Furthermore, growth inhibitors, temperature and, for all
we know, the phases of the moonwill influence the growth rate of the or­

ganism. Of course, every one of these exogenous influences may occasion
changes in endogenousparameters. Apart from this, e.g. the following
empirical generalizations are mentioned by MEDAWAR[1945].

(i) Size is a monotonic increasing function of age.
(ii) Usually, what results from growth is itself capable of growing.
(iii) Underthe actual conditions of developmentliving tissue progres­

sively loses power to reproduce itself at the rate it was formed.

In automata theory we are dealing with abstractions which are not
subject to physical constraints, and identical cells do identical things
at all times. In actual organisms, differences in environment in space and
time are going to create differences in cell behaviour such as division
rates etc. So even if we assume that a cell is essentially an autonomous
unit, changes and divisions so not occur at unit time intervals, but div­
ision times are governed by environmental parameters, like concentration
and accessibility of nutricients, growth inhibitors, enzymes,temperature,
light. It will comeas no surprise that this is corroborated by experi­
mental evidence.

Thebiologist observes very little real differences in cell types/
states (e.g., cells with distinct stereotype behavior). Erickson, in his
experiments with growth in corn cobs, essentially distinguishes between
cells in the core and those in the surrounding tissue only, and insists
that all cells in one of these areas behave more or less alike. The Lucks,
experimenting on algae, distinguish between four cell types (according
to ancestry). Under changing environmental conditions they observe changes
in size and division times only [private communication].

To account for differences in cell behavior induced by time or extra­
cellular agents, the automatatheorist is inclined to postulate a very

large numberof cell states. In doing so, he makes no distinction between
the autonomousproperties of cells, and changes in division times due to
extracellular agents. Wecan overcomethis difficulty by assuming but a
few different cell types and taking intervals between changes in the model
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as a variable quantity. Weshall call the elapsed time physical or real
time and the number of times the model has undergone changes physiological

time. This is in agreement with biological terminology. To quote MEDAWAR
[1945] again:

..."Growth is morerapid earlier in life than later, and if the time

intervals are equal in length —are days for example - the approximation
will correspondingly be less efficient at the beginning than at the end.
The length of the chosen interval should evidently bear somerelation to
the work done by the organism in its life span; to the organism's "physi­
ological age" in fact... (Physiological time is biology's claim to be con­
sidered at least as obscure to the lay mind as theoretical physics. The
organism it i£5 argued, dispenses a Time of its own making by a just mea­
sure of the work done...)"

Wewant to show that the underlying model of L systems, even without
cellular interactions, gains in adequacyand explaining power if we treat
the time intervals between changes of cell states and divisions as a func­
tion of elapsed time, environmental parameters, and possibly the number
of previous changes. Hence we consider L systems operating in physiologi­
cal time and their associated physical or real time growth functions.
Later on we solve some examples yielding well known growth curves. In the
last section we formulate some extensions of the model on which the auto­

mata theorist might want to turn loose his bag of tricks, and show some
relations with so-called table L systems.

To be more precise about the ideas we have in mind, recall the theory
of DOLgrowth functions as explained in Section 4.1. Nowimagine that the
clock, which governs the discrete time rewriting of the string of cells
does not tick at unit time intervals, but rather at variable time intervals
corresponding with the relative slowing downor speeding up of the growth
of the organism, under the influence of changes in the environmental and
internal parameters, and mayberelated with the numberof previous rewrit­
ings. Each such variable length time interval then corresponds to the time
elapsed between two consecutive rewritings of the string. That is, the
time interval between the occurrences of the 1-th and 1~+1-th elements of

S(G) is given by T1+1 - T1 where T1+1 is the time elapsed up to the occur­

rence of the 1 +1—th element of S(G) and T1 is the time elapsed up to the
occurrence of the 1-th element of S(G). To be able to use analytical meth­

ods we give the relation between 1 and T1 by a continuous function t:
Da_ + I3+ (where IR+ denotes as usual the positive real numbers) such that
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t(1) = T1 for all 1 6 IN. By its genesis t is strictly increasing on DJ
and we consider only such functions t as are strictly increasing<M1Hg_too.
The function t can be interpreted as mapping the physiological time 1 to

the physical or real time T1. Then the size (c.q. weight or numberof
cells) of the modeled organism at real time t(1) is given by LG(t(1)) =
fG(1). (If complexconstants enter in fG this can have as its effect that
values of LG are complex for 1 6 DE_- HG. Wecircumvent this difficulty

by either taking LG(t(1)) equal to the absolute value of fG(1) in such
cases or by only ascribing a physical interpretation to LGand fG for
1 5 BL) Since t: flfi_-+ HE_is strictly increasing, there does also exist
the inverse mapping t—1 = i: I3+ + D3_ defined by i(T) = 1 if t(1) = T.
Then Li(T)J gives the numberof rewritings, starting from the initial
string at time zero, which have occured up to time T as a function of
the real time T elapsed. It seems reasonable to assume that the time delay
between two consecutive stages (rewritings) of an organism is related to,
e.g., the concentration of nutricients it has access to and the waste
products and growth inhibitors it secretes. Such concentrations will be
related to the organism's size and history in that environment. So the
fundamental relation is

LG(T) = fG(i(T))

where i: Dfi_-+IR+is the physiological time as a function of the real time.
Similarly, t: Da_-+HE_is the real time as a function of the physiologi­
cal time. The function i is found by describing (if advantagous by differ­

ential equations) the relations between t(1), LG(T), the influences of the
environmental parameters which are not influenced by the organism such as
temperature, day and night cycles, and the influences of the environmental
parameters which are influenced by the organism such as food concentration.
To take a simple example where we do not ascribe a physical meaning to

I and t(1)»= 12. Then i(T) = /f and LG(T) =t(1). Suppose that fG(1) = 2
2 T, a real time growth function of the so-called subexponential growth
type. One assumption we have made is that the relative changes of time
intervals in between the rewriting of a letter does not dependon the let­
ter itself or its position in the string. The theory could be extended to
take care of this too, cf. Section 5.2.

Below we will show by some examples that we can derive well-known

biological growth functions by the above method. The problem of
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constructing real time growth functions for an organism modeled in physio­
logical time by a DOLsystem consists in finding a plausible set of physi­
cal constraints (for instance, a set of differential equations), solving

i(T), and solving LG(T) from fG(i(T)). In the sequel of this chapter we
denote, for convenience sake, the values 1 of the function i(T) and the
function itself both by i and, similarly, T and t both by t. Whichone is
meant, the function or its value, will be clear from the context. So we

dt(i) _ di(t) dt(1) di(T)
di 1/ dt f°r d1 1/ dT 'will write

5.1. SIGMOIDAL GROWTH FUNCTIONS OF LINDENMAYER SYSTEMS

OPERATING IN PHYSIOLOGICAL TIME.

In this section we investigate some examples of growth behavior we
are liable to meet according to the theory developed above. Weshall be
concerned with algae—like organisms which (I) reside in a closed environ­
ment containing an initial amountof food stuff, (II) are subject to per­
iodic speeding up and slowing downof division rates (i.e., somesort of
biological rhythm). and (III), (I) and (II) together.

(I). ORGANISMS IN A CLOSED ENVIRONMENT CONTAINING AN INITIAL

AMOUNTOF NUTRICIENTS.

Suppose we have (fig. 5.1) a (filamentous) organism residing in a
trough filled with water from which it draws its food. Weshall assume
that (i) the organism uses no food to maintain itself but only to grow;
(ii) it excretes no waste products etc. which inhibit its growth; (iii)
at all times the concentration of food throughout the trough is uniform;
(iv) no parameters influence the growth except the concentration of food.

Let a(t) be the concentration of nutricients at time t. Assumethat

for a(t) 2 ao the environment is optimal and the organism grows according
to the modeling DOLsystem, i.e., physiological time and real time are the
same. After some time, say t time units, the food level has been depleted

O

to a0 and the growth rate starts slowing down. Since the surface of the
filamentous organism is proportional to its length (or the amountof cells

it is madeup of), i.e., the value of L , we choose our differential equa­G

tions as follows.
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Figure 5.1.

(2) 9%§§1—=- C1fG(t)a(t),

where cl is the nutricient absorption constant pro unit of organism. This
yields

-f c f (x)dx
(3) a(t) = a(0)e 1 G .Or?’

and substituting a(tO) = a yields t . Fromt onwards the division times
of cells grow larger becauge there i: a food Shortage and for t 2 to we
have

(4) 9%%§1 - C1LG(t)a(t),

(5) dfiéf) = g(a(t)),

(6) LG(t) = fG(i(t)):

for somefunction g yet to be chosen. Since t is the inverse function of
i (5) leads to

di(t)
dt(7) 1/9(a(t)).

Considering everything in phase-space, (4), (6) and (7) give
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(8) ‘*3 = ‘ C1fG(i)ag(a):

and hence (with some abuse of notation)

a(i) i
1 . .

(9) J —a—§(—;)—da — - cl [ fG(1)d1.

a=a0 i=tO

At this point we might wonderwhether it is necessary to give a(t) a
strong and explicit interpretation as food concentration. The fact that
real growth normally stops somehowis not necessarily connected with ex­
haustive constraints but can also be the result of higher integrated pro­
cesses such as flowering. See LfiCK[1966] for a discussion about largely
independent levels of organization in a plant's hierarchical makeup.
Therefore, perhaps, it would be better to give a(t) a more mathematical
purpose than a too restricted biological significance. For instance, inte­
gration constants mayalways enter into a(t).

EXAMPLE5.1.: the logistic growth curve.

Assumethat fG(i) = 21 and g(a) = C2/a. t S to. According to (3):

-fgo c12tdta(0)eE11
II

which yields

('1'
ll ln

c
1n 2 a(o)\

1 a0 /O log2(1 +

Substituting fG and g in (9) yields, for t 2 t or

E:-(a(i)-ao) = -C1 ln%2(2i-2t0).

Substitute a(i) = c2'g% and we have to solve i in

(10) g£'= E9'- C1 (2%-2tO),
dt C2 ln 2

via separation of i and t,



i t
1

(11) I 1 d1 = J dt,
. _ A+B2 _i-to t to

with

to
ao Ln2-+c1c22

A = c 1n2
2

and
-c

1

B - ln 2 ’

which yields, after substitution of y = 21 ;

y t
(12) —-1--—dy - ——-—-B———-dy= dt.Ay1n2 A(A+By)1n 2

y=2t0 y=2t0 t=tO

Solving i in (12) we obtain

t A t-t 1 2

(13) i(t) - 1 1n—G3- with G = 2 0e( 0) n‘ ln 2 1-GB t ‘
A + B 2 0

Substituting i(t) in fG(i) = 2i:

_ i(t)
LG(t) — 2

_ -A/B
' 1-1/BG

a 1n 2 t
-02-?” 2 0

= . 1 2
1n 2 ta 1n 2 a0 0

1 + _Q______e-(--E--+ 2 c1)(t-to)t 2
c c 2 0

1 2

which is of the forun-—3£1EE_:the logistic or autocatalytic curve.
1+Ye­

177
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1 2 0
For t = t we obtain: L (t ) = 2t0 = 1 + n ln (a( ))O G O c \ a ,1 0

t aoln 2
For t~+ m we obtain: L max = 2 0 +

G c C
1 2

a. ln2

=1+l—“—‘31n(a(O)\)+-°—C—.C1 ao I °1 2

This yields the growth curve depicted in Figure 5.2 in which for ttéto:
LG(t) = f1(t) = 2t and for t 2 to: LG(t) = f2(t) = the above logistic
growth function. The only parameters involved are cl, C2, a(O) and a0.

Lam T

LGmax - - - —- — ——————————_ . _ _ _ _ _ _ _ _ . _ _.._

f2<t>

LG(t0) ------ -- :
I

f] (t) E
!

to t ——9

Figure 5.2.

EXAMPLE5.2: the monomolecular growth curve. Assume that fG(t)==t+1 and

g(a) = c2/a. Then, according to (3) we can solve to from

to
-IO c1(t+1)dt

a0 = a(O)e

which yields to =-1 i /{f+ jg-ln Eégl and since ago) is greater than 1 for
t > 0, clearly, 1 O O0

to = -1 + /{r+ ln a(O)O,.|~

and



1
F5

+
l

S”LG(tO) = fccto) - C . a

From (9) we see that, for t Z to,

c c
1 2 , 2

aUJ-aO— 2 Ht0+1) -(1+1))

c c
1 2 2 . 2

— 2 (LG(t0) - (1 +1) ) .

Substituting a(i) = C2 %%-weget

di _ ao °1 2 C1 2
'dft—C2+'—2-(t0+1)- 2

and

1 t

J di 2 = I dt,_ A-B(i+1) _
1—tO t-to

with

a C
A = -9-+--1-(t -+1)2

c 2 O2

C
1

B ‘ 2

which yields

1 ‘A/3+ (to”) 1 /A/B'+(1+1)
t = to - 1n + 1n--—--- .

2/K13 A/B-(to-G-1) 2/AB‘ A/B-(i+1)

Setting

1 /A/B+(tO+1)
to - ln -————-— to Z,

2/K5 A/B-(tO+1)

to Y and VA/Bto X we have, after some computation:

2

L (t) = f (i(t)) = i(t) +1= X(1---7:----)G G 1+6 z/Y_et/Y

179
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and

/530 2Lmax=1imL(t)=X= +L(t).
G - G c c G O

t+w 1 2

The growth curve looks like Figure 5.3:

LG<t> T

Lcmax r-—— ——- —- - —— —- ———* —“ " ' ‘ ‘ ‘ "'

f2<t>LG(t0) ------------ ""
I

I

I

f (t) I
1 I

I

I

I

t t —->

Figure 5.3.

: Lt < t G(t)O f1(t) = t-+1: linear,
-Z/Yoet/Y)-1t 2 to: LG(t) = f2(t) = X(1-2(1 +e ),

t >> to: LG(t) 3 X(1 -2e+Z/Ye-t/Y): the monomolecular growth curve;

where

to = — 1-+V4fi+ Ja-ln a(O) ,cl ao

L(t)=[+.2.Ina<°>,
G 0 c1 a0

L max —6:0 + LG(tO)2=+Egln ago) +1.
1 2 1 1 1 0

Hence we see that between the two extremes of unbounded DOLgrowth,

viz. exponential and linear, the chosen set of differential equations,
which depict the depletion of food, always yields a sigmoidal growth curve.
Therefore, all unbounded DOL‘growthfunctions yield a sigmoidal growth
curve under these conditions.
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(II). ORGANISMS WITH A PERIODICAL CHANGEOF DIVISION RATE.

In biology we meet a phenomenoncalled biological rhythms. Examples

are circadian rhythms, florescence etc. Such phenomenamight be connected
with the hierarchical organization of multicellular organisms, changes from
daylight to night etc. According to the observations of the Lficks [private
communication] the algae they observe show the following growth behavior.
Under optimal conditions the algae behave in essence like a rather simple
DOLsystem, LfiCK[1975], where each transition takes place after a unit
time interval of 48 hours.

However,each fifth time interval the organism alternatively skips
the required transition or executes two consecutive transitions in one time
interval. Thus, after each period of ten time intervals the organism reach­
es the stage we would expect from the DOLmodel, but in between it periodi­
cally speeds up and slows downits growth rate. According to the discus­
sion in the beginning of the chapter this meansthat

LG(t) = fG(i(t))

where i(t) is the function inverse of

i for O S i mod 10 < 5

i+1 for 5 S i mod 10 S 9.

Therefore,

It for O S t mod 10 < 5
i(t) = 1t-1 for S S t mod 10 S 9.

' ' 5 .

Suppose fG(i) = 21/5 then LG(t) = 2l(t)/ and the growth curve 1S as de­
picted in Figure 5.4.

La“) T

Fig. 5.4.
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(III). COMBINATIONOF (I) AND (II).

A combination of (I) and (II), i.e., an organism residing in a closed
environment and showing periodic speed ups and slowing downs of growth
rate, yields

LG(t)= fG(i(i'(t))).

where i is a function as found in (I) and i‘ a function as found in (II).

The resulting growth curve looks like Figure 5.5, where we assume that
the periodicity is independent of the organism's interaction with the
environment.

LG(t)I Z*/'‘'’

Figure 5.5.

5.2. SOME POSSIBLE EXTENSIONS AND AN INTERPRETATION IN TERMS OF

TABLE L SYSTEMS.

The assumption that the relation between physiological time and real
time is the same for all cell types in the organism can be relaxed, and
we obtain in general that a is rewritten as f(t,a) e {a,6(a)}. Q 6 Wand
t E Di. Then the growth matrix at time t is

f(t.a1)

f(t,a2)
MG(t) = with w = {a1,a2,...,an},

f(t,an)
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where ETETEETwill be 5; or 373:7 depending on t. (In our previous ap­

proach this would mean that MG(t) is either the unit matrix I or MGde­
pending on t.) The above is useful to express different division times
of different cell types without having to introduce different cell states
to account for distinct delays in division rates. Wecould even go far­

ther, and use the DTOLmodel. Recall that a DTOLsystem (deterministic

context free table L system) is a triple G = <W,{61,6 6k},w> such2,000,
that for all i, 1 S i S k, G1 = <W,6i,w> is a DOLsystem. Recall from Sec­

‘k
tion 3.3 that a control word u is an element of {1,2,...,k} . A word v is

said to derive a word v' in G under the control word u = i1i2...i£ if

...6_ 6. (V).
v' = 6_ 6, 1 1

11’, ‘K-1 2 1

Nowwe define, for A = {MG(t) It 5 Di} (A is finite) a DTOLsystem

G = <w,{61,6 ,...,6k},w>2

where k is the number of elements in A and each table 61 corresponds to
the distinct element of A for which it is the associated set of rewrit­

ing rules, i.e., A = {MG1,MG2,...,MGk},where

for all i, 1 S i S k. Nowa computable function h: Di + {1,2,...,k} is de­
fined which has as its argument the real time t and is composedfrom func­

tions which compute from the relevant parameters which table 6h(t) is
applicable at time t. Then the word sequence

=W: (W):-..,6h(t)6h(t_1)...

...5h(1)(w),...
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gives us the required developmental history of the modeled organism and the

lengths of the successive elements of Sh(G) give us the associated real
time growth function.

2 , i ,2
EXAMPLE.Suppose we have G = <{a},{6(a) = a },a> and f(i) = 2 . If t = 1/
Then LG(t) = 2 t. The present approach would model the organism as follows.

c' = <{a},{61(a) = a,62<a> = a2}.a>

Hence MG1 = (1), MG2 = (2) and

2 if t is a square={
1 if t is not a square

which yields LG(t) = 2L/tj.

Wemight note here that the approach taken previously in this chapter
always leads to DTOLsystems with two tables: if the physiological L sys­

tem was G = <W,6,w> then the associated DTOLsystem will be G‘ = <W,{51,62},

w>where 61 is the identity function and 62 = 6. The associated function h
satisfies

2 if t = t(i) for some i 6 D0={
1 if t # t(i) for all i 6 EL

As a further extension of the ideas presented above we could, e.g., make
the choicecnftable, for rewriting a letter at time t, dependon the geo­
metric position in the string of that occurrence of the letter. For in­
stance, the tip of a root growswhile the basal part does not. In this case,
as in this section in general, not only the derived string sequence could
be different from that of the underlying DOLsystem, but also the set of
derived strings could differ from that of the underlying DOLsystem which
does not happen with the approach in Section 5.1.

5.3. FINAL REMARKS

Although this chapter is concerned with L systems, i.e., models for
filamentous organisms such as algae, the method used above should be
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applicable to more-dimensionalgrowth as well. First find a, preferably
gcontext free, model of howthe organism grows in physiological time (the
essential cell ancestry and division pattern) and then try to find the func­
tional relation between physiological time and real time. The advantages of
such a procedure are that we have both one (qualitative) fundamental phys­
iological time model and that the transition from one type of growth to
another, e.g. from exponential to logistic, does not require changing the
modelbut is a consequenceof the functional relation between physiological
and real time which governs the quantitative aspects of the matter.

Amongexperimentalists it is considered that the over-all approxima­
tions like exponential, logistic etc. growth curves have nothing to do with
elemental (cellular) behavior. Furthermore, usually only the initial expon­
ential stage is studied; the latter stages of growth are moreor less neg­
lected. Wehave tried to establish a relation between elemental behavior

and the over-all growth curve and we have introduced as a most significant
state of a growing organism, or of the history of a growing organism, the
stage at which the growth ceases to be exponential and becomes sigmoidal:

at time to.
The presented ideas should not be of interest solely for people work­

ing with algae but for every experimentalist whotries to fit theoretical
growth functions to observed data.

5.4. BIBLIOGRAPHICAL COMMENTS

Chapter 5 is based on VITANYI[1977b]. Interesting discussions with
P.G. DOUCET, R.O. ERICKSON, J. GRASMAN,H.B. LEJCK, J. Lficx, W.J. SAVITCH

and A.R. SMITHIII concerning the subject matter of this chapter were
valuable.





CHAPTER 6

EPILOGUE: EVALUATION OF RESULTS

In this final chapter we evaluate the work presented in this monograph.
It does not lead up to one or a few main results but rather, textbook like,
covers part of the field. Someresults or topics are, for various reasons,
more interesting than others. The two main themes are language classifica­
tion (Ch. 3) and growth functions (Chs. 4 and 5). The techniques used are
mainly combinatorial. To the author Chapter 5 seems an interesting one, in
particular seen from the viewpoint of applications, to which purpose L sys­
tems were originally introduced.

It is shownthere that, for very good reasons, the assumption of a
unit time interval for transitions ought to be replaced by variable lengths
time intervals related to physical constraints. The resulting model, with
differential equations modelingthese physical constraints, lead us to sig­
moidal growth curves hitherto unattainable in the theory of growth func­
tions of L systems. It also leads to a clear connection between elemental
(cellular) behavior and the overall curve of growth and a theoretical inter­
pretation about the transition from exponential to sigmoidal growth not
requiring any change of modelat the transition point. Theoretical explor­
ation of the ideas presented in Chapter 5 and. hopefully. applications of
these ideas in empirical investigations could prove most rewarding.

The treatment in Sections 3.2 and 3.3 of the generating power of con­
text sensitive parallel rewriting with and without the use of various addi­
tions such as nonterminals, several types of homomorphicclosures of the
derived languages, and combinations of these generating power enhancing de­
vices, fills a previously existing gap in L theory. Whereasthe context free
case was thoroughly studied, the context sensitive case was largely left
open. In Section 3.2 the most.important results are summarizedin Table
3.1, where for the four main types of deterministic context sensitive L
systems (PD1L, D1L, PD2Land D2L) the effect on the language generating
power of the additional features is shown. The various (32) families of
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XYZL languages are provided with a least upper bound and a greatest lower
bound (both with respect to set inclusion) of language families chosen from
amongst the main families of the Chomskyhierarchy. Wecompared the power

of XYZL systems with these language families, since they are well under­
stood and mathematically natural because of their closures under manyoper­
ations. It appears that the pure L language families we consider_are rather
unevenly spread out, in the sense that none of them contains all finite
languages but with erasing production rules they contain non-context sensi­
tive and without erasing production rules still non-context free languages.

In the latter case all languages produced are in DLBAexpby the fact that
we cannot have more than a constant multiplicative factor length difference
between two consecutive words in the string sequence. For the same reason
we can replace REas a l.u.b. on pure L language families, and their non­

erasing homomorphicclosures, by REexpwhich is a subclass of the recursive­
ly enumerable languages defined by

REexp=FINU{LeREl3c€]N,VveL,3v'EL

[£g(v) < £g(v') s c£g(v)]}.

REexPis the somewhatstrange class of recursively enumerable languages, of
which the words in a language ordered by length differ in length at most a
constant multiple. (Notethat this class contains indeed strictly recursive­
ly enumerable languages.) It is easy to see that in Table 3.1 we can re­

place REby REexPeverywhere in rows (i)-(iii) but nowhere else. As a con­
sequence of Theorem3.59 the addition of but the simplest form of erasing
homomorphismgives all types of context sensitive L systems the full power
to generate all r.e. languages. Notice that this is a specific property
of the parallel rewriting feature which enables the system to simulate a
firing squad; for the set of sentential forms of a sequential rewriting
(Chomskytype) grammar the erasing homomorphismwould not be that powerful.

In general we see that by adding more context and/or more additional fea­
tures, like the use of nonterminals or closure under homomorphisms,the fam­
ilies of DILlanguages induced by the various classes of L systems contract,
as it were, more and more to a neat Chomskytype language family; where some

types of context are more aided by sometypes of additional features than
others. One-sided context, especially in combination with A-free production
rules, is moreresistant to the beneficial effects of additional features
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than the others. This is due to prefix properties accompanyingone-sided
context, of which Theorem3.57 gives the most beautiful example. Particu­

larly nice is also the role played by the family of finite languages of
which (the proof of) Theorem3.54 illustrates howsurprisingly difficult
it can be to generate them even by quite powerful means. (The difficulty
lies of course again with the problemof recurring prefixes.) Another inter­
esting point is that if we can generate all regular sets with the meanswe

consider here, we can also generate all DLBAexplanguages. It appears that,
for parallel rewriting plus the considered additional devices, FIN and REG
play the part of a turning point: by adding more and more we sometimes hesi­

tatingly pass FIN, but when we pass REGwe immediately jump to DLBAexpor
higher in generating power. That extensions of PD2Llanguages are exactly
the DLBAlanguages is the subject of Theorem 3.55 which, together with an

older result of van Dalen that EP2Lequals CS, yields an analogue of the
classic LBAproblem in L theory.

Section 3.3 considers the same questions as Section 3.2 but now for
the general case of (nondeterministic) L systems with or without tables.
Here the results are summarizedin Figure 3.2. Most important in this sec­
tion is Lemma3.63 which, together with the earlier Theorem3.55, yields
a pleasant restatement of the LBAproblem as a trade-off in L parlance.
Whereas in the classic statement of the problem we have to prove that non­
determinism gives (no) additional power over determinism for LBAs, here we
have to prove something different: a sharp trade-off between two—sidedcon­
text with one set of production rules and one-sided context with two sets
of production rules is (not) possible for EPDTILsystems. Hence it is a
real quid pro quo which was not the case in the original statement of the
LBAproblem. Nice as it is, unfortunately the result does not seem to bring
the solution for the LBAproblem any nearer.

In Section 3.4 we investigate what have earlier been called adult
languages. For this somewhatscabrous namewe have substituted the less
biologically motivated, but moredescriptive, nameof stable string lang­
uages. In this section we prove that by combinations of four fundamental
lemmasmost of the extant results, and quite a few new ones, concerning
the subject can be derived. It appears that the stable string device is ex­

actly as powerful a language squeezing mechanismas the use of nonterminals ,
except whencontext sensitivity is absent in any form, even the mild oneof the
useof tables . In that case the stable string device is strictly less powerful
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than the use of nonterminals, and we generate exactly the context free lang­
uages. Note that the stable string feature is only relevant to the type of
parallel rewriting we consider; it woulddo nothing for sequential rewrit­
ing.

In Section 3.1 we consider structural (combinatorial) investigations
of DOLsystems: quite a few properties of the derived sequences and lang­
uages are understood bytfluamethodsused (recursive letters, associated di­
graphs etc.). Oneof the nice results here is the one that relates the max­
imal cardinality of a finite DOLlanguage over an n letter alphabet with the
maximal order of a permutation of the n-th degree (Theorem3.10 and Corol­
lary 3.17), which in turn leads us into the realm of analytic numbertheory
in Section 3.1.1.1. There two new, more or less natural, numbertheoretic
functions aux: introduced which are related to, but behave sometimes quite
different from, the one mentioned above. The brute force computer aided in­
vestigations of these functions by O. ¢sterby led, amongstother things, to
a counter example to an implied conjecture of E. Landau to the effect that
the largest numberwe can obtain by taking the least commonmultiple of a
partition of the sumof the first k primes in positive integral summands
is the product of the first k primes. With regard to L system theory it
is shownthat a DOLsystem with an n letter alphabet can generate a fin­
ite language of cardinality about e n 1°9’K Furthermore, the results of

Section 3.1.1 lead us to the interesting fact that, if a.IKH.systen1generates
a finite language, we can ascertain this fact and solve the membershippro­
blem both, by solely examiningthe first n productions of each letter in
the alphabet (of cardinality n). The result rests on an application of the
Chinese remainder theorem and led N. Jones and S. Skyumto quite interest­
ing results concerning the complexity of recognizing deterministic context
free (tabled extension) L languages. See Theorem 3.15, the lemmasleading
up to it and the discussion afterwards.

One problem in L theory, which has been open for quite a time, is to
give a method for deciding whether the string sequence generated by a DOL
system is locally catenative, that is, whether there is an integer n such

that from the no-th string onwardseach string in the sequence consigts of
the concatenation of strings which occur earlier in the sequence. The pro­
blem has been called L problem $2, L problem #1 being the DOLequivalence
problem which recently has been solved by K. Eulik and I. Fris. Using the

methods developed earlier in Section 3.1 we study aspects of L problem #2 in
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Section 3.1.2.2. First we derive a necessary (but not sufficient) condition
on the recursive structure of a DOLsystem for it to be locally catenative.

0 may be
Illogjq for a DOLsystem using n letters. From the nec­very large: about e

essary condition above it appears namely, that there is an intrinsic con­
nection between locally catenative DOLsystems and DOLsystems generating
a finite language: locally catenative DOLsystems are, as it were, ex­
ponentially growing versions of DOLsystems generating finite languages.
Fromthis it follows that we might have to look very far in the string se­
quence before the locally catenative property appears. Thirdly it is prov­
en that the string sequence of a DOLsystem is locally catenative iff the
monoidgenerated by the language produced by the system is finitely gener­
ated. Thus we relate a property of the derived string sequence with a pro­
perty of the derived language. Theorems3.28, 3.31 and 3.33 are the inter­

esting ones here.
Of interest is also Section 3.5; not because of the results obtained,

but because of the ideas hinted at to generalize L systems so as to obtain
a model in which we may cope with the physical constraints relevant to the

growth of bulky organisms. The ideas of Section 3.5 are_presented at great­
er lengths, and in more worked-out fashion, in the author's master thesis
(VITANYI[1971]).

The second half (ms. 4 and 5) of this monographdeals with the sub­
ject of L growth functions; which subject is regarded, amongL people, as

being abundantly biologically motivated. Abovewe already expounded on
our vested interest in Chapter 5. In Chapter 4 we explain first, in Sec­
tion 4.1, the fundamentals of the analytical theory of DOLgrowth functions.
Section 4.2, whichties in with Section 3.1.2.1 treats the structural (or
more combinatorial) approach to DOLgrowth functions. It is shown there
howto classify DOLgrowth on the basis of structural properties alone,
which is computationally more easy (but less accurate) than the analyti­
cal methods of Section 4.1. Theorem4.21 tells us how to do this on the

basis of the structural characterization of types of DOLgrowths, and
Theorem 3.27 even tells us how to determine the degree of polynomial

growth in this way. Important in Section 4.2 is the structural proof of
Theorem4.14 to the effect that there exists no DOLgrowth functions of
the subpolynomial (type 15) and the subexponential (type 25) Variety. Al­
though strongly suggested by the analytical expression for a DOLgrowth
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function, to the author's knowledgethis is the easiest (even first?) proof
for this fact.

In Section 4.3 appears about all which is knownabout context sensi­
tive L growth. It is shownthere, that virtually everything is undecidable
in this realm which, surprisingly enoughconsidering the proof of this fact,
was an open problem for sometime: the decidability status of the equiva­
lence problem for context sensitive L growth was stated as an open problem
in at least one textbook and a research paper. An important problem in this
area, which is still open, consists of whether D1Lgrowth is properly includ­
ed in D2Lgrowth and, similarly, whether PD1Lgrowth is properly included
in PD2Lgrowth. Theorem4.32 tells us that in both cases the classes are
approximately equal, but the precise problem stays unsolved. Several exam­
ples solving at one time open problems are given or described. In Section
4.3.2 we show how to synthesize some context sensitive growth functions by,
e.g., using a firing squad synchronization. It appears in Theorem4.36
that for each rational numberr we can find a context sensitive L system
with growth of order of magnitude tr. Wethen show in Section 4.3.3 sev­
eral results about the hierarchy induced in growth functions by the amount
of context in the system and, e.g., the numberof letters used. The most
interesting one says that context sensitive growth over a one letter alph­
abet is in the realm of context free growth (Theorem4.42), but context
sensitive growth over two letters gets outside of that realm (Theorem4.44)
Yet the latter does not contain all context free growth. A general matter
which appears from Chapter 4 is, that, although we can realize muchmore
growth functions with context sensitive L systems than with context free
L systems (especially of the unboundedsubpolynomial type), we are still
not able to obtain sigmoidal growth (Theorem4.25). To obtain sigmoidal
growth we require a (justified) change of model as described in Chapter 5
where we obtain this type of, biologically important, growth even for the
context free model.

Future research and open problems. As said before, work in L systems
ought to provide techniques which are of use to the practicing biologist.
As such, work in the area disclosed by Chapter 5 (or even the topics touch­
ed on in Section 3.5) seems most important. On the more theoretical side, L
problem #2 of deciding whether a DOLsystem has the locally catenative pro­
perty is a venerable old problem, and its solution wouldpossibly shed
light on more generally interesting properties of (monoid)morphisms.
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Interesting within L system theory is whether D2Lgrowth properly includes
D1Lgrowth, and the corresponding problem for the A-free case. (Also e.g.
the problem of whether PDZLgrowth is strictly included in D1Lgrowth). A
further investigation in structural properties of DOLsystems, e.g., how
degree of exponential growthis related to structural properties of the
homomorphisms,as for instance appearing in the associated digraphs of Sec­
tion 3.1.2, is also needed. Sections 3.2-3.4 seempretty muchcomplete
short of solving the LBAproblem. A further list of (at the time) open
problems in L theory appears in LINDENMAYERand ROZENBERGE1976]. (Recall

that EULIKand FRIS [1977a,b] have already solved L problem #1.)
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SAMENVATTING.

De gemeenschappelijke interessesfeer van de informatica en de biologie
is niet leeg. In het bijzonder bevat zij problemenverbonden met de ont­
wikkelingsbiologie. De ontwikkeling van een organisme kan worden opgevat

als de uitvoering van een ontwikkelingsprograma dat aanwezig is in de
bevrfichte eicel. Door de cellulariteit van hogere organismen wordenwij in
staat gesteld de organismen in ontwikkeling te beschouwenals dynamische
collectieven van passend geprogrammeerdeautomaten. Tot de taak van de ont­
wikkelingsbiologie behoort dan onder meer de fundamentele algoritme af te
leiden uit het venloop van de groei en ontwikkeling van het organisme. Onder­
zoek aan algoritmische processen vormt weer een van de centrale onderwerpen
uit de informatica. Het is dan ook niet vreemddat de theoretische informa­

tica, en de automaten- en formele talentheorie in het bijzonder, waarde­
volle inzichten verschaft in problemenbetreffende biologische ontwikkeling.
Omgekeerdhebben biologische motivaties en voorbeelden nieuwe ideéen bijge­
dragen tot de theoretische informatica. De voorlopers van de automaten­
theorie, zoals de zenuwnetten van Mcculloch en Pitts en de reproducerende
automaten van Von Neumann,waren biologisch gemotiveerd.

Omstreeks 1968 stelde A. Lindenmayer de L systemen voor als modellen
voor eendimensionale groei en ontwikkeling. Deze modellen sluiten nauwaan
bij de theorie der formele talen. Dientengevolge werd het onderzoek naar de
mathematische aspebten hiervan ter hand genomendoor een allengs groeiende
groep wiskundigen en beoefenaren van de theoretische informatica. De in
aanvang biologische motivatie raakte in veel gevallen Opde achtergrond.
L systemen vormenefiniparallelle variant op de, eerder door N. Chomskyin
de mathematischelinguistiek ingevoerde, generatieve gramatica's. De
(mathematische) theorie van L systemen heeft dan ook veel problemen (met
of zonder biologische motivatie) en bewijstechnieken gemeenmet de formele
talentheorie en vormt daarbinnen tegenwoordig een hoofdstroming. Door het
parallel toepassen van de herschrijfregels lenen L systemenzich beter tot
een wiskundige aanpak dan de oudere generatieve grammatica's. Verder leidt
de studie van L systemen tot tal van nieuwe problemen en toepassingen.

In deze monografie komendrie aspecten van L systemen uitgebreid aan

de orde: de structuur van deterministische contextvrije L systemen, de
taalklassificatie van families van talen voortgebracht door contextgevoe­
lige L systemen, en de groeifuncties van deterministische L systemen. Bij
al deze aspecten speelt de door het L systeem gegenereerde woordrij een
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centrale rol;
—De structuur van een deterministisch contextvrij L systeem (DOL)be­

staat_uit de, door hetgebruiktermmmmorfismebepaalde,voortbrengingsrelaties
tussen de letters van het alfabet van de DOL.Deze relaties worden uitge­
drukt door een klassificatie van de letters in typen en door met het homo­
morfisme geassocieerde eindige gerichte grafen. De samenhangtussen eigen­
schappen van de structuur van een DOLsysteem en de globale eigenschappen
van de door het systeem voortgebrachte woordrij, taal, en groeifunctie,
worden onderzocht. Noodzakelijke en voldoende voorwaarden onder welke een

DOLsysteem een eindige taal voortbrengt worden gegeven en leiden tot het
vaststellen van de maximalecardinaliteit van een eindige DOLtaal over

nlog n. Heteen alfabet van n letters. De orde van grootte hiervan is e
probleem van het vaststellen of een woord v door een (P)DOLsysteem G wordt
voortgebracht heet het lidmaatschapsprobleem voor (P)DOLtalen. De benodig—
de tijd/geheugen ruimte voor een algoritme dat dit probleem oplost, wordt
uitgedrukt in de lengte van v voor het gewonelidmaatschapsprobleem, en in
de lengte van v en de beschrijving van G voor het algemene lidmaatschaps­
probleem. Uit de resultaten volqt dat het alqemene lidmaatschapsprobleem
voor (E)PDOLsystemen en de eindigheid VanDOLtalen beslist kunnen worden door

een deterministische algoritme die in polynomiale tijd werkt. Indien een DOL
taal oneindig is, kan de kwestie of een woordVdoor een DOLsysteem Gover een alfa­

bet van n letters voortgebracht wordt opgelost wordendoor n * lengte (V)woorden
van de met G geassocieerde woordrij te genereren en met v te vergelijken.
Metinachtneming vanspeciale voorzieningen voor de letters die het lege woord

voortbrengen, leidt dit tot eenpolynomialedeterministische algoritme. in het
geval dat de taal die door Gvoortgebracht wordteindig is , kan deze taal echter

n log n woordenvan gelijke lengte bestaan. Doorgebruik te makenvan de ge­uite
vond.eneigenschappen van DOLsystemen die een eindige taal voortbrengen en door ,
ondermeer, het toepassen vande Chinese reststelling blijkt ookvoor dit geval
een uitvoerbaflrepolynomiale deterministische algoritme mogelijk. Enige getallen­
theoretische functies , voortspruitende uit het verbandtussen de grootte vanhet
alfabet en de grootte Vaneen eindige DOLtaal , wordengedefinieerd en onderzocht.
Dezefucties zijn varianten opde reeds door E.Landauonderzochte maximaleorde
van een permutatie van de n - de graad.

DOLsystemen zijn lokaal-katenatief indien de voortgebrachte woordrij



209

een zekere fibonacci-achtige eigenschap bezit. De structuur van zulke lo­
kaal-katenatieve DOLsystemen wordt bepaald. Een structureel verband, tus­
sen lokaal-katenatieve DOLsystemen en DOLsystemen met eindige taal, leidt
tot de conclusie dat de lokaal-katenatieve eigenschap pas zeer laat in de
gegenereerde woordrij hoeft op te treden. Een en ander heeft zijn conse­

quenties voor het zoeken naar een algoritme die uitmaakt of een gegeven
DOLsysteem de 1okaa1~katenatieve eigenschap heeft. Voorts wordt aange­
toond dat het bezit van de lokaal-katenatieve eigenschap equivalent is met
het eindig voortgebracht zijn van de door de DOLtaal voortgebrachte me­
noide.

De groeifunctie van een deterministisch L systeem beeldt het argument
i af op de lengte van het i-de woord in de geassocieerde woordrij.
Onder meer wordt de structuur bepaald van DOLsystemen waarvan de groei­
functie van de orde van grootte van een polynoomvan een gegeven graad is.

Voorts worden structurele condities aangegevenvoor het al dan niet
regulier of contextvrij zijn van DOLtalen.

Een en ander vormt het onderwerp van Sectie 3.1.
- Het onderzoek naar talen van L systemen houdt ons bezig in Secties 3.2­
3.4. In Sectie 3.2 wordenvoor deterministische contextgevoelige L syste­
mende pure taalfamilies, de taalfamilies verkregen met gebruikmaking van
hulpsymbolen,1n1deafsluitingen van de voorgaande taalfamilies onder diver­
se typen homomorfismenonderzocht en volledig geklassificeerd in de Chomsky
hierarchie. Hierdoor wordt de kracht van parallelle (deterministische) taal­
voortbrenging (al dan niet geholpen door hulpsymbolen en/of homomorfeaf­
beeldingen) vergeleken met de kracht van de traditionele sequentieéle taal­
voortbrenging door generatieve gramatica's. Debelangrijkste resultaten
zijn bevat in Tafel 3.1 en Figuur 3.1. Sectie 3.3 behandelt soortgelijke
kwesties voor al dan niet deterministische tafel L systemen. Dit zijn L
systemen voorzien van meerdere stellen herschrijfregels, waarbij op een en
hetzelfde woord slechts regels uit één stel toegepast mogenworden. Onder
meer blijkt, dat het klassieke LBAprobleem uit de formele talentheorie
equivalent is met de kwestie of het gebruik van één tafel en twéézijdige
context evenveel kracht biedt met betrekking tot taalgeneratie als het
gebruik van twéé tafels en éénzijdige context, voor een bepaalde klasse L
systemen. Debelangrijkste resultaten van deze sectie zijn bevat in Figuur
3.2. In Sectie 3.4 bekijken we een alternatieve vormvan taalvoortbrenging
die eigen is aan de L systemen. De woorden in een pure L taal die invariant
zijn onder de herschrijfregels vormende met het L systeem geassocieerde
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taal van stabiele woorden. Aangetoondwordt dat de op deze wijze uit een
klasse van L systemen verkregen taalfamilie in het algemeen gelijk is aan
de taalfamilie welke uit die klasse verkregen wordt door gebruik te maken
van hulpsymbolen. Een uitzondering wordt gevormddoor de klassen van deter­

ministische L systemen met één tafel en door de klasse van contextvrije L
systemen met één tafel. In het laatste geval is de familie van talen die
bestaan uit stabiele woordengelijk aan de familie van contextvrije talen,
en dus strikt bevat in de taalfamilie door deze klasse van L systemen voort­
gebracht met gebruik van hulpsymbolen. De belangrijkste resultaten in deze
sectie zijn bevat in de Figuren 3.3 en 3.4. In Sectie 3.5 wordt een L sys­
teem variant geintroduceerd in verband met een regeneratieprobleem.
- In het voorafgaande werd reeds gesproken over groeifuncties geassocieerd
met L systemen. Sectie 4.1 behandelt de reeds eerder bekende analytische
theorie van DOLgroeifuncties. In Sectie 4.2 wordt het verband bestudeerd
tussen de structuur van een DOLsysteem en zijn groeifunctie. Voor de klas­
sificatie van een DOLgroeifunctie bijvoorbeeld, zal het beschouwenvan de
structuur van het DOLsysteem vaak meer, snellere, maar soms vagere, infor­
matie geven dan de analytische methode. Groeifuncties van contextgevoeli—
ge L systemen vormenhet onderwerp van Sectie 4.3. Zulke groeifuncties zijn
voorheen weinig onderzocht. In de onderhavige sectie wordt een aanzet gege­
ven tot een theorie hierover. Onder andere worden de analyse, synthese,
hierarchieén en klassificatie van deze groeifuncties bestudeerd. Het blijkt
dat vrijwel alle kwesties die Voorde contextvrije variant beslisbaar zijn,
voor de contextgevoelige variant niet beslisbaar zijn.

Een der grote tekorten van de hierboven geschetste theorie wordt ge­
vormd door het onvermogen omhierbinnen de, in de biologie veel voorkomende,

sigmoidale groeifuncties te genereren. In Hoofdstuk 5 worden de oorzaken
hiervan aangegevenen wordt de conventie van het eenheidstijdsinterval tussen
opeenvolgende woorden in de woordrij vervangen door het toelaten van tijds­
intervallen van variabele lengte. De rangorde van een woord in de woordrij
wordt geassocieerd met de physiologische tijd van het gemodelleerde orga­
nisme, en de somvan de voorafgaande tijdsintervallen wordt geassocieerd
met de physische tijd die verstreken is tot het verschijnen van bovengenoemd
woord. Weverkrijgen dan een hybride L systeem met discrete herschrijving,
dat opereert in continue tijd. Hierbij is de lengte van de verschillende
tijdsintervallen afhankelijk van, bijvoorbeeld, physische geqevenheden.Dit
beantwoordt meer aan de eisen die qua adequaatheid van modellerinq van de
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biologische ontwikkeling van een organisme aan L systemen gesteld mogen
worden. Het blijkt dat, onder redelijke aannamen,de bekende logistische
en monomoleculaire (sigmoidale) groeifuncties uit de biologie verkregen
worden.

—Hoofdstuk 1 geeft een inleiding tot de theorie der L systemen, en behan­
delt het verband met de biologie enerzijds en met de wiskunde en_de theo­
retische informatica anderzijds. Hoofdstuk2 geeft, in Sectie 2.1, enige
begrippen en stellingen uit de theorie der formele talen en, in Sectie 2.2,
definities uit de theorie der L systemen. In Hoofdstuk 6 worden de in het
voorafgaande verkregen resultaten geévalueerd.





STELLINGEN

1. Varshavsky definieert de functie L(n) als de maximale eindige lengte van
een Configuratie, die kan groeien uit één geactiveerde automaat, in een
lineaire cellulaire ruimte bestaande uit identieke eindige toestands~
automaten met n toestanden. De functie L(n) stijgt sneller dan enige be­
rekenbare functie, zelfs indien het transport van informatie in de cellu­
laire ruimte slechts in één richting kan plaatsvinden.

V.I. Varshavsky, Someeffects in the collective behaviour of automate.

In: B. Meltzer and D. Michie (eds.), Machine Intelligence 2,
1972,Edinburgh University Press, Edinburgh, 389~403.

P.M.B. Vitényi, On a problem in the collective behavior of automata,

Discrete Mathematics.;§_(1976) 99»101.

Zij d(G,n) het minimale quotient van het aantal kanten, die gelijkge—
kleurde punten verbinden, en het totaal aantal kanten in een toekenning
van n kleuren aan de punten van een graaf G.

(12) d(G,n) 3

(ii) 1/n; d(Kp,n) < 1/n, p 2 2, en éig d(Kp,n) 1/n voorafljxzn.
Een n~partitie van de punten in G zodanig dat het bovengenoemde
quotient niet het giobale optimumd(G,n) geeft, maar een lokaal
optimum, in de zin dat de verandering van de kleur van één punt

geen verbetering oplevert, kan gevonden worden met een 0(epn)
deterministische algoritme. (Hierbij is e het aantal kanten en p

het aantal punten in G.) Dit lokale optimumgeeft een quotient
S 1/n.

(iii) Het bepalen van d(G,n) is NP~compleet.

(iv) Er bestaat een algoritme voor het bepalen van d(G,n) die werkt in

deterministische tijd 0(p{E}), waarbij {E}een Stirling getal van
de tweede soort is.

P.M.B, Vitényi, How "good" can a graph be nucolored, MCrapport IW 81,

Mathematisch Centrum, 1977.Amsterdam,

Geen klasse van oneindige recursief opsombare talen die alle oneindige
recursieve talen bevat is recursief opsombaar,Dit in tegenstelling tot
de klassen der eindigem, recursieve~, en recursief opsombaretalen,
welke alle recursief opsombaarzijn.



P. van Emde Boas &P.M.B. Vitanyi, A note on the recursive enumera~

bility of someclasses of recursively enumerable languages,
Information Sciences (te verschijnen).

Th. M.V. Janssen, G. Kok &L.G.L.T. Meertens, On restrictions on

transformational grammarsreducing the generating power,

Linguistics and Philosophy 1_(1977) 111-118.

4. De volgende pompstelling geldt voor Dyck talen D. Indien wno =n n0
a8 Y6 on e D voor no > lengte (afiyéu) dan geldt voor alle n 2 1 dat

wn = aBny6nu e D.
N.B. Deze stelling vertoont qua uiterlijk een oppervlakkige, maar mis­
leidende, gelijkenis met de uvwxystelling. Het ongewonevan de ste1~
ling ten opzichte van andere pompstellingen bestaat onder meer hierin,
dat we met behulp van deze stelling woorden zowel kunnen oppompenals

leegpompen.

P.M.B. Vitényi &W.J. Savitch, On inverse deterministic pushdown

transductions, Journal of Computerand System Sciences (te
verschijnen).

Een deterministische stapelvertaler (deterministic pushdowntransducer)
is'een model voor een simpele compiler die brontalen in objekttalen af~
beeldt. Zij S(L) U:mq.S(L)) de klasse van brontalen waarvan iedere taal
door een deterministische stapelvertaler in de objekttaal L (c.q. in een
objekttaal L uit de klasse van objekttalen L) afgebeeld kan Worden“
terwijl het complement van de brontaal in het complement van L afge—

beeld wordt. Dat wil zeggen, S(L) = dpdt 1(L) en S(L) = dpdtm1(L), waarw

bij dpdtfll de klasse van inverse deterministische stapelvertalingen
voorstelt. Zij Verder dgsmu1(D)de klasse van inverse deterministische
gegeneraliseerde sequentieéle machine~afbeeldingen van de klasse D van
Dycktalen; dgsm~1(D)bevat bijvoorbeeld de klasse van blokstructuur—
talen met reguliere restricties.
(i) Brontalen in S(dgsm—1(U))worden herkend door deterministische

Turing machines met één band in tijd O(n2) en geheugenruimte O(n).

Verder worden zij herkend door deterministische off—line Turing
machines in geheugenruimte 0(log2 n). Dientengevolge geldt dat
S(dgsm-1(9)) echt bevat is in de DLBAtalen. Ofschoon S(dgsm“1(D))



triviaal de deterministische contextvrije talen bevat, bevat zij
niet alle contextvrije talen.

i j , _ i j k . . M *
L = {a b I1 S J} U {a b c i-+3 —k} U {a,b,c} {¢},

¢ ¢ {a,b,c}, is een contextvrije taal die niet tot S(dgsm_1(D))
behoort.

(ii) Het is onbeslisbaar of een taal in 3(dgsm'1(D)) leeg is. De af­
sluiting van 3(dgsm*1(U)) onder homomorfismenis de klasse van
recursief opsombaretalen.

(iii) Voor iedere objekttaal L bestaat er een taal 3 die kompleet is
voor S(L) met betrekking tot geheugenruimte.

P.M.B. Vitényi &W.J. Savitch, On inverse deterministic pushdown
transductions, Journal of Computerand System Sciences (te
verschijnen).

6. Het door Von Neumannin 1953 opgestelde model voor de zelfreproductie

van automaten kan worden opgevat als asexuele voortplanting. Het in­
bedden in cellulaire ruimten van een model voor de sexuele voortplanting
van automaten blijkt een natuurlijke extensie te zijn van VonNeumann's
werk; het ontwerpen en onderzoeken van de daarmee samenhangende auto­

maten—genetica levert bovendien mogelijk waardevolle inzichten bew
treffende de biologische erfelijkheidstheorie.

J. Von Neumann, Theory of Self~Reproducing Automata (A.W. Burks ed.).

University of Illinois Press, Ill., 1966.

P.M.B. Vitényi, Sexually reproducing cellular automata, Mathematical

Biosciences lg (1973) 23w54.

P.M.B. Vitényi, Genetics of reproducing automata. In: Proc. 1974
Conference on Biologically Motivated Automata Theory, IEEE,
New York, 1974, 166-171.

7. De klasse van recursief opsombare verzamelingen kan als volgt gekarak—
teriseerd worden.

- *
(1) Voor iedere recursief opsombare verzameling L G 2 bestaat er een

reguliere verzameling R zodanig dat



waarbij de reguliere verzameling R Q (2 U {a,b,§,B,O,1,5,T})*,

2 n {a,b,S,B,o,1,o,E} = ¢; 62

(D2,(Z U {a,b,5,B})*) is, met D2
het homomorfismevan (2 U {a,b,5,B,O,1,5,i})* op (2 U {a,b,5,B})*

de Dyck—achtigeverzameling: shuffle
de Dyck taal over {O,1,5,T}; en h

is, dat gedefinieerd wordt door h(c) = c voor c 6 E, h(c) = E
voor c e {o,1,6,I}, h(a) = 0, h(a) = 6, h(b) = 1, en n(B) = 1.

(ii) Iedere recursief opsombare verzameling over X kan uitgedrukt wor—
den in de vormh(5 n L) waarbij L een deterministische contextvrije
taal is; 5 een Dyck—achtige taal: shuffle (D,2*) met D een Dyck

taal over een alfabet A, Ar1Z = Q; en h het homomorfisme is, ge~

definieerd door h(a) = E voor a 6 A en h(a) = a voor a 6 2.

(iii) Iedere recursief opsombareverzameling kan worden uitgedrukt in de
vorm Tm1(L).Hierbij is L een deterministische contextvrije taal;
T een gemerkte Dycktaa1~substitutie, dat wil zeggen, er is een
Dyck taal D zodanig dat voor iedere a in het domein van T geldt

dat T(a) = aD, waarbij de respectieve alfabetten van D en de
recursief opsombareverzameling disjunct zijn.

P.M.B. Vitényi &W.J. Savitch, On inverse deterministic pushdown
transductions, Journal of Computerand System Sciences (te
verschijnen).

8. De navolgende stelling moet gezien worden in het kader van het uitbrei—
den van de verzameling instructies van het basis Turing machine-model
(meer in het bijzonder ten behoeve van snellere geheugen toegang), zon­
der dat de berekeningscomplexiteitsklassen hierdoor (noemenswaardig)
veranderen. Dat wil zeggen, we ontwerpen machinemodellen die zich be­
vinden tfissen de standaard meerband Turing machine en de registerauto—

maat, en die dezelfde complexiteitsklassen hebben als het standaard
meerband Turing machine—model.

Een Turing machine Mmet meerdere lees-schrijfkoppen per band en met
de toegevoegdeinstructie:

"herzet kop i naar de positie van kop j op de band in één machine­
stap, ongeacht de afsténd tussen beiden"

kan gesimuleerd worden door een standaard meerband Turing machine M‘

in lineaire tijd. Dit houdt in dat, als de originele machineMeen



berekening uitvoert in tijd T(n), waarbij n de lengte van de invoer is,
de simulerende machine de berekening zal uitvoeren in tijd cT(n) Voor een

constante C. Is Mdeterministischt dan kan de simulatietijd verkort
worden tot n + eT(n) Voor willekeurig kleine constante 6. Is Mniet—deter~

ministisch dan is T(n) voldoende. Voor k > 1 geldt:

» Elke bandeenheid met k koppen en herzetinstructies kan zo gesimuleerd
worden door 8k ~ 8 standaard bandeenheden met één kop per band.

—Is de gesimuleerde bandeenheid niet*deterministisch dan volstaan 4k
standaard bandeenheden met één kop per band.

W.J. Savitch &PuMoBaVitényi, Linear time simulation of multihead

Turing machines with head—to~headjumps. In: Proc. IVth Int.

Coll. on Automata, Languages and Programming, Lecture Notes in

Computer Science §3J Springer, Heidelberg, 1977, 453-464.

Zij Meen deterministische stapelautomaat (dpda) met n1 toestanden,
n2 stapelsymbolen en K de lengte van het langste woord waarmee het

bovenste symbool op de stapel overschreven kan worden. Zij S(n1,n2,K)
het maximale aantal nietlezende stappen dat een dpda kan maken zonder
in een berekeningslus te geraken en zonder de stapel te verlagen tot
onder de aanvangshoogte. Een en ander onder de aanname dat de dpda
input kan lezen. Dan is

n (n +1)(n ~2) n ~2
(<17.--1) 12. 1 2

s S(n1,n2,£) .<.(£12-~1)/(K-~1),

Voor n1 2 1, n2 2 3 en 2 2 2.
Zij T(n) het aantal stappen in de langste berekening van een dpda

met parameters n1, n7, K tot het momentvan het lezen van de n~ce
letter van de invoer. Dangeldt

n (n +1)(n,~2) n -2 n,~2
(2n—1)((£1) 11’,1 2 «£2 )/((3-1)£2 -1)

n1n2
s T(n) S (r1-- 1)(K ' ~ 1)/(Z ~ 1),

Voor n1 2 1, n2 2 3 en E 2 2.



Voor de overgebleven waarden van de parameters n K gelden andere,1! n2!
eenvoudiger, grenzen

‘P.M.B. Vitanyi, Achievable high scores in €—moVesand running times

in DPDAcomputations, MCRapport Iw 70, Mathematisch Centrum,

Amsterdam, 1976.

10. Het door E. Landau gesuggereerde vermoeden, dat de maximale orde van

een permutatie van de n—degraad gelijk is aan het produkt van de eerw
ste k priemgetallen indien n gelijk is aan de som van de eerste k priem~
getallen, is onjuist.

E. Landau, fiber die Maximalordnung der Permutationen gegebenen Grades,

Archiv der Math. and Phys., Dritte Reihe, §_(1903), 92~103.

O. ¢sterby, Prime decompositions with minimumsum, BIT 1§_(1976)
451-458.

Dit proefschrift, Sectie 3.1.1.1.

11. De Erdosgraaf heeft de wiskundingen als punten. Twee punten zijn ver­
bonden door een kant indien de corresponderende wiskundigen tenminste
één gemeenschappelijk artikel geschreven hebben. De afstand tussen twee
punten is gelijk aan het kleinste aantal kanten in een pad dat deze twee
punten verbindt. Een subgraaf van de Erdésgraaf, waarin ieder punt
afstand 1 heeft tot ieder ander punt, vormt een kliek. Webeschouwen

nu de verzameling van potentieéle klieken in de Erdésgraaf waarvan
elke kliek de geslachtsverhouding van de algemene menselijke populatie
weerspiegelt, zeg 108 1/8 :100, en.waarbij de verhouding tussen het
aantal kanten dat personen van gelijk geslacht verbindt en het aantal
kanten dat personen van verschillend geslacht verbindt gelijk is aan

1 + e, —0,0001 S e S +0,0001. Deze verzameling bevat één kliek: K666.

C. Goffman, And what is your Erdos Number?,

American Mathematical Monthly, Z§_(1969) 791.

P. Erdos, On the fundamental problem of mathematics,

American Mathematical Monthly, Z§_(1972) 149—150.



12. Als redenen dat de voorgevels van de 17e eeuwse Amsterdamse huizen naa:
voren hellen (op de vlucht gebouwdzijn) wordt veelal een der hierna
genoemden aangevoerd.

(a) Bij de verstening van het oorspronkelijk houten huis werd de over­
kragende constructie daarvan min of meer aangehouden (traditie).

(b) De huizen waren zo beter bestand tegen hemelwaterdoorslag (komfbrt).
(C) Het aanzicht van een gevelwand voldoet zo beter in verband met de

perspectivische vertekening (estetisch).
(d) De bouwwijze biedt meer gemakmet hijsen (praktisch).

Dewerkelijke reden zal echter meer van konstruktieve aard zijn: door de
voorgevel aan de ankers te laten hangen ontstaat een stabielere konstruk­
tie.


