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CHAPTER

Introduction

In the literature there has been much debate concerning the question whether forms are
principally monosemous or polysemous; however, many of the studies are highly
theoretical, and do not support their empirical claims with extensive analyses of specific
empirical data. The focus on the theoretical aspect of the phenomenon of meaning
leads, in some cases, to particular shortcomings. Monosemous approaches frequently
leave the process of interpretation of abstract meanings unexplained, and in many cases
definitions of meanings are so abstract that they also describe oppositional forms. In
polysemous analyses, however, the criteria for distinguishing different uses are not
always clear, and intermediate uses are often not accounted for. Moreover, polysemous
analyses often fail to point at the shared features of different interrelated uses, which
may stand in opposition to other forms.

My aim is to provide further insight into the phenomenon of polysemy and
monosemy by giving a detailed analysis of the interaction between meaning and context
against the background of the semantic system in which the forms occur. The
expressions that I will analyze are the imperative and the dative-infinitive (DI)
construction in modern Russian. I have chosen to analyze the Russian imperative and
the Russian dative-infinitive construction because in the literature different uses are
distinguished for these expressions, while the question of how these uses are related is
rarely addressed, or at least not put forward as the main question. The choice of these
two expressions is further motivated by their shared ‘modal’ semantics; that is, both
forms express such notions as necessity, wish, etc. It should be noted, however, that
these expressions also differ in important aspects, since the modality of the Russian
imperative is expressed by one form, whereas the dative-infinitive construction consists
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of two forms, namely the dative and the infinitive, that together express modal notions
such as necessity, wish, etc. I will therefore treat the combination of the dative and the
infinitive as a construction, but I will focus on the meaning of the imperative in
abstraction from the construction in which it occurs (subject-predicate construction,
universal concessive construction, etc.).

I would like to emphasize that the main aim of the study is not primarily to present
new empirical data from Russian: the Russian imperative and the Russian modal
infinitive construction have been thoroughly studied by many authors, and it seems
unlikely that many new facts about the use of these forms will be found. It is, rather,
the analysis of the relation between these uses that is my main concern. In particular, I
will address the question of how the array of uses of these expressions are structured,
and I will try to motivate the interpretation of these forms. The framework used in my
analysis is the functional-cognitive framework, especially as provided by Bartsch (1998).

The book has the following structure. In Chapter II, I will discuss the structure of
meaning in general. The aim of this section is to provide a background to my research
and to underline the theoretical framework that I have chosen to work with. In Chapter
III, T will give my analysis of the Russian imperative. In Chapter IV, I will discuss the
dative-infinitive construction. In Chapter V, I will give a short conclusion and make
some further remarks.

Finally, I would like to make a brief comment on the Russian data used in my
analysis. Three types of Russian data are used in this book, viz. (i) data taken from the
linguistic literature, (ii) data taken from original sources (books, internet, corpus), and
(iii) data proposed by myself and checked by native speakers. In all cases I have
indicated the source of the data; the period, style and register of the examples are
mentioned where relevant. In the case of data from the linguistic literature, I have
indicated the original source of the data, since this is relevant for determining period and
style. The format for such references is the following: (author of the cited extract, year:
page/ original source of the cited extract).

I have translated the Russian sentences into English. The purpose of the translation is
primarily to give a general idea of how the sentences should be interpreted for those
readers who do not have a command of Russian; I am aware that occasionally the
translations may not be fully adequate according to more strict literary norms of
translation. In all cases I have provided the Russian sentences with glosses. The purpose
of these glosses is to indicate the rekvant grammatical structure of the sentences;
grammatical information that is not relevant for the discussion at stake is not given. For
the glosses I have used the following abbreviations:
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ACC =  accusative
ADV = adverb
AGR = agreement
ADJ = adjective
DAT = dative
FEM = feminine
FUT = future
GEN = genitive
IMP = imperative
IMPER = imperfective
IMPERS =  impersonal
INF = infinitive
INSTR = instrumental
IRR = irrealis (%)
MASC = masculine
NEUT = neuter
NOM = nominative
PART = participle
PAST = past

PERF = perfective
PL = plural
PRES = present
PRT = particle
REFL = reflexive
SG = singular

Due to technical reasons I have represented ‘¢ with ‘ch’, §* with ‘sh’, etc.



CHAPTER II

The structure of meaning and
the process of concept formation

2.1 Introduction

The main part of this dissertation consists of two data analyses, viz. analysis of the
meaning of the Russian imperative and the meaning of the Russian dative-infinitive
construction. The general aim of these analyses is to show how the association of form
with meaning operates with these expressions. In order to give a picture of the various
issues connected with this general theoretical theme, and to present the theoretical
framework that I will use in my analyses, in this chapter I will discuss some issues
related to meaning and conceptualization. This chapter is therefore primarily intended
to provide a theoretical background for my analyses.

Traditionally concepts are conceived as mental representations or as reconstructions
of properties, relationships, regularities, and contiguities in the world, experienced or
stated in theories. In language, concepts, or meanings, are associated with forms, and
serve as intersubjective concepts for communication. Our understanding of meaning
and concepts in general may be greatly assisted by investigating the way in which we
learn concepts, that is the process of concept formation. In this book I will proceed
from the theory of concept formation described by Bartsch (1998) for the analyses of
the linguistic data. This theory can be seen as a logico-philosophical theory of concept
formation. The theory is foremost developed by trying to give an answer to the
question: ‘How can we gain insight in the structure of concepts by reconstructing the
way in which they are learned? Rather than looking for empirical evidence concerning
how this process might proceed, Bartsch provides a logical philosophical basis for a
theory of concept formation based on the available empirical evidence. The model that
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she provides may be seen as a formalization and extension of the work on concept-
formation of the Russian psychologist Lev Vygotsky (1986 [1934]), and it also uses
insights developed in structuralist approaches to language (e.g. Jakobson, 1960), such as
the notions opposition, contrast, similarity, identity, and contiguity.

The basic idea of the theory of concept formation described by Bartsch is that the
formation of concepts consists in establishing dynamic set-theoretic structures and
contiguity structures on growing sets of data, whereby the sets of data are internally
held together by similarity and contiguity relationships established between them.
Concept formation can be seen as the structuring of sets of data by ordering
relationships based on judgments of similarity (identity) and difference (especially
opposition or contrast) under perspectives (points of view under which similarity is
measured). In her analysis, Bartsch distinguishes between experiential (quasi-)concepts
and theoretical concepts. Experiential concepts are concepts constituted on the basis of
sets of experiential data. With a growing amount of data, and restricted by language use,
they converge toward socially accepted experiential concepts. Theoretical concepts, and
formal concepts based on these, are explicated on the level of linguistic representation
of knowledge. I will now very briefly discuss the properties of concept formation,
especially that of concept formation on the experiential level, which are relevant for my
study. For a detailed analysis of concept formation I would refer the reader to Bartsch
(1998).

2.2 Concept formation on the experiential level

In this section I will briefly discuss and summarize the process of concept formation
described by Bartsch (1998). This description of concept formation is rather abstract in
nature; in section 2.3. I will illustrate the process of concept formation by discussing a
specific example, viz. the verb ear.

The process of concept-formation of a word can be described in a quasi-formal way
as follows. If there is an expression ¢ and we construct the concept or concepts that are
associated with this expression, we have:

@) experiences of utterances u,

(ii) experiences of satisfaction situations, or experienced satisfaction situations s, ; a
satisfaction situation is that situation which satisfies the use of a word or
sentence
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(i) a perspective P, selected by a constraining contextual factor of an utterance, or
the point of view under which the extension of a certain subset S of pairs
<u,s> of utterances and satisfaction situations is constrained; similarity is
measured under a perspective, that is, two things are judged to be similar under
a particular perspective, or in a particular respect

Similarity sets of experienced satisfaction situations of expression ¢ under perspective P
are formed: sets in which each element is similar to all others, and where there are no
elements outside this set (in the considered collection of data) which are similar (to the
same degree) to all its elements under this perspective.! Put differently: a perspective P
selects a subset S,,; of S,, namely the set with those members that are seen under this
perspective. Such a subset is called a P-harmonized set of data. A P-harmonised
sequence Y of ¢ grows monotonously by adding only satisfaction situations of ¢ that
conform to harmonization under P. The largest member (the case where the largest
number of satisfaction situations are added to the set) of a P-harmonized sequence of
similarity sets at a certain point in time is called the guasi-concept of ¢ with respect to the
available set of data under perspective P.

Here, something should be said about the importance of the perspective. The
perspective ensures a minimal transitivity of the similarity relationship in the subsets of
the experienced satisfaction situations, or put differently: it ensures that the members in
this set are identical in at least one respect. Furthermore it ensures that similarity is
restricted to relevant identities between satisfaction situations and it creates a
meaningful relationship of contrast or opposition. This is because the members of a
similarity set for the use of expression ¢ under a perspective P have to be more similar

I The principles for forming perspectives must be specified at the beginning of the process of concept
formation, otherwise the concept formation may lead to an infinite regress of perspectives taken to view the
data, which in turn leads to an infinite regress of concepts. Note for example that languages differ
considerably in their conceptualizations, which means that in principle the language learner might be guided
by different perspectives in the process of concept formation. In the theory of Bartsch (1998) the first stage
of concept formation does not involve conscious judgments of similarity and contiguity. Basic and direct
experiences of the data provide the learner with perspectives. In the first stage of concept formation, so-
called chain complexes are formed by the child (Vygotsky, 1986). In this stage, the meaning of a word is not
constant for the child, and is not restricted by correction (Ginsburg & Opper, 1988: 79). In this
preconceptual stage, the child both overgeneralizes and overspecifies (ibid.: 82). In the process of learning a
language, however, the systematization of the language is an important factor from the start of the process
of concept formation. Perspectives are therefore not only inferred from basic and direct experiences of
similarity and contiguity, but the experience of similarity is partly inferred by the language — that is the unity
in form — itself.
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to each other than to members of similarity sets for the use of expressions ¢’ under P.
This means that the existence of opposition classes plays a considerable part in the
process of concept formation.

With the ordering relationship between the growing subsets of data there
corresponds a converse ordering relationship between the degrees of internal similarity
of these sets. For each member of a speech community, the ordered set of sets of
satisfaction situations for ¢ forms a sequence ) of growing sets which converges to a
limit at which further growth of the similarity sets no longer affects their degree of
internal similarity (adding a new satisfaction situation does not change the perceived
similarity that holds the different cases together). The finitely converging sequence F
results in an equivalence class of growing similarity sets which are equivalent in that
they do no longer change in degree of internal similarity under Pi ie. when new
satisfaction situations are added the degree of similarity remains stable. This is the
maximal equivalence class of a sequence F, and all the elements of this class can be seen
as a cognitive reconstruction, i.e. coneepts of the situational property expressed by e.

To summarize one can say that a set of satisfaction situations of an expression
under a particular perspective (Sn.,; ) in a sequence ) is complete with respect to a
concept expressed by an expression e iff there is

@ Stabilization: Instances of satisfaction situations of ¢ under i no longer change
the degree of similarity any longer, or they are not incorporated into the
concept, but are considered to be marginal cases. This means that the process
of concept formation terminates, i.e. the sequence of quasi-concepts is
stabilized and results in a concept.

(i) Polysemy: Different concepts which can be expressed by ¢ are distinguished
by being concepts under different perspectives.

(i) Opposition: A concept is not overextended under a perspective P;; this means
that S; is delineated by its oppositions Se;; expressed by different ¢’ under the
same perspective.

An important point in Bartsch’s theory of concept formation is that a concept is formed
relative to certain contextual factors, which select certain perspectives under which
similarity and difference is measured, and that with an expression there corresponds a
complex of concepts, each related to a context type or perspective. In the process of
concept formation the strategies of metaphor (transfer of use based on similarity under a
particular perspective) and metonymy (a transfer based on contiguity under a particular
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perspective) play a considerable role; in the sections below I will discuss these strategies in
some detail.

Lakoff & Johnson (1980: 113) claim that the notion of similarity can play no part in a
theory of concept or metaphor since many instances of metaphor cannot be based on any
kind of similarity. They argue, for example, that the metaphor He i fee/ing #p cannot be
based on some kind of similarity between happiness and the basic spatial concept
expressed by #p. Although Lakoff & Johnson (1980) do not discuss this explicitly, their
notion of similarity is basically similarity in substance, form, color, etc. In Bartsch (1998),
however, similarity is always similarity under a particular perspective, and these
perspectives are not restricted to similarity in substance, form, color, etc., but may also be
similarity in goal, function, etc. In the case of the example given by Lakoff & Johnson the
similarity may be explained as follows: the concept ‘healthy person’ is similar to the
concept ‘up’ from the perspective of posture, since an erect posture usually goes along
with a positive emotional state.

It must be noted that the theory of concept formation discussed here in principle
allows for different kinds of conceptual association with forms. One possibility is that
the complex of concepts is formed under a common perspective. This is the case for
example with prototypically organized categories (see Rosch, 1973, 1978), and
categories that are organized by family resemblance (for example the concept Spie/ as
discussed by Wittgenstein (1984), where all the instances can be seen as ‘activities’).
Another possibility is that the complex of concepts cannot be seen under a common
perspective. Note that the existence of a common perspective does not imply that this
common perspective defines a necessary and sufficient condition for the use of an
expression. To give an example: all games can be seen as activities, but not every
activity is a game.

Finally, something should be said about the generation of the polysemous complex.
Bartsch (1998) mainly addresses the question of how the existent conceptual structure
can be learned by the language learner. Although Bartsch (1998) briefly discusses
general principles of generation of the polysemous complex (cf. Bartsch, 1998: 96—
117), she does not explicitly discuss regularities in the cultural and physical basis of
concept formation. Lakoff & Johnson (1980) make typological claims about the
systematic nature of polysemous complexes. In the theory of Lakoff & Johnson (1980:
5), the basic force behind the creation of polysemous complexes is the understanding
and experiencing of one kind of thing in terms of another, a principle which they call
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‘metaphor’2 They argue that since human beings are grounded both physically and
culturally, conceptualization mirrors this specific grounding. An example is the GOOD
IS UP metaphor, which according to Lakoff & Johnson (1980) is prevalent in languages
across cultures because of the shared physical features of humans. Lakoff & Johnson
(1980: 59, 112-113) further claim that one can speak of metaphor if something abstract,
or non-physical, is understood in terms of something concrete or physical, and that
metaphor theories that are based on similarity cannot have this notion of directionality.
In my opinion, this is an incorrect conclusion. The theory of concept formation of
Bartsch (1998), which is based on the notions similarity and contiguity, leaves room for
understanding an abstract thing in terms of a physical thing. It can be expected that in
the process of generation of metaphor, basic experiences, both physically basic and
culturally basic, will serve as the starting point of generation of polysemy.

2.3 Linguistic example of concept formation

The treatment of concept formation given in Bartsch (1998) is rather theoretical in
nature, and is not illustrated with many linguistic examples. To illuminate the process of
concept formation as discussed above, I will briefly discuss a specific example, viz. the
possible formation of the concept of the verb ¢az. Note that I do not claim to give an
exhaustive analysis of this verb. The analysis must be seen as a means to illustrate the
basic mechanisms that can play a part in every instance of concept-formation.

Before giving an analysis of the verb eaz, I first would like to make some remarks on
the status of the analysis, and the status of linguistic analyses in general. The process of
concept formation on the experiential level cannot be seen as a process whereby the
language learner has to form hypotheses about criteria in some innate mental language
in the sense of Fodor (1976). Similarity between experienced situations must be seen as
a basic cognitive notion, and must be stated on the basis of identity of causal effects of
identical quasi-parts of situations on the individual. These causal effects are purely
physiological, i.e. they are bodily reactions, and cannot be seen as concepts themselves
(see Bartsch, 1998: 40). Note that this description applies mainly to perceptual similarity,
viz. similarity from the perspective of form, color, etc. In many cases, however, two
objects may be similar from the perspective of function. Experiences of interaction with

2 The importance of the principle of analogy, and the importance of physical grounding is of course
explicitly remarked and analyzed by many scholars before Lakoff & Johnson, for example by the
psychologist Piaget (see, e.g., Ginsburg & Opper, 1988).
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different objects (e.g. a particular stone, and a piece of wood) may judged to be similar,
for example because the different objects all serve a similar purpose (they can be used
as tools to hunt animals). As such this perceived identity may be traced back to identity
of intention or attitude of the conceptualizer, and consequently to bodily reactions.

The analysis of meaning in terms of features is a linguistically expressed
reconstruction of meaning based on the available linguistic data. This reconstruction is
not an analysis of the mental processes that take place in the mind of the language user.
In effect, it is very unlikely that a reconstruction expressed in language by the linguist
might come close to a reconstruction of what actually takes place in the human mind.

It must further be noted that the norms of language users must be seen as norms of
product, rather than norms of production. Norms of product can be seen as norms that
define the notion of a correct product of type X, whereas norms of production can be
seen as norms that define how a product must be made or generated. The rules stated
by linguists often claim to be norms of production, although such a claim can hardly
ever be proved by independent evidence (e.g. psychological or neurological evidence).
Rules of the kind stated by linguists normally have a very abstract character, that is, they
can be seen as abstractions over linguistic data. The abstract character of linguistic rules
is often evident from the use of theoretical notions. The rules formulated by the
linguist can therefore not be seen as zomzs, rather should be seen as systematizations of
and behind a set of norms. Such systematizations may be the result of a general
principle in a specific language, or may have a more general character; such a general
character may point at some shared biological or cognitive background.

The abstractions of the linguist are abstractions made over occurrences of language
data of the /nguistic systern and not direct descriptions of the mental processes that
underlie language use. Of course, the linguistic system is created by humans, and of
course the structure of the linguistic system is restricted by the boundaries of our
human capacities. This does not mean, however, that we can ascribe to the individual a
knowledge of particular principles governing regularities in the linguistic system. In the
process of language learning the language user will try to build new sentences by
analogy to sentences that he has already encountered, rather than trying to formulate
one abstract rule that can describe the different sentences correctly.? As such, the
abstractions made by the linguist have no psychological reality as su/es. Nevertheless the
description of the linguist has a relation with human cognition. Linguists describe and
postulate relations between linguistic products. Such relations also play a part in the

3 For the strategy of analogy in concept formation I refer to the works of Piaget (see for references
Ginsburg & Opper, 1988) and Vygotsky (1986).
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case of language users, since judgments about the acceptability of a form in context X
are based on the use of the same form in context Y. This means that on the level of
understandibility there is a correspondence between the method of the linguist and that
of the language user.

To recapitulate my main point: it must be noted that the analysis I am about to give
cannot be seen as an analysis in terms of norms, but must be seen as abstract
reconstruction of the linguist. Such a reconstruction cannot be seen as the description
in terms of a rule of the mental process that takes place in our heads when we construct
a concept. But the reconstruction shows something about the understandability of
certain forms, in the light of previous cases of use of this form. This understandability
lies on the level of relationships between linguistic products and their use, though not
on the level of production itself.

I will now start with the concept formation of esz. In the following sentences we
find the verb ear with different objects and in (e) with a different subject:

Set of data:

a. Jan is eating an apple.

b. Jan is earing a pear.

c. Jan is eating a cookie.

d. Jan is eating a toffee.

e. The dogis earing a cookie.

The sentences above refer to different satisfaction situations, namely the situation of
Jan eating an apple, Jan eating a pear etc. Let us imagine that these satisfaction
situations are immediately present while uttering these sentences such that someone
utters these sentences while pointing at the different satisfaction situations. This means
that we have five pairs of experiences of utterances and the corresponding satisfaction
situations. Let us assume furthermore that the language learner has already learned the
other concepts in the sentences. It must be noted that in the actual process of language
learning this is often not the case: the meaning of ¢z may be reconstructed by
reconstructing at the same time the meaning of — for example — pear. This does not,
however, change the fundamental strategies that underlie the process of concept-
formation. How, then, can the process of concept formation be analysed in the case of
this example? One can proceed from the assumption that the language learner will try
to look for an overarching common perspective. This perspective functions as a

11
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criterion for similarity and contiguity between the different ez situations. Because we
are confronted here with a verb, the first perspective will be ‘what kind of situation (=
action, state, process) do we find in all of these cases? On the basis of unity of form the
language user may abstract from all the situations and classify on the basis of
phenomena that the linguist can describe and explicate as follows:

‘Something is taken into the mouth, and swallowed’

As one feature presupposes the other (e.g. the idea of swallowing presupposes the idea
of something that is swallowed, and the idea of a mouth that does the swallowing), the
different features given here do not have an independent status but must be seen as
interdependent.

The description of ¢ar given here is a case of overgeneralization because oppositional
classes are not taken into account: the description also applies to a drink situation. It may
be that the interpreter will start to classify by overgeneralizing, but it may also be that
he will classify differently by choosing different perspectives under which similarity and
contiguity is measured. Such perspectives could be for example ‘what kind of food is
the object of the action’ (fruit versus other eatable things), ‘what kind of movements
are made with the mouth’ (chewing versus sucking), ‘what kind of subject is doing the
action’ (human versus animal). According to these perspectives different subsets can be
constructed. In the process of concept formation such different classifications could be
viewed as quasi-concepts relative to a particular set of data. They are not concepts yet
because addition of new examples may still change their internal stability. Note that
such perspectives are chosen oz/y if these differences are relevant to the language user.*
To give an example, in Dutch the word efen (‘eat’) can be used for both humans and
animals, whereas the human mouth is called 7074, and the mouth of animal is called
bek. This does not imply that the language user who knows how to use the word efen for
humans has to take a new perspective if he learns that it can also be used in relation to

4 Here we touch upon the question of the extent to which there is a universal cognitive basis for this
process, and the extent there are cultural criteria that play a part in this process. Bartsch (1998) does not
specifically address this question. The only criteria in her model are provided by the linguistic system (i.e.
the existence of oppositional forms). Note that the need for taking such additional perspectives may, in the
case of second language learning, also be provided by the linguistic categorization of the learner of the new
language. Thus if another language has different verbs for chewing food and sucking food, without an
overarching term, the learner will probably classify differently when learning English.

12
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animals. In the case of efer this difference is irrelevant since both 7ond and bek can be
viewed under one perspective.

As I remarked earlier, the quasi-concept of the verb e¢ar given above is a case of
overgeneralization, because on the basis of this concept the language user may use the
verb ear for drink’ situations. To construct the right concept of eaz, the following
sentences with their satisfaction situations are given:

New set of data:

f.  Jan is drinking coffee.
g Jan is drinking milk.

The description given of the verb ear also applies to these situations: in this case too
some food is taken through the mouth. On the assumption that a particular situation
falls under one concept and not under another, the language learner may look for
another perspective, viz. ‘type of object’ or ‘the way in which the subject prepares the
food in his mouth’s One may for example classify as follows: solid versus liquid. One
can then define the following (quasi-)concepts:

ear = gy

‘taking into the mouth and swallowing of solid food, prototypically by chewing’
(examples of objects: apple, pear, toffee)

5 The condition that the correct description of a form may not define oppositional forms is not valid for
inclusive forms, but in some cases the difference between oppositiona/ forms and inclusive forms is not
straightforward. I will give an example. A scene where someone is taking food is conceptualized in English
by using the word ear. It is possible, however, to focus on the specific way the food is taken into the mouth;
in such cases one could, in the appropriate context, also use words like gobble, guip or stuff. One could argue
that these concepts are included in the concept ¢ar. This means that the relation between eaz and guip or stuff
is analogous to the relation between flower and rose. I do not think, however, that this view is entirely correct.
The word ear is used not only as a hypernym for different ways in which food is taken, but also to
conceptualize the conventional way in which solid food is taken. You can therefore say I don’t call that eating,
that’s stuffing but not this is not a flower but a rose. What does this imply for the linguistic description? It means
that the description of the word ¢ar is ‘taking of solid food” whereas the description of the words ¢arZ, gobble
and s74ff may be taking of food specified in such and such a manner’.

13
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drink = 4y

‘taking into the mouth and swallowing of liquid food’
(examples of objects: coffee, tea)

We add to the set: eggs, bananas, orange juice etc., which does not change the internal
stability of the set. It seems that the process of concept formation has now terminated;
adding new examples no longer changes the degree of similarity and such examples are
incorporated into the concept. Examples that would change the internal similarity (i.e.
change the stability) are considered to be marginal cases, in other words, the concept
has szabilized.

The concept soup exemplifies such a marginal case. Let us imagine that we add the
word sozp with its satisfaction situations:

Jan is eating soup
Jan is drinking soup

The adding of soup to ¢ar is problematic because it is liquid; soup therefore disturbs the
internal stability of the set of satisfaction situations. This necessitates the taking of a
new perspective for soup, viz. ‘way it is put in the mouth’ in the case of a mug, one
speaks of drinking soup, in the case of a bowl and a spoon one speaks of ¢azing soup.

In the case of soup, it may be argued that there has been broadening of context of use. In
order to incorporate ‘eating soup’ into the concept of eaz, the concept ¢ar is broadened
such that all the uses of this verb can be seen under the perspective of taking food’.
Such broadening of context does not occur randomly. The fact that ‘soup’ when taken
with a spoon does not fall under the concept of ‘drink’ is thus not coincidental. As I
mentioned, a possible explanation for this may be that it is typical of liquids like tea,
coffee, etc. that they are swallowed by putting the mouth to a container (mug, etc.).
This is not the case with ‘soup’, where we use a spoon, which is typical of many cases
of ‘eat’. For this reason a ‘soup taking’ situation is conceptualized as more similar to an
‘eat situation’ than to a ‘drink situation’. A more complicated case would occur if we
took coffee from a bowl with a spoon. Is this a case of ‘eat’ or of ‘drink’? If one
chooses to see it as a case of ‘eat’ this means that one emphasizes the fact that the way
in which the coffee is taken is typical of solid food. If one conceptualizes it as a case of
‘drink’, then one emphasizes the fact that coffee is a typical drink, which means that it is
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normally not seen as an instance of food (unlike ‘soup’).¢ Such judgments play a part in
deciding under which concept a particular situation falls, and point at the relevance for
the linguistic system of taking into account such things as the way that something is
eaten. In these marginal cases of transfer of the verb ‘eat’, the transfer can be
understood via partial similarity.

Another potential explanation for the possibility of eazing soup is that soup usually
contains solid parts or can be seen as a more solid type of liquid, which makes it a
borderline case between solid food and liquid food. It could be argued that in the case
of eating soup the emphasis is on the solid nature of the substance, and the fact that we
may have to chew it. In the case of drinking soup, we emphasize on the fact that the
substance can be seen as a liquid. Note, however, that this explanation does not
account for the fact that we can also eat soup if the soup does not contain solid parts at
all.

It is possible that both explanations are to some extent valid. It can be argued that
in the case of soup or yoghurt the substance itself must be seen as a borderline case
between solid food and liquid food. Because of this borderline character, both
substances are taken using a spoon, or directly from a container. If we take the soup
directly from a container, we focus on the fact that it is liquid enough to drink, whereas
if we take it with a spoon, we focus on the fact that it is not liquid enough to drink. The
perspective that we take to view the substance is not based on ‘objective’ ontological
information, since the same substance can be viewed differently, depending on the
context or situation in which it occurs. Here, it must be noted that we should bear in
mind that the different ways of reconstructing the relation between the marginal ear
cases and the basic ear cases show that such relations need not be seen as part of the
knowledge of the language user. Such relations must rather be seen as systematizations
of and behind a set of norms.

The occurrence of eating soup may be evidence for the existence of prototypical
effects in the case of ear. It could be argued that the central member of car is
represented by that case where ‘solid food is taken into the mouth and swallowed’.
Eating soup can be seen as a marginal case, because it lacks basic features of the central
case such as the solidity of the food. It is nevertheless conceptualized as a case of ear

6 Note that the fact that we perceive this example as very hypothetical points at the inter-subjective
normative status of linguistic knowledge. In the case of new examples that are not yet incorporated in the
linguistic norm, people find it difficult to make judgments about correct or non-correct use of a word. This
implies that people are not equipped with well-defined information for the correct use of form, but follow
the norms of language that they have learned.
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because it shows more similarity to some central eas cases than to oppositional forms;
put differently, it shows more similarity to those e¢as cases where a spoon (or a similar
instrument) is used, than to 4rink cases, which only occur with liquid substances. Note
that the feature of the eat-cases which selects the categorization of taking soup under
eat, cannot be seen as a basic feature of the central ear cases. The basic feature of eas is
the relative solidity of the food, and consequently the fact that we have to chew or suck
the food; the fact that in many cases we use a spoon to eat must be seen as a non-basic
feature of the central cases, because many central cases lack this feature (e.g. eating an
apple). There is no reason to assume that eating an apple, where one does not use tools,
must be seen as a less basic case of the verb ea than eating porridge, where one does. It
may, however, be seen as a feature that is more typical of ¢ar cases of oppositional
classes. In other words, for the linguistic system, taking solid food with the use of tools
is more typical of eas cases, than taking liquid food with the use of tools is of drink
cases.”

I would like to point to the fact that the description given so far may apply to cases
that cannot be seen as correct uses of the verb eaz. I will illustrate this with an example.
Following the description of the verb ear given above, one would expect that one could
use the word eaz for pills. However, this is not the case: ?John is eating his pills. In this case
one has to use the verb zake: Jobn is taking bis pills. 1 do not think that such facts can be
accounted for in the meaning or meanings of the verb ¢az. That is not to say that no
‘explanation’ can be given for this fact. It is possible that ‘pills’ are not considered to be
typical food or nurture, and as such, do not fall under the type of objects that can be
applied to the eas concept. Furthermore, in many cases pills are taken without chewing
them, whereas chewing is a feature typical of many eaz cases.

The structure of the linguistic system is a conventional structure that results from
inter-subjective agreement about the correct use of a word. Agreement about the
correct use of a word may be quite unproblematic for central cases, such as the
situation of eating an apple, but may be more problematic where marginal cases are
concerned. The act of taking pills may from one perspective be seen as similar to the ear
cases, but from another perspective as less similar. In the linguistic system, on the basis
of inter-subjective agreement, conventions may arise as to how the act will be
conceptualized in the linguistic system. Such conceptualizations are not the result of a
random process, but are based on particular perspectives under which similarity and
difference is measured. Similarity or difference is, however, to some extent a subjective

7 There is also be a relation between solidity and the use of tools on the one hand, and liquidity and the use
of a container on the other.
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notion.8 This means that in principle different people may have different ways of seeing
things as similar or different; because of the subjective nature of conceptualization,
different languages may differ in the way they conceptualize similar domains. This
means that for the language learner it may be possible to understand or to construct the
utterance ‘eating pills’, but it is not possible to predict the norms of the given language;
norms are conventional and have to be learned.

The concept formation of the verb e¢as has not yet terminated. Now we add the
following sentence (with satisfaction situation) to the considered set of data:

New data:
h. Jealousy was eating him up

In this sentence the verb ear occurs with the preposition #p and the subject jealousy.
According to the strategy considered above, the language user would try to incorporate
the given examples in the sets of equivalence classes considered before. So far two sets
have been constructed, viz. ‘taking of solid nurture into the mouth to swallow’ and
‘taking of liquid nurture into the mouth with a spoon to swallow’. The example given
above cannot be incorporated in the subsets constructed so far because the subject
‘jealousy’ is an abstract entity and nothing is consumed by being taking into the mouth.
This forces the language user to find a perspective that provides a basis for identity
between (h) and the sets constructed so far. In the case of (h) the similarity could be
described as follows. If you eat a cake, you gradually take possession of the cake by
putting it in your mouth or body; if someone is eaten up by jealousy, the jealousy is
gradually taking possession of this person by controlling all his thoughts. The
preposition #p, which expresses the perfective nature of the situation, probably
emphasizes the fact that nothing remains of the object of the verb. But there is more to
it, if someone is eaten up by jealousy he is destroyed by it, which is not necessarily the
case if someone is possessed by jealousy. This specific feature can be motivated by
pointing at the basic meaning of e¢a: in the case of ‘eat’ the object of the action gets
destroyed, and is mashed up into small pieces.

This particular use of the word ez is usually classified in the literature as metaphorical
use, in contrast to the word esz in sentences like John ate an apple. The difference between
metaphorical and non-metaphorical use of a form is based on the linguistic intuition
that some uses are more basic’ and ‘literal’, while others seem to be ‘non-literal’ and

8 Of course, there are biological restrictions on the way we perceive similarity and difference.
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‘derived from the basic use’. The strategy of concept formation in the case of metaphor
can be described in general terms as selecting features under change of perspectives
provided by contexts, and enriching the new way of using the expression with
additional features originating from the new cases of use. It must be noted that feature
clash and elimination of features is not part of meaning extensions such as the one
discussed here. I agree with Bartsch (1998: 97), who contends that so-called feature
clash is merely the result of the inappropriate application of an otherwise prominent
perspective of interpretation in circumstances in which another perspective is at issue.
Flexibility of perspectives, and the choice of a perspective by assuming a certain
question, or interest implicit or explicit in the situational context, prevents feature clash
from the outset.

There may be different reasons for the use of metaphoric extensions in language,
for example (i) the wunderstanding of one thing in terms of another, such as the
restructuring of complicated, abstract experiences in terms of basic and physical
experiences (see Lakoff & Johnson, 1980), (ii) the necessity to express a large quantity of
things with a limited set of words; in this sense language can be expected to have a
metaphoric structure, because without metaphoric interpretation the stability of the
system would be disturbed, and (iii) the need to create new ways of viewing particular
things by seeing something under a new perspective, for ‘poetic’ reasons.

Besides metaphor, metonymy plays an important part in the process of concept
formation (Bartsch, 1998: 57). Following Jakobson (1960), these two main processes of
linguistic extension can be described in terms of ‘transfer by similarity’ and ‘transfer by
contiguity’ respectively. An example of the everyday importance of the strategy of
contiguity can be illustrated with the understanding of the word sa/z on a salt cellar.
Without any problem we understand that this word does not refer to the salt cellar
itself, but to the contents of the salt cellar. The salt cellar and its contents cannot be
seen as similar in some way or another, but stand in a relation of contiguity: the salt
cellar contains the salt. In the case of metonymy, a word that is used to refer to x, is used
to refer to some phenomenon y that stands in a contiguity relationship with x, for
example, They painted the university white, where white does not refer to the institution but
to the building which houses the institution.

I have discussed the possible concept-formation of the word ear here. It must be
noted that the process of concept-formation of a word is inherently dynamic, and as
such never really ends. This does not mean, however, that there are no restrictions on
the process of concept formation of a word. Infinite extensions of meaning would lead
to a disturbance of the stability of the linguistic system. In the model of Bartsch (1998)
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the stability of the system is provided by the fact that different concepts which can be
expressed by a word are distinguished by being concepts under different perspectives.
Furthermore, a concept is not overextended under a perspective because of the
existence of oppositional classes.

In Bartsch’s (1998) model, forms are normally associated with different interrelated
meanings. Although this opinion about meaning is well accepted in most of the
psychological and linguistic literature (see for example Rosch, 1978; Bartsch, 1984;
Lakoff, 1990; Sandra & Rice, 1995), there is still discussion as to whether a distinction
should be made between (gereral) meaning and context-dependent meaning or interpretation. In
the following section, I will briefly discuss the issue of whether there is something like a
literal meaning or general meaning of a form, and whether it is useful to make a
distinction between literal meaning and context-dependent meaning.

2.4 General meaning and context-dependent meaning

In language, concepts are associated with forms, which serve as a formal
(morphological) criterion to identify concepts. It seems, therefore, that a good starting
point for the linguist is to look for a one-to-one correspondence between meaning and
form, or put differently, to look for monosemy, rather than polysemy. This is made
clear in the following extract from Palmer (1981: 101), where he speaks about the
meaning of the word ear:

“If we decide, however, that there are two meanings of ez, we may then ask whether eating
jelly is the same thing as eating toffee (which involves chewing) or eating sweets (which
involves sucking). Clearly we eat different types of food in different ways, and, if we are not
careful, we shall decide that the verb ¢ar has a different meaning with every type of food that
we eat. The moral is that we ought not to look for all possible differences of meaning, but to
look for sameness of meaning as far as we can, and to accept that there is no clear criterion
of either difference or sameness.”

The same can be said in terms of the process of concept formation discussed earlier. If
we construct the meaning of ¢az on the basis of ‘eating jelly’, adding new examples like
‘eating toffee’ or ‘eating sweets’ does not disturb the internal stability of the constructed
set so far, which implies that all these uses can be viewed under the same perspective.
Although the postulation of the ‘one-meaning-one-form-principle’ may be a good
starting point for the linguist, it is very often the case that one form has many different
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‘uses’ that can be clearly distinguished. This phenomenon is accounted for in
monosemous approaches by the postulation of general meanings and context-
dependent meanings. Consider the following extract from the Russian structuralist
linguist Jakobson (1971: 179) about the meaning of the Russian cases:

“In analysing cases or some other morphological category we face two distinct and
interconnected questions: the morphological INVARIANT, ‘intension’, general meaning of any
case within the given declensional system must be distinguished from the contextual,
syntactically and/ or lexically conditioned variants, ‘extension’, actual application of the case
in question.”

If we ignore his rather unfortunate terminology, we see that Jakobson makes a
distinction between general meaning and context-dependent meaning.® The general meaning is
the meaning that ‘occurs’ in all the different uses of a particular form. Meanings that
occur in one use but not in another, can be said to be conditioned by the context, and
can therefore be called context-dependent or context-specific. One can say that
context-dependent meanings, also called znzerpretations, are the result of the interaction
of the general meaning and the specific linguistic or non-linguistic context in which they
occur. Other terms used in the literature are ‘use’, ‘usage’, ‘sense’, and ‘variant’. The
term ‘interpretation’ is also used for the process of inference whereby meanings are
inferred from uses by abstraction. Meanings must be seen as abstractions from different
uses of a form, where the context-specific information is abstracted, that is they must
be seen as belonging to that which is a »arians. The notion of abstraction used here can
be seen as the traditional Aristotelian notion of abstraction, namely the omission of
qualities.!0
The idea that one can distinguish between general meaning and context-dependent

meaning can be illustrated by the work of the philosopher Searle (1991 [1983]: 145—

9 Jakobson’s use of the terms znzension and extension does not accord with their use in philosophy (as defined
by Frege). In philosophy the term exvension is used to indicate a state of affairs or objects designated by a
term in the world or in a possible world to which a word refers.

10 A problem with this description (see Damerow, 1996, for a discussion) is that it seems arbitrary which
qualities can be omitted, and which cannot. A second problem is that it is not clear how the discontinuous
transition between two qualitatively very dissimilar domains is to be explained by means of a continuous
process of omitting qualities of the concrete object. In other words, it is not clear how one can proceed
from a concrete object to very abstract notions, such as mathematical notions. Various scholars (e.g. Kant,
Hume, Hegel, Piaget, etc.) have tried to take account of these problems in their definition and description
of the process of abstraction.
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149), who provides a philosophical background for the idea of general meaning versus
context-dependent meaning. Searle discusses the meaning of the verb gpex and claims
that it has the same meaning in the following cases:

a. Tom opened a door

b. Bill opened a restaurant

c. Sally opened her eyes

d. The surgeon opened the wound
e. The chairman opened the meeting
f. The artillery opened fire

Searle’s point is that although the semantic content contributed by the word opex is the
same in the sentences above, the semantic content that is understood is quite different
in each case. According to Searle, understanding language means more than just
grasping the meaning of the forms. In the understanding of language our Background,
that is the whole of capacities, learned abilities, unquestioned cultural and natural
preconditions of everyday conduct, plays an essential role. It is only via the Background
that the literal meaning can be interpreted, or put differently, can get a satisfaction
situation.

I would like to point out here that Searle uses the term fiteral meaning’ both for the
highest abstraction of the semantics of some form (the invariant), and for the non-
metaphoric meaning of some form. In Searle’s theory the general meaning and the
literal meaning coincide. I will use the term general meaning for the abstract meaning of
some form (the highest abstraction), and the term literal meaning for the basic and non-
metaphoric meaning of some form. In my opinion, these two phenomena should be
kept separate.

The most important point made by Searle is that in the construction X opens Y’
the information that we have about X and Y is not part of the semantics of the verb
open. Semantics deals with abstractions from use, and does not have to refer to actual
satisfaction situations. Searle makes a sharp distinction between that which is part of
semantics (what he calls literal meaning), that which is intentional and therefore
conscious knowledge, and that knowledge which is not part of semantics.

The term Background knowledge can partly be identified with what is called in the
literature encyclopedic knowledge. Another term used in the literature is pragmatic
knowledge. The term ‘pragmatic knowledge’ is somehow confusing, because it is used
for different things. It is used both for non-linguistic knowledge in general (including
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encyclopedic knowledge), and more specifically for the knowledge of the language user
that concerns ‘pragmatics’, a field of research that can be defined as “the study of
meaning in relation to speech situations” (Leech, 1989: 6). According to the latter
definition, pragmatic knowledge can be seen as the knowledge of the language user of
pragmatic principles of communication or conversational implicatures like clarity, co-
operativity, economy, etc. Many linguists who distinguish meaning from interpretation,
claim that every competent language user has knowledge of these pragmatic rules, and
that such rules do not have to be accounted for as part of the semantic description of
language. Levinson, for example, argues with respect to the conversational implicatures
that “it allows one to claim that natural language expressions do tend to have simple,
stable and unitary senses (in many cases anyway), but that this stable semantic core
often has an unstable, context-specific pragmatic overlay — namely a set of
implicatures” (Levinson, 1983: 99-100).

Searle further distinguishes cases of literal meaning from cases of metaphoric
meaning. The latter must be seen as secondary uses, where the sentence meaning does
not coincide with the utterance meaning, and where one has to speak of a secondary
meaning derived from the literal meaning. In most monosemous approaches a
distinction is made between so called literal meaning and derived meaning. Consider for
example the following extract from Wierzbicka:

“A word can be adequately defined only if its literal meaning is distinguished from its
metaphorical use, ironic use, playful use, euphemistic use, and other similar uses.
Dictionaries frequently fail in this respect, and, for example, treat a word’s metaphorical use
as a separate lexical meaning.” (1996: 244)

Although this is often not explicitly defined in the linguistic analysis, monosemous
approaches use the term ‘interpretation’ for the following two phenomena:

(i) Specification
(i) Adjusting

In the case of what I will call specification, the interpretation can be seen as a specification
of the (relatively) underspecified abstraction by means of the context. This specification
is the result of the interaction of the abstraction and the information provided by the
context. Put differently: the abstraction can be seen as an abstraction from such
interpretations.
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In the case of adjusting, the interpretation does not fall directly under the necessary
and sufficient condition for the correct use of a form, which is contained by the
abstraction. Under the influence of the context some features of the abstraction are
selected while others are backgrounded (in other words, the meaning is adjuszed). This
means that the abstraction cannot be seen as an abstraction from such adjusted uses,
but such uses must be seen as directly derived from the information contained in the
abstraction. As the principles of adjustment such as metaphor, metonymy, etc. are
thought to be part of the general knowledge of language users, and the basic meaning
always plays a part in such cases, adjustments are seen as a category of use, rather than a
category of meaning.!!

In summary we can say that both the structuralist linguist Jakobson and the
language philosopher Searle make the following two different yet interrelated claims:

@) Meanings can be seen as abstractions from different uses of a form, where the
context specific information is abstracted. As such, there is a distinction
between semzantic information and non-semmantic information.

(i) The general meaning can be seen as the highest abstraction, that is, an
abstraction from the who/e set of occurrences of the form in the considered set
of data. The general meaning can be seen as a necessary and sufficient
condition for the correctness of 4/ the uses of a particular form, which means
that the general meaning defines all the uses of a form without defining other
uses.

It could be argued that an important point of the one-form-one-meaning approach is
that it tries to offer a unitary generalization, which can be seen as an aim of scientific
analyses in general. Because of this, the semantic analysis does not have to postulate an
infinite number of meanings for forms. Although it seems a good starting point to look
for unity of meaning as far as possible, discussion can arise about how we should define
‘as far as possible’. Furthermore, it is not clear to what extent the need for unification
that underlies the research of linguists actually mirrors the structure of the linguistic
system, or whether it is actually intended to somehow mirror the way in which language
users process meanings. Below I will discuss some of the possible arguments for and
against the idea of monosemy.

11 Note that confusion sometimes arises in discussions about polysemy and monosemy because in the case
of adjustments some linguists speak of monosemy, whereas others speak of ‘polysemy’.
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2.5 Case study: The meaning of open

As I have discussed above, monosemous approaches to language make two basic
claims, viz. (i) that meanings must be seen as abstractions from different uses, and (ii)
that for most forms in language general meanings can be given that can be seen as
necessary and sufficient conditions for the correct use of a form. In the literature this
view of meaning has been fiercely attacked by various scholars such as Bartsch (1984),
Lakoff (1990), Rosch (1973, 1978) and Wittgenstein (1984). In this section I will briefly
discuss some of the criticism. I will start by discussing the specific example used by
Searle (1991) to illustrate the idea of general meaning, viz. the verb gpen. Searle made
some far-reaching theoretical claims about meaning in general without giving a detailed
data-oriented analysis. To remedy this shortcoming, I will try to give more insight into
the meaning of gpen.

In my discussion of this verb gper I will focus on the transitive use of the verb gper,
rather than on the intransitive use (e.g. The door opens) or the adjective use (The door is
open). Furthermore, I will not discuss oppositional uses and other semantically related
uses such as the verb cose. Of course, for a complete analysis of the verb gper these uses
should also be taken into account. I think, however, that the examples discussed here
are sufficient to give greater insight into the structure of the verb ope, and to illustrate
my more general point about the structure of meaning.

If there is something like a general meaning of the verb gper, the physical action that
constitutes the act of ‘opening’ cannot be seen as an essential part of this meaning,
which is underlined by the different ways in which something can be opened. Compare
for example the differences between opening a book, an umbrella, and a meeting. It
seems that what these uses have in common is, roughly speaking, the functional act of
making something accessible, rather than the physical act that constitutes this functional
goal. In order to investigate what this functional goal exactly is, and whether this
functional act can be seen as the »eaning of the verb open, it is necessary to take a closer
look at the different examples of the verb gper.

2.5.1 Case 1: Path through Y to contents of Y
The discussion of gper can best be introduced by considering a c/ar or basic example of

open Y, for which it is possible to define two features that play an important part in
different meaning extensions of the form:
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— Creating of path to Y (‘you want to get to the contents of Y’)
— Removing a barrier blocking the path to Y creating of path through Y (‘you want to
get through Y to get to something’)

This basic use of open is exemplified by cases like opening a box, one’s mouth, or a
bottle:

() Sally is my favorite doll. My mouth dropped to the floor when I opened the box.

¥)) I sighed and opened my mouth, put in the ball gag and buckled it tightly behind my
head.

3 The importance of this discovery cannot be underestimated for a wine bottle is not just
a container. In Hugh Johnson’s words, “it is a sealed vessel in which the wine,
protected from air, holds its complex potencies in readiness for the day when it is
drunk. Once the bottle is opened, the wine is exposed to the destructive side effects of
oxygen and there is no going back.”

In these cases the object of the action denoted by the verb can be seen as a container
that is initially closed. This means that it is not possible to have access to the inner part
of the container. By opening the container a path is created #srugh the container 7 the
inner part of the container. The goal of the action may be to reach the content of the
container, to put something into the container, to let something out of it, or just to look
what is inside. These cases could be described in natural language as follows:

x opens Y (Y = mouth, bottle, box, etc.) =4y
x creates a path through a to b

where:

Y’ can be seen as a container, ‘@’ as part of the exterior of the container, and b’ as what the
container contains!2

12 This notion of container does not apply to containers such as s, but must be seen as an abstraction
over objects like boxes, bottles, the mouth, etc. As such, the notion of container used here cannot be seen
as a preconceptual schema in the sense of Lakoff (1990) and Lakoff & Johnson (1980, 1999).
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In these opening cases the path to the contents of the object is initially closed by
something which is part of the object itself. By opening it, this barrier is removed,
leading to a path to the contents of the object in question.

2.5.2 Case 2: Path to Y (by removing barrier)

The description for gper given above in case 1, ‘creating of path through Y to (part of)
Y’ applies to opening containers such as boxes or bottles, but does not apply equally
well to cases of opening things such as books. If we want to use this description for
such cases, we cannot interpret the idea of making a path as referring to an act where
some kind of hole or opening is made in some container-like object. In the position
where the book is closed, it is not possible to see the contents of the book; in other
words, no visual contact is possible with the written part of the book. Objects like
books are made such that the contents of the book, ie. the written part, can be
uncovered. In contrast to the container cases, this can be done wizhoxt making a hole in
it, for example by unrolling it (in the case of the Torah), or by taking the cover away (in
the case of conventional books).

It might be argued that also in these cases one should speak of a ‘container’. A book
would then be seen as a container of information (viz. the contents of the book). This
means that the term ‘container’ is broadened such that there is abstraction from
particular physical properties of objects such as boxes, etc. Indeed, it can be argued that
in the case of ‘opening books’ the idea of containment occurs in a weakened form. I
find it hard, however, to give a definition for such a broad term that does justice to
properties of typical containers such as boxes, which have an interior, into which you
can put something. Furthermore, in such a broad definition the resemblance between
books and things that are similar to books under particular perspectives, such as
umbrellas, is not expressed. Both umbrellas and books can be seen as things that
cannot function in a closed position because they are folded, covered, or wrapped up.
This is a feature which is shared by both objects, in contrast to the feature of
containment, which can be said to be part of the conceptualization of a book in a
weakened form, but which is not part of the conceptualization of an umbrella. In the
closed position, the umbrella is wrapped up or folded such that parts of the object are
not visible. By opening the umbrella, the ‘interior’ of the umbrella is made visible. It
seems that the similarity between opening an umbrella and other opening cases such as
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opening a book or opening a box is basically perceptual, since the creation of a path in
the case of an umbrella has nothing to do with the idea of containment.'3

In order to take account of such uses, the description of gpex given above has to be
changed, that is made more abstract, such that there is abstraction from some of the
specific features of boxes etc. This can be done by backgrounding the feature of
‘making a path through Y’ from the description:

Xopens Y (Y = book (also mouth, box, etc.) ) =ay
X creates a path to (part of) Y

where:

There exists a path to Y if some kind of contact (physical, visual) is possible with Y

Note that this description presupposes that in the situation before the object Y is opened,
that is when the object is closed, the path to Y is blocked in some way, or does not exist.
This blocking may be that the object is covered (in the case of a book, where part of the
book itself, viz. the cover, blocks the path to the pages of the book); in other cases the
making of a path may have a different character. Consider for example the following
sentences where we find that ‘roads’ can be opened or closed to people:

4 On December 3, 1998, a gas line exploded one mile from Arches National Park in
Moab. The road was closed in and out of town, leaving truck drivers stranded in Moab
for approximately 48 hours.

5) On December 14, Israeli forces closed Satter Al-Gharbi road near Ganei Tal settlement
after an Israeli soldier was attacked. Israeli soldiers prevented Palestinian citizens and
wagons from entering the area. The road has not been opened since then.

Here, opening the road means making the road accessible to the public. In this case the
‘making a path to Y’ occurs without the feature ‘making a path through Y’. Also note
that in this case the object that blocks the road cannot be seen as part of the road (in
contrast to cases like opening a book, box, bottle, etc., where it is part of the object
itself that blocks the pathway).

13 Note, however, that in terms of the feature ‘making something accessible’ the ‘opening book cases’ show
more similarity to the typical ‘opening container cases’ than ‘opening umbrella cases’ do. This points to the
fact that it is difficult to give clear-cut categorizations of different uses of gpen.
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2.5.3 Case 3: Path through Y (to Z) ot removing Y

Other opening situations to which the description above (for case 2) cannot be applied
in a straightforward way are cases of opening objects like curtains, windows, doors, and
bridges, but also barriers, as in the following sentence (where the whole situation is
interpreted metaphorically):

6) Currently, the last two barriers are being opened. As in the electric industry, state
regulations are allowing open access to the small commercial and residential retail
consumer to choose suppliers and the recovery of stranded costs by local utilities.

In the case of these objects the path is not created 7 the object itself, but zhrough the
object to something that is covered or made inaccessible by the object in question (as in
the case of opening curtains), or in other cases, a path is created by removing Y (as in
the case of opening a door).!#4 These cases can be described in the following way:

X opens Y (Y = curtain, window, bridge, etc.) =4
X creates a path to that which is blocked by Y by creating a path through Y, or by removing
Y

Note that in these cases the feature of ‘path through the object Y’, which is part of the
container cases is preserved, but the feature of ‘path to the object Y’ is absent: in this case
the object Y blocks a path, which becomes unblocked.’s It seems to me that uses like
opening the curtains must be understood on the basis of cases like operning the box. Note that in
this case there is a clear visual similarity between such cases; compare Figure 2.1.

In the case of containers the barrier that blocks the pathway to the contents of the
container is part of the container itself. Making a pathway means making a hole or
opening in the object in question, or removing the object. In the case of opening the
curtains a similar hole is made in the object, but in this case the hole does not create a

14 In the case of ‘doors’ both the hole and that part which covers the hole could be seen as falling under the
door concept. In such cases the difference between creating a path through Y, and removing Y is not clear.
15 The goal of the action need not be that the object which is covered by Y is made accessible; it suffices that
the creation of a pathway is always a result of the action in question. Take for example ‘opening your arms’.
In this case the initial position of the arms is such that the chest is covered by the arms; by opening them
the arms are removed from the chest and stretched out in horizontal position. The goal of this act need not
be that the chest of a person is made visible (although it is necessarily the resu/¢ of the action), but may be to
facilitate the subject to embrace someone else.
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path to the contents of the object, but to something that was initially blocked by the
object.16

Figure2.1
closed curtains
l open curtains
closed box
open box

2.5.4 Case 4: Metonymy

It is questionable whether the construction ‘gpez Y’ can be used in a metonymic way. I
will, however, briefly mention cases where the process of metonymy plays a part.
Consider the following sentence:

) In a while, he opened the gas and started cooking a simple dish — fried rice.!?

This use of open in (7) could be analyzed as a case of metonymy because the creation
of a path through the gas pipe by turning on the gas tap stands in a contiguity relation
with the gas: by turning the tap some barrier is removed that blocks the gas from
flowing. It may be argued that the metonymic transfer is facilitated by the fact that in

16 Also note the visual similarity that can be perceived between opening your arms, opening an umbrella and
a flower that opens.

17" Since such sentences are not accepted by all speakers of English, I will give the source:
http:/ / scicblc.nus.edu.sg/ ~ shingo/ shingo_fanfiction3.html
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the case of opening the gas a path 70 the gas is also created: the turning of the gas tap can
be seen as the removing of some obstacle such that the gas can come out.

Note that in such cases it is often not clear how a sentence should be analyzed.
Consider for example the following sentence:

®) I drove to Goodings market and bought a bottle of wine, some fruit, muffins, and
cookies. As I mentioned earlier, this concept of ‘stocking up’ which (judging by what I
read in guidebooks and the Internet) is frequently used is, in my opinion, not a good
idea. We never opened the wine, the fruit wasn’t very good, the muffins got squished,
and the cookies well, crumbled.

A sentence like this could be analyzed in different ways, viz. (i) as a case of metonymy
of open, (i) as a case of metonymy of wize (with the contiguity relation ‘container-
content’) where open occurs in its basic use, and (iii) as a case of gpen where gpen Y
means ‘create a pathway to Y’, without the feature of ‘making a path through Y’. In my
opinion it is best to say that in these cases gper has its basic meaning, but that the object
of the verb must be interpreted metonymically.

2.5.5 Case 5: Abstract cases

The verb gpen also occurs in cases where the object in question is a non-physical entity,
and the verb gper has a metaphorical character in the sense that the idea of ‘path to/
through Y’ is interpreted metaphorically. This is the case for example with sentences
where the object of the verb open is mind or people (us):

) Modern and creative environment opens the mind for fresh new ideas and ensures the
success of the seminar.

(10) Reading is the most creative ingredient we can feed our mind. It refreshes, stimulates,
and opens us to new ideas and experiences.

Cases like these can be analyzed well using the theory of metaphor outlined by Lakoff &
Johnson (1980), where metaphor is described as experiencing and understanding one
phenomenon in terms of another. In these cases the abstract entity of the mind is
understood in terms of a container such as a box, which can contain things. The mind is
seen as a container that can contain ideas, experiences etc. By opening the mind, new ideas
are ‘et into the container’; that is, by opening the mind new ideas can develop. As Lakoff
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& Johnson (1980) observe, metaphors are often part of a whole network of interrelated
metaphors that all convey a particular way of conceptualizing an object or situation. Such
is also the case with this metaphor, as can be illustrated with the following sentences,
where the mind is conceptualized as a container:

(11) Open your mind to faith, and the Lord will swiftly enter.

12) The most common and pervasive barrier to innovation is %uside-the-box’ (my italics)
thinking caused by limited perspectives and mindsets that are closed to new ideas.

(13) A closed mind limits us all. It’s a prison. No new ideas are allowed in. None find their
way out.

It might be argued that the word oper in these sentences is not different in meaning
from the word gper in container cases such as open the box because it is not the verb itself
that is used differently but the object with which it is combined.

In other cases the verb open (or clsed) is used with non-physical phenomena where
the idea of a path 7hrugh is absent, but the idea of a path 7 is present. These are cases
where for example gper occurs (often with the preposition #p) with objects like a
perspective, idea, or opportunity:

14 Internet now opens new perspectives for cooperative research.

(15) Participation breeds more participation and opens up new ideas and new ways of
worshipping.

(16) For the adventurous and risk takers, this flexible market opens up tremendous

opportunities to try new ideas and new business models.

amn There is no doubt that the ability to present your ideas orally to small groups and larger
audiences can create opportunities that would be closed to you otherwise.

These uses of the verb gper with non-physical objects like perspectives can be linked to
the more concrete uses discussed earlier, because in both cases the feature ‘creating a
path #’ plays a part. That is, in the physical cases the functional goal of making
something accessible is related to the physical act of making something accessible, and
in the non-physical cases the functional goal of making something accessible occurs
without the physical act of making a path. It could be argued that in the case of opening
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a perspective, the initial situation is presented as a situation where some ‘mental’ path to
these phenomena is closed or blocked; put differently, the subject cannot Jave the
opportunity or idea in question. By opening the object in question, a mental path to the
phenomena in question is opened; that is, the subject can have that opportunity or idea.

Note that if one wishes to use the term ‘path’ in these cases, one has to broaden its
use, such that it does not just refer to physical cases but also to abstract cases. To
account for such cases, it could be argued, the meaning would have to be changed as
follows:

X opens Y =4
X performs an action directed at Y, such that a path is created to (part of) Y

where:

path o Y =physical, visual or mental contact is possible with Y

A problem with a definition like this is that the feature ‘path’ is unclear. In order to
understand this feature one has to refer to scenes from which this feature is abstracted.
It seems to me that this feature can only be understood on the basis of the concrete,
physical cases; this means that the abstract uses must be seen as secondary.

2.5.6 Case 6: Marking the beginning of phenomenon Y

The verb gper is further used to mark the beginning of the existence of a phenomenon.
In such cases the verb oper can be used because the coming into being of the
phenomenon also means creating a path to the phenomenon in question, such that the
phenomenon becomes accessible; compare the following sentences:

(18) The man opened the shop, and went in.
(19) Our new shop has been opened to provide a custom designed on line shop for line
dancers, the profits of which will be used to help us develop this website into a major

resource for dancers.

In the first sentence the agent makes a physical path to the shop, by opening the door,
such that people can go in. In the second sentence the idea of opening must be
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interpreted in a more general sense as referring to the act of founding or setting up the
shop, such that people can have access to the shop; compare:

(20) This site has just been opened (March 24th), and all new members will therefore be
able to compete for the available ranks on an equal scale.

In other cases the act of opening has a performative and symbolic character. This is the
case in the following sentence for example:

(21) Deaconess of Medical Center Opens Chest Pain Evaluation Unit.

In this case the deaconess performs a symbolic action, as such marking the beginning
of the functioning of the object of the opening action. The event referred to here may
have been done in a performative way, that is, the deaconess may have said: I hereby
open the Chest Pain Evaluation Unit’. Note that in many cases the act of marking the
beginning of some phenomenon and the physical act of opening may overlap. This is
explicitly the case for example in the following Dutch sentence about a fully automatic
toilet:

22) Het stadstoilet op het Zuideindigerpad werd vanmorgen niet geopend, maar opende
zichzelf.
This morning, the city toilet on the Zuideneindigerpad was not opened, but opened

itself.’

In other cases the idea of ‘creating a path to Y’ occurs in a weakened form. This the
case is for example in sentences where the verb gper can also be used to mark the
beginning of an event such as a meeting, score, season, offensive, conversation, etc.:

(23) The chairman opened the meeting.
24) Jurgen Dirkx opened the score after 26 minutes with a header.

(25) Double sweep as softball opens season with 2-2 mark — Cardinal wins clash with the
Titans.

(26) The battle was opened by Reille’s division.

27) A simple friend opens a conversation with a full news bulletin on his life.
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(28) The Senior Choir opened the concert by singing ‘Children of the World’ and a
Canadian song — Four Strong Winds’.

In the case of these sentences the phenomenon that is opened (concert, score, match,
attack, conversation, etc.) has a beginning and often an end. These are all phenomena
that can be perceived as taking place in time, or evolving over time. The act of opening
constitutes the existence of the object in question, and as such marks the beginning of
the phenomenon in question. Such sentences with oper often have the following
structure: X gpened Y with Z, where Z refers to the act that constitutes the beginning of
the object of the verb, that is, the instrument of the act. Sentences like these can be
linked to the other gper cases because the beginning of the object makes mental access
to the whole phenomenon in question possible. Thus the opening of a concert means
that the rest of the concert can be experienced; the opening of a meeting means that
people can participate in the meeting; the opening of the score means that the score can
now freely change; the opening of a conversation means that we can participate in the
conversation, etc. It seems that in order to use the word gper to indicate the beginning
of some event, it is necessary that the beginning is marked in some way. In some cases
this means that the event referred to is done with a performative act, e.g. I hereby open the
meeting. In other cases the performative character is not present, for example in the case
of (24). In this case, however, the header can be seen as the act that marks the
beginning of the event. The act of marking the beginning of a phenomenon can be seen
as the feature ‘making a path to’, or ‘removing obstacles to create a path to’ in a
weakened form. Weakening of features means that features are divided into subfeatures,
and that some of these features are backgrounded.

2.5.7 Conclusion: The meaning of open

Considering the different ways in which something can be opened, it seems that
‘opening something’ can best be viewed as a complex of different interrelated uses, with
basic uses, and uses that can be analyzed in terms of extensions of basic uses. The basic
uses are those where a physical path is created to something by removing a barrier that
is part of the object in question, prototypically by creating a pathway through the
object. In the case of these basic uses the features ‘creation of a path to Y’ and ‘creation
of a path through Y, or removing part of Y’ are interdependent since the goal of
creating a path 7 the interior of the container presupposes the existence of obstacles
and, as such, the need to create a path 7/ruugh the container. Different uses of the verb
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open can be seen as different extensions of such basic uses by means of strategies based
on similarity and contiguity under perspectives such as ‘function’ and ‘form’. In the
strategy of extension of use, metaphor and weakening of features play an important
part.1s

Some of these different uses are represented in Figure 2.2 in a highly simplified
manner.

Figure 2.2
{score, attack, concert, meeting}
. Y
{shop} {internet site, shop}
e 0 A 7 VvV 4w mind
3 mouth, box, bottle, ...
& 2
{curtain, window, bridge, lock} / / \\\
91 1 iii ™ umbrella
gas « l( 5
book i
A iv
{ perspective, opportunity}

ii
Semantic relations

Weakening of feature ‘containment’

Physical similarity (without feature ‘containment’)

Selection of feature ‘pathway through’, and physical similarity-relation to feature ‘path to’
Metaphor

Metaphor by selection of feature ‘pathway to’

Backgrounding of idea of containment, selection of idea ‘pathway to’, attributing feature
‘marking the beginning of Y with Z’

A e

18 It must be remarked that some authors, especially Lakoff (1990), Lakoff & Johnson (1980, 1999), use the
term metaphor in a much broader way, including azy strategy where analogy plays a part.
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7.  Weakening of feature ‘pathway to’
8. Weakening of feature ‘pathway to’
9.  Metonymy (of verb meaning or object meaning)

Presence of features

(i) Feature ‘containment’: {mouth, bottle, etc.}; weakened: {mind, book}

(i) Feature Path to Y: {mouth, etc.}, {book}, {shop}, {internet site}; weakened:
{ perspective, score, etc.}

(iii) Feature Path through Y: {mouth, etc.}, {bridge, etc.}

(iv) Concrete-physical cases: {mouth, etc.}, {umbrella}, {bridge, etc.}, {book}, {shop};
borderline case: {internet site}

(v) Feature ‘marking the beginning of some phenomenon’: {shop}, {internet site, etc.}, {score,
etc.}

Although it is possible to categorize the different uses of gper as I have done above, it
must be remarked that a categorization into different uses remains principally an
idealization, and that other classifications may be possible as well. Firstly, uses can be
classified differently, in relation to the criteria that are used in the classification, and the
perspectives that are taken to view the different instances of opening something.
Secondly, the features that can form the basis for classification of uses such as
‘containment’, ‘pathway’, barrier’, etc., are not discrete and well defined, but have a
flexible and subjective character. This implies that a categorization of the different uses
of open has, at least to some extent, a subjective character. Note, furthermore, that since
abstractness is a gradual phenomenon, it is often hard to draw the line between abstract
cases and non-abstract cases. Take for example a situation like opening a computer
program. In this case the creation of a path to the program must be identified with
clicking on an icon, or typing of a code, to make the program available for use. It is
hard to say whether this case must be seen as an abstract or non-abstract case.

Considering what I have said above, it seems that different uses of opening
something can be distinguished, but no clear-cut boundaries can be drawn between
different cases, and that the decision as to which cases must be seen as part of the same
use depends on the perspective taken to view those cases. Futhermore, in the
understanding of all uses of opening something, a part is played by features from basic
uses, viz. ‘creating a pathway to Y by removing a barrier’.
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2.6 Further arguments for and against general meanings

I have discussed the English verb gpez in some detail as a means to illustrate the
structure of meaning in general. I have argued that although all the uses of the verb opex
may be said to have a feature in common, such as ‘creation of a pathway’, the
theoretical interpretation of this feature remains problematic. It is not clear for example
whether this description can be seen as the meaning of the verb gper or not. In this
section I will discuss the following (interrelated) counter-arguments to the proposition
that there is something like 75¢ general meaning of words like gper, and say something
about the status of general meanings in a broader sense:

)

(1)

(iif)

@iv)

v)

There is little empirical linguistic and psychological evidence that the highest
abstraction can be seen as a necessary and sufficient condition for the correct
use of a form.

Meanings cannot be treated as definitions from which the correct use of a form
can be predicted. This view of meaning does not take account of the flexibility
that is inherent to conceptualization, and the fact that the different
interpretations of a concept such as oper are conventionally based uses that
have to be learned by the language user.

The general meaning cannot account for the fact that some uses of gper have a
stronger internal similarity than others, and that in some cases different usage
types can be distinguished.

Not all uses of a word can be accounted for by means of abstraction from
different uses, because specific features of particular uses that are not part of
some abstraction play an important part in meaning extension.

The difference between what is called fiteral’ or general meaning and derived
meaning is not clear in all cases. It may be that in some cases the relation
between the basic uses of a form and the derived meaning is not transparent; in
such cases the relation between the derived meaning and the general meaning
may be lost.

I will discuss these arguments in more detail below.
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2.6.1 Lack of empirical success and psychological evidence

A first objection to the idea of general meanings is that most linguists who advocate the
one-form-one-meaning principle have considerable difficulty actually defining the
general meaning of a form. This is also the case with Searle, who does not formulate
the general meaning of the verb gper, although he claims that “we have no difficulty
grasping (...) literal meanings” (1991: 147). Another related shortcoming is that normally
speaking, 7 a linguist defines a general meaning, it is usually so abstract that it is not
clear how it can be znzerprered or used by the language user. In other words, the process
of abstraction from different uses and the process of interpreting of the abstract
meaning remain unexplained in most monosemous accounts of meaning.

One would expect that if people make use of a general meaning of the verb gper, or
if this meaning plays a part in the linguistic system, it would not be difficult to define it.
Of course, the criticism given here is not fundamental: the fact that it is difficult to
define general meanings and the process of interpreting of these meanings cannot be
seen as evidence per se that general meanings do not exist. It could be argued that the
phenomenon of language is in general a difficult phenomenon that is hard to describe,
especially because language is described in terms of language itself.

Another problem with general meanings as postulated by linguists is that they are
often so abstract that they describe not only the form in question, but also oppositional
forms. Take for example the description for the basic meaning of break given by
Goddard (1999: 133), a scholar working within the framework of Wierzbicka: “X broke
Y = X did something to Y; because of this, something happened to Y at this time;
because of this, after this Y was not one thing any more”." This description does not
tell us the difference between ‘breaking’, ‘cutting’, and ‘tearing apart’. This is
problematic if we want to give an adequate description of the different concepts in the
linguistic structure. The condition that descriptions of the meaning of a form must
apply to this one form only (and not to oppositional forms) needs some further
elaboration.

Firstly, it is imporant to distinguish snecessary features from accidental features of
forms. In my analysis of the imperative, for example, I will argue that the feature of
directivity is a necessary feature of the imperative, and not of oppositional forms such

19 In the framework advocated by Wierzbicka concepts are described in terms of so-called universal primes,
that is, a set of concepts that are basic to human conceptualization in general, and that can be seen as the
building blocks of all other concepts. The inherent vagueness of the description, as I see it, is also related to
the restriction of the metalanguage to a limited set of universal concepts.
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as the infinitive. In the case of the infinitive the feature of directivity is an interpretation
or accidental feature conditioned by the context in which the infinitive occurs, and not
part of the meaning of the form; in other words, it is an interpretation. As I will explain
below, the different status of the feature ‘directivity’ in these cases also implies that the
directive use of the imperative differs in character from the directive use of the
infinitive.

Secondly, whether a description of the meaning of some form is underspecified in
the sense that it does not differentiate between the use of the form in question, and
oppositional forms, also depends on the information provided by the context in which
the utterance occurs. As such, underspecification is to some extent a relative concept.
In the context of the concept ‘stone’, Goddard’s above description of the word break
may suffice, because the normal way in which a stone is made into pieces is normally
described with the verb break, and not with forms like ¢« or zear aparr. This does not
mean, however, that the description given by Goddard is sufficient for all cases, since in
principle it is possible to say something like cuz he stone. In order to understand this
utterance it is necessary to know that cutting is done with a knife or similar tool, leading
to a different way of making the object in question into pieces, whereas breaking is
done without such an instrument.

Thirdly, the condition that descriptions of meaning must differentiate between
oppositional forms does not mean that there are no features shared by different forms,
but rather that the whole of features differs from form to form. I will illustrate this with
an example. Let us imagine that we define the meaning of the word /per (‘walk’) in
Dutch as ‘moving by taking steps in such and such a manner’. It could be argued that
this is not an accurate description since it can also apply to dansen (‘dance’): part of a
dance is usually that people move in this specific way. I do not, however, think that this
is a valid argument. Apart from the fact that it is questionable whether the movement
expressed by /pen is a necessary feature of dancing, the movement expressed by /lopen
always occurs in combination with, and in relation to other features (such as moving on
music, moving in patterns, moving for pleasure etc.). As such, the description of /open
may be the description of an isolated satisfaction situation of a dance event, but never
of the complex of features associated with the dance event. Consequently, features
cannot be treated as individual information units, but always occur in relation to other
features, that is, they occur in Gestalts.

20 The correct description must ultimately use descriptions from biology and physiology such that the
difference between /pen and rennen (‘run’) is made clear, but I will neglect this here.
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The skepticism concerning the idea that meanings can be seen as necessary and
sufficient conditions for the correct use of a form is supported up by evidence from
psychology, especially that provided by Rosch (1973, 1978). Rosch showed that in the
studied cases similarity to a so-called prototype of a category is sufficient for
classification into that category, if and only if similarity to the prototypes of the adjacent
categories is lower. The prototype can be defined in terms of necessary and sufficient
conditions, whereas the other instances of the category only share some of these
features.?! The occurrence of prototypical effects can be seen as the result of a strategy
of humans to group different phenomena together under a limited set of words. As
noted by many authors (e.g. Lakoff, 1990; Bartsch, 1998), the occurrence of prototype
effects seems to be a natural consequence of the fact that our conceptualization cannot
mirror the world in a one-to-one fashion. Note, however, that the evidence provided by
Rosch (1973, 1978) cannot be seen as final proof against the idea of general meanings.

Firstly, it is not clear whether, or to what extent these so-called prototype effects
play a part in every case of word-meaning, and whether the phenomena grouped under
the label ‘prototype’ are in all respects similar, in the sense that the observed effects
actually show that no general meaning exists. The fact that in the case of the category
‘birds’ prototypical effects play a part, does not imply that prototypes play a part in
every case of word-meaning. It can be expected, for example, that in the case of natural
kind categories like birds’, which can be seen as biological, partly scientific categories,
the categorization may be different in character than in the case of other concepts, for
example in the case of grammatical meaning. Linguists use the term prototypes for both
(i) cases where the prototype effect is based on psychological evidence, and where this
psychological evidence can be reconstructed on the basis of the presence or absence of
particular features of the objects of categorization, and (ii) cases where the prototype
effect is based on linguistic reconstruction of features only.22 It is not clear whether
these different phenomena can be seen as similar in all respects.

21 In my view the feature feathers’ is a feature that occurs ox/y with birds, and with @/ birds (except when
they have just been born). If this feature could be adequately defined, this would mean that a necessary and
sufficient condition could be given for the category bird, viz. ‘an animal that has feathers’. I think, however,
that such a definition does not do justice to the fact that other features play a much more important role in
our experience of birds, such as the ability to lay eggs, the presence of wings, and the ability to fly. In the
case of the category bird, the prototype theory gives a psychologically adequate description of the way in
which human conceptualization works.

22 Some linguists, such as Givon (1995: 113), use the term ‘prototype’ for theoretical notions that are based
on cross-linguistic evidence.

40



The structure of meaning and the process of concept formation

Secondly, it is not clear how and to what extent the prototype effects actually say
something about the structure of the linguistic system. Note that prototype effects also
occur in the case of concepts where no prototype structure can be reconstructed on the
basis of features (e.g. the discrete concept ‘odd numbers’, where some odd numbers are
rated to be more odd than others; Armstrong et al., 1983). This led Armstrong et al.
(1983: 284) to conclude that the fact that informant responses are often graded is
probably “a fact about something other than the structure of concepts™. It is thus not
clear how and to what extent the prototype effects observed in psychological tests
actually say something about the structure of the linguistic system. I do not think that
prototype organization implies per se that for the conceptualization of the language
user there are central and non-central members. Judgments about centrality are
judgments about perceived ontological phenomena, but do not always say something
about the conceptual status of the concepts about which these judgments are made.
Consider for example the use of the perfective aspect in Russian. It can be observed
that some uses of the perfective aspect are more basic, whereas others are more
peripheral. The basic uses are those where the conceptual status ‘mirrors’ the
ontological status. More specifically, the basic uses are those that refer to actions that
are clearly bounded. The peripheral uses are those where the conceptual status
(‘bounded’) does not ‘mirror’ the ontological status (the same events could also be
conceptualized as non-bounded). More specifically, the peripheral uses are those that
refer to actions that are not clearly bounded, but which are presented as being bounded. It
may be that in the process of concept formation the peripheral uses are constructed by
analogy with the basic uses. This does not imply, however, that for the language user
the peripheral uses have a different conceptual status than the basic ones. It may be that
for the language user or, put differently, for the linguistic system, there are just
bounded, and non-bounded actions.

2.6.2 Meanings are not definitions

A second weak point of many monosemous analyses is that general meanings are
treated as definitions from which the correct uses of a form can be predicted. This view
of meaning, however, does not take account of the inherently flexible nature of the
process of conceptualization and interpretation, and the fact that uses of a word are
conventional, that is, the meaning of a word like gper is an abstraction from different
conventionally based uses, that is, uses that have to be learned by the language user at
some point in the process of learning the language.
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A weak point of models where meanings are seen as definitions is that abstractions
are treated as information units that are totally separated from the contexts in which
these meanings occur. It can be argued, however, that the different satisfaction
situations that form the basis for a concept always play a part in the case of meanings,
since without these situations the abstraction can get no interpretation. Meanings are
not like definitions we have in our head, but must be seen as abstractions, formulated
by linguists, from the different satisfaction situations on which a concept is based. In
order to understand abstract definitions of general meanings, one has to refer to the
scenes from which these general meanings are abstracted. The idea that in order to be
able to interpret the meaning of some form, one has to know the satisfaction situations
on which the meaning was based, implies that it is not necessary for language users to
compute what gper a door means by applying some abstract general meaning of the verb
open to the meaning of a door, every time they are confronted with this expression. The
meaning of the verb gper is based on all the different experiences of opening something
with which the language user is confronted; these experiences remain part of the
knowledge of the language user. An example of this was illustrated by the use of the
word ¢ar. It is a norm of language that we can say ear soup in particular contexts, but the
language user does not have to know the reconstruction made by the linguist as to why
it is possible to use esz in the case of soup. For him it suffices to know all the different
ways in which a word can be used.

Of course, it may be argued that once the concept has been formed on the basis of
clear examples, it can be applied to new cases that are judged to be similar to the known
examples. However, whether a scene is perceived as similar to another scene is partly a
subjective matter, and it is partly a matter of convention how the linguistic system
categorizes different scenes. This can be illustrated with the word ‘open’ in English and
Russian. The general meaning of the Russian verb ozéryrar’ (‘open’) and the English
verb gpen may very well be the same. Most uses of the two verbs are similar, in both
languages the verb can be used with respect to boxes, mouths, windows, books,
umbrellas, etc. Nevertheless, in some cases the verb oz&ryvar’ can be used in contexts
where English uses another word. This is the case for example with sentences where
the verb ozkryvat’is used in the meaning of ‘uncovering’ or ‘discovering”:

29) Uvidev Nexljudova, ona podnjala vual’, otkryla ochen’ milovidnoe lico s blestjashchimi
glazami i vosprositel'no vzgjlanula na nego.
‘After she saw Nexludov, she lifted her voile, #ncovering her very pretty face and shining
eyes, and looked at him as if she wanted to ask him something.’
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30) Ty xochesh’, chtoby ja otkryla tebe svoju slabost’!
“You want me to show you my weakness!

The differences in use may be partly due to the different oppositional forms in the
different linguistic structures, and also partly due to ‘coincidental’ conventions.
Although regularities can often be perceived in the case of such differences — both (29)
and (30) can be described as cases where a cover is taken away — it seems impossible to
capture these facts in something like a general meaning. In both the case of oz&7yvar’ and
the case of oper the general meaning must be something like ‘make something
accessible’. This meaning, however, is not specific enough to define which uses are
correct sentences in the language in question, and which uses are not. On the basis of
this description one would expect that it would be possible to say oper America
(meaning ‘discover America’), but in English the conventional way to refer to the
situation in question is different. Such facts just have to be learned by the language
users. Understanding works with cognitive abilities such as perceiving similarity and
analogy, whereas conventions and norms can be seen as restrictions on such perceived
similarities. In some cases such conventions can partly be motivated by the different
linguistic structures in which the forms occur. The decision to conceptualize a scene
with a particular concept may be modeled as the choosing of the gpzial concept for the
scene in question. The difference in oppositional baszc forms implies that the
conceptualization of peripheral forms may differ from structure to structure. Although
one can try to find systematizations for such norms, it is impossible to predict which
situations will satisfy an expression and which not; no ‘objective’ ontological principles
can be given for such different conceptualizations.?

Langacker (1999) argues against the idea that interpretations have a different status
from meanings by pointing to the fact that interpretations inferred by pragmatic
inference are conventional and must be learned. Although I agree with Langacker that
in some cases no clear boundaries can be drawn between meaning and interpretation, I
would like to stress here that the fact that language users have to /ar the different
possibilities of use of a word does not imply that each of these possibilities must be

2 Another interesting example is the difference between the words su» and wa/k and their Dutch
counterparts. In English the word ## is used both for the movement of humans (‘walk fast’) and for the
movement of the mechanism of a machine (‘function’): The man runs; the machine runs well. The word walk is
used for humans only (*The machine walks well). In Dutch we find that rennen (‘walk fast’) is used for humans
only, and not for machines (*De machine rent goed); for machines the word /pen (‘walk’, ‘go’) can be used: d¢
machine loopt goed.
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seen as a different meaning of a word. I will give an example of this. As I will argue
below, the meaning of both the Russian and the Dutch infinitive can be defined as
‘situation type’. This meaning reflects the basic and general capacity to categorize
situations as #pes. Although the meaning of the Dutch and the Russian infinitive may
be the same, the specific #¢ of the infinitive differs in the two languages. Such
differences can in some cases be attributed to different oppositional forms, but in other
cases it seems impossible to give a further explanation for them. Theoretically one
could in such a case (i) define different meanings for the different infinitives, or (ii) treat
the different uses as meanings. In my opinion, however, it is best to see both infinitives
as having the same /asic meaning, viz. situation type. This meaning corresponds to a
basic strategy, viz. the strategy to see sets of situations of application of a term as types.
On the basis of this meaning, it is possible to understand the different uses. Such
different uses have to be learned, that is, they are conventional, but the term means the
same in all the uses. In contrast to, for example the verb opes, understanding the
infinitive does not presuppose the capacity to select and background features under
contexts. As such, the description ‘situation type’ suffices as the meaning of the
infinitive.

2.6.3 The existence of usage types

A third weak point in the assumption of a general meaning of gper is that some
configurations of use of gper seem to have a stronger internal similarity than others.
This seems to point at a situation where there is not something like 75¢ general meaning
of open but rather different related meanings of opex that can have more or less similarity
to each other, depending on the perspective that is taken to view them. In this respect it
is interesting to look at the use of ellipse with conjunction or disjunction:

(a) Tom opened the door and the window.
(b) ?Tom opened his eyes and the door.

Note that the unacceptability of (b) cannot solely be attributed to pragmatic factors,
because it is perfectly normal to imagine a situation where one first opens one’s eyes,
and then the door. It could be argued then that the unacceptability of (b) is not so
much due to a difference in siwilarity between the two gpening events, but more to the
fact that for the language user ‘opening doors’ and ‘opening windows’ occur in the
same functional-semantic domain. This means that both events can be described as
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‘opening parts of the house’, whereas finding a hypernym for ‘opening doors’ and
‘opening eyes’ is much more difficult. It may be that such factors play a part in the
acceptability of ellipse. However, they just show how different these two opening
situations are. I think that monosemous approaches often fail to recognize the
perceived differences between the different uses of a form.

The psychological literature also contains evidence that some configurations of use
of a word may have a stronger internal similarity than others. Such evidence is provided
for example by the tests conducted by Sandra & Rice (1995) on prepositions. Sandra &
Rice point out that analyses which come up with polysemous networks are
characterized by a number of weaknesses: (i) a lack of clear methodological principles
for the identification of distinct usage types; (ii) an overly wide range of representational
variants of network models; (iii) a vagueness about whether the usage types correspond
to semantic distinctions or to referential distinctions (different contextualizations of a
single meaning); and (iv) an uncertainty about what the correct cognitive interpretation
of the network should be.

In their article they present a number of experiments that address the relationship
between the linguistic distinctions in lexical networks and the distinctions in the mental
representation of native speakers. In their experiments native speakers of English are
asked to do different tasks, among them sorting prepositions and making judgments of
similarity about these prepositions. Sandra & Rice state that the outcomes of these tests
show that the strong monosemy position is untenable, because language users clearly
distinguish between fairly general usage types and because there is evidence that they
even make distinctions at a more specific level as well.

The assumption underlying the tests of Sandra & Rice is that the subjects are guided
in their sorting behavior by the distinctions that are made on the level of mental
representation. They claim that if the strong monosemy thesis were true, the subjects
would not be able to do the sorting experiment, for the simple reasons that they are
being asked to make distinctions that they do not make at the level of mental
representation. Although the conclusion that they draw may be valid, there are in my
opinion a number of reasons for regarding the validity of the assumption as
questionable.

Firstly, it may be that language users are able to make distinctions on the level of
interpretation (meaning embedded in a particular context) as well as being able to

2 See also my criticism on Ebeling (1956) in section 3.1. Ebeling’s description of the Russian imperative
fails to explain why language users tend to see more similarity between the directive imperative and the
necessitive imperative, than between the directive imperative and the conditional imperative
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abstract from these different uses. Language users may for example perceive physical
similarities between opening a door and opening the window, but still perceive
functional similarity between different opening events such as opening doors, windows
and meetings.

Secondly, norms are not the same as systematizations of and behind the norm. This
means that the reconstruction of the linguist does not have to be the same as the
intuition of the language user. Furthermore, in the case of grammatical meaning such as
the imperative or the infinitive, judgments of language users about the z¢aning of forms
are in fact very often judgments about the functions of forms. Two forms share (part of)
the same function if they share their closest hypernym, in other words, they can be seen
as having the same function when they can be seen as oppositional forms. This implies
that one form may have different functions, because the different uses of the form may
be paraphrased with different oppositional forms. Meanings, however, must be seen as
abstractions from such different functions of one word. Such meanings mostly have a
very abstract character, and must be seen as reconstructions of the linguist. As such,
they are not part of the knowledge of the language user. Sorting tests (e.g. Muravickaja,
1973, for the Russian imperative), seem to imply that language users tend to sort on the
basis of function rather than on the basis of meaning. This means that different forms
with similar functions are more similar for the language user than the different uses of
one and the same form. The way in which language users group uses of a form does
not imply per se that this is also the way in which the meanings of uses of this form are
related to one another. For language users it is important to know what you can do with
words, and not how it is possible that you can do things with words.? The abstract nature
of meanings is such that they can often not be seen as part of the norms of language
users.

Thirdly, the fact that there is nothing like the highest abstraction that can be seen as
a necessary and sufficient condition for the correct use of a form does not mean that
there is something like distinctive usage types. In many cases the different uses of a form
cannot be szrictly classified into different usage types, because the borders between the
different types are fluid. This means that some uses can fall under two different usage
types. The existence of fizzy borders between usage types points at the flexibility of
taking perspectives in the case of conceptualization, and refutes the idea that concepts
can be seen as definitions.

25 Note that this criticism does not directly concern the test of Sandra & Rice (1995); it must be seen as a
more general criticism on the hypothesis that meaning directly reflects the mental processes of language
users.
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2.6.4 General meanings abstract from features that play a part in meaning
extension

A fourth weak point in the argumentation for the general meaning of some word is that
marginal cases of a word sometimes cannot be seen as derived from some highest
abstraction, but must be seen as derived from a lower abstractional level.

An important point made by Searle is that language users have the ability to abstract
from uses. This ability enables them to group different phenomena together on the
basis of some shared feature. It is, however, questionable whether such abstractions
always contain all the information relevant for the understanding of certain uses of a
concept. This is exemplified by the verb ¢ar given above. If one wishes to explain the
occurrence of e¢ar soup, one has to take account of features that occur in the case of
particular e¢ar cases, viz. those cases where tools are used to eat. This feature cannot,
however, be part of some highest abstraction, because in many ess cases no such tools
are used, for example ¢ar an apple. Put differently: if we only proceed from some highest
abstraction, we lose some important information that we need in order to explain some
specific uses of a form. Note that this is not an argument for rejecting general meanings
per se. It only means that also in the case of general meanings, the information
contained on lower abstractional levels may remain relevant.

2.6.5 Metaphor and metonymy

A fifth weak point in the idea of the general meaning of oper is that metaphoric and
metonymic extensions of meaning create polysemy, such that no necessary and sufficient
conditions can be given for a word. Searle accounts for this by saying that such uses in
fact have the same meaning as literal cases, but that they are used in a different way. It
is, however, often not clear which uses must be seen as ‘adjustments’, which uses must
be seen as ‘specifications’, and which uses must be seen as separate meanings (see
section 2.4). Furthermore, many linguists have argued and demonstrated that family
resemblance structures disturb the transitivity relation between meanings in the
polysemous complex.

The idea of metaphoric and metonymic extensions creating polysemy can be exemplified
by the use of the word c¢az in Jealousy was eating him up. This particular use of the word ear
is usually classified in the literature as metaphorical use, in contrast to the use of the word
eat in sentences like John ate an apple, where eat is said to function in its literal sense. The
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difference between literal and non-literal use of a form is based on the linguistic
intuition that some uses are more basic’ and fiteral’ whereas others seem to be ‘non-
literal’ and ‘derived from the basic use’. This intuition is the basis for Searle’s
description of metaphor as a case where the speaker’s utterance meaning and the
sentence meaning do not coincide.

Although the notion of metaphor is based on linguistic intuition, and plays an
important part in many descriptions of language and concept formation, most scholars
fail to provide a description of metaphor that allows metaphorical use to be
distinguished from non-metaphorical use. The difficulty in describing what constitutes
metaphorical use and what constitutes literal use seems to result from the fact that the
distinction itself is not a clear-cut phenomenon. That it is often hard to draw a line
between metaphorical use and non-metaphorical use can also be illustrated with the
example used by Searle himself, viz. the verb to gpen:

John opened the bottle.

John opened the book.

John opened the Torah.

The surgeon opened the heart of the patient.
John opened the computer program.

John opened the meeting.

The soldiers opened fire.

John opened her cold heart by saying T love you’.
John opened the umbrella.

= R N

Which uses of the word oper must be seen as metaphorical and why?

If we follow Searle’s line of thought, there must be something like a literal meaning
of the verb open, and there can be non-literal uses, such as metaphorical uses, that are
derived from this literal meaning. As I mentioned before, Searle describes metaphorical
use as that use where the sentence meaning cannot be equated with the utterance
meaning. If this description is taken literally, it is difficult to apply because it
presupposes that the sentence meaning, or /Zfera/ meaning is clear. According to Searle,
the literal meaning is that meaning which defines all cases of gper, except the derived
cases such as the metaphorical uses. This, of course, is a circular strategy, because it
helps us to find the metaphorical meaning by means of the literal meaning, whereas the
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literal meaning can only be defined if one knows what the literal meaning is. So what
must be seen as the literal meaning of the verb open?26

If the literal meaning must be identified with the general meaning (invariant, highest
abstraction), the physical action that constitutes the act of ‘opening’ cannot be seen as
an essential part of this meaning, which is underlined by the different ways in which
something can be opened. It seems that what these uses have in common is the
functional act of making something accessible, that is, making physical, visual or mental
contact possible. It is precisely the way in which something is made accessible that
differs from case to case. In (a—d) the activity is directed at some physical object, which
is not the case in (f-h), where the activity is directed at a mental or social object; (e) can
be seen as a borderline case because a computer program can be seen both as physical
object and as a non-physical object. Note that there is also a difference between (f,g)
and (h) because (h) in principle allows for an interpretation where some surgeon-
magician physically opens the heart of the patient by saying the magic words T love
you’; such an interpretation is not available for (f) because ‘a meeting’ cannot be
conceptualized as a physical object. This explains why the discrepancy between the
‘physical’ interpretation and the non-physical meaning is more clearly felt in (h) than in
(). It is precisely this feeling of ‘discrepancy’ that (h) is felt as metaphorical, but (f) less
so, or not at all, although both are abstract cases.

As 1 said, Searle describes metaphorical use as a use where the sentence meaning
cannot be equated with the utterance meaning. This description means that metaphor
always implies some kind of semantic discrepancy between a basic or literal meaning
and a derived meaning. Note that this description only applies to non-conventionalized
metaphorical use of gper and not to conventiona/ metaphorical use. It could be argued that
this description of metaphor is problematic because it implies that the new
conventionalised metaphoric use falls under the literal meaning of the concept opex; but
if the metaphorical use does not fall under the core of all the gper cases, how can it be
possible that conventionalization changes the meaning to such an extent that it
becomes part of the semantic core of the verb? Searle cannot account for cases where
the relation between some basic use of a word and a derived use is no longer
transparent. This is the case for example with the narrative use of the Russian

26 Take for example Wierzbicka (1996: 158-159), who claims that Wittgenstein’s analysis of the word gae in
terms of family resemblances is wrong, and offers her own analysis of the word gae. Wierzbicka, however,
runs into the same problems as Searle, as she claims that her description only accounts for the basic uses of
game, without showing us a way to distinguish playful extensions from the basic meaning of a word, other
than that playful extensions do not fall under the basic concept.
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imperative. Although a relation between this use and the other imperative uses can be
reconstructed, this relation is not transparent anymore to the extent that the relation
plays no part in the meaning of the narrative imperative. Such a phenomenon can be
seen as diachronic change that influences the synchronic linguistic system.

Furthermore, it is not clear how Searle accounts for cases with a so-called family
resemblance structure. Polysemous complexes with a family resemblance structure are
cases where we have a metaphoric extension from a use that was already the result of a
metaphoric extension, such that use A shares features with use B, and use B with use C,
but uses A and C have no features in common that they do not share with oppositional
uses. Such family resemblance structures arise by changing subperspectives change,
while retaining the main perspective. Of course, it could be argued that it is an empirical
issue whether such cases actually exist. There is no a priori reason why family
resemblance structures should exist or not exist in language. Different linguists have,
however, pointed at such family resemblance structures in language (e.g. Wittgenstein
for the word Spie/ (1984), Bartsch for the word rn (1984)).

I would like to note, however, that in my opinion such structures are probably the
exception, rather than the rule in language studied as a synchronic system. This can be
motivated pragmatically by the fact that they weaken the communicative stability of the
linguistic system: infinite regression of meaning transfer is of no wuse for
communication. To express an experience, the optimal concept is chosen from the
range of available concepts in the linguistic structure. This means that similarity of the
scene expressed by X to (one of) the other concepts expressed by X is bigger than the
similarity to (one of) the concepts expressed by oppositional form Y. Optimality can
therefore often be defined in terms of the specific semantic distribution of a term (see
Bartsch, 1998). A restriction on the extension of the range of uses of a word is that the
selection made by the new perspective has to be part of the specific semantic
characteristic distribution of a term, that is, the specific features of the referent which
distinguishes it from others. To give a specific example: the metaphor Joh# is a wolf does
not refer to the fact that John has fur, since fur is not a characteristic of wolves that
distinguishes them from other animals. As such, wo/f is not the optimal concept to
express that John has fur. It must be remarked, however, that optimality is not a clearly
defined notion. In some cases it is therefore difficult to motivate why a particular
convention is the case.

Optimality must further be defined in terms of avoidance of ambiguity. If
differences in scene are relevant for the language user, the context must differentiate
between such uses. This is the case for example with John runs, and the machine runs,
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where the context, the subject of the verb, provides enough information to choose the
right interpretation. Note also that in order to #nderstand a meaning, it does not have to
contain a necessary feature that stands in opposition to other uses. To give an example,
I think it is quite possible to understand zhe machine runs, the river runs, the arrow runs, the
road runs, etc. on the basis of Jobn runs, where the feature of ‘ongoing movement’ plays a
part in some way or another, notwithstanding the fact that a feature like ‘ongoing
movement’ is rather underspecified since it does not specify what kind of movement is
at issue (movement with legs, movement of a machine, etc.). However, on the basis of
our knowledge of rivers, machines, roads, and general principles of metonymy,
metaphor, and resultative perception (see Matsumoto, 1996), all these uses can be
interpreted. As such, it may be that the feature ‘ongoing movement’ is necessary to
understand the word ru#; it ensures a minimal transitivity between the different uses.
This does not mean that in all cases of the word s«» the subject of ru# itself moves: it
may also be that the use is understood on the basis of the idea of movement (for
example in the case of metonymy).2” The relevance of the feature of ongoing movement
can be illustrated with the following example:

a. The machine runs well. —  ‘functions’
b. The factory runs well. —  ‘functions’
c. 7The door runs well. —  ‘functions’
d. 7The boomerang runs well —  ‘functions’

For (a): The machine (or its internal mechanism) functions by moving. For (b): the factory
can be seen as a machine that moves (things are going on), by moving it functions. For
(c): the functioning of the door is in regular cases not conceptualized as based on ongoing
movement. For (d): The functioning of the boomerang is not conceptualized as based on
ongoing movement. Polysemy-based analyses often fail to point at such shared features,
and regularities.>s This is sometimes because they do not make an adequate distinction
between the actual extension of words, and the way we conceptualize things.

Even in models where family resemblance structures or diachronic changes
effecting the synchronic system are accepted, it seems that whether one experiences a
difference between the literal meaning, that is the meaning based on the basic uses of a
concept, and the utterance meaning is at least partially subjective. For some language

27 This also accounts for zhe fence runs from A 1o B, since this use can be understood on the basis of resultative
perception.
28 Cf. Wierzbicka (1996), who convincingly argues against the existence of family resemblances in language.
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users, open in opening a meeting may be understood and experienced in terms of oper as it
occurs in sentences such as open the book, for others the two uses may be considered to
be of the same kind, while others may treat them as separate concepts. Searle does not
take such issues into account.

For my description of the linguistic data I would like to draw the conclusion that the
general meaning and /tera/ meaning must be kept apart. The general meaning can be seen as
the highest abstraction or invariant, which may stand in opposition to other forms used
for similar purposes, but which, in most cases, cannot be seen as a necessary and sufficient
condition for the correct use of a form. The general meaning can also apply to clearly
metaphorical cases (e.g. in the case of gpen someone’s heart Or open the ranks the notion of
making something accessible plays a part in the metaphorical interpretation) but this is not
necessarily the case (e.g. in the case of jealousy is eating him up, the feature of taking nurture’
does not play a part in any literal sense). I will use the term Titeral meaning’ for that
meaning from which a metaphorical meaning is derived. This meaning is not an
abstraction from all the different uses, but can be seen as a specific type of use. To give an
example, the phrases opening someone’s heart and opening the ranks can, in principle, be
understood in two different ways, namely in the literal sense (as in #be surgeon opens someone’s
heart; the general opens the ranfks) or in a metaphorical way (as in be apened her cold heart by saying
I love you, the ranks were apened for new members). Note that the pragmatic description that
Searle gives for metaphor is in my view correct; the incorrect element of his viewpoint is
that he equates literal meaning with general meaning.

2.7 Conclusion

In this chapter I have set out the theoretical framework that I will use for the analyses
to be presented in the following chapters, and I have informally touched upon some of
the issues that play a part in the semantic analysis.

I have argued that meanings stated by linguists cannot be seen as definition-like
representations from which the correct uses of a form can be predicted. Meanings are
intersubjective mental reconstructions of properties and regularities in the world,
expressed by forms occurring in the structure of oppositions. Meaning formation can
be seen as structuring of sets of data by ordering relationships based on judgements of
similarity (identity) and difference, especially opposition or contrast, under perspectives.
As similarity is to some extent a subjective notion, the meaning (definition) of an
expression ¢ can never predict which situations satisfy e. From a set of examples stability

52



The structure of meaning and the process of concept formation

can be predicted. But this prediction only accounts for the wunderstanding of an
expression, and not for the correct way in which a word can be used. Although one can
try to find systematizations for such norms, and point at opzimakity of the
conceptualization, it is impossible to predicr which situations satisfy ¢ and which do not.
Owing to additional conventional boundaries, the prediction can fail for the correct use
of a word.

I have illustrated above the pitfalls of the semantic analysis with an analysis of the
verb gpen. 1 have given some arguments against the idea that there exists exactly one
meaning of the verb gpen. Instead, I have argued that the form is associated with the
whole set of experiences of opening something, which may be ordered into subsets,
each having a stronger internal similarity value than the whole set can have. I have
argued that basic uses can be defined for the verb gper; on these other uses can be based
by transferring features of the basic uses. The basic uses provide a minimal transitivity
for the different uses of gpes, and contain all the relevant features that are needed to
understand non-basic uses of gper. The general meaning of a word, for example gper,
can be seen as an abstraction from the basic use of open, stating the features that are
necessary to understand different uses of gper. The definition of such features must be
flexible in character, mirroring our conceptualization and consequently the way in
which the linguistic system is set up. This means that the central feature of the verb
open, viz. ‘creation of a path’, has an inherent fuzzy’ character, mirroring our capacity to
perceive similarity and contiguity between things under perspectives. As such, the
common feature of the verb gpen refers both to cases where the path is physical, for
example in the case of ‘opening a door’, and to cases where it must be understood in a
more abstract sense, for example in the case of ‘opening a perspective’. The existence
of borderline cases such as ‘opening a computer program’ shows that the difference
between a path in a physical and concrete sense, and a path in an abstract sense is not
clear-cut or well-defined.

In my opinion the general meaning can best be seen as a frame within which the
different uses of an expression may occur. Such a frame cannot be seen as a definition,
as it does not predict the possible uses of a word, but rather defines the common
features of a word, which may stand in opposition to other uses. The notion of ‘frame’
points to two things: (i) it can be seen as a restriction on the use of a particular form, or
put differently, it can be seen as a restriction on the extensions of a particular form; and

2 In exceptional cases family resemblance structures occur. Furthermore, in some cases the context may
attribute additional features.
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(i) it is within the possibilities provided by the frame that different uses can be
distinguished.

Firstly, in the linguistic system two opposite tendencies occur, viz. (i) the creation of
polysemy to maintain relative stabilility in the linguistic system, and (ii) the development
of basic or prototypical uses of an expression, which hold these different uses of an
expression together. This means that basic uses can be seen as restrictions on meaning
extension.

Secondly, for the language user some uses of an expression show more similarity to
each other, than they show to other subsets. To give an example, for the language user
opening a window and opening a door may form a subset within the polysemous
complex. Yet, polysemy does not imply that with every new case of, for example, open
or eat, a new meaning must be posited. Abstraction of form-meaning associations can
be performed under different perspectives. This means that on the basis of different
perspectives we can form different configurations of form-meaning associations.
Furthermore, abstractions can be performed from different sets of data. If we make a
taxonomic categorization of a set of form meaning associations, we can abstract first
from the whole set, and then we can abstract from subsets of this set etc.

Although different usage types can be distinguished in the polysemous complex, the
different subsets in the complex cannot always be seen as clearly defined usage types. It
occurs often that no clear boundaries can be drawn for the different subsets of the set
of all uses of a form. As such, the different ‘semes’ in the polysemous complex can
therefore not be seen as classical concepts or definitions. New cases of use of a form
do not have to be inferred either from clearly delineated concepts within the
polysemous complex, or from well-defined general meanings. New uses can be inferred
from different levels of abstraction. In a way, then, it does not make sense to speak
about oze meaning or different meanings in the case of words like gper, since such a view
of meaning treats meanings as definitions.
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The Russian imperative

3.1 Introduction

In Russian there is a special imperative morphological form that is an instantiation of
the lexical verb. The lexical verb can be seen as an abstraction from the different
instantiations of the stem (infinitive, imperative, past tense, present tense, gerund, and
participle), expressing an identical situation. In my analysis, I will use the term
‘imperative’ both for the morphological form and for the combination of the lexical
verb and the morphological form. I will use the term ‘imperative situation’ for the
lexical verb of the imperative. In the literature (e.g. Ebeling, 1956; Isachenko, 1957;
Muravickaja, 1973; Veyrenc, 1980; Russkaja Grammatika, 1980) it is generally accepted
that the imperative can be used for different functions, or to put it differently, that
there are different imperative uses. This can be seen below, where I present different
instances of the imperative as they are given in the literature, and the names that will be
used in my classification, are given:

Directive use (‘povelitel noe znachenie’)
(1 Bud’ gotov. (Ebeling, 1956: 86)

be-IMP-IMPEREF ready
‘Be prepared.’
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The imperative is used to direct the addressee present in the speech situation to realize the
imperative action. This imperative use can be paraphrased, depending on the context, with
the infinitive, and with modal predicates like do/zhen (‘must’) and xozer (‘want’).

Necessitive use (‘dolzhenstvovatel noe 3nachente’)

@) Vse ushli, a ja sidi doma i rabotaj. (Shvedova, 1974: 107)
all went, but I sit-IMP-IMPERF at.home and work-IMP-IMPERF
‘Everybody has gone out, but I have to stay at home and study.’

The imperative is used to express that the subject is forced or obligated to do the
imperative action. This imperative use can be paraphrased, depending on the context, with
modal predicates that express necessity such as do/zhen, nado (‘must’, have to’).

Narrative use (‘povestvovatelnoe snachenie’)

3 [Blarin tvoj prikazal mne otnesti k ego Dune zapisochku, a ja i pozabud’ gde Dunja-to
ego zhivet. (A. Pushkin, Povesti pokojnogo Ivana Petrovicha Belkina)
master your ordered me take to his Dunja note, but I and forget-IMP-PERF where Dunja
PRT his lives
“Your master ordered me to take a note to his Dunja, but I forgot where his Dunja lived.’

The imperative is used to express that the imperative action is unexpected. This
imperative use can be paraphrased, depending on the context, with the past tense, the
historical present, and a construction with the verb sz’ (take’).

Optative use (helatel noe nachenie’)

“) Minuj nas pushche vsex pechalej I barskij gnev i barskaja jubov’. (Xrakovskij & Volodin,
1986: 234/ Griboedov)
pass-IMP us more than.all sorrows and masters wrath and masters love
‘May us pass more than all sorrows both the master’s wrath and the master’s love.’

The imperative is used to express that the speaker wishes the realization of the imperative
action. This imperative use can be paraphrased, depending on the context, with pzxsz’ (let’)
or with the subjunctive (past tense + 4y). This use of the imperative is not productive in
modern Russian and occurs almost exclusively in petrified expressions.
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Concessive use (‘ustupitel’noe gnachenze’)

®) Kuda on ni skryvajsja, on ot menja ne ubezhit. (Mazon, 1914: 69)
where he not hide-IMPER-IMPERF, he from me not run
‘Whereever he may hide, he won’t get away from me.’

The imperative is used in sentences that express concession. This imperative use can be
paraphrased, depending on the context, with the perfective present, the subjunctive, or the
infinitive.

Conditional use (‘uslovnoe nachenie’)

(6) Razgoris® atomnyj pozhar — i okazhutsja bessmyslennymi usilija ljudej dobroj voli.
(Wade, 1992: 328)
break.out-IMP-PERF atom war — and turn.out.to.be useless efforts of.people of.good will
If a nuclear war breaks out, the efforts of the people of good will will be useless.’

@) Pridi ja na desjat’ minut ran’she, nichego by ne sluchilos’. (Isachenko, 1957: 11)
come-IMP-PERF I on ten minutes earlier, nothing IRR not happened
‘Had I come ten minutes earlier, nothing would have happened.’

The imperative is used to express both the so-called hypothetical and the counterfactual
condition. This imperative use can be paraphrased, depending on the context, with the
conditional form es/ (), or in the case of the counterfactual use, with the subjunctive.
Without giving a detailed analysis of these uses, it is clear that the imperative has a
different function in each of the sentences given above. The imperative occurs not only in
its prototypical directive function, where the speaker attempts to direct the behavior of
the addressee, but also in other functions where the agent of the action is not the
addressee but a first, second or third person subject. Although the imperative can be said
to have a different function in each of the sentences given above, I think that careful
analysis of the imperative leads to the conclusion that the different uses are related to each
other. In my analysis I will argue that the basic feature that keeps these uses together is the
central feature of ‘directivity-hortation’; this central feature means that the speaker intends
to manipulate the world, or more specifically, intends to contribute to the realization of
the imperative situation, by using the imperative form.! In the case of the directive variant,

!'In the terms of the language philosopher Searle (1975), the direction of fit is word-to-world.
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the speaker gives an impulse to the addressee, who is identical to the subject of the
imperative. I use the term Jortative for those cases where the speaker gives an impulse to a
specified or non-specified entity (the addressee, a supernatural force) that is not identical
to the subject of the imperative.2

The close relation between the different uses is underlined by the fact that some
instances of the imperative can be classified as borderline cases between two different
usage types, and that all the different imperative uses express so-called ‘subjective modal
features’; this means that in the case of the imperative the speaker expresses his attitude
(wish, discontent, surprise, etc.) toward the imperative proposition. These subjective
modal features are mentioned in the literature (e.g. Garde, 1963; Shvedova, 1974;
Vasil'eva, 1969), but it does not make clear what these features precisely are, and how they
come about.3 As I will try to show below, the subjective modal features are interpretations
of the ‘directive’ or ‘hortative’ meaning, and are typical for the imperative form; this
means that they are not expressed by oppositional forms; that is, forms with which the
imperative can be paraphrased.

Besides the semantic features shared between the different uses, we find that all the
imperative uses share particular formal and syntactic features (or absence of features):

— + aspect (perfective, imperfective); all verbs in Russian have aspect

— —inflection for tense and gender

— 4+ possibility of combination with nominative subject (and in some cases absence of
an expressed formal subject)

Other semantic-syntactic features of the imperative form, or semantic-syntactic features of
the clause in which the imperative occurs, differ from use to use. These are for example:

— The occurrence of the agreement suffix -7, which is attached to the imperative stem in
the case of the directive uses if the subject is a second person plural.

— The possibility of attachment of the element -4z in the case of some directive,
optative, and conditional uses.

— The word order of the imperative clause; for example the obligatory VinpS order of the
conditional and optative imperative.

2 In the linguistic literature the term ‘hortative’ is also used for cases where the speaker gives an impulse to
himself, or himself and other people to perform an action. I will not use the term hortative in this way.
3 Not all authors use the term ‘subjective modality’ in relation with the imperative.
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— The occurrence of particles; for example the occurrence of the particle 7 which is
usually placed before the narrative imperative, or the occurrence of the particle 4y,
indicating irrealis, with some optative and conditional uses.

— The sentence structure in which the imperative clause occurs, for example the
coordinate structure of the conditional imperative.

These semantic-syntactic features constitute context types for the different imperative
uses.
About the meaning of the imperative one could ask such questions as:

) What are the relations between these different uses?

(i) ‘What are the contexts in which the different uses occur?
(ii1) How should the different uses be categorized?

@iv) Can something like a general meaning be formulated?
) If so, what is the status of this general meaning?

An analysis of the imperative must further explain the semantic and syntactic features that
are shared by all imperative uses and those that differ from use to use. To give an
example: in the case of the conditional use of the imperative as in (6) and (7), we always
find that the first part of the sentence is introduced by the imperative; this is to say that
the conditional use always has a verb subject (VS) order. The analysis must explain why
this is the case. Furthermore, the analysis must show how the imperative uses differ from
their nearest oppositional forms. To give an example: the analysis must explain the
difference between the conditional imperative use (6—7) and conditional sentences with
the conditional form es/ (fif").

In the literature the Russian imperative we find analyses of individual uses (e.g. the
analysis of the necessitive use by Shvedova, 1974). In other analyses different imperative
uses are discussed (e.g. Isachenko, 1957), but the question concerning the relations
between the different imperative uses is either not addressed or not put forward as the
main question. An example of an analysis devoted to the different imperative uses in
relation to one another is the study of the Russian imperative given by Ebeling (1956).
Ebeling, following the model of Jakobson, gave a compact analysis of the Russian
imperative from the monosemous point of view, that is, from the point of view that one
can speak of one general imperative meaning and that the different uses must be seen as
interpretations of this meaning. Since Ebeling’s analysis is one of the few analyses known
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to me that tries to relate the different imperative uses to one another in an adequate way,
and since Ebeling’s analysis is the starting-point for my own, I will briefly discuss it here.

In his analysis, Ebeling gives the following definition of the imperative meaning: ‘““an
action fulfilled as the result of a foreign impulse or permission” (1956: 86). Different cases
may be distinguished according to the origin of the impulse or the permission. These
different cases are:

(i) The speaker is the giver of the impulse. An example of this use is (1): bud’ gotov (‘be
prepared’). Ebeling calls this the imperative in a narrower sense. In the case of
conditional/ concessive use of the imperative (like (5)-(7)) above), the speaker can also be
seen as the giver of the impulse. In these cases “the speaker invites us to suppose a fact,
and by using the imperative he adds that this fact would break the flow of events to which
it would belong” (1956: 87). In the case of optative use like in (4): Minuj nas pushche vsex
pechalej 1 barskif gnev i barskaja [ubov’ (May us pass more than all sorrows both the master’s
wrath and the master’s love’), the speaker can also be seen as the giver of the impulse, but
the subject is a third person, in contrast to x4’ gotor, where the subject is a second person.

(i) The impulse or authorization does not come from a person, but from a whole
situation. These are cases of type (2) above. The example given by Ebeling is Drjani-
chelovekn odolzhat’sja ne sleduet. Eshche spasibo emn govori (It does not do to be under
obligations to a good-for-nothing, for then you have to say thank you to him’).

(iii) The actor himself is the urging or enabling force. These are cases of type (3)
above. The example given by Ebeling is the following: A #uz eshehe, kak narochno, podvernis’
drugoj snakomyj nam gimnagist, a nachni chvatat’sjia novymi chasami (‘And there still, as if on
purpose, another schoolboy known to us crops up and begins to brag about his new
watch’). In this case you can speak of a foreign impulse, because the action is presented as
not in accordance with the preceding actions, as breaking the line of events.

Ebeling states that: “Thus the word foreign’ in our definition does not point solely to
the actor, but to the natural flow of events as a whole (...)”(1956: 86). With the provision
that one meaning has to be given to the imperative, Ebeling’s definition of the imperative
could be reformulated as: ‘an action that breaks the natural flow of events’. This definition
is intended to function as a general meaning, that is, a necessary and sufficient condition
for the correct use of the imperative form; the specific interpretation of the invariant
meaning is influenced by the context in which the imperative form occurs.

Although Ebeling’s analysis of the imperative seems adequate in many respects, and is
preferable to analyses that do not go into the relations between the different uses, it has
some weak points:
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1. The first definition of the imperative given by Ebeling, ‘an action fulfilled as the
result of a foreign impulse’, seems to be more adequate than the second, where he speaks
of “an action that breaks the natural flow of events.” The first definition, however, does
not take account of type (iii) (the actor himself is the urging or enabling force), which is
problematic if one wishes to give oze meaning for the imperative. This second definition
of the imperative is not very clear, because it remains unspecified what exactly the natural
flow of events is, and what breaking the natural flow of events means. Following this
definition, one cannot adequately explain the semantic features which do not occur in all
imperative cases, that is, which are not part of the imperative meaning, but are the result
of the interaction of the imperative meaning and the particular context in which this
meaning occurs. If we take, for example, sentence (2) and we interpret the imperative as
the instruction that we have to interpret the predicate verb as an action that breaks the
natural course of events, we could interpret it in different ways, for example:

a. They have all gone out, but I will stay home and study.
b. They have all gone out, but I stayed home and studied.
c. They have all gone out, but I have to stay home and study.

In (a) and (b) the action of the subject breaks the natural flow of events because the action
is seen as contrastive by the speaker of the sentence (as in the case of the narrative use); in
(c) the action breaks the natural course of events because the action is seen as contrastive
because it is again seen as contrastive azd because the action is the result of a foreign (that
is non-subject) impulse. The correct interpretation for (2) however is (c); interpretation (a)
is impossible, while interpretation (b) is not possible in the given context since a narrative
reading only occurs if the particle-conjunction /7 is placed before the imperative, and if the
imperative is perfective.

Note also that on the basis of the imperative meaning given by Ebeling it is impossible
to predict which uses are possible, and which are not. The description given by Ebeling
cannot motivate why the following sentences with the given interpretation are incorrect:

®) Zavtra bud’ teplo.
tomorrow be-IMP warm
Cannot mean: It must be hot tomorrow.’

©) 1di!

go-IMP
Cannot mean: Let’s go.’
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The Russian imperative cannot be used to express epistemic necessity, or to express an
impulse from the speaker to himself together with other people. The fact that the
imperative meaning formulated by Ebeling can also be seen as a description for uses that
are described by oppositional forms, is problematic if the meaning has the status of a
necessary and sufficient condition for the correct use of a form.

2. The meaning of the imperative does not fit the different imperative uses equally,
and needs more elaboration. More specifically, in my opinion it is correct to say that in the
case of the directive sentence bud’ gotov (be prepared’) there is an impulse from the
speaker to the hearer to perforz the action conveyed by the imperative, but it is doubtful
whether in the case of the conditional imperative like S&azbi on mne, ja sejchas ustroil by vse
(‘If he had told me that, I would have arranged everything by now’) there is a siwilar
impulse from the speaker to the hearer to suppose a certain fact. In my opinion, it is
necessary to make a distinction between ‘directive’ and ‘hortative’ imperative uses. In the
case of the directive uses the speaker gives an impulse to the addressee, who is identical to
the subject of the imperative, to perform the action. In the case of the hortative uses such
as the optative and the conditional, the speaker directs the addressee to contribute to the
realistic or imagined realization of the imperative situation by another agent. As I will
show below, the difference between directive and hortative uses can be motivated by the
occurrence or non-occurrence of the suffix -ze.

3. The meaning does not explain or give sufficient insight into the relations between
the different uses. To give an example: the necessitive use seems to be more closely
related to the directive use than to the optative use. Ebeling’s analysis does not account
for this, because all uses have the same status of interpretation. An analysis along the lines
of Ebeling does not take into account that in some cases clear usage types can be
distinguished (viz. the different types given above), while other uses seem to have the
status of interpretations (e.g. different directive uses, such as order versus permission).

4. The analysis does not specify the process of interaction between the general
meaning and its context. It does not take account of different semantic and syntactic
features of the imperative sentence like word order, aspect, the occurrence of particles,
etc., which makes the analysis incomplete.

In order to resolve the weak points mentioned above, one could try to reformulate the
imperative meaning and extend the given analysis, or one could formulate another
analysis. In the literature (e.g. Wittgenstein, 1984; Rosch, 1973, 1978; Bartsch, 1985;
Lakoff, 1990) the idea that abstract meanings can be given for linguistic items has been
under fierce attack. These analyses propose that forms may be associated with different
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interrelated meanings, and that polysemy is the rule rather than the exception in language.
I think that the weak points in the description of the Russian imperative can be seen as
resulting from the fact that Ebeling wishes to analyze the imperative from a strict
monosemous point of view, whereas a polysemy-based approach to the imperative would
be more appropriate. If one claims that the imperative is a polysemous complex, this
means that we cannot speak of one invariant imperative meaning such as the meaning
proposed by Ebeling, but should rather speak of different imperative uses that are related
to one another.

In principle a polysemy-based analysis can be seen as an analysis that treats all the uses
in the polysemous complex as having the status of ‘semes’; in such an analysis the
different meanings can all be described in terms of definitions (necessary and sufficient
conditions for the correct use of a form). In my opinion, such an analysis is incorrect for
the description of the Russian imperative, because it does not take into account that (i) the
idea of direction is basic to all the imperative uses, and (ii) some instances of the
imperative can be seen as borderline cases between different uses. In my opinion this can
best be captured by giving a basic imperative meaning; this basic meaning of the
Russian imperative can be defined as in Figure 3.1.

Figure 3.1
Definition of the meaning of basic ‘VirEr1117E’

By using the imperative the speaker expresses that he gives an impulse directed at the

realization of ‘V’ (by S, if S is expressed or not identified); this presupposes that:

— ‘not V’is given

— there is a contrast between V' and ‘not V’ (because otherwise no impulse would
have to be given to realize V’); put differently vV’ breaks the expected course of
events in the sense that giving an impulse presupposes that without the impulse, V
would not be realized

where the notion of impulse can be understood as follows: by uttering the imperative,
the speaker intends to contribute to the realization of the imperative action, because the
addressee (which may be expressed by the subject of the imperative predicate, or in the
case of the optative, some other force) can follow the direction by contributing to the
realization of V’.
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The basic use can be seen as the imperative use on the basis of which other imperative
uses can be understood; note that this definition applies both to the direczive use and to the
optative use. In the case of directive uses the speaker intends to manipulate the behavior of
the addressee present in the speech situation to realize the imperative situation, whereas in
the case of oprative uses, the speaker tries to manipulate the behavior of the subject
indirectly; by using the imperative the speaker hopes that the addressee or some non-
specified force will contribute to the realization of the imperative situation by the non-
addressee subject. For such cases I use the term ‘hortative’. In modern Russian, the
optative use can no longer be seen as a productive use of the imperative. It can therefore
be argued that for the modern Russian language system the basic use has to be
reformulated or specified such that the impulse is directed at the second person addressee.
I will say more about this below when I discuss the different imperative uses.

An important reason to define a basic imperative meaning is that in this way the
features that are shared by all the imperative uses (and that may be absent in the case of
oppositional forms) can be motivated. The imperative is an instantiation of a lexical verb,
which means that the imperative has aspect, and the valency structure of the lexical verb
with which it forms a synthesis. There are three important interrelated features shared by
all verbs in the imperative mood that can be attributed to the basic imperative meaning
given above, viz. (i) the absence of tense, (ii) the possibility of combining the imperative
with a nominative subject, and (iii) the subjective modal nature of the imperative. I will
discuss these features here.

The imperative can be seen as a verb, or put differently, the imperative is one of the
instantiations in the verbal system. Traditionally, from the Greek period on, the verb has
been seen as a grammatical part of speech that expresses an action or activity (in my
terminology ‘situation’), that is, roughly speaking, the conceptualization of something
that is realized in time, which can function as (part of) the predicare of the sentence (cf.
Jarceva, 1990). This description contains two important notions, viz. the idea of
Tealization in time and the notion of predicate. The word ‘predicate’ comes from the Greek
logico-philosophical tradition, where the predicate is defined as the basic part of a
judgment, that which says something about the subjecr. Below, I will briefly discuss the
two important aspects of the verb, viz. the notion of e, and secondly, the notion of
subjecthood.

The traditional idea that verbs have to do with phenomena that are conceived in
time is worked out in different ways in the literature. Givon (1984: 51-52), for example,
argues that “experiences (...) which stay relatively szzb/e over time (...) tend to be
lexicalized in human language as nouns (...). At the other extreme of the lexical-
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phenomenological scale, one finds experiential clusters denoting rapid changes in the
state of the universe. These are prototypical events or actions, and languages tend to
lexicalize them as verbs”. Note that the description given here by Givon must be seen
as an extensionally based description. In the world, as we experience it, there are things
that remain stable, and there are things that change; language mirrors this observed
distinction.

Another, more intensionally based, way of describing verbs is used by Langacker
(1991a/ b). The description that Langacker (1991) gives of verbs can be seen as a
translation of the traditional view about verbs in terms of the model of Cognitive
Grammar. The traditional perspective that verbs express something that takes place in
time is translated in terms of the perceptive-cognitive abilities that we need in order to
experience something in time. According to Langacker, in the case of verbs we
manipulate the perceptual information in terms of seguential scanning. This can be seen as
the cognitive mode of processing in which a series of states are conceived through the
successive transformation of one into another in a non-cumulative nature. The mode of
sequential scanning is represented by Langacker (1991b: 80) as in Fig. 3.2.

Figure 3.2

OOO
QO

The mode of sequential scanning can be opposed to the mode of summary scanning,
in which the component states or specifications are activated in a camulative fashion,
so that all facets of a complex structure are coexistent and simultaneously available as a
gestalt (cf. Figure 3.3).
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Figure 3.3

Langacker argues that this latter mode of scanning is typical for prepositions like
across, while for spatial verbs like cross, where the aspect of movement is important, the
idea of sequential scanning means that every scanned state differs from the other
because of the position of the scanned object. In the case of verbs where such an idea
of movement is absent, for example in the case of verbs that indicate mental states,
such as think that, want, etc., or in the case of copular verbs like /e, every scanned state is
identical to the one preceding or following it. The description that Langacker gives of
verbs can be seen as an intensionally based description because he emphasizes the
cognitive abilities of humans to zzpose their cognitive-perceptual structure on the world.
As such, the same state of affairs can often be conceptualized as a verb or as a noun
(€.g. arrive versus arrival, for a more detailed discussion of nominalization see 4.4.2).

Neither Givon nor Langacker, in the cited extracts, goes into the function that
verbs have in the sentence, viz. the predicative function of verbs, and the idea of
subjecthood. As I have discussed above, an important feature of verbs is that they
express phenomena that are conceived in time. An important difference between verbs
and other parts of speech (such as prepositions) is that verbs are often associated with
actors and other participants of an action or event.

The importance of subjecthood in the case of verbs can be illustrated by
reinterpreting the picture given by Langacker in the following way. When we perceive a
dynamic phenomenon, we often perceive it as a property of a thing or entity. For
example, if we watch the movement of a ball flying through the air, we see the
movement as a property of the ball, that is, although the ball and its movement may be
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conceptualized separately, they are not conceptualized independently of each other.
Figure 3.2 above can be interpreted as a scene where we can identify a referent (ball)
which stays identical over time, and the action of the referent (flies); this can be
expressed in language as ‘The ball flies’. The inflection on the verb for person, number
and tense (and in Russian in some cases gender) indicates that the action is related to a
specific person, and to the time relative to the speech-moment. The presence of
agreement features (person, number, gender) means that the subject and the verb are
interdependent (finite verb presupposes subject, subject presupposes finite verb). In my
opinion, the idea of a phenomenon in time, the idea of a subject, and the idea of realization,
are interrelated in the case of a subject-predicate structure. In the case of a subject,
prototypically in the nominative case, we interpret the subject as expending ‘energy’ on
realization of the situation, such that we perceive a phenomenon in time.

The imperative can be seen as an instantiation of a verb, which means that the
imperative expresses a situation, that is, a phenomenon conceived in time. In the case of
the imperative we find a nominative (pro)noun whose function is to identify the subject
of the imperative; in some cases the pronoun is not expressed, and here the identity of
the subject is (i) given in the context (S=addressee), (ii) left unspecified (S=generic), or,
(iii) in the case of impersonal verbs, absent. The nominative in the case of the
imperative can be motivated as follows. The basic imperative presupposes a
conceptualization that can be broken down into the following two (interrelated)
features:

@) The addressee has to zzagine a scene where the subject performs the imperative
action.
(i) The addressee has to wzply with this scene (if S=addressee), or contribute to the

compliance with the scene (if S#addressee).

Feature (i) means that part of the imperative conceptualization is the idea of a scene where
the agent and the situation are abstracted from an identical scene where the situation is
conceptualized in its moment of realization. In my opinion, this accounts for the
occurrence of the nominative subject. In contrast to the indicative and the past tense,
however, in most cases the imperative does not express agreement. There is only
agreement between the subject and the verb with second person plural directive uses, that
is, with uses where the second person plural addressee is identical to the subject of the

4 The idea of energy also applies to cases where the verb only indicates a property of a referent, for example,
the ball is red. The notion of subjecthood in general falls beyond the scope of this analysis.
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verb. It could be argued that this means that with these directive uses there is only
agreement with the subject of the force or impulse, and not with the subject of the lexical
verb. In the case of directive second person plural, the occurrence of agreement is
connected with the type of impulse (see 3.2.3.2). The notion of agreement in the case of
the directive imperative differs from the notion of agreement in the case of the indicative.
In the case of the indicative the scene expressed by the verb is conceptualized in its
moment of realization, which means that the morphological form for person, number or
gender and the nominative refer to an identical referent and scene. In the case of the
imperative the verb expresses an imagined situation that is to be performed by the
addressee, which can be expressed in the nominative. I suspect that the absence of
agreement with all imperative uses (except for the second person plural directive use) may
be connected with the fact that the imperative always expresses the idea of compliance.
Although the imperative always pressupposes the idea of an action conceptualized in its
moment of realization, it 2/ presupposes the idea of an action that is to be realized by
some force (feature (ii)). The function of the nominative is to identify a referent, which is
the Zmagned subject of the imperative. As such, the relation between the imperative
situation and the nominative pronoun is different from the relation between the finite
verb and the nominative (pro)noun.s

Besides the absence of agreement in most cases, the imperative does not express zezse.
In Russian the term ‘tense’ is used for the function of two conjugations of the verb, viz.
the indicative and the past tense, of locating situations (states, events, etc.) in a temporal
domain during, after or before the moment of speaking or the ‘how’. Tense is not
expressed by the imperative and the infinitive (for the absence of tense in the case of the
infinitive, see Chapter IV). The absence of tense is conncected with the fact that the
imperative expresses that there is some force which is directed at the realization of the situation.
By uttering the imperative the speaker gives an impulse to realize the imperative situation
(in the case of the directive use, optative use, conditional use and concessive use), or
‘mimics’ the impulse directed at the realization of the situation (in the case of the
necessitive use, and in a weakened sense in the case of the narrative use).

The absence of tense for those cases where the speaker is the giver of the impulse
(directive, optative, conditional, concessive) can be motivated in a straightforward way
because giving an impulse presupposes that the situation has not been realized yet. In the
case of the necessitive and the narrative, however, the situation may have been realized at

5 The function of the nominative (pro)noun can partly be compared to the function of the pronoun in the
nominative-infinitive construction; in the case of this construction, however, the verbal element is not
expressed by a form, but is an interpretative phenomenon. (see 4.4.3).
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the moment of speaking (in the case of the necessitive) or has necessarily been realized
before the moment of speaking (in the case of the narrative). In these cases, however,
uttering the imperative means that the speaker parzially identifies with the impulse giver in
the sense that he ‘repeats’ in his mind the moment where some force is directed at the
realization of the situation. In the case of the necessitive this means that the speaker acts
as if he places himself at the moment where the impulse is given, in the case of the
narrative this means that the speaker does as if he directly excperiences the narrated course of
events. I will use the term ‘dynamic construal’ for the specific construal of the imperative.
Another instance of ‘dynamic construal’ is the use of verbal interjections such as bac, gjad’,
pryg, tolk, chiop, and cap carap:

(10 Ja, znaete, kak vizhu muzhchinu, tak srazu pryg k nemu na koleni i sizhu sebe, poka ne
otderut.b (A. Kazancev, Begushchie Stranniki)
I, youknow, when L.see man, then immediately jump-PRT to him on knees and sit
to.myself, as.long.as not they.tear.of
“You know, as soon as I see a man — jump!— I am on his knees and I stay there, as long as
they don’t pull me away.’

What the imperative use under discussion and these cases have in common is that a close
contact between the speaker, the hearer, and the narrated events is established, by partial
mimicking of the narrated events.

The so-called subjective modal features can also be attributed to the basic meaning
given above. The imperative expresses that there is some force directed at the realization
of the situation. This presupposes that without this impulse the situation would not be
realized, or put differently, the realization of the imperative situation breaks the expected
course of events. As I will argue below, the subjective modal features of the different
imperative uses can all be accounted for if this specific nature of the imperative is taken
into account.

I have argued that a basic imperative meaning can be given, and that this meaning can
account for the shared features of the imperative. The idea of a basic use can be compared
to the idea of a prototypical use. The term prototype is used by Rosch (1973, 1978) for the
clearest example of a category such as bird’. In the case of the imperative, one cannot
speak of categorization in the same sense, because the different phenomena that can be
expressed by the imperative do not have the same ontological status as different types of
birds. More specifically, a particular instance of a bird exists no matter whether one has a

6 http:/ / www.theatre.ru:8084/ drama/ kazancev/ stranniki_2.html
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linguistic expression for it or not, and no matter how it is classified. This is not the case
for the different extensions of basic imperative use. In the case of the imperative the basic
use is not so much the clearest example of some category, but must be seen as the use that
always plays a part if the imperative form is used. In other words, the different imperative
forms can only be understood on the basis of this basic form.

In my analysis I will describe the understanding of the imperative by the process of
selection (and in one case canceling) of features of the basic meaning under
perspectives provided by contexts. The basic imperative use presupposes a particular
attitude of the speaker toward the imperative action, namely that the speaker wants the
action to be realized in the stretch of time starting with the moment of speaking, and a
particular situational context, namely that the addressee is not performing or is not
going to perform the imperative action/situation.” Different uses arise when the
situational context is changed, or when the attitude of the speaker toward the
imperative action is changed. Change of the imperative use is possible if the language
user can interpret the new use, and integrate it in the conceptual structure built up so
far by selection and in some special cases canceling of features with the help of general
cognitive-pragmatic knowledge.

The idea of selection of features can be seen as the highlighting of some features
and the backgrounding of others from some set of interrelated features. In the case of
the imperative one can speak of a set of interrelated features expressed by the
imperative because the existence of some feature presupposes the existence of some
other feature. To give an example, the feature ‘directivity’ presupposes the feature ‘at
the moment of speaking the imperative action is not being realized’. In some cases the
idea of direction is present, but the imperative is uttered in a situation where the subject
of the imperative is already performing the imperative action, e.g.:

(1D Muchajsja! Ne nado delat’ takie gluposti! (Barentsen, forthcorming)
suffer-IMP-IMPERF! not necessary do-INF-IMPERF such stupid.things
“Yes suffer! You shouldn’t have been so stupid.’

In such cases the feature of ‘speaker commitment’ present in the feature of ‘direction’ is
selected, and highlighted, such that the imperative is used to express that the speaker
agrees with the performance and continuation of the imperative action.

Bartsch (1998) argues that canceling of features is not part of the process of
meaning extension. In my opinion, canceling is indeed not part of most cases of

7 Such conditions can be seen as obviousness conditions (cf. Searle, 1975)
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meaning extension, but may take place in special cases. An example of such as special
case is possibly the narrative imperative. In the literature it is often remarked that the
narrative has a special status in the imperative complex of uses, because the idea of
‘direction’ or ‘impulse’ does not seem to be part of the narrative imperative meaning.
The narrative imperative is therefore sometimes treated as unrelated to the other
imperative uses (e.g. Muravickaja, 1973). As I will argue, in the case of the narrative
imperative the feature of ‘unexpectedness’ is selected, and the idea of ‘direction’ is
canceled, or at least weakened. In the case of the central uses (directive or necessitive use)
the feature of ‘unexpectedness’ is presupposed by the feature of foreign impulse’, that is,
they form a cluster of features, whereas in the case of the narrative use the feature of
‘unexpectedness’ occurs independently from the feature of foreign impulse (although it
could be argued that the latter is still present in a weakened form). Note that a particular
use can only be extended if the new use shares more characteristic features with the basic
use than with an oppositional form, otherwise there is no need for the language user to
extend the use of a form. In the case of the narrative use this means that the feature of
‘unexpectedness’ is not on a par with the feature of ‘unexpectedness’ expressed by other
forms, but can only be compared to the feature of ‘unexpectedness’ as it occurs in the
other imperative uses, viz. unexpectedness as the result of a foreign impulse. Because of
this, the narrative imperative can still be seen as part of the polysemous complex of
imperative uses.

The extension of the basic imperative use presupposes the capacity to integrate
different contextual information, both linguistic and non-linguistic, in order to come to
the correct interpretation of the form in its context. This means that the language user
must be able to integrate information such as word order, and the absence/ nature of the
expressed subject with the meaning expressed by the imperative, and be able to infer how
the change in situational context changes the basic meaning of the imperative.

The process of looking for new perspectives for extending the use of the imperative
form is mediated and facilitated by various cognitive and pragmatic capacities that are part
of human knowledge. If we look at the meaning extension of the imperative we can see
that the following capacities play an important part:

@ The capacity to abstract from here and now (from the immediately given

speaker-addressee context), and to identify with, or to take the perspective of, a
force other than the speaker.
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(i) The capacity to construe a hypothetical imaginary scene, where the scene is not
actually to be realized, but is placed in an imaginary or mental space for
reasoning purposes only.

The strategies named under (i) account for the extension of the directive imperative use to
the necessitive imperative use. As I will argue, the extension from the directive use to the
necessitive use can be reconstructed as taking place in various intermediary steps, where
the feature of ‘speaker involvement’ is weakened. The strategy named under (ii) accounts
for the extension of the directive use to the conditional and concessive directive use, and
of the optative use to the conditional use. This strategy is reminiscent of the cognitive
capacities described in terms of mental spaces (Fauconnier & Sweetser, 1996). In my
analysis I will show how these various strategies play a part in the extension of the basic
imperative use.

An important question that I will address in this analysis is how different uses of the
imperative can be distinguished from one another. Because of the existence of a basic use
that plays a part in every imperative use, the polysemous complex cannot be seen as a
complex of clear-cut and discrete meanings or ‘semes’. Although some uses can be clearly
distinguished from one another, many borderline cases exist. The imperative has no
invariant abstract meaning that can be compared to a definition, but must be seen as a
complex of different interrelated uses that can have a more or less independent status, but
that always function in relation to other uses in the same complex, because of the
existence of the basic directive meaning.

The different uses in the polysemous complex can be seen as different functions of the
imperative. Some insight into the status of the different uses can be found in Muravickaja
(1973). She asked (highly educated) native speakers to label different imperative uses
with the following meanings: povelenie/ pobushdenie (instruction), poshelanie (wish),
dolzhenstvovanie (necessity), #slovie (condition), and #stupka (concession). She did not give
examples of the narrative use because in her view this use must be seen as not related to
the other uses (i.e. it is a case of homonymy). It was found that the respondents could
very easily distinguish these different uses from one another (1973: 51). It was also
found that in the process of distinguishing the respondents leaned heavily on the
possibility of paraphrase (1973: 55.) Thus necessitive use could be easily distinguished
from other uses because this use can be paraphrased with do/z4¢#, which is not the case
for other uses.

Although Muravickaja’s (1973) test leaves many questions unanswered, it suggests
that language users classify primarily on the basis of function, rather than on the basis
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of meaning. An example of a function is ‘condition’; such a function can be expressed
by different usage types, for example the conditional use, the directive use and the
optative use. This provides evidence that function and meaning play a part on different
levels in language. Function can be seen as a category of «se, whereas meaning must be
seen as an abstraction from use. As I will argue, the meaning of the imperative can be
identified with the basic meaning given earlier, whereas the different uses of the
imperative can be seen as different functions of this basic meaning.

It should be noted, finally, that other linguists have pointed to the polysemous nature
of the imperative. Take for example the following remark by Xrakovskij & Volodin (1986:
227): “From what we have said, it follows, that we are skeptical about the efforts to define
a general meaning for the imperative that acounts for both the literal and the non-literal
uses of the imperative”.8 Similar remarks are made by Vasil'eva (1969), Muravickaja
(1973), Veyrenc (1980), and others.

An important task of my analysis is to elucidate which linguistic and non-linguistic
contextual factors contribute to the interpretation of the imperative form, or to put it
differently, I will try to determine the context-types for the different uses. With this
analysis I hope to explain the semantic and syntactic features that are shared by all the
imperative uses, the features that differ from use to use, and the semantic and syntactic
differences between the imperative uses and their oppositional forms.

In the following sections I will give an analysis of the different imperative uses. I will
discuss each use separately and then give an overview of the relations between the
different uses. The relations between the different uses can be represented in a simplified
way as presented in Figure 3.4.

The model given in Figure 3.4 is simplified because borderline cases exist between
different uses. These borderline cases will be discussed in the analysis that I will give in the
following sections. In my presentation I will employ the following classification of the
imperative use:

(a) Directive use and derived uses (3.2)
(b) Necessitive uses (3.3)

(¢) Narrative uses (3.4)

(d) Optative uses (3.5)

(e) Conditional uses (3.6)

8 “Iz skazannogo sleduet, chto my skepticheski otnosimsja k popytkam vydelit’ u imperativa takoe obshchee
znachenie, kotorye bylo by emu svojstvenno kak pri prjamyx, tak pri neprjamyx upotreblenijax.” (Xrakovskij
& Volodin, 1986: 227)
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(f) Concessive uses with 7z and xoz’ (3.7)
The classification given here is in accordance with most classifications given in the
literature (e.g. Ebeling, 1956; Russkaja Grammatika, 1980; Veyrenc, 1980).

Below I will discuss these different usage types.

Figure 34

Narrektive use

[
Necessitive use

_{-¥ Conditional directive use
Directive use —» COEcessive use (2 person)
A 4

Concessive use (1/ 3 person)

> Conditional use

Optative use

@) Directive uses

(ii) Conditional uses

(iii) The speaker is the giver of the impulse

@v) The impulse giver is not the speaker

v) Uses where there is a (more or less) identifiable impulse giver
(vi) Hortative uses (the speaker directs the subject indirectly)

3.2 The directive use of the Russian imperative

3.2.1 Introduction
In this section I will give an analysis of the directive imperative construction. I will argue

that one can define a basic directive meaning for the imperative, from which it is possible
to derive other uses that can be seen as extensions of this basic meaning by means of
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selecting some features and backgrounding others under a perspective provided by a
context. I will argue further that the directive imperative has particular features that are
not expressed by oppositional forms, which are taken to have similar functions in certain
contexts but, as I will show, have different cognitive functions or meanings. I will argue
that the existence of the directive meaning accounts for the specific distribution of the
directive imperative, and motivates the difference in use from its oppositional forms.

This section has the following structure. In 3.2.2 T will give a definition of the meaning
of the basic directive imperative use. In 3.2.3 I will discuss some semantic-syntactic
features of the imperative. In 3.2.4 I will discuss some peripheral uses of the directive
imperative.

3.2.2. The meaning of the directive imperative

I will start my analysis of the imperative with the most frequent imperative use, viz. the
directive use of the imperative. This is the use where the speaker attempts to get the hearer
(or addressee) to do something, or in the case of negation, not to do something. The
following sentences are examples of directive uses of the imperative:

12) Vstan’.
get.up-IMP-PERF
‘Getup.’

13) Nenavid’, preziraj menja, dumaj obo mne kak xochesh’, no ne ... ubivaj menja! (A.
Chexov, Bezotcovshehina)
hate-IMP-IMPERF, despise-IMP-IMPERF me, think-IMP-IMPERF about me how
you.want, but no ... kill-IMP-IMPERF me
‘Hate me, despise me, think of me whatever you want, but don'’t .... kill me!

In these sentences the imperative has a directive meaning, viz. it expresses the impulse
from the speaker to the addressee to perform the action expressed by the imperative. The
notion directivity’ means that the speaker intends to contribute to the realization of the
imperative action by the addressee by uttering the imperative.

Following the strategy of concept formation discussed in Chapter I, I will start the
analysis by giving an informal definition of the lasic directive imperative, and then discuss
peripheral uses of the directive imperative by showing how these uses can be derived by
selection of some features and backgrounding of others under contexts. This means that I
will not try to incorporate all the uses of the directive imperative within one description,
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but I will rather define a basic use, and describe other (peripheral) uses as particular
extensions of this basic use.

In Figure 3.5, I give a definition for the basic directive imperative. Figure 3.6 can be
used as a frame for the directive imperative.

Figure 3.5

The speaker directs the hearer at t, to perform the imperative situation V:
i SIT(V+aspect)t1 s to <t

SIT maps a linguistic expression on the situation at t in which this expression is fulfilled

Situation = action, state, process

Directs = the speaker intends to contribute to the realization of the situation by the
addressee by uttering the imperative; this means that the speaker invokes
the addressee to perform the imperative situation. The idea of directivity
ranges from orders, where the speaker wants the realization of the
situation, to cases of permission, where the speaker only accepts the
imperative situation.

SIT (V) = situation where the action expressed by the imperative verb and its
context is present

— SIT (V) = idea of realization of the imperative situation®

ty = time or period associated with the realization of the imperative
situation, posterior to to, the moment of uttering

Figure 3.6

Force Goal Subject of situation  Object of force

Speaker = SIT(V.aspect )t Addressee Addressee

9T would like to stress that the idea of realization expressed by the imperative cannot be equated with the
idea of change of situation that is typical for the perfective aspect as described in Barentsen (1985). In the
case of the imperative the idea of change of situation relates to the non-occurrence of the action versus the
occurrence of the action. In the case of the perfective aspect the idea of change of situation relates to the
attainment of some natural or imposed end point of the action. In the case of the imperative the speaker
conceptualizes the idea of realization of an already aspectual action: SIT(V. aspect)-
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The meaning of the imperative given in Figure 3.5 and 3.6 presupposes that:

)

(1)
(iif)
@iv)

The situation is conceived as controllable or as something to which the
addressee can contribute.

The imperative situation breaks the expected course of events, that is, at the
moment of speaking SIT (not V) is the case, or is to be expected.

The speaker commits himself to wishing or accepting the realization of the
situation.

If the imperative is uttered, the addressee is directed to Zzagine a scene where
he is the subject of the situation, axd to fulfill this situation by performing the
situation in question. As I will argue below in 3.2.4 the presence of the feature
‘impulse to imagine’ accounts for the derived uses of the imperative, more
specifically the conditional use, and for the differences in use from
oppositional forms.!

I will briefly discuss these different presuppositions below.

3.2.2.1 Controllability

Because

the imperative expresses a direction of the speaker to the hearer to perform an

action, the hearer must in principle be able to follow the direction of the speaker, or at

least be
explains

able to contribute in some way to the realization of the imperative action. This
why sentences like the following, given in Xrakovskij & Volodin (1986: 146-147),

are not possible in a normal context:

(14)

(15)

70chutis’ v Krymu.
find yourself-IMP-PERF in Crimea
Find yourself in the Crimea.’

Legko otkroj dver’.
easily open-IMP-PERF door
‘Easily open the door.”

10 Of course, imagination is part of every act of conceptualization. In this case, however, an izpulse is given
to imagine something, which presupposes that the act of imagination requires some effort from the

addressee.
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It is important to notice that the fact that the addressee must be able to control the
situation, or at least be able to contribute to the situation, is presupposed by the directive
meaning: by using the imperative, the action denoted by the verb is conceptualized as a
controllable situation or as a situation that the addressee can influence by his behavior.

In some cases the imperative predicate is used in the case of situations which do not
have a clear controllable character, and in which the direction has the character of a
wish. This is the case for example in the sentence Sp7 spokojno (‘Sleep peacefully’) where
the imperative is used with the verb spar’ (‘sleep’) and an adverbial modification. Here
the speaker expresses his wish that the addressee will sleep well. In this case the
addressee cannot of course really ‘control’ the action, but he can contribute to the
likelihood that the action will happen, for example by taking a comfortable position in
bed, closing his eyes, and thinking about nice things such that any disturbances may be
overcome.

The idea of ‘contributing to the (non-)realization of the situation’ is also present in
the case of negation and the perfective aspect. This is exemplified by the following
sentence:

(16) Ne zabolej, Norman. Tol’ko ne zabolej.!! (A. Azimov, [ybory)
not fall.ill-IMP-PERF, Norman. just not fallLill-IMP-PERF
Don’t fall ill, Norman. Just don’t fall ill.”

In this sentence the speaker urges the addressee not to realize the undesirable
imperative action zabolet’ (fall illI'). Here one might speak of control because the speaker
directs the addressee to gather all his strength so that the undesirable situation will not
happen. In such cases, it may be that the speaker pretends to hold the addressee
responsible for the possible realization of the imperative situation, thus stressing that he
finds the imperative situation undesirable.!

1T http/ / www.moshkow.pp.ru:5000/ lat/ FOUND ATION/ election.txt

12 Aspect plays a very important part with respect to control in cases like these. Compare for example Ne
zabud’ (not forget-IMP-PERF) versus Ne zabyraj (not forget-IMP-IMPERF). The perfective aspect is typical
of cases where the speaker just expresses that he does not want the addressee to forget the situation (e.g.
‘When you go to the shop, don’t forget to buy a bottle of wine.’), whereas the imperfective aspect is typical
of cases where the speaker urges the addressee to ‘keep on putting energy’ in the non-realization of the
situation (e.g. T really need the wine, so please don’t forget to buy it.”). The aspect of the directive
imperative in relation to the notion of control is discussed by many authors (e.g. Xrakovskij (1988) and
Paducheva (1996)); I refer the reader to these authors for more discussion.
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It must further be noted that the directive imperative may also be used in cases
where the speaker acts as 7/ he directs the addressee to perform the imperative situation.
This is the case for example in the sentence Ne wmiraj! (not die-IMP-IMPERF; Don’t
die!’). Such sentences stand on the borderline between optative sentences, where the
speaker directs some ‘supernatural force’ to contribute to the realization of the
imperative action, and directive sentences, where the speaker directs the addressee as if
he could contribute to the (non-)realization of the imperative action.!3

In some other contexts, specifically in the case of conditional contexts, and in the case
of so-called reinforcement use, the directive imperative can occur with actions that are
usually not performed in contexts where they can be seen as controlled. Consider for
example the following sentence:

(17 Muchajsja! Ne nado delat’ takie gluposti! (Barentsen, fortheorming)
suffer-IMP-IMPERF! not necessary do-INF-IMPERF such stupid.things
“Yes suffer! You shouldn’t have been so stupid.’

Such cases must be seen as interpretations of the basic meaning where some features are
selected under a particular perspective provided by the context. These cases do not
directly fall under the basic use of the directive imperative. I will discuss them in 3.2.4.
Note that the extent to which the combination of the imperative and some lexical
verb creates an acceptable sentence may be partly conventional. In Russian it is
perfectly normal for example to say Bud’ dorov (Be-IMP healthy: ‘May you be healthy’,
‘Take care’), whereas a translation in Dutch with the same verb and an imperative
(MWees gezond) is not acceptable. A complete description of the directive imperative will
have to list such conventions, and state any regularities in the compatibility of lexical
verbs and the imperative. Note that such regularities may possibly be motivated by
pointing at other, non-directive uses of the imperative. In contrast to English or Dutch,
the Russian imperative may also be used as an optative with third and first persons; in
the case of the optative use of the Russian imperative the speaker does not direct the
addressee to realize the imperative situation, but directs some other, often supernatural,
force to contribute to the realization of the imperative situation. It could be that the use
of bud’ zdorov may be seen as a use close in character to the optative use of the
imperative (‘May you be healthy’) The fact that in Russian the imperative can be used

13 A similar phenomenon can be found in sentences like Drop dead! Such sentences, I think, must be seen as
special, playful uses of the directive imperative, because the speaker here is not actually intending to
contribute to the realization of the action by using the imperative.
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for various non-directive functions suggests that the directive use of the Russian
imperative may share semantic features with other non-directive uses, and as such, may
differ in meaning from directive imperatives in other languages, where the imperative
does not have these other functions.

There seem to be further restrictions on the use of the directive imperative that
have to do with control. Xrakovskij & Volodin (1986: 147), for example, remark that it
is unclear why the following sentence is ungrammatical *Ivan, otdoxnr ig-za golovnoj boli
(lit. Tvan, rest because of your headache’), whereas the following sentence is fully
acceptable Ivan, otdoxni, # febja golova bolit, (lit. Tvan, rest, you have a headache). In my
opinion this is a syntactic problem. In the first sentence, the modification (‘because of
your headache’) directly modifies the imperative action, whereas in the second sentence,
the modification occurs as a separate clause. In the case of a direction the speaker wants
the hearer to fulfill the imperative action. The specification 7z-sw golovnoj boli (‘because of
your headache’) cannot, however, be seen as part of the action that the speaker wants
the addressee to fulfill. As such, it cannot be part of the linguistic expression of the
direction.

3.2.2.2 Impulse to realize or impulse to keep on realizing

By using the imperative the speaker hopes to contribute to the realization of the
imperative action. Normally it only makes sense to direct someone to fulfill an action if
this person is not already performing this action when the imperative is uttered. In some
sentences, however, the imperfective imperative is used when the addressee is already
performing the imperative action at the moment of speaking, for example:

(18) Sidite, sidite, pozhalujsta.
sit-IMP-IMPERF-2PL, sit-IMP-IMPERF-2PL,, please
‘Please, remain seated.’

In this case the speaker wants the addressee to cwnzinue the imperative action. Birjulin
(1994) argues that the Russian imperative has two basic meanings, viz. ‘change V’, and
‘continue V’. I do not think, however, that it is either necessary or possible to separate
such meanings. The idea of continuation arises in those cases where the speaker needs to
express that he wants the imperative action to be realized. Such cases only occur if the
addressee can be expected to stop performing the action, or when the speaker wants to
assure the addressee that he won'’t interfere with the realization of the action. This is the
case for example in the following sentence, given in Birjulin (1994: 49):
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(19) Zanimaetes’? Vot eto s vashej storony, mus’ju, prekrasno, chto vy zanimaetes’. Nu,
zanimajtes’, ja ne budu vam meshat’. (...). (Kuprin)
you.work? well that from your side, monsieur, terrific, that you work. well, work-IMP-
IMPERF-PL, I not will you bother (...)
‘Are you busy? Well, for you, monsieur, it’s terrific that you are working. Keep on
working, I won'’t disturb you.’

Birjulin (1994: 49) correctly remarks that the ‘continuation’ interpretation occurs in
those pragmatic contexts where the speaker informs the addressee that he will not
direct the addressee to realize not V.

A counter-argument to the claim that the idea of continuation cannot be seen as a
separate meaning, or does not have to be accounted for in the basic meaning of the
directive imperative, might be that in other languages, such as Dutch, the imperative is
not easily used to express direction to continue an action. A sentence like (18) would be
translated into Dutch with an imperative of the verb 4/Zjven (‘remain’), and not with an
imperative of the verb zizzen (‘sit’). I do not think, however, that such facts must be seen
as arguments to speak of different meanings. 1 would rather say that the specific
possibilities of use fall naturally within the framework provided by the basic meaning,
but that the actual way in which a language uses these possibilities is conventional. Such
differences in use of imperatives in different languages may possibly be attributed to
differences in the linguistic system, such as the existence of morphological aspect in
Russian, the existence of particles in Dutch that do not occur in Russian, and
differences in distribution between the imperative and its oppositional form, the
infinitive, in Russian and Dutch. To give an example: it may be that in Russian the idea
of continuation does not have to be expressed by a specific lexical verb similar to s/jven
(‘remain’), because of the strong association of the imperfective aspect with the idea of
continuation.

In some special cases the idea of ‘continuation’ arises in contexts where the
imperative action is not at all controllable, and where consequently no intention can be
ascribed to the addressee to stop performing the action. This is the case for example in
(17) above, where we find the verb muchat’sja (‘suffer’). I analyze such cases as special
interpretations of the basic imperative meaning, where the idea of direction to continue
an action is weakened, but is still partly present because the imperative action is
naturally evaluated in a negative way by the performer (the addressee). This means that
in such cases one may presuppose that the addressee wox/d like to stop performing the
action. I will discuss such sentences in 3.2.4.2.
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3.2.2.3 Speaker commitment

If the speaker uses the directive imperative, he commits himself to wishing or accepting
the fulfillment of the action. The actual attitude of the speaker toward the action may,
however, be different. In some cases the speaker wishes the realization of the action, but in
other cases the speaker perits the addressee to realize the action. If we look at the
imperative, it seems that different uses can be distinguished on the grounds of the #pe of
direction, as is remarked by Bondarko & Bulanin, who claim that: “[t]he meaning of
instruction can be realized in language in different shades. It can be a request, appeal,
order, prescription, advice, exhortation, entreaty, and so on. All these shades are
determined by the conversational situation, the intention and the emotional attitude of the
speaker” (1967: 127).14

The different directive types as given by Bondarko & Bulanin (prosba, sovet, mol’ba
etc.) are not unique to the Russian imperative system, but occur in other languages as
well. Donhauser (1986) gives an analysis for the German imperative, and claims that the
occurrence of the different directive types can be explained by the different evaluations
(by the speaker) of (future) action possibilities of the hearer, which can be evaluated
from two points of view: (a) from the perspective of the speaker’s interest and (b) from
the perspective of the hearer’s interest (which is known or supposed by the speaker).
On the basis of this model, Donhauser makes a division into four directive types:
Auffordernng, Rat/ Warnung, Angebot/ Drobung and Erlaubnis.

Donhauser’s explanation of the four imperative types is very similar to that of
Xrakovskij & Volodin (1986) for the Russian imperative. Xrakovskij & Volodin claim
that “[i]n order to distinguish and classify these interpretations, it is necessary to take
into account the relation between the participants in the illocutionary act and their
attitude toward the caused act”(Xrakovskij & Volodin, 1986: 136).15 To analyze the
different directive types Xrakovskij & Volodin look at the following features:

A — Who is the giver of the causational impulse (A or S)?
Al — Sis the giver of the causational impulse

14“[z]nachenie pobuzhdenija realizuetsja v rechi v razlichnyx ottenkax. Eto mozhet byt’ pros’a, prizyv,
prikazanie, predpisanie, sovet, uveshchanie, mol’ba i t.p. Vse e&ti ottenki opredeljajutsja situaciej rechi,
namereniem i emocional’nym otnosheniem govorjashchego.”

15“Dlja togo chtoby vydelit’ i klassificirovat’ &ti interpretacii, neobxodimo uchityvat’ kak otnoshenija
mezhdu uchastnikami rechevogo akta, tak i ix otnoshenija k kauziruemomu dejstviju.”
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A2 — Ais the giver of the causational impulse

B - In whose interest is the imperative action (A or S)?

B1 — realization of the action is in the interest of S

B2 — realization of the action is in the interest of A

C - What is the hierarchical relation between S and A?

C1 — S considers himself to be higher in the hierarchical system

C2 — Sdoes not consider himself to be higher in the hierarchical system

On the ground of these features Xrakovskij & Volodin make a distinction between prikaz
(order), prosha (vequest), instrukcja (instruction), predioghenie (suggestion), razreshenie
(permission) and sovez (advice). This is made clear in Table 3.1.

Table 3.1
Types Classificational features and their meaning
Causational impulse  Interest Subordination

Order Al B1 Cl1
Request Al Bl 2
Instruction Al B2 Cl1
Suggestion Al B2 2
Permission A2 B2 Cl1
Advice A2 B2 C2
Not interpretable A2 Bl Cl
Not interpretable A2 Bl 2

The analysis of Xrakovskij & Volodin (1986) is basically the same as that of Donhauser.
In both analyses the different directive types occur as the result of the specific speaker-
addressee context. We can say that the evaluation by the speaker of (future) action
possibilities of the hearer in Donhauser’s analysis can be identified with the causational
impulse in the analysis of Xrakovskij & Volodin. Furthermore, both analyses take account
of whose interest the action is in. In contrast to Donhauser, however, Xrakovskij &
Volodin take the hierarchical relation between the speaker and the addressee into account.
Xrakovskij & Volodin can therefore differentiate between prikaz and pros’ha, whereas
Donhauser only speaks of .Auffordernng (Which has to include both).

It is interesting to see that although both analyses are basically the same in that they
define the different directive types by the same features, the explanation of the specific
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types is not the same. Take for example perission and adpice in the case of Xrakovskij &
Volodin. According to them in both cases the giver of the causational impulse is the
hearer, and in both cases the action is in the interest of the hearer. The only difference is
that in the case of permission the speaker has a higher hierarchical status relative to the
hearer, and in the case of advice the speaker has a lower or equal hierarchical status
relative to the hearer. Donhauser, however, thinks the giver of the impulse in the case of
advice (Ra?) to be the speaker, whereas in the case of permission (Erlaubnis) her
explanation is similar to that of Xrakovskij & Volodin. It could be that Donhauser’s
advice is not the same as the advice of Xrakovskij & Volodin.'s I do not want to go
further into the analysis of the different types of direction here, but I would like to point
out that some imperative cases cannot be seen as clear-cut examples of one of the four
types, which is a reason to regard these types as znterpretations of one directive meaning.
This is also stated by Xrakovskij & Volodin: “(...) we think that the imperative has one
meaning — direct volition of the speaker directed at the performance of the action
mentioned by him.” (1986: 136)!7 The different interpretations can be seen as specifications
of this meaning, which can, in some cases, be classified according to some linguistic
expression (e.g. order, advice, etc.), as is shown in Figure 3.7.

Figure 3.7

Meaning (underspecified); meaning + context

T abStra:V specification
Use.....

1}

16 Donhauser (1986) probably does not make the distinction between instrukcija and sovet in the sense of
Xrakovskij & Volodin (1986). Note, however, that in my opinion analyses like these are, at least to some
extent, arbitrary, since I can well imagine contexts where the speaker is higher in the hierarchical structure
than the addressee, yet still advises the addressee to do something. Of course, it could be argued that in that
case the speaker acts as f he is not higher in the hierarchical structure, but I do not find this a very
convincing argument. Whether something is advice depends on the definition of the term ‘advice’. A
definition of such a term on the basis of the parameters given above is inherently fuzzy, since these
parameters themselves are not discrete (why, for example, is it not possible that the action is in the interest
of both the speaker and the addressee?)

17 ¢(..) my schitaem, chto imperativ imeet odno znachenie — prjamoe voleiz javlenie govorjashchego
otnositel'no ispolnenija nazyvaemogo im dejstvija.” (Xrakovskij & Volodin, 1986: 136)
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Although the basic meaning of the imperative can be said to be underspecified in relation
to the parameters mentioned above (causational impulse, relation of speaker-hearer, etc.),
these specifications cannot be seen as meanings themselves. The difference between an
order and permission cannot be analyzed in terms of decomposing the ‘order’ concept
into subfeatures and extending this to a permission case by selecting and backgrounding
of features. The features that constitute the differences between a case of permission and
an order cannot be attributed to differences in conceptualization but are differences in
use, and are attributed by the context. For a more detailed analysis of such interpretations
I refer the reader to Birjulin (1994).

3.2.2.4 The notion of directivity’ and oppositional forms

The specific directive meaning of the imperative can best be explained by comparison with
oppositional forms. Directive imperatives can in some contexts be paraphrased with modal
verbs like xorer’ (‘want’) and do/zhen (‘must’) and with infinitives. The difference between
the directive imperative and its oppositional forms is that the directive imperative has a
directive meaning, whereas the oppositional forms have a directive interpretation. Put
differently, in the case of a form like the infinitive, the directive use must be seen as a
special function of a more basic conceptual notion (viz. ‘situation type’), whereas in the
case of the imperative, the function of direction is directly part of the basic conceptual
structure.

In some contexts the directive imperative can be paraphrased with modal verbs like
xoter’ (‘want’) and do/zhen (‘must’):

(20) Ja xochu chtoby ty prochital knigu.
I want that you read book
T want you to read the book.’

21 Ty dolzhen prochitat’ knigu.

you must read book
“You have to read the book.’

In these cases, however, the feature of direction is not expressed by the form itself, but is
attributed by situational or contextual factors. Therefore you can say:

22) Ja xochu chtoby ty prochital knigu, no ja znaju chto ty etogo ne budesh’ delat’.
T want you to read the book, but I know you won'’t do it.’
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(23) Ty dolzhen prochitat’ knigu, no ja znaju chto ty etogo ne budesh’ delat’.
“You have to read the book, but I know you won’t do it.”

But not:

24) 7Prochitaj knigu, no ja znaju chto ty etogo ne budesh’ delat’.
Read the book, but I know you won't do it.’

It can be argued that these oppositional forms lack a directive zeaning but can have a
directive znterpretation.

The directive meaning of the imperative is underlined by some other specific features.
Bondarko (1990: 190) remarks that the imperative cannot be accompanied by modal
subjective words like vozzozhno (‘possibly’), mmne kazhetsja (it seems to me’), po ix mneniju
(‘according to them’) etc. (¥po ix mneniju risuj xorosho). The imperative cannot be used in
subordinate clauses with chro (that’), (*On skagal chto risuj xorosho); in such cases the
subjunctive (chtoby and a past tense) is used (On skazal, chtoby ja risoval xorosho). These
features indicate that the directive imperative can only be used in the direct speaker-
addressee context, where the speaker, by using the imperative, gives an impulse to the
addressee to realize the imperative situation.

The importance of the notion of direction can be shown if we compare the directive
imperative with the infinitive, which can also be used as a directive, especially in orders
and in the case of general statements like recipes (Maurice, 1996: 166/ 7). Although the
infinitive can be seen as an oppositional form — both the imperative and the infinitive can
be used as directives — they do not have exactly the same meaning, and hence not exactly
the same distribution of use. In the case of the imperative the addressee is directed to
imagine the imperative situation and consequently to perform this situation, whereas in
the case of the infinitive the directive use is an interpretation of the more general meaning
situation type’. The idea of directivity or instruction is not part of the infinitive meaning
but must be seen as an interpretation in a certain pragmatic context, viz. that which
provides a direction. The infinitive cannot for example be used in permissive directive
contexts like the following:

(25) Mozhno otkryt’ okno?
‘May I open the door?
Otkryvajte
open-IMP
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“Yes go ahead.’
*Otkryvat’
open-INF

The imperative expresses that the addressee is permitted to perform the imperative action.
This means that the addressee wants to perform the action and that by giving an impulse
the speaker makes it possible for the addressee to realize the imperative action. The
infinitive expresses that the action type ‘open’ is the appropriate action type (and not
another action type). This is not compatible with the permissive context, where it is the
addressee that intends to fulfill the imperative action, or put differently, where the
addressee defines the appropriate action type.!8

Another context where the imperative can normally not be paraphrased with an
infinitive is the conditional context. I think this is because the infinitive does not express
the idea of directivity, and consequently lacks the feature of ‘imagination’. I will go into
this in 3.2.4.1.

3.2.3 Semantic-syntactic features

Above I have discussed the meaning of the basic directive imperative use. In this
description I abstracted from from some of the specific semantic-syntactic features of
the directive use. For the directive imperative, the following semantic-syntactic features
are relevant:

) +aspect (perfective/ imperfective)

(i) —tense

(i) possibility of expresing subject (#/ »y)

(iv) +suffix -7 in the case of second person plural (zy)

%) combinable with negation ((#ikogda) ne)
(vi) combinable with clitic/ suffix -£a

(vil) no fixed word order

(viii)  occurrence of imperative complements

18 Note that Bricyn (1990: 255) gives the following example from Zoshchenko of a directive infinitive with a
permissive reading: ygruzhat’, chto li?2 — Konechno, vygruzhat’, — skazal muzhik, ne do letn lezhat’ tovars. (‘Shall 1
unload or not? Of course you should unload, said the man, the goods cannot lie there till summer.’) In this case
the permissive character is made possible by the interrogative character of the sentence: the speaker asks if the
action type expressed by the infinitive is the appropriate one.
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I will here briefly discuss these semantic-syntactic features of the imperative; for the
absence of tense see 3.1.

3.2.3.1 Aspect

In Russian, aspect is a morphological category, which means that verbs occur either in
the perfective or in the imperfective aspect. Frequently pairs of perfective or
imperfective verbs share all or most of their lexical meaning; in such cases an aspectual
opposition occurs. Directive imperatives occur with both aspects. Xrakovskij (1988)
argues that the following factors are important in studying the aspect of the directive
imperative: (i) the meaning of the perfective and imperfective aspect, (ii) the different
types of direction (order, wish, advice, etc.), and (iii) the situational context and the
social relation between the speaker and the addressee. He further argues that the
following features are important in the aspectual choice: (a) presence or absence of
negation, (b) singularity/ non-singularity of the action, (c) process character or non-
process character of the action, (d) type of direction (factual/ permissive/ wish). In his
study Xrakovskij (1988) shows that features such as the controllability of the action, the
presence of specific indicators of time, and pragmatic context are important in the
choice of aspect.

In this study I will discuss and analyze the aspect of the imperative only in relation
to the main question of this analysis, viz. how the different imperative uses are related
to one another. For a general and extensive discussion of aspect in general I refer the
reader to Forsyth (1970) and Barentsen (1985), and for a discussion of aspect in the
case of directive imperatives, to Xrakovskij (1988) and Paducheva (1996).

3.2.3.2 Valency structure, subjecthood, and word order

The imperative is a verb, and as such has the typical valency structure of verbs. This
means that depending on the specific valency structure of the lexical meaning of the
verb in question, the imperative can occur with different types of syntactic arguments
such as subject, object, indirect object, instrumental object, etc. The directive imperative
clause has no fixed word order, but seems to follow the general pragmatic principles of
word order for Russian. As I will argue below, the word order of the imperative sentence,
or more specifically the order of the verb relative to the subject (VS, SV, or V), is related
to the specific type of imperative directivity.
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A special position in the valency structure of the imperative is taken by the agenr of
the situation. The directive imperative a/ways evokes the thought of an agent or
performer of the action; in the case of the directive use the agent of the action is
identified with the addressee. The addressee may be formally expressed by a second
person pronoun in the nominative:

(26) Ty ¢j prosto skazhi chto ty ee ljubish’ i xochesh’ pocelovat’.
you-NOM her just tell-IMP-PERF that you her love and want kiss
Just tell her that you love her and want to kiss her.’

In the majority of cases, however, the addressee is not expressed. In such cases the
identity of the addressee can be inferred from the context.

When the addressee can be identified with a second person plural (), the suffix -z
has to be added to the verb unless a group of people is seen as a collective:

27) a. Pishite!
write-IMP-IMPERF-PL
‘Write!

b. — Nu, rebjata, — skazal komendant, — teper’ otvorjaj vorota, bej v baraban. (Barentsen,
Jforthcoming! Pushkin)
well, guys, said commander, now open-IMP-IMPERF gate, beat-IMP-IMPERF
drum
““Well guys”, said the commander, “now open the gate and beat the drum.”

This suffix -7 can be seen as an agreement-feature between the verb and the expressed or
non-expressed agent of the imperative situation, since the expression or idea of a second
person plural subject always agrees with the expression of -z. In this case the difference
between a plural agent (expressible by #y) and a singular agent (expressible by #), and
consequently the expression or non-expression of -7, may be related to a modification of
the #pe of impulse, since the hierarchical relation between speaker and addressee is an
important factor in the type of directivity.
The directive imperative can also occur with the pronoun &fo-#zbud’ (‘someone’):

(28) Teper’ poprobuj-ka kto-nibud’ slovo skazhi. (Veyrenc, 1980: 94)
now try-IMP-PERF-PRT someone-NOM word say-IMP-PERF
Now one of you just try to say a word [meaning: don’t do that, because if you do there
will be negative consequences for you].’
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Such cases can be seen as directives because the pronoun £zs-#ibud’ refers to a specific but
non-specified person in the immediate speaker-addressee context (‘one of you’).

Something should be said here about the semantic-syntactic status of the
nominative pronoun in the case of the directive imperative. Some scholars define the
pronoun as the subject of the sentence (e.g. Yokoyama, 1986; Dippong, 1995). Others,
such as Isachenko (1982), argue that one cannot in this case speak of a grammatical
subject, but rather of a vocative pronoun (obrashchenie).’ Of course, whether or not one
can really speak of a subject in this case depends on the particular definition of subject
employed. It is preferrable to ask why the case of the pronoun is nominative, and why
the pronoun is expressed in some cases, and not in others.

In my opinion the pronoun occurs in the nominative case because the function of
the nominative is to identify some referent, which is the imagined agent of the
imperative action. As such, the imperative can indeed be seen as a predicate of the
pronoun-subject. (See 3.1 for a more detailed analysis.) In contrast to regular subjects,
however, the nominative pronoun is not only the subject of the lexical verb, but also
expresses the identity of the addressee to whom the impulse is directed. The referent of
the pronoun thus has a more independent character, and shows similarities to a vocative.
In some cases the vocative character is emphasized by the information structure of the
sentence, e.g.:

29) Slushaj, ty, rasserdilsja korol’ (...). (Barentsen, forzhcoming/ A. Schmidt)
listen-IMP-IMPEREF, you, said.angrily king
“You there, listen to me, said the king angrily.’

30) Ne fyrkaj, ty! — skazal emu Redrik. (A. & B. Strugackie, Piknik na oboshchine)
not belch-IMP-IMPEREF, you! — said him Redrik
“Don’t belch!”, said Redrik.’

3D Ty, Mak, pomeshivaj, pomeshivaj. Smotri, eshi prigorit. (A. & B. Strugackie, Obitaernyj
Ostrov)
you, Mak, stir.from.time.to.time-IMP-PERF, stir.from.time.to.time-IMP-PERF. look, if
burns
‘Max, stir from time to time. Be careful not to let it burn.’

19 In Russian there is no formal difference between a nominative or vocative noun.
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In (29) the addressee is first directed to realize the imperative situation, and subsequently
the identity of the addressee is made explicit. In all these sentences the subject (pro-)noun
forms a separate informational unit (indicated by commas).

The function of the noun may be to contrast the agent with other persons or actions:

(32) Ty posidi 10 minut, a ja podnimus’ dvumja étazhami vyshe.2
you sit-IMP-PERF 10 minutes, but I go.upstairs two floors higher
“You sit down for ten minutes, while I go two floors up.’

Another function mentioned in the literature, is the modification of the strength and
character of the direction. It is further argued that the order of the predicate and the
subject plays an important part in the way the expression of the subject modifies the
strength of the direction. Concerning the meaning of the order of the imperative and the
subject, however, opinions differ. Dippong (1995: 53) cites Shaxmatov, who argues that
the order [pronouns + IMPv] occurs in the case of a categorical order, whereas [IMPy +
pronouns] must be seen as a weakened case of instruction. Vinogradov (cited in Dippong,
1995: 53), however, argues that [IMPy + pronouns] must be seen as a strong request.

In my opinion, the analysis of the function of an expressed agent in the case of the
imperative, and the function of word order should not be based on a notion such as
‘weakening or strengthening of the direction’. Such an analysis is insufficient because (i) it
does not make the right predictions (some sentences with an SV order have a ‘strong’
directive character, while others have a ‘weak’ character), and (ii) it remains unclear how
one can motivate this supposed function of word order in terms of the function of
word order in general.

Instead, I would like to suggest that the SV order occurs in those cases where there
is some implicit contrast with another action (which means that the imperative verb, or
one of the constituents of the verbal phrase, is accented), and where the (need for the)
realization of some action may be presupposed. Such contexts are often constituted by
adverbs such as /uchshe (‘better’) or fo/’%0 (‘only’) which presuppose the idea of contrast.
Consider the following sentences:

(33) Ty luchshe uspokojsja i rasskazhi vse po porjadku.?! (V. Loginov, Shagwaja ulica)
you better calm.down-IMP-PERF and tell-IMP-PERF all in order
“You’d better calm down and tell everything in the right order.’

20 http:/ / www.anekdot.ru:8084/ an/ an9803/ t980303.html
21 http:/ / www litera.ru:8085/ slova/ loginov/ tript6.htm
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34 Tol’ko vy mne skazhite chestno: bol’shaja ja ili malen’kaja? (K. Bulychev, 1"gna s
liliputami)
just you me tell honestly: big I or small?
‘Just tell me honestly, am I big or small?

In (33) the speaker expresses that in the given circumstances the best action for the
addressee is to do X (=calm down), and not some other given or implied action; such
sentences have the character of advice. In (34) the speaker expresses that he wants the
addressee to perfor just one particular action (and not another one); in this case there is
a contrast between the imperative action, and the set of expected actions. The idea of
contrast may also be interpreted differently, as in the following examples:

35 Net, ty ne otvorachivajsja, ne otvorachivajsja! — rasserdilas’ babushka. (ibid.)
no, you not turn.around-IMP-IMPEREF, not turn.around-IMP-IMPERF said.angrily
old.woman

“No, don’t turn around, don’t turn around!”, said the old woman angrily.’

This sentence expresses that the speaker thinks that the given action of the addressee is
inappropriate, and that the addressee should do not X; in this sentence there is a
contrast between the given situation and the negation of the imperative action. The idea
of contrast is also clear in the following example, where the speaker explicitly expresses
that the addressee should perfor action X, instead of action Y:

36) E-e ... — Nikolin’ka zamorgal. — A pochemu takoj vopros? Ty otvechaj, a ne
pochemuchkaj.?? (O. Postnov, Pesochnoe vremja)
Eh, Nikolin’ka started.to.blink. but why such question? you answer-IMP-IMPERF, and
not ask.why-IMP-IMPERF
“Eh”, Nikolin’ka started to blink. “But why such a question? You should answer, and
not ask why.”’

In my opinion the expression of the subject in these sentences, and the particular order
can possibly be motivated as follows. In sentences where no subject is expressed, the
speaker focuses on the realization of the imperative action; the identity of the subject of
this action is inferred from the immediate context. In the sentences with SV order the
subject is expressed because the focus is not on the immediate realization of the action

22 http:/ / litera.ru:8085/ slova/ postnov/ pv/ osa.htm
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(1 want this now’), but on the specific identity of the action, or circumstances of
realization of the action, by the given subject. Sentences with a SV order first express
that there is some subject, which presupposes an action that the subject performs, while
the identity of the action is given later. This means that the assumption that the subject
is the agent of some implicitly or explicitly given other action is negated. These
sentences express that as far as the subject is concerned, he should realize the
imperative situation (and not another situation).

Besides sentences without expressed subject, and sentences with a SV order, there
are sentences with a VS order; such cases are less frequent than those cases with an SV
order (Barentsen, forthcoming). Some examples are given below:

37 Zabud’te vy sejchas i ob etoj tvari, i o korabljax. Ne eto glavnoe.? (A. Bushkov,
Letajushehie ostrova)
forget-IMP-PERF-PL you-NOM now and about that creature, and about ships. not
that main.thing
“You’d better forget about that creature and about the ships. They are not important.’

(38) Otec Kabani, bud’te ljubezny, voz’mite vy moix loshadej i otvedite ix k baronu
Pampe.2* (A. & B. Strugackie, Trudno byt’ bogom)
father Kabani, be-IMP good, take-IMP-PERF-PL you-NOM my horses and bring-
IMP-PL them to Baron Pampa
Father Kabani, be so good as to take my horses and bring them to Baron Pampa.’

39) Da skazhi ty mne nakonec, — ty menja ljubish’? (V. Nabokov, Mashen ka)
yes say-IMP-PERF you-NOM me at.last, you me love?
‘Tell me finally, do you love me?

40) — Ubirajsja ty ot menja! — vzvizgnula ona (Barentsen, forthcoming Dostoevskij)
beat.it-IMP-IMPERF you-NOM from me! cried she
“Beat it”, she cried.’

I suspect that sentences with a VS order can be seen as directive cases where the
expression of the subject has the character of an afterthought or addition. This means
that the verb in such sentences is similar in character to the imperative in subjectless

2 http:/ / www.kuzbass.ru/ moshkow/ lat/ RUFANT/ BUSHKO W/ ostrow.txt
2 http:/ / www.moshkow.pp.ru:5000/ lat/ STRUG ACKIE/ be_god.txt
2 http:/ / lib.nordnet.ru/ lat/ NABOKOW/ mary.txt
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cases (the speaker focuses on the realization of the action expressed by V), but that the
speaker further adds the identity of the addressee to the information given by V. The
addition of the identity of the agent may be typical of cases of advice where the
expression of the subject creates a personal attitude toward the addressee, and of cases
where the speaker wishes to emphasize the identity of the agent (as in ((29), (30))
above). The addition of the agent also seems to be further typical of cases where the
speaker expresses his wish that the imperative situation be realized, but cannot control
the addressee.2The relation between VS order and the interpretation of ‘wish’ requires
futher analysis.

3.2.3.3 Negation

The imperative can be combined with negation, as in Ma/thik, ne chitaj étu knign (Boy,
don’t read this book’). Such sentences are called ‘prohibitive’ in the literature (cf.
Xrakovskij & Volodin (1986: 93, 150), who distinguish between prohibitive and
preventive negative sentences). In the case of (prohibitive) negation the speaker directs the
addressee not to perform the imperative action.

Xrakovskij & Volodin (1986: 89-96) argue that in the case of the negative directive
imperative there is no simple accordance between the semantic and the formal structure
of the sentence. According to them, the meaning of the imperative can be decomposed
into the features ‘direction of the speaker’, taking place’ and the meaning of the lexical
verb. In their syntactic schema the negation must be applied to the feature taking place’,
and not to the feature direction. I think, however, that it is questionable whether the
meaning of the imperative can be decomposed into different separate meaning
components in this way. If there is something like a directive ‘component’ of the meaning
of the imperative, I do not see how this component could in any way be negated since
uttering the imperative #/»ays means manipulating in some way or another. Whether the
negation must be applied to the lexical verb (direction to perform not X), or whether it
must be applied to the idea of taking place (direction to not perform X), makes no
difference, as they extensionally amount to the same thing.2”

26 Note that in the case of the optative imperative we also find VS order, and that in most necessitive cases
we find an SV order.

27 Note, however, that there may be conceptual differences in the way different types of directives are used with
negation. I suspect that in this respect there are important differences between the infinitive and the imperative.
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3.2.3.4 The clitic -£a

The imperative can be accompanied by the clitic -£4. For the use and function of this
particle I refer the reader to Levontina (1991); I will confine myself here to a few
observations. The clitic -4z can be combined with imperatives, analytical imperative
constructions (with pust’, daj and davaj), with the first person perfective present, with the
directive use of the past tense, with the directive use of the first person plural, with some
interjections (##), and in specific contexts with the infinitive. In all these contexts these
forms have a directive character. Like any clitic, -4 is attached to some other form, and
cannot be accented. In the case of the imperative, -42 is usually attached to the imperative
form. In some cases the form -4z is attached to the particle 7# instead of to the
imperative form. If the suffix -7 is expressed, this suffix forms a unit with the imperative,
which means that -4« is attached to this unit.

About the meaning of the suffix, opinions differ (see Xrakovskij & Volodin, 1986:
179). Xrakovskij & Volodin (1986: 183) remark that -4« is only used when the speaker can
be seen as the causational impulse (it is not used in permissives, where the hearer can be
seen as the causational impulse), where the social status of the speaker is the same as or
higher than that of the hearer, and where the speaker has a friendly relation with the
hearer. They describe the function of the particle as modifying (weakening/ strengthening)
the instruction, by expressing the informal and spontaneous relationship between the
speaker and the hearer. Levontina (1991) gives a more detailed analysis of the meaning of
the particle. She also emphasizes the spontaneous nature of the meaning of the clitic,
stating that the thought or need to do the action just occurred to the speaker. Barentsen
(forthcoming) further notes that the particle is used in cases where the speaker wants the
immediate realization of the imperative situation.

The suffix -£4 seems to function as a support of the impulse to immediately realize
the imperative situation. Such an extra support is needed if it can be expected that the
addressee will not perform the action without this extra support. This means that the
suffix cannot be used in the case of permissives, where the addressee already intends to
realize the imperative action. A reason to support the impulse to realize the imperative
situation may be that the speaker challenges the addressee to perform the imperative
situation, as in (28) above, or that the speaker wants the addressee to perform the
imperative action, whereas the addressee still shows no sign of performing the action:

41) Pogljadite-ka skoree, skazal Anton. (Barentsen, forthcoming/ Mulisch)

look-IMP-PERF-PRT faster, said Anton
“‘Come on, hurry up, have a look”, said Anton.’
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“42) Elli rezko obryvaet ego: — Pomolchi-ka, morjak! Nichego smeshnogo. (Barentsen,
Sforthcoming)
Elly sharply interrupts him: be.silent-IMP-PERF-PRT, sailor! nothing funny
‘Elly sharply cuts him off: “Be silent, you sailor! There is nothing funny about it.

999

43) Ty pogljadi-ka luchshe, Mashek, chto tut u menja v sumochke pripaseno! 2¢(V. Loginov,
Shagovaja Ulica)
you look-IMP-PERF-PRT better, Mashek, what here at me in bag stored
You'd better look, Mashek, at what I stored in my bag.’

The idea of supporting the impulse may also be that the speaker wants to stimulate the
addressee to come forward and perform the action. In such cases the expression of -k«
creates a feeling of ‘solidarity’:

44) A skazhi-ka, Mak: ty mog by mne sdelat’ ljubeznost’? (O. Postnov, Pesochnoe vremja)
but tell-IMP-PERF-PRT, Mak, you can IRR me do favor?
‘But tell me Mak, can you do me a favor?

45) — Nina, pokazhi-ka tvoi risunki, predlozhila Milicija Ivanovna.® (G. Klimov, Izja moe
legion)
Nina, show-IMP-PERF-PRT your drawings, suggested Milicija Ivanovna
“Nina, why don’t you show your drawings”, suggested Milicija Ivanovna.’

It must be noted that in comparison with a language like Dutch, in Russian the imperative
is not used with many different modifying particles. In Dutch the expression of particles
(dan, maar, eens, toch, and nou) is necessary to modify the strength of the direction; without
these particles the imperative direction would be felt as rude or too categorical. In
Russian, the imperative form itself does not need the expression of these particles to
soften or modify the strength of the direction, probably owing to the presence of
morphological aspect.

28 http:/ / www litera.ru:8085/ slova/ loginov/ tript7.htm
2 http:/ / www.litera.ru:8085/ slova/ postnov/ pv/ author.htm
30 http:/ / moshkow.relline.ru:5000/ lat/ PROZA/ KLIMO V_GP/ legion.txt

96



The Russtan imperative

3.2.3.5 Complement

In Russian two directive imperatives may be combined without conjunction in sentences
where the second imperative is semantically a complement to the first, as in (28) above.
This construction with two directive imperatives is used to indicate that the speaker wants
the addressee to perform one action, which is conceptualized as two different actions.
Note that a similar phenomenon also occurs with other moods in Russian, for example
with the perfective present and verbs of motion such as pgj#/ (‘g0’):

(46) Ja pojdu postavlju chaj, — skazala Alisa. (K. Bulichev, Vjna s liliputami)
I go-PRES-PERF put-PRES-PEREF tea, said Alisa
“T’ll go and make some tea”, said Alisa.’

A similar phenomenon occurs in sentences like the following:
@7 Smotri, ne upadi! (Dippong, 1995: 56)

look-IMP-IMPEREF, not fall-IMP-IMPERF
‘Be careful not to fall.”

I do not agree with Dippong (1995: 56) that in this case one can speak of embedding; in
this sentence the speaker directs the addressee to be careful, and consequently not to fall.

In the preceding sections I have discussed the basic imperative meaning. In some special
contexts this basic directive meaning is changed or reinterpreted under the influence of
the context in which the form occurs. In the following section I will discuss these uses.

3.2.4 Derived uses

Besides the basic directive uses, one can also speak of derived or adjusted uses. Some
examples of such uses are given below:

(48) Pusti babu v raj, a ona korovu za soboj vedet. (Mazon, 1914: 93/ proverb)
let-IMP-PEREF this woman into paradise, but she cow with her will.take

Let a woman into paradise, and she will still take her cow with her.’

49) Tol’ko poprobuj! Ja tebja pridushu, — otvetil chelovek, kotoryj ee derzhal. (K.
Bulychev, VVojna s liliputami)
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just try-IMP-PERF!1 you strangle, answered man, that her held
“Just try! I will strangle you”, answered the man that held her.’

(50 Muchajsja! Ne nado delat’ takie gluposti! (Barentsen, forthcorming)
suffer-IMP-IMPERF! not necessary do-INF such stupid.things
“Yes suffer! You shouldn’t have been so stupid.’

(63))] Vecherom (...) na nee napal kashel’. — Ne begaj bosikom po rose! — zataratorila Katja (...).
(Barentsen, fortheoming Iskander)
in.the.evening (...) on her fell cold. — not run-IMP barefoot in dew! cried Katja (...)
‘During that evening she caught a cold. ““You shouldn’t have run barefoot in the dew!”
cried Katja [...]”

(52) Sdelaem more — i u nas mel’nica elektricheskaja budet. A ja, kak provedut tok, priemnik
kuplju. Na vse volny nastraivaj! (Vasil'eva, 1969: 40)
we.will.make sea and at us windmill electric will.be. but I, when they.bring electricity,
transistor will.buy. to all frequencies turn.in-IMP-IMPERF!
‘We will make a sea, and we will have an electric windmill. And as soon as there is
electricity, I will buy a transistor. Just tune in to all the frequencies!

The use of the imperative in (48) and (49) clashes with the performance character, because
the speaker does not want the addressee to perform the action, but only to imagine the
action. The use of the imperative in (50) clashes with the fuzure time character because the
addressee is already performing the action at the moment of speaking. The use of the
imperative in (51) clashes with the future time character because it expresses that the
agent should not have performed the action; this means that the direction is aimed
at/ motivated by a past action. The use of the imperative in (52) clashes with the idea
that the speaker wants the realization of the imperative situation by a specific addressee
present in the speech situation.

The new uses have to be interpreted; that is, if the already established concept — the
basic meaning given earlier — were related to the world, it would partly clash with the
new situation. To integrate this new use into the conceptual structure, some features are
selected while others are backgrounded relative to some context. Below I will discuss
the peripheral uses mentioned above: the conditional use, the ‘reinforcement use’, the
non-future cases, and the cases with a generic agent.
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3.2.4.1 Conditional-concessive use

In the case of the prototypical directive use the addressee is instructed to perform the
imperative action. In some cases there is not so much an instruction to perform a certain
action, but much more to imagine a certain situation:

(53) Pusti babu v raj, a ona korovu za soboj vedet. (Mazon, 1914: 93/ proverb)
let-IMP-PERF woman in paradise, but she cow with her will.take
TLet a woman into paradise, and she will still take her cow with her.’

%4 [A] prosi u nego, kak projti k fabrike — on tebja obol’et prezreniem s nog do golovy.
(Barentsen, forthcoming A. & B. Strugackie, Gadkie lebed;)
but ask-IMP-PERF at him, how go to factory, he you will.pour.over with.contempt from
feet till head
‘But ask him how to get to the factory, and he will look at you contemptuously from head
to toe.’

(%5) Da voz’mite vy ljubyx pjat’ stranic iz ljubogo ego romana, i bez vsjakogo udostoverenija
vy ubedites’, chto imeete delo s pisatelem.3! (M. Bulgakov, Master i Margarita)
yes take-IMP-PERF-2PL you-2PL of.any.kind five pages from any.kind of .his novel, and
without any proof you will.be.convinced that you.have deal with writer
Just take five random pages from any of his novels, and you won’t need any proof to
convince you that you are dealing with a writer.’

Cases where the addressee is instructed to imagine a certain situation always have a
conditional or concessive character, and have the structure of a conditional sentence:
protasis-apodosis.?2 The following semantic-syntactic features are relevant for this use:

— The imperative clause is the first clause in the co-ordinate structure.

31 http:/ / lib.ru/ lat/ BULG AKO W/ master.txt

32 In some special cases (such as in (49) above) the apodosis is left out or expressed as a separate sentence. In
my opinion this sentence must be seen as a case where the speaker ‘challenges’ the addressee to do the
imperative situation, and expresses in a subsequent sentence that realizing the situation will have negative
consequences for the addressee; such sentences are conditional sentences, because the negative
consequences of realizing of the imperative situation are either explicitly expressed or presupposed. Cases
like these cannot strictly be seen as cases where the addressee is directed to imagine a situation, but should
be better analyzed as fronic’ cases, where the speaker ironically challenges the addressee to perform a
situation.
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— The imperative is prototypically perfective.

— The addressee may be expressed or may remain unspecified.

— The suffix -7 is expressed in the case of the second person plural.
— The imperative situation is not necessarily controllable.

— The subject may be expressed or may remain unspecified.

— The second clause can be introduced with 7 (‘and’) or « (‘but’).

— In the second clause the perfective present is prototypically used.

The speaker first directs the addressee to imagine the imperative situation, and
consequently expresses what the consequences of this realization are. In contrast to
normal use of the directive imperative, where the addressee is to perform the imperative
action, the conditional use of the directive imperative also occurs with non-controllable
situations:

(56) Duxovnaja zhizn’ voobshche — ne jastreb i bystree strely, no sumej ee uderzhat’, i
ljubov’ — ideal, neizmennaja krasota — jarkaja, svetlaja.33 (O. Platonov, Zhign’ za carja)
spiritual life in.general not hawk and faster than.arrow, but know-IMP-PERF her
not.let.go, and love, ideal, invariable beauty, clear, light
‘The spiritual life is not at all like a hawk and fast like an arrow, but if you know how to
hold on to it, you will get love, ideal, never-changing beauty, clear and bright.’

The subject is often not expressed, and in such cases the imperative agent has a clear
generic character. In some cases the subject is expressed, as in (55). In these cases the
subject also has a generic character, since it is expressed that there is a generally valid
relation of condition and consequence between the realization of the imperative action
and the situation expressed in the second clause. On the basis of this general relation the
speaker can direct zy addressee to imagine the imperative situation.

The relation of condition and consequence can be made explicit with the
conjunctions « (‘but’) and 7 (‘and’). Note that in conditional sentences with s/ (‘if”), no
coordinative conjunctions occur (Es/ pustit’ babu v raj, (*a) ona korovu sa soboj veder).
These conjunctions occur, however, in the case of other conditional sentences without
conditional adverbs, for example in conditional sentences with past tense or infinitive
mood + 4y (Formanovskaja, 1989: 42). The coordinative conjunctions can be expressed
in the case of the conditional directive imperative because they indicate the zemporal
sequence of the realization of the imperative action and the consequences of this

3 http:/ / moshkow.perm.ru/ lat/ PLATONO WO/ rasputin.txt
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action, whereas in the case of es// the conditional (and therefore also temporal) relation is
explicitly expressed. Note that it is quite natural to interpret the idea of temporal
sequence of two events in terms of condition, as cause and effect are essentially
observed by the regular temporal sequence of events.3 In sentences without 7 or 4, the
temporal sequence of the clauses in speech time is interpreted as referring to the
temporal sequences of the narrated events.

The occurrence of the directive imperative in conditional constructions is not a typical
trait of Russian, but exists in many European languages. The following examples are given
in Donhauser (1986):

&) Commande deux bieres et tu passeras pour un Belge. (French)
(58) Mach eine Bewegung, und ich driicke los. (German)

Constructions like these can be paraphrased with conjunctions like sz (French) and wenn
(German). As Donhauser (1986) remarks, the fact that adverbs that are typical of the
direct speaker-hearer situation, like the German besser (‘better’), can occur with the
conditional imperative, but not in the protasis of sentences with wens, can be seen as
evidence for the directive character of the imperative conditionals. As I will discuss below,
the directive character of the conditional directive imperative is further underlined by the
specific subjective modal character of the conditional directive imperative, more specifically
its concessive or restrictive character.

The occurrence of directive imperatives in conditional constructions in different
languages is evidence that something like ‘direction’ can be semantically related to
something like ‘condition-implication’; this is remarked by the German linguist Erdmann
in the following fragment:

“An einen jeden Befehl ndmlich kann sich die Angabe eines Ereignisses anschliessen, das auf
die Auffithrung desselben folgen wird: #hwe das, so wirst du leben. Da nun die Handlung im
moment des Befehlens noch nicht ausgefiihrt ist, sondern bloss vorgestellt wird, so lag es nahe,
den Imperativ auch dann zu brauchen, wenn eine wirkliche Ausfithrung desselben, iiberhaupt
nicht gewlinscht, vielmehr bloss die Vorstellung desselben erweckt und mit dem Fall der
Verwirklichung eintretenden Folgen kombiniert werden soll.” (cited in Donhauser, 1986: 172)

34 Note, however, that in some cases, at least in Dutch, the directive conditional is also used with
coordinations where no temporal sequence is intended: Los die som op, en je bent slim (solve-IMP that
equation, and you are smart; If you solve that equation, you must be smart.’). The basic idea of temporal
sequence leads to the presupposition of a (non-mentioned) ‘situation’, viz. the ide