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Chapter 1

Introduction

1.1 Computation Is Physical

The last two decades have seen a renewed interest in the relation between
computation and physics. In particular, in the early 1980s Feynman [54, 55]
pointed out that simulating quantum mechanics appears to be difficult in
models of computation that were then thought to represent the strongest
feasible form of computation. Moreover, he raised the question whether a
quantum-mechanical computer could be more powerful than a “classical”
computer, e.g., in analyzing other quantum-mechanical systems. Most physi-
cists believe that the world is quantum-mechanical, or at least is more ac-
curately described by quantum mechanics than by classical theories. In this
case, it should in principle be possible to actually build such quantum com-
puters. Conversely, quantum computers can also be regarded as experiments
for verifying the predictions of quantum mechanics, and principal obstacles
may very well indicate limitations of quantum mechanics. This would be
of great interest since to date there is no experimental data contradicting
quantum mechanics.

Initially, interest among computer scientists was limited. In part this was
due to the similarity of Feynman’s proposal to conventional “analog” com-
puters. Deutsch [47] laid the theoretical groundwork for a “digital” variant
of quantum computing, and in the 1980s and in the early 1990s a sequence of
quantum algorithms appeared [48, 22, 109] that showed that quantum com-
puters are in certain aspects significantly more powerful than classical com-
puters. However, the area really became popular only after Shor presented an
efficient quantum algorithm for factoring integers [108], a problem considered
so difficult classically that the most important cryptographic systems both
in theory and practice rely on its hardness. Further theoretical discoveries
included the feasibility of correcting errors in quantum computation. This

1



2 Chapter 1. Introduction

answered affirmatively the question whether an imperfect real-world quan-
tum mechanical device could benefit from these theoretical advantages; thus,
one could say that quantum error correction is an example of a contribution
to physics by computer scientists.

1.2 Quantum Mechanics

An atom is not a soccer ball: the measures and laws of classical physics,
which describe the motion of a soccer ball in space, fail to explain physical
phenomena at the atomic scale. For example, the laws of classical physics do
not adequately describe the structure of the atomic nucleus, the wave-particle
character of light, and discrete absorption spectra. These phenomena can be
explained by the physical theory of quantum mechanics. This theory has
been developed from 1925 on chiefly by Heisenberg and Schrödinger. Despite
some seemingly “unnatural” model assumptions, quantum mechanics is today
accepted by most physicists as the best tool to describe nature on the very
small-scale level or where tiny differences of energy are involved. In the limit
of many particles and great energy differences, quantum mechanical laws
converge to their classical counterparts.

As in classical physics, we would like to model the state of our quantum-
mechanical system (say, five hydrogen atoms, or a photon, or two electrons)
at time t. That is, we want to describe the system at time t to the extent
that, knowing the dynamics, we can predict the behavior of the system at any
time in the future. Hence, our model also must say how the system develops
in time.

In classical physics, we have a one-to-one correspondence between the state
of a system at time t and the result of a complete measurement of the system
at time t. This is not the case in quantum mechanics; here the concept of
state and measurement differ: in general, the result of a measurement cannot
be fully predicted when knowing the state; moreover, the action of measuring
will affect the state of system. Figure 1.1 provides a vague sketch of this
property. In the following, we are going to present the postulates or axioms
of quantum mechanics as far as they are relevant to quantum computing.

1.2.1 States

1.2.1. Postulate. The state of a quantum system is a nonzero vector in a
Hilbert space H, which is called the state space.

A Hilbert space is a vector space over the complex numbers with an inner
product. In this work we need to consider only Hilbert spaces of finite dimen-
sion, which suffice for the quantization of classical discrete systems; the term
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state (t)

state (0)

timemeasurement

state (t)

state (0)

measurement time

Figure 1.1: Classical (left) vs. quantum physics (right): sketched are trajec-
tories in the state space. In quantum mechanics a measurement projects
the state at random into one of several outcomes. The outcome is observed
macroscopically and time evolution resumes from it.

quantization stands for the necessarily informal process of generalizing or em-
bedding a classical system into quantum mechanics. For infinite-dimensional
vector spaces, there are some additional requirements to be a Hilbert space,
but in the finite-dimensional case, all Hilbert spaces are isomorphic to some
Cn with n ∈ N and the additional requirements to guarantee a “nice” topol-
ogy are automatically given.

We regard vectors from the state space H = Cn as n-dimensional column
vectors and elements of the dual space H∗ as n-dimensional row vectors. The
Dirac notation defines an elegant shorthand for expressions involving vectors
and their duals:

• Column vectors are enclosed by the ket sign | 〉. Hence, we write

|ψ〉 =

ψ1

...
ψn

 ∈ H .

• Row vectors are enclosed by the bra sign 〈 |. Hence, the dual of |ψ〉 is

〈ψ| =
(
ψ∗1 · · · ψ∗n

)
∈ H∗

where ψ∗j := α − iβ denotes the complex conjugate of the complex
number ψj = α+ iβ, α, β ∈ R.

The matrix product of a bra and a ket is 〈ψ| · |ϕ〉 = 〈ψ|ϕ〉, which is the inner
product of |ψ〉 and |ϕ〉. The fusion of symbols 〈 | · | 〉 = 〈 | 〉 is the origin of
the names bra-ket = bra(c)ket.
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The most simple nontrivial quantum system is called a qubit and has a
two-dimensional state space. Using the convention

|0〉 :=
(

1
0

)
and |1〉 :=

(
0
1

)
the general state of a qubit can be written as

α0|0〉+ α1|1〉 =
(
α0

α1

)
with α0, α1 ∈ C and |α0|2 + |α1|2 > 0 .

This is a superposition of the states |0〉 and |1〉, whereas a classical bit can
assume only the two values 0 and 1. We will see further down that collinear
vectors represent the same “physical” states and that the amplitudes α0 and
α1 are a measure of how close the qubit is to the classical states 0 and 1.
In particular, |α0|2/(|α0|2 + |α1|2) is the probability for observing 0 in a
measurement of the qubit. Therefore it is often useful to normalize the states
to have `2 norm 1; then |α0|2 is the probability for observing 0 and |α1|2 is
the probability for observing 1.

What is the state space of two qubits? Again we use the “classical” values
to denote the canonical basis vectors, leading to

|00〉 :=


1
0
0
0

 , |01〉 :=


0
1
0
0

 , |10〉 :=


0
0
1
0

 , |11〉 :=


0
0
0
1


and again each nontrivial linear combination will be a possible state of the
two-qubit system. More generally, n qubits have state space C2n

; the state
space grows exponentially with the number of qubits. This is an important
feature for quantum computation; however, note that even a joint probability
distribution on n bits is a vector in R2n

of `1 norm 1 and nonnegative com-
ponents, so that the power of the computational model derives really from
the possible operations on vectors in the state space.

The mathematical construct underlying the combination of the two state
spaces of two quantum systems into one state space is the tensor product or
Kronecker product:

|ψ〉 ⊗ |ϕ〉 = (α0|0〉+ α1|1〉)⊗ (β0|0〉+ β1|1〉)
= α0β0|00〉+ α0β1|01〉+ α1β0|10〉+ α1β1|11〉 .

By convention, |0〉⊗|0〉, |0〉|0〉, and |00〉 denote the same thing. In general not
all the two-qubit states can be obtained as the tensor product of two qubits.
We will see an important example, the EPR pair, in Subsection 1.2.4. Such
states are called entangled .
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1.2.2 Evolution

As a physical model quantum mechanics must explain how the system de-
velops as time progresses; this we call the dynamics or the evolution of the
system. A complete description of the system at an arbitrary but fixed time
τ0 is given by the Hilbert-space vector |ψ(τ0)〉 representing the system state
at time τ0. This description should permit us to predict the state of the undis-
turbed system at all future points in time. Mathematically, this means that
we require a function of the time t, the time evolution function, t 7→ |ψ(t)〉,
where |ψ(t)〉 is the state of the system at time t.

Knowledge of a state will also at a later time τ be sufficient for the pre-
diction of the states |ψ(t)〉, t > τ ; accordingly, the time derivative at point τ ,
d
d t |ψ(t)〉

∣∣
t=τ

, must be a function Ĥ that depends solely on |ψ(τ)〉:

d
d t
|ψ(t)〉

∣∣∣∣
t=τ

= Ĥ(|ψ(τ)〉) . (1.1)

At first, there is no reason for this differential equation for |ψ(t)〉 to be any-
thing but arbitrarily complex. However, an enormous simplification is ob-
tained by the following assumption:

1.2.2. Postulate (Superposition Principle). Let state |ψ〉 at time τ0
evolve according to the time evolution function into |ψ′〉 at time τ1 > τ0, and
let state |ϕ〉 at time τ0 evolve into |ϕ′〉 at time τ1. Then linear combinations
of |ψ〉 and |ϕ〉 evolve into the corresponding linear combinations of |ψ′〉 and
|ϕ′〉, i.e., for all w, z ∈ C we have

|ψ〉; |ψ′〉 and |ϕ〉; |ϕ′〉 =⇒ (u |ψ〉+ w |ϕ〉) ; (u |ψ′〉+ w |ϕ′〉) ,

where ·; · symbolizes the time evolution function from time τ0 to time τ1.

The superposition principle is a linearity assumption. It implies that the
function Ĥ in Eq. (1.1) must be a linear function from the Hilbert space H
to itself. Such functions we call operators. Hence, Ĥ must be an operator on
the |ψ(τ)〉 argument. This is a strong constraint, since

“superposed systems evolve in total obliviousness of each of the
others, quite independently of whether there are any interactions
involved. This fact alone might lead us to question the absolute
truth of the linearity property. Yet it is very well confirmed for
phenomena that remain entirely at the quantum level.” [98,
p. 289]

Ĥ can, however, depend arbitrarily on the time τ . We rewrite the differential
equation (1.1) for the time evolution, letting τ0 = 0, using t instead of τ and
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substituting − i
~ H(t) for the linear operator Ĥ(t). This way we arrive at the

following assumption, which is essentially a reformulation of the superposition
principle:

1.2.3. Postulate (Schrödinger Equation). Every quantum-mechanical
system has at every time t a uniquely defined self-adjoint operator H(t), the
Hamiltonian, which describes the “total energy” of the system at time t. For
the state |ψ(t)〉 of the quantum-mechanical system at time t we have the
differential equation

i ~
d
d t
|ψ(t)〉 = H(t) |ψ(t)〉 for t > 0

where ~ := h/(2π) and h is a physical constant.

Let us investigate in more detail this postulate for finite-dimensional state
spaces. A self-adjoint operatorH satisfiesH = H∗ where the adjoint operator
T ∗ of T is the unique function for which 〈T ∗ψ|ϕ〉 = 〈ψ|Tϕ〉 for all |ψ〉, |ϕ〉 ∈
H. If we represent T as a matrix with respect to a fixed basis then T ∗ is
the transposed and componentwise complex conjugated matrix. Why does
it make sense to require that the Hamiltonian operator in the Schrödinger
equation be self-adjoint? The reason is that we would like the solution of the
differential equation Ut : |ψ(0)〉 7→ |ψ(t)〉 to preserve the `2 norm of |ψ(0)〉—
we mentioned in Subsection 1.2.1 that collinear vectors are the same state and
therefore preserving the norm means that we have fewer redundant degrees of
freedom. A self-adjoint operator H is diagonalizable and therefore the power
series

U := e−(i /~)H =
∑
k≥0

(−(i /~)H)k

k!
(1.2)

is convergent. Moreover, U is diagonalizable and all its eigenvalues have
absolute value 1 as required for preserving the norm of |ψ(0)〉. U is a unitary
operator: UU∗ = 1. The same construction implies that for every unitary U
we can find a self-adjoint H such that U = eiH .

In case the Hamiltonian H(t) is independent of time t, U as defined in
Eq. (1.2) yields a solution of the Schrödinger equation via the time evolution
function

U∆t = e−(i /~)H∆t ,

which is U to the power ∆t with ∆t the length of the time that the Hamilto-
nian H acts:

Uτ2−τ1 |ψ(τ1)〉 = |ψ(τ2)〉 (1.3)

In the following we will mostly consider situations where the Hamiltonian is
constant for discrete time intervals ∆t and changes arbitrarily in between.
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Then the state |ψ(k∆t)〉 after k time steps is

|ψ(k∆t)〉 = U∆t
k · · ·U∆t

2 U∆t
1 |ψ(0)〉

where Uj = e−(i /~)Hj is the unitary operator induced by the Hamiltonian Hj

acting at times t with (j − 1)∆t ≤ t < j∆t. We choose units so that ∆t = 1
and ~ = 1 and usually only talk in terms of unitary operators and “forget”
about the underlying Hamiltonians.

If the Hamilton operator H(t) is not time independent, the evolution of
the system from time τ1 to τ2 is still unitary1, i.e., for each τ1 and τ2 there
exists a unitary operator Uτ1,τ2 such that

Uτ1,τ2 |ψ(τ1)〉 = |ψ(τ2)〉 . (1.4)

However, in general we cannot express the different Uτ1,τ2 as powers of a
single unitary operator.

Eqs. (1.3) and (1.4) hold even if τ2 < τ1; in other words, the evolution of
a quantum mechanical systems is reversible. Knowing the state of the system
at a given time allows us to determine using the Schrödinger equation the
state of the system at any given point in time, future or past. Moreover,
if we can control the Hamiltonian and replace H by −H, the system will
evolve backwards in time! Classically, breaking the cup is much easier than
mending it—at this level, quantum mechanics is very far from an ensemble
theory or thermodynamics. Computing with individual quantum systems at
first appears to pose difficulties rather than opportunities since we cannot
even reliably set a qubit to 0.

Postulate 1.2.3 also states that the Hamiltonian H(t) in the Schrödinger
equation describes the total energy of the system. In order to demonstrate
this property, we first need to introduce the quantum mechanical concept of
what information can be obtained when measuring a quantum system.

1.2.3 Observables

At the “atomic” scale, experiments suffer from the fact that every measure-
ment requires interaction of the system to be measured with the measuring
apparatus and this interaction disturbs the very sensitive state. Another phe-
nomenon at this scale is that repeating an experiment consisting of a given
preparation and measurement does not necessarily lead to the same measure-
ment outcome in every run of the experiment, but to different outcomes that
appear to obey some probability distribution specific to the experiment.

1for finite-dimensional state spaces or bounded H(t) this is a consequence of the Baker-
Campbell-Hausdorff theorem; in the general case the unitarity is a requirement that re-
stricts what choices of H(t) are permitted.
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Quantum mechanics models these two phenomena, disturbance and un-
certainty about the outcome, by defining the measurement as a process that
operates on states and that yields a probabilistic outcome. It is important to
note that information about the quantum system can only be obtained via a
quantum measurement and that in general, it is not possible to reconstruct
the entire state vector with a single measurement. We begin by introducing
the most basic kind of measurement and will then give a general postulate
that captures all possible measurements, even those involving interaction with
other quantum systems.

Probabilities from amplitudes Consider the general state of n qubits

|ψ〉 =
∑

x∈{0,1}n

αx|x〉 with αx ∈ C .

By Postulate 1.2.1 we have that |ψ〉 6= 0 and therefore ‖|ψ〉‖2 = 〈ψ|ψ〉 =∑
x∈{0,1}n |αx|2 > 0. Note that here we do not assume that the states have

norm 1; this permits us to avoid rescaling state vectors after measurements.
The most simple form of measurement specifies that when measuring |ψ〉, we
observe x with probability

Pr[observe x] =
|αx|2

〈ψ|ψ〉
(1.5)

and when obtaining measurement outcome x, the system is afterwards in
state

|ψ′〉 = |x〉 . (1.6)

Eq. (1.5) says that the normalized square of the amplitudes induces a prob-
ability distribution over the n-bit binary strings x ∈ {0, 1}n and measuring
|ψ〉 means sampling from this distribution. The outcome is discrete, namely
a classical bit string. Eq. (1.6) ensures that when repeating the measure-
ment on the same system, it will not change the outcome—once x has been
determined, it remains fixed.

What kind of states can we distinguish with such a measurement? Cer-
tainly, the `2 norm of the state does not matter. At first sight, neither would
the argument or phase ϑx of the complex number αx = |αx|eiϑx , 0 ≤ ϑx < 2π.
However, in case the system undergoes evolution according to the Schrödinger
equation, the phase does have measurable relevance. For example, if we have
a single qubit which evolves in one discrete time step according to the unitary
Hadamard matrix

H =
1√
2

(
1 1
1 −1

)
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the qubit (|0〉+ |1〉)/
√

2 evolves in one time step to

1√
2

(|0〉+ |1〉) ; H
1√
2

(|0〉+ |1〉) = |0〉

whereas (|0〉 − |1〉)/
√

2, which differs only by the relative phase between |0〉
and |1〉, behaves as

1√
2

(|0〉 − |1〉) ; H
1√
2

(|0〉 − |1〉) = |1〉 .

Hence, the two states that were initially indistinguishable by our simple mea-
surement became perfectly distinguishable. Applying a unitary operator can
be regarded as a basis change from the orthonormal basis {|x〉 : x ∈ {0, 1}n}
to some other orthonormal basis {|ϕx〉 : x ∈ {0, 1}n}. Incorporating this
basis change in the measurement, we say that measuring |ψ〉 in the basis
{|ϕx〉 : x ∈ {0, 1}n} we observe x with probability

Pr[observe x] =
|〈ψ|ϕx〉|2

〈ψ|ψ〉
=
〈ψ|ϕx〉〈ϕx|ψ〉
〈ψ|ψ〉

(1.7)

and when obtaining outcome x, the system is afterwards in state

|ψ′〉 = |ϕx〉 . (1.8)

In our example, a measurement of (|0〉+ |1〉)/
√

2 in the basis {(|0〉+ |1〉)/
√

2,
(|0〉 − |1〉)/

√
2} would yield 0 with probability 1.

In Eq. (1.7), the probability of outcome x is determined by the length of
the projection of |ψ〉 onto |ϕx〉. We define Px to be the projection onto the
linear subspace spanned by |ϕx〉. Using the Dirac notation we can express Px
succinctly as the matrix product of |ϕx〉 with its dual: Px := |ϕx〉〈ϕx|. Then
we can rewrite (1.7) as

Pr[observe x] =
〈ψ|Px|ψ〉
〈ψ|ψ〉

=
〈ψ|ϕx〉〈ϕx|ψ〉
〈ψ|ψ〉

(1.9)

and (1.8) as
|ψ′〉 = Px|ψ〉 , (1.10)

respectively. Hence, this kind of measurement amounts to a decomposition
of the state space H into orthogonal subspaces that are labeled by the bit
strings x. Expressing this fact in terms of operators, we say the measurement
projectors Px have the property

PxPy = δx,yPx and
∑
x

Px = 1 . (1.11)
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Projective measurements Our third generalization is to allow as mea-
surement any set of operators {Px} that satisfy (1.11), with the probabilities
as defined by Eq. (1.9) and the state after the measurement given by (1.10).
In particular, we gain the option of performing partial measurements: the
subspaces onto which we project may have dimension greater than one. The
important fact is that the uncertainty about the state is conserved to the
greatest extent that is compatible with the measurement outcome. For ex-
ample, consider the measurement

P0 = |00〉〈00|+ |11〉〈11|
P1 = |01〉〈01|+ |10〉〈10|

applied to a two-qubit system. Outcome 0 means that the two qubits are in
the same state, whereas outcome 1 indicates that the two qubits have opposite
value. In either case the concrete values are not determined. Applying this
measurement to the state

|ψ〉 =
1
2

(
|00〉+ |01〉 −

√
2|10〉

)
we obtain outcome 0 with probability 1/4 and outcome 1 with probability
3/4. If the outcome is 0, the state becomes |ψ′〉 = |00〉/2; if the outcome is
1, the state becomes |ψ′〉 = (|01〉 −

√
2|10〉)/2.

Observables If the labels of the measurement operators Px are real num-
bers, i.e., x ∈ R, there is a succinct way to represent the entire measurement
by a single operator, called an observable:

A =
∑
x

xPx . (1.12)

An observable A is self-adjoint, its eigenvalues are the labels x and the pro-
jectors to its eigenspaces the operators Px. Moreover,

〈ψ|A|ψ〉
〈ψ|ψ〉

=
∑
x

x
〈ψ|Px|ψ〉
〈ψ|ψ〉

is the expected value of the measurement. Since every self-adjoint opera-
tor A can be decomposed as in Eq. (1.12), every self-adjoint operator is an
observable.

Hamiltonian as observable Postulate 1.2.3 on page 6 stated that the
Hamiltonian H(t) in the Schrödinger equation represents the total energy of
the system. Indeed, since H(t) is self-adjoint, it is a valid observable and
eigenvectors of H(t) evolve by the Schrödinger equation to eigenvectors of
the same eigenvalue, thus conserving the eigenvalue.
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General measurements The measurements so far can be reduced to par-
tial measurements in a canonical basis if we can apply arbitrary unitary op-
erations. However, more powerful measurements are possible if we can let the
quantum system under consideration interact with another quantum system
in a known initial state. Such a helper quantum system is often referred to
as an ancilla. This leads to the most general quantum measurement:

1.2.4. Postulate. A quantum measurement is a family {Mx : x ∈ X} of
operators on the Hilbert space H such that∑

x

M∗
xMx = 1 . (1.13)

x ∈ X are the labels that are output by the measurement process. The
probability of obtaining outcome x when measuring state |ψ〉 is

Pr[outcome x] =
〈ψ|M∗

xMx|ψ〉
〈ψ|ψ〉

(1.14)

and if the outcome x was obtained, the system after the measurement is in
state

|ψ′〉 = Mx|ψ〉 . (1.15)

This postulate encompasses our previous measurements: a projective mea-
surement has Mx = Px and the complete measurement in the canonical basis
has Mx = |x〉〈x|. Conversely, we can implement a general measurement by a
projective measurement on a larger state space: the mapping

|0〉|ψ〉 7→
∑
x

|x〉Mx|ψ〉

preserves the inner product and therefore can be extended to a unitary map-
ping U . According to Eq. (1.9), the projective measurement {Px} with
Px = U∗(|x〉〈x| ⊗ 1)U will yield on |0〉|ψ〉 the same probabilities as {Mx}
on |ψ〉 by Eq. (1.14); furthermore, by Eq. (1.10), if outcome x was obtained
in the projective measurement, the system is afterwards in the state

|ψ′′〉 = U∗(|x〉Mx|ψ〉)

so that an application of U will yield |x〉Mx|ψ〉, from which Mx|ψ〉 can be
recovered by discarding the first quantum subsystem. Thus our simulation
also obtains the final state from Eq. (1.15).
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POVM The operators Ex := M∗
xMx are sufficient to compute the proba-

bility of outcome x in a general measurement:

Pr[outcome x] =
〈ψ|Ex|ψ〉
〈ψ|ψ〉

.

Assuming there are no redundant Mx = 0, the operators Ex are positive
and by Eq. (1.13),

∑
xEx = 1. Conversely, every family {Ex} of positive

operators summing to 1 gives rise to a general measurement because for every
positive T there exists an operator S so that T = S∗S. (In fact, in general
there are many such “square roots” of T .) Such families are called positive
operator valued measures (POVM). They are useful because they characterize
all possible probability distributions Pr[outcome x | state |ψ〉] from general
quantum measurements. The state after the measurement is “factored out”
from this representation.

1.2.4 Entanglement

EPR pairs Consider the following state of two qubits

|ψ〉 = |00〉+ |11〉 . (1.16)

Note that the first 0 and the first 1 form the first qubit and the second 0 and
the second 1 form the second qubit. This state is called an EPR pair after
its inventors Einstein, Podolsky, and Rosen [49]. The purpose of this state
was to devise a thought experiment to show the paradoxical implications of
quantum mechanics. Imagine that we have this EPR state and that Alice
has the first qubit somewhere on Mars and that Bob has the second, say,
here on earth. If Alice measures her qubit she will see a 0 or a 1 with equal
probability and the state will have collapsed to either |00〉, if she saw a 0 or
|11〉 in case it was a 1. The same is true for Bob. This leads to the following
situation. Suppose that the first qubit, on Mars, was measured first and that
Alice saw a 1. This now means that when Bob measures his qubit he will also
measure a 1. It appears that some information, i.e., the outcome of Alice’s
measurement, has somehow traveled to earth instantaneously. This appears
to be in contradiction to the common belief that nothing can travel faster
than the speed of light.

It turns out that EPR pairs cannot be used directly for communication.
Hence, they do not violate relativistic causality and the notion that “no in-
formation can be transmitted faster than the speed of light.” To show this,
we introduce some tools from linear algebra that will be of use later on as
well.
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Density matrices Suppose we are given an ensemble of quantum states,
i.e., a mixture of quantum states where state |ψj〉 occurs with probability
pj . For notational simplicity, we assume that 〈ψj |ψj〉 = 1 for all j. For a
fixed general measurement {Mx}, the probability to obtain outcome x on the
ensemble is

Pr[outcome x] =
∑
j

pj〈ψj |M∗
xMx|ψj〉 = tr

Mx

∑
j

pj |ψj〉〈ψj |

M∗
x


(1.17)

where trA =
∑
k Akk denotes the trace of matrix A, which has the property

that tr(AB) = tr(BA) for every n × m matrix A and every m × n matrix
B. If the measurement outcome is x, the state after the measurement will be
Mx|ψj〉 with probability pj . It is convenient to express the situation before
the measurement by the density matrix ρ,

ρ :=
∑
j

pj |ψj〉〈ψj | .

Then the probability for outcome x on ensemble ρ is

Pr[outcome x] = tr (MxρM
∗
x)

and the density matrix after obtaining x is

ρ′ =
MxρM

∗
x

tr (MxρM∗
x)

.

It is easy to see that density matrices are exactly the self-adjoint matrices
that have trace 1. Observe that different mixtures can give rise to the same
density matrix: the completely mixed state of one qubit,

ρ =
1
2

(
1 0
0 1

)
,

is induced by the mixture |0〉 with probability 1/2 and |1〉 with probability
1/2, as well as by the mixture |0〉 + |1〉 with probability 1/2 and |0〉 − |1〉
with probability 1/2. In fact, any orthogonal basis of the state space with
the uniform distribution gives rise to this completely mixed state. Remark-
ably, Eq. (1.17) implies that for a given measurement {Mx}, the measurement
probabilities are independent on the particular way of obtaining ρ and this
also holds for any subsequent operation on the ensemble state after the mea-
surement. Therefore we call ρ a mixed state of the quantum system; this is
in contrast to the pure states |ψ〉, which have density matrix |ψ〉〈ψ|.
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Reduced density matrices The joint state space of two quantum systems
with state spaces A and B is H = A ⊗ B. Suppose Alice has the first part,
with state space A, and Bob has the second part, with state space B. What
can they locally find out about the global state? A pure state |ψ〉 ∈ H has
the general form

|ψ〉 =
∑
j

∑
j′

αj,j′ |j〉|j〉′

where the j range over a basis of A and the j′ range over a basis of B. By the
Schmidt decomposition theorem, there exist for |ψ〉 two orthonormal families
{ψA,j} ⊂ A and {ψB,j} ⊂ B so that

|ψ〉 =
∑
j

αj |ψA,j〉|ψB,j〉

where αj ∈ R and αj ≥ 0 for all j. The corresponding density matrix is

|ψ〉〈ψ| =
∑
j,j′

αjα
∗
j′ |ψA,j〉〈ψA,j′ | ⊗ |ψB,j〉〈ψB,j′ | . (1.18)

We define the reduced density matrix of partA by “tracing out” the subsystem
B, i.e., we replace in Eq. (1.18) each operator |ψB,j〉〈ψB,j′ | by the complex
number tr(|ψB,j〉〈ψB,j′ |):

ρA := trB |ψ〉〈ψ| :=
∑
j,j′

αjα
∗
j′ tr (|ψB,j〉〈ψB,j′ |) |ψA,j〉〈ψA,j | .

trB is called the partial trace function. ρA is a density matrix over A; ρA con-
tains all the information that Alice can obtain about the global state without
communicating with Bob. More precisely, every measurement {Mx} of Alice
corresponds to the global measurement {Mx ⊗ 1B}, which has probabilities

Pr[outcome x] = tr ((Mx ⊗ 1B) |ψ〉〈ψ| (M∗
x ⊗ 1B))

= tr

∑
j,j′

αjα
∗
j′Mx|ψA,j〉〈ψA,j′ |M∗

x ⊗ |ψB,j〉〈ψB,j′ |


= tr

∑
j,j′

αjα
∗
j′ tr (|ψB,j〉〈ψB,j′ |)Mx|ψA,j〉〈ψA,j′ |M∗

x


= tr (MxρAM

∗
x) .

The state after the measurement is (Mx ⊗ 1B)|ψ〉, which has the reduced
density matrix ρ′A = MxρAM

∗
x/ tr(MxρAM

∗
x).
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How does the measurement affect Bob’s reduced density matrix ρB :=
trA |ψ〉〈ψ| if he does not learn the outcome of the measurement? It becomes

ρ′B := trA

(∑
x

Pr[outcome x]
(Mx ⊗ 1B) |ψ〉〈ψ| (M∗

x ⊗ 1B)
tr ((Mx ⊗ 1B) |ψ〉〈ψ| (M∗

x ⊗ 1B))

)

= trA

(∑
x

(Mx ⊗ 1B) |ψ〉〈ψ| (M∗
x ⊗ 1B)

)

= trA

∑
j,j′

αjα
∗
j′

(∑
x

tr (Mx|ψA,j〉〈ψA,j′ |M∗
x)

)
|ψB,j〉〈ψB,j′ |


= trA

∑
j,j′

αjα
∗
j′ tr

(
〈ψA,j′ |

∑
x

MxM
∗
x |ψA,j〉

)
|ψB,j〉〈ψB,j′ |


= ρB .

Hence, any measurement on Alice’s side leaves Bob’s reduced density matrix
unchanged.

If a unitary operator UA is applied to Alice’s subsystem, the global state
|ψ〉 evolves to (UA ⊗ 1B)|ψ〉 and the reduced density matrix of Alice evolves
from ρA to UAρAU∗A. As for measurements on Alice’s side, applying UA on
A leaves Bob’s reduced density matrix unchanged.

By linearity, all these considerations extend to global states that are mixed
rather than pure.

Nonlocality Let us now resume the discussion of EPR pairs. We claimed
that EPR pairs cannot be used for communication. In the preceding para-
graph we established that measurements and unitary operations on Alice’s
side leave Bob’s reduced density matrix unchanged. Furthermore, we showed
that all information that Bob can extract from the global state is represented
by his reduced density matrix. Hence, no communication is possible. How-
ever, EPR pairs do have many strange properties and interesting applications
as we will see. Perhaps the most simple instance is when we consider corre-
lations between measurement outcomes of Alice and Bob. In other scenarios
Alice and Bob share EPR pairs and also can communicate.

The state from Eq. (1.16) is entangled : there are no qubit states |ψA〉 =
α0|0〉+α1|1〉 and |ψB〉 = β0|0〉+β1|1〉 so that |ψ〉 = |ψA〉⊗ |ψB〉. The reason
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for this is that

|ψA〉 ⊗ |ψB〉 = (α0|0〉+ α1|1〉)⊗ (β0|0〉+ β1|1〉)
= α0β0|00〉+ α0β1|01〉+ α1β0|10〉+ α1β1|11〉
= |00〉+ |11〉

imposes unsatisfiable constraints on the complex amplitudes α0, α1, β0, β1,
because α0β0 = α1β1 = 1 and hence α0β1 6= 0 and α1β0 6= 0.

At first glance, entanglement appears to have no “nonclassical” observ-
able consequences—Einstein, Rosen, and Podolsky’s objections to quantum
mechanics were largely philosophical in that they questioned the reality of a
state that is undetermined between being two zeroes or two ones. However,
Bell [17] proved that there can be no classical equivalent of the correlations
when Alice and Bob measure an EPR state in bases chosen locally at ran-
dom from a predetermined set of different measurements. There has been
a lot of theoretical and experimental follow-up on Bell’s seminal paper, and
in Chapter 5 we present our results in improving experiments for detecting
nonlocality with imperfect apparatus in the laboratory. This is an important
goal since so far there is no nonlocality experiment that simultaneously rules
out all plausible classical “loopholes.”

1.2.5 Perspective

In our exposition of quantum mechanics, we glossed over several theoretical
aspects that are important in concrete physical modelling but which are not
essential for the present work. Among these are additional postulates about
indistinguishable particles—two photons cannot be told apart and therefore
the theory should not attribute to them separate identities. This restricts the
state space to subspaces invariant under certain permutations of the parti-
cles. The details depend on the concrete particle statistics. Another limita-
tion is that in reality, one observes that certain quantities cannot ever exist
in superposition—quantum mechanics has superselection rules for this. Both
particle statistics and superselection rules make quantum mechanics less pow-
erful and therefore will not confer extra computing power to quantum com-
puters. For cryptography and fault tolerance, however, the restrictions may
be of interest.

We considered only state spaces of finite dimension. The presented math-
ematical tools can be extended, sometimes with considerable mathematical
effort, to a continuum of dimensions. This is necessary, e.g., for position or
momentum observables, which should have arbitrary real values. However,
for our applications, the finite dimensionality is sufficient.
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Can we expect that new physical theories will allow computers that are
even more powerful than quantum computers? While this cannot be ruled
out, we note that on one hand, there is to date no convincing experimental
data that contradicts quantum mechanics and that indicates directions in
which it needs amending. On the other hand, quantum mechanics and general
relativity are incompatible, but no single theory that merges them has yet
gained widespread acceptance. Hence considering the computing power of
such theories is regarded as premature or esoteric.

1.3 Quantum Computation and Information

1.3.1 Quantum circuits

In theoretical computer science, the most common models of computation for
computability and complexity analysis are the Turing machine and circuits.
The corresponding models of computation motivated by quantum mechanics
are the quantum Turing machine and quantum circuits. Here we focus on
quantum circuits since they have a simple description in terms of small unitary
matrices and they are closer to implementation.

Classical circuits A classical Boolean circuit is a directed acyclic graph
whose vertices are called gates and the edges are the wires transmitting bits.
A gate has zero or more labeled input bits and zero or more output bits.
The logical connectives ∧ (and), ∨ (or), and ⊕ (exclusive or) are represented
by And, Or, and Xor gates, respectively, with k ≥ 2 inputs and 1 output;
the logical not ¬ is represented by a gate with one input and one output.
Designated gates with one input and no output are output gates; input gates
are labeled with a Boolean variable xj ∈ {0, 1}, have no input and one output.
If there is a single output gate, the circuit computes a Boolean function of
the input variables x1, . . . , xn; if there are more output gates, the circuit
simultaneously computes several Boolean functions. See Figure 1.2 for an
example. Further details about classical circuits can be found in textbooks
on complexity theory, e.g., in the book by Papadimitriou [96].

Circuit complexity A circuit computes a Boolean function f : {0, 1}n →
{0, 1}m. When we fix a set of permissible gates, we can ask how many gates
are needed to realize a given Boolean function. Thus we obtain a notion
of complexity of f under the given gate constraints. Gate families such as
{And,Not} and {Nand} are universal in the sense that every Boolean func-
tion has a circuit using only gates from those families.
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∨

∧

¬
∨

¬x1

x2

y1

y2

Figure 1.2: A classical circuit. Using the input gates x1 and x2, FanOut,
And, Or, and Not gates, this circuit computes outputs y1 = x1 ⊕ x2 and
y2 = x1 ∧ x2. All edges are assumed to be oriented from the left to right.

x1 x2 x3 y1 y2 y3
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 1 1 1
1 1 1 1 1 0

Figure 1.3: The CCNot gate maps the inputs x1, x2, and x3 to y1 = x1,
y2 = x2, and y3 = x3 ⊕ (x1 ∧ x2).

Reversible gates Quantum evolution is unitary and therefore reversible.
Our first step towards quantum circuits are classical reversible circuits. Here
gates have as many outputs as they have inputs and they are one-to-one
functions. This precludes the use of FanOut, And, and Or gates. While
this may appear prohibitive, there are well-known constructions to convert
each classical circuit into a reversible classical circuit at little overhead. One
way is to use the CCNot or Toffoli gate [60], which has the three inputs
and three outputs with the truth table in Figure 1.3. Taking x1 and x2 as
control lines, this is a Not operation on the third input conditional on the
two first inputs being one, hence the name CCNot for “controlled controlled
not.” Since y3 = x3 ⊕ (x1 ∧ x2) the CCNot computes the And of x1 and x2

if x3 = 0; so each And gate can be simulated using a zero bit and a CCNot
gate. Fanout can be implemented similarly: if x2 = 1 and x3 = 0, then for
every value of x1, CCNot outputs y1 = y3 = x1 and y2 = 1. In both cases,
the constant bits can be “recycled” so that only a constant factor in overhead
is incurred.
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Quantum gates A natural way to define quantum gates is to let them be
unitary transformations. Then every classical reversible gate is a quantum
gate. Bounds on fanin and fanout translate to bounds on the number of
qubits on which these unitary transformations may act.

Universality In classical circuits, we call a set of gates universal if there are
circuits using only those gates for every Boolean function. Similarly, there
are sets of quantum gates that approximate every unitary transformation
arbitrarily well.

Turing machines are universal: there are Turing machines that take as
input a Turing-machine program p and an input x and that simulate with
polynomial overhead the operation of p on x. The strong Church-Turing thesis
states that every “realistic” model of computation is polynomially equivalent
to probabilistic Turing machines, i.e., it can be simulated with polynomial
overhead. Here “realistic” is a vague term alluding to the possibility to phys-
ically implement an arbitrarily long but finite computation in a model of
computation in real time proportional to the time complexity of the compu-
tation in the model. The vagueness of this formulation leads to the belief
that the strong Church-Turing thesis cannot be proved formally.

A circuit only operates on inputs of a fixed length. To compare the com-
putational power of circuits to Turing machines, we have to consider families
of circuits that contain one circuit for each input length. Moreover, we need
to require that these circuits do not differ too much. Uniform circuit families
are those for which there exists a Turing machine that on input n produces as
output the circuit for input length n in time polynomial in n. It is not hard
to see that such uniform families of classical circuits are polynomially equiva-
lent to Turing machines. Since a reversible classical circuit is also a quantum
circuit, uniform quantum circuits are polynomially at least as powerful as
Turing machines and by the strong Church-Turing thesis Turing complete.
However, one of the motivations for quantum computing is the conjecture
that the strong Church-Turing thesis does not hold for quantum computers
in the sense that quantum computers may be a realistic computational model
that cannot be simulated efficiently with classical computers.

1.3.2 Quantum black-box algorithms

The overwhelming majority of results about the complexity of problems on
quantum computers are in the black-box model, where the input gates are
replaced by oracle gates giving random access to bits of the input. Instead of
time, depth of the circuit, or total number of gates, the complexity measure
is the number of queries to bits of the input. A large part of the power of
quantum computing is captured by this simple model of query complexity;
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the existing quantum algorithms all make far fewer such input queries than
classical algorithms for the same problems.

Quantum query For N = 2n, a quantum query or quantum oracle gate for
a Boolean function f : {0, 1}n → {0, 1} is a unitary operator Uf on CN ⊗C2

that operates on basis states like a reversible classical gate for computing f .
In particular,

Uf : |j〉|0〉 7→ |j〉|f(j)〉
puts the value of f(j) into the second register. By requiring

Uf : |j〉|1〉 7→ |j〉|1− f(j)〉

we turn Uf into a reversible classical gate on states in the computational
basis. From linear algebra it follows that a linear function is uniquely defined
by its values on a basis, so this fixes Uf .

In the computational basis, Uf is a permutation matrix, i.e., it has exactly
one 1 in each row and column and 0s elsewhere. This may not appear to be a
very exciting operation, but since we can run it on a superposition of indices,
say,

∑N
j=1 |j〉|0〉, we can actually query all entries of the database at once!

Unfortunately, measuring the resulting state

Uf

 N∑
j=1

|j〉|0〉

 =
N∑
j=1

|j〉|f(j)〉

gives us each |j〉|f(j)〉 with probability 1/N , hardly an improvement over the
classical case. It takes a little more effort to uncover the quantum advantage.

The Deutsch-Jozsa algorithm Consider the following toy problem: given
f : {1, . . . , N} → {0, 1} where f is either constant or balanced in the sense that
it takes the value f(j) = 0 for exactly as many indices j as it does for f(j) = 1;
find out whether f is constant or balanced. This problem was thought up
by Deutsch and Jozsa in 1992 [48] and they gave an ingenuous solution using
a quantum computer, which foreshadowed many future quantum algorithms.
The quantum circuit depicted in Figure 1.4 operates for N = 2n as follows:
the initial state |ψ0〉 := |0n〉|1〉 is mapped by Hadamard transformations on
each of the n+ 1 qubits to

|ψ1〉 := H⊗n+1|ψ0〉 = H⊗n+1 (|0n〉|1〉)

=
[

1√
2
(|0〉+ |1〉)

]⊗n
⊗ 1√

2
(|0〉 − |1〉)

=
1√

2n+1

∑
x∈{0,1}n

|x〉(|0〉 − |1〉) .

(1.19)
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Uf
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Figure 1.4: The Deutsch-Jozsa algorithm

For the next step, observe that

Uf (|x〉 (|0〉 − |1〉)) = Uf (|x〉|0〉)− Uf (|x〉|1〉)
= |x〉|f(x)〉 − |x〉|1− f(x)〉
= (−1)f(x)|x〉 (|0〉 − |1〉) ,

i.e., applying a quantum query to f on state |x〉 (|0〉 − |1〉) leaves the state
unchanged except for a phase factor (−1)f(x) that depends on f(x). Hence,
the next step of the circuit in Figure 1.4 maps |ψ1〉 to

|ψ2〉 :=
1√

2n+1

∑
x∈{0,1}n

(−1)f(x)|x〉 (|0〉 − |1〉) . (1.20)

The final state before the measurement is

|ψ3〉 := H⊗n+1|ψ2〉

=
1√

2n+1

∑
x∈{0,1}n

(−1)f(x)H⊗n+1 (|x〉 (|0〉 − |1〉)) . (1.21)

In order to analyze this expression, note that for x ∈ {0, 1}n

H⊗n|x〉 = H|x1〉 ⊗H|x2〉 ⊗ · · · ⊗H|xn〉

=
1√
2n

(|0〉+ (−1)x1 |1〉)⊗ · · · ⊗ (|0〉+ (−1)xn |1〉)

=
1√
2n

∑
y∈{0,1}n

(−1)x·y|y〉 ,

where

x · y :=
n∑
j=1

xjyj mod 2
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denotes the inner product modulo 2 of the binary vectors x, y ∈ Zn2 . Substi-
tuting this into Eq. (1.21) yields

|ψ3〉 =
1
2n

∑
x∈{0,1}n

∑
y∈{0,1}n

(−1)f(x)+x·y|y〉|1〉 . (1.22)

This expression may appear unwieldy, but now we can bring the special struc-
ture of f into play. Let us consider the terms of the above sum where y = 0n.
Then ∑

x∈{0,1}n

(−1)f(x)+x·y =
∑

x∈{0,1}n

(−1)f(x)

= |{x ∈ {0, 1}n : f(x) = 0}| − |{x ∈ {0, 1}n : f(x) = 1}| .

Hence, if f is balanced, measuring |ψ3〉 will never yield outcome 0n1. Con-
versely, if f is constant, the amplitude of |0n〉|1〉 in |ψ3〉 is 1 or −1 and since
our analysis started with a state of norm 1 and we applied only unitary trans-
formations, all |y〉|1〉 with y 6= 0n must have amplitude 0 so |ψ3〉 = ±|0〉n|1〉.
In other words, if f is constant, then measuring |ψ3〉 will yield outcome 0n1
with certainty, whereas if f is balanced, this outcome has probability 0.

One quantum query thus suffices to distinguish the balanced from the
constant case with certainty. Classically, a deterministic algorithm will need
N/2 + 1 = 2n−1 + 1 queries in the worst case: for any sequence of fewer
query positions, there exist both constant and balanced functions that are
consistent with all queries having answer, say, 0.

Separations Probabilistically, however, the Deutsch-Jozsa problem can be
solved classically with great efficiency merely by sampling f in a constant
number of places. Stronger separations between classical and quantum query
complexity were obtained by Bernstein and Vazirani [22] and Simon [109]. In
terms of the domain size N of the input function f , they give separations of
O(1) versus Ω(logN) and, as strengthened in [26], O(logN) versus Ω(

√
N),

respectively, for classical randomized versus quantum exact query complex-
ity. Since these problems serve us in Chapter 3 as a point of departure for
separations in property testing, we will present them in detail there. The
best separations to date are 1 versus Ω(

√
N) [16].

All exponential separations are for partial problems—the input functions
f are constrained by a promise such as “f is constant or balanced” for the
Deutsch-Jozsa problem. This is no accident; Beals, Buhrman, Cleve, Mosca,
and de Wolf [15] proved that for total problems, the gap between classical and
quantum bound-error complexity is at most polynomial. Our considerations
about quantum property testing in Chapter 3 can be seen as investigations
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into what kind of generic promises still yield strong separations between the
classical and quantum mechanical models of computation.

1.3.3 Hallmark results

Factoring Quantum computing first got widespread attention with Shor’s
1994 discovery of a polynomial-time quantum algorithm for factoring large
integers. This was the first arguably useful2 task where quantum computing
appears to beat classical computers. Today’s public-key cryptography like
RSA [101] relies on the assumption that factoring or related problems such as
the discrete logarithm cannot be performed efficiently. This belief is founded
on the fact that after many years of intense research, the best published algo-
rithms for these problems have superpolynomial running time in the length
n of the input, e.g., 2lognα

for some constant α [81, 82].
Shor’s approach was to use a classical reduction from factoring to find-

ing the period of a certain class of functions. Using the efficient quantum
Fourier transform algorithm, he then devised a way to obtain the period.
The quantum query complexity of the period-finding subproblem is provably
exponentially smaller than the classical query complexity [42]. However, fac-
toring itself is a problem whose time complexity is in the gray zone between
NP-hardness and P. Other families of problems that have so far eluded effi-
cient quantum algorithms are the class SZK = “statistical zero-knowledge,”
notably graph nonisomorphism, and the problem of constructing solutions to
problems where each instance is guaranteed to have a solution; this is the
class TFNP = “total function NP.”

Quantum search Who answers the phone at 736-5000? Telephone directo-
ries are ordered alphabetically by name, therefore using a telephone directory
to find a number from a name amounts to going through the names one by
one. For N entries, looking up a phone number for a given name can be
done in O(logN) steps using binary search whereas search in an unordered
list takes Ω(N) lookups on average, even with randomization.

Surprisingly, one can do much better on a quantum computer. This was
shown by Grover [69] who in 1996 gave a quantum algorithm for unordered
search that finds the solution with high probability using O(

√
N) quantum

queries. Moreover, this algorithm can be generalized to an amplification pro-
cedure for quantum algorithms that can be represented as a unitary trans-
formation. In Chapter 2 we will review the basic search algorithm and its

2Although one might reason that the existence of any factoring device would lead to
instant abolishment of any scheme that assumes that factoring is infeasible. Hence, a single
quantum computer would suffice and it would not even be necessary to operate it.
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generalization to amplitude amplification before we present applications and
modifications of the quantum-search paradigm.

The power of quantum computing As introduced in this chapter, quan-
tum computers are a physically plausible computational model with the same
notion of computability as classical computers but with potentially greater
efficiency. This is in line with the Church-Turing thesis—that all power-
ful but realistic computational models are equivalent in terms of what can
be computed—but possibly contradicts the so-called strong Church-Turing
thesis, namely that even what is efficiently computable is the same in all
sensible computational models. Here the complexity measure is general time
complexity and efficient means within a polynomial time bound. We saw
that in restricted models like the black-box model, sharp separations can
be proved but those separations lead at best to indirect implications for the
general question.
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Quantum Query
Complexity
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Chapter 2

Quantum Search

In this chapter we present research inspired by Grover’s seminal quantum
search algorithm [69]. In Section 2.1 we review the basic search algorithm and
its generalization to amplitude amplification. An application for computing
convolution products is proposed in Section 2.2. In Section 2.3 we express
the iteration of the search algorithm in terms of density matrices, so that
we can analyze its performance in the presence of decoherence. Nonclassical
databases are the point of departure for the considerations in Section 2.4,
where we derive algorithms to compare the degeneracy of energy levels of
a given Hamiltonian. Section 2.4 is based on joint work with Ozhigov [94];
Sections 2.2 and 2.3 are unpublished so far.

2.1 Quantum Amplitude Amplification

2.1.1 Grover’s algorithm

Unordered search is the problem of finding a database entry matching the
search criteria merely by using queries of the type “does entry j match?” An
example is finding a name in a telephone directory given a phone number. The
telephone directory is ordered by name and the phone numbers are practically
random. It is easy to see that classically, even with randomization, Ω(N)
queries are required on average in an N -entry telephone directory.

Database query The algorithm makes use of the function f : {1, . . . , N} →
{0, 1}, where f(j) = 1 if and only if j is the index we are looking for, i.e., Pho-
neNumber(j) = 736-5000. In the following we assume that N = 2n for some
n ∈ N and we identify the domain of f with {0, 1}n; since the input is un-
ordered, there is no structure to be respected. Recall that in Subsection 1.3.2

27
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-1

1

Figure 2.1: The initial state of quantum search for N = 8 and f(j) = δj,3.
The bars give the amplitudes αj of the state

∑
j αj |j〉|−〉.

we defined a quantum query to f as the unitary transformation

Uf : |j〉|b〉 7→ |j〉|f(j)⊕ b〉 .

The idea of quantum search is to start with a uniform superposition of indices

|ψ0〉 :=
1√
N

∑
j∈{0,1}n

|j〉 ,

representing the initial knowledge about the j with f(j) = 1 and to progres-
sively “transfer” amplitude from basis states |j′〉 with f(j′) = 0 to basis states
|j〉 with f(j) = 1. The operations have to be unitary and what counts is how
often the query gate Uf is invoked. In |ψ0〉 and throughout the quantum-
search algorithm, the amplitudes of the basis vectors are real and therefore
we can represent them as a bar chart like the example in Figure 2.1. We saw
in Subsection 1.3.2 that by initializing the last qubit to |−〉 := (|0〉− |1〉)/

√
2

we can realize the mapping

|j〉|−〉 7→ (−1)f(j)|j〉|−〉

using one invocation of Uf . This flips the amplitude of the |j〉 with f(j) = 1
from 1/

√
N to −1/

√
N .

Reflection about the average This substantial change in phase can be
translated to a change in absolute value by performing a reflection about the
average operation as outlined in the step from Figure 2.2(a) to Figure 2.2(b).
On input |ψ〉 =

∑
j αj |j〉, it maps each individual amplitude αj to α̃− (αj −

α̃) = 2α̃− αj where α̃ := (1/N)
∑
j αj is the average of the αj and (αj − α̃)

is the deviation of αj from the average. It turns out that this operation is
unitary and can be implemented efficiently without any Uf gate;

T0 := −WS0W
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-1

1

(a) Uf |ψ0〉|−〉

-1

1

(b) T0Uf |ψ0〉|−〉

-1

1

(c) UfT0Uf |ψ0〉|−〉

-1

1

(d) (T0Uf )2|ψ0〉|−〉

-1

1

(e) Uf (T0Uf )2|ψ0〉|−〉

-1

1

(f) (T0Uf )3|ψ0〉|−〉

Figure 2.2: The first iterations of quantum search (N = 8 and f(j) = δj,3).
The bars give the amplitudes αj of the state

∑
j αj |j〉|−〉; the dashed line

indicates the average.
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achieves the desired result. Here W := H⊗n denotes a Hadamard transform
on all n qubits individually and

S0 := 1− 2|0〉〈0| =


−1

1
. . .

1


changes the phase of the |0n〉 basis state by a factor of −1, leaving all other
basis states unchanged. To see that T0 implements the reflection about the
average, note that

T0|ψ〉 = − (1+ 2W |0〉〈0|W ) |ψ〉

= −
∑
j

αj |j〉+ 2

(
1√
N

∑
k

|k〉

)(
1√
N

∑
`

〈`|

)∑
m

αm|m〉

=
∑
j

(
2
N

(∑
m

αm

)
− αj

)
|j〉 =

∑
j

(2α̃− αj) |j〉

. (2.1)

What is the gain in amplitude? For a single j with f(j) = 1, the amplitude
αj = −1/

√
N is mapped to

2
N

(
(N − 1)

1√
N
− 1√

N

)
−
(
− 1√

N

)
>

2√
N

.

Hence, the amplitude of basis state |j〉 increased by an additive term of more
than 1/

√
N .

So far, we prepared the uniform superposition, performed one query and
the “reflection about the average” operation; this corresponds to the unitary
operator

G := (T0 ⊗ 1)Uf

applied to the initial state

|ψ0〉 := (W ⊗H) |0n1〉 =
1√
N

∑
j

|j〉 1√
2

(|0〉 − |1〉) . (2.2)

One application of G improves our success probability. It is natural to ask
whether repeating G is helpful; an oblivious phase-flip followed by the reflec-
tion operation should boost the amplitude of the states |j〉 with f(j) = 1.
Indeed, these iterations are at the heart of Grover’s algorithm. It remains to
determine a judicious number of repetitions r so that when measuring Gr|ψ0〉
the probability of observing j with f(j) = 1 is large.
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Two-dimensional evolution The observation that an iteration of the al-
gorithm treats basis states |j〉 with the same value of f the same leads to
an elegant way to analyze the behavior of the algorithm [24]. Let M :=
|{j : f(j) = 1}| denote the number of solutions and

|χ〉 :=
1√
M

∑
j:f(j)=1

|j〉H|1〉 and |χ⊥〉 :=
1√

N −M

∑
j:f(j)=0

|j〉H|1〉 (2.3)

the uniform superposition of “good” and “bad” basis states, respectively. The
initial state from Equation (2.2) is a superposition of those states:

|ψ0〉 =

√
M

N
|χ〉+

√
N −M
N

|χ⊥〉 . (2.4)

From Equation (2.1) we obtain

G|χ〉 = −T0|χ〉 =
(

1− 2M
N

)
|χ〉 −

2
√
M(N −M)

N
|χ⊥〉

and

G|χ⊥〉 = T0|χ⊥〉 =
2
√
M(N −M)

N
|χ〉+

(
−1 + 2

N −M
N

)
|χ⊥〉 .

Hence, one iteration G can be expressed as a mapping in the two-dimensional
subspace spanned by |χ〉 and |χ⊥〉. For |ψ〉 = α|χ〉+ β|χ⊥〉, α, β ∈ C, we get

G|ψ〉 =
(
|χ〉 |χ⊥〉

)
Ĝ

(
α
β

)
where the first matrix product on the right-hand side is to be interpreted for-
mally as

(
|χ〉 |χ⊥〉

) (
α′ β′

)T = α′|χ〉+β′|χ⊥〉 and Ĝ is the two-dimensional
version of G,

Ĝ =
1
N

(
N − 2M 2

√
M(N −M)

−2
√
M(N −M) N − 2M

)
.

We are interested in Ĝr, which describes the effect of r iterations of G in
the two-dimensional subspace spanned by |χ〉 and |χ⊥〉. Ĝ is a real unitary
matrix, therefore it is a rotation in the real plane, possibly combined with a
reflection. Choosing the smallest ϑ ≥ 0 such that cosϑ = (N − 2M)/N ,

Ĝ =
(

cosϑ sinϑ
− sinϑ cosϑ

)
and therefore Ĝr =

(
cos(rϑ) sin(rϑ)
− sin(rϑ) cos(rϑ)

)
.
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Using the same substitution and the observation that 1+cos2(ϑ/2) = 2 cosϑ,
the initial state from Equation (2.4) becomes

|ψ0〉 = sin(ϑ/2)|χ〉+ cos(ϑ/2)|χ⊥〉 =
(
|χ〉 |χ⊥〉

)(sin(ϑ/2)
cos(ϑ/2)

)
(2.5)

The probability of obtaining a measurement outcome j with f(j) = 1 after r
iterations is∥∥∥∥∥∥

∑
j:f(j)=1

|j〉〈j|Gr|ψ0〉

∥∥∥∥∥∥
2

=
∣∣∣∣(1 0

)
Ĝr
(

sin(ϑ/2)
cos(ϑ/2)

)∣∣∣∣2
= |cos(rϑ) sin(ϑ/2) + sin(rϑ) cos(ϑ/2)|2

= sin2

((
r +

1
2

)
ϑ

)
.

(2.6)

The last transformation uses the trigonometric identity

sin(α+ β) = cosα sinβ + sinα cosβ .

Success probability From Equation (2.6) it follows that the success prob-
ability of quantum search is periodic in r; when (r+ 1/2)ϑ ≈ π/2, we have a
high probability of obtaining a good measurement outcome. The first maxi-
mum is at ropt = π/(2ϑ)−1/2+∆ for a ∆ ∈ R with |∆| ≤ 1/2 that ascertains
that ropt is an integer. For ϑ ≤ π/2, we can bound the success probability as
follows:

sin2

((
ropt +

1
2

)
ϑ

)
= sin2

(π
2

+ ∆ϑ
)

= 1− sin2 (∆ϑ) ≥ 1− ϑ2

4
≥ 1

3

whereas ϑ > π/2 implies 2M > N and ropt = 0. Since in this case, measuring
the initial state gives success probability greater than 1/2, we have constant
success probability in all cases.

To obtain an asymptotic bound on r in terms of N and M , let ϑ′ :=
2
√
M/N . Since x ≥ sinx for x ≥ 0, we have

ϑ

2
≥ sin

(
ϑ

2

)
=

√
M

N
=
ϑ′

2

where the first equality is as in Equation (2.5). Hence, ϑ ≥ ϑ′ and

ropt ≤

⌈
π

4

√
N

M

⌉
.

For our telephone-directory example, this implies that using quantum queries
we can find the single matching entry with high probability using O(

√
N)

quantum queries.
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Grover’s algorithm amplitude amplification
“mixing” operator W ⊗ 1 arbitrary unitary operator A
initial state W ⊗ 1|0n〉|−〉 A|ψ0〉 for arbitrary |ψ0〉
first phase flip query Uf 1− 2

∑
|ϕx〉 good |ϕx〉〈ϕx|

second phase flip 1− 2|0〉〈0| 1− 2|ψ0〉〈ψ0|

Table 2.1: From Grover’s algorithm to amplitude amplification

Tuning So far, we need to know the number of solutions M in order to
determine the sufficient number of iterations. For M unknown, there are ways
using doubling techniques [24] to find a solution with an expected number of
queries O(

√
N/M). If M is known, the success probability of the quantum-

search algorithm can be improved to 1, e.g., by changing the ϑ for the last
iteration [26, 28]. With regard to lower bounds, Grover’s algorithm and its
extensions have been shown to be optimal in many respects [20, 120, 30].

2.1.2 Amplitude amplification

The preceding analysis of the quantum-search algorithm hinged on the fact
that iterations of the quantum-search algorithm can be expressed as rotations
in a plane spanned by “good” and “bad” states. “Amplitude amplification”
is a general framework [27, 70] for increasing the amplitude of “good” states
when those can be recognized efficiently.

The framework The generalization from Grover’s algorithm to amplitude
amplification is outlined in Table 2.1. The only operator that is genuinely
quantum in Grover’s algorithm is the Hadamard transform. Let us investigate
what happens if we replace it by an arbitrary unitary operator A, start on an
arbitrary quantum state |ψ0〉, and use an arbitrary orthonormal family F :=
{|ϕx〉 : x ∈ X} as the set of “good” states. The iteration of Grover’s algorithm
began with a database query Uf , which effectively flipped the sign of the
good states. So now we just perform an analogous step, namely applying the
operator

SF := 1− 2
∑
x∈X
|ϕx〉〈ϕx| .

The next step in the iteration was to reflect the amplitudes about their aver-
age, realized by a phase-flip in the W -basis. We mimic the property that the
“reflection about the average” flips the phase of the initial state and leaves
all orthogonal states invariant by defining the new

Tψ0 := −A(1− 2|ψ0〉〈ψ0|)A−1 .
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What properties does our new iteration operator Q := Tψ0SF have when
applied repeatedly to the initial state A|ψ0〉? Our definitions are validated
insofar as we can repeat the analysis in two-dimensions: in analogy to (2.3)
define the “good” and “bad” portions of A|ψ0〉 as

|χ̃〉 :=
∑
x∈X
|ϕx〉〈ϕx|A|ψ0〉 and |χ̃⊥〉 :=

(
1−

∑
x∈X
|ϕx〉〈ϕx|

)
A|ψ0〉

and with a :=
√
〈χ̃|χ̃〉 normalize to

|χ〉 :=
1
a
|χ̃〉 and |χ⊥〉 :=

1√
1− a2

|χ̃⊥〉 .

Then by simple arithmetic we obtain

A|ψ0〉 = |χ̃〉+ |χ̃⊥〉 = a|χ〉+
√

1− a2|χ⊥〉 ,

Q|χ〉 =
1
a

(
A(1− 2|ψ0〉〈ψ0|)A−1

∑
x∈X
|ϕx〉〈ϕx|A|ψ0〉

)
= |χ〉 − 2aA|ψ0〉 = (1− 2a2)|χ〉 − 2a

√
1− a2|χ⊥〉 ,

and

Q|χ⊥〉 =
1√

1− a2

(
−A(1− 2|ψ0〉〈ψ0|)A−1

(
1−

∑
x∈X
|ϕx〉〈ϕx|

)
A|ψ0〉

)
= −|χ⊥〉+ 2

√
1− a2A|ψ0〉 = 2a

√
1− a2|χ〉+ (1− 2a2)|χ⊥〉

so that we can again define a two-dimensional rotation

Q̂ :=
(

1− 2a2 2a
√

1− a2

−2a
√

1− a2 1− 2a2

)
with

Q(α|χ〉+ β|χ⊥〉) =
(
|χ〉 |χ⊥〉

)
Q̂

(
α
β

)
.

Hence, with the smallest ϑ ≥ 0 such that a = sin(ϑ/2), Q̂ is a rotation
by ϑ and after at most dπ/4ae iterations we are close to the good states in
the sense that measuring the observable

∑
x∈X |ϕx〉〈ϕx| will yield outcome 1

with constant probability and in this case project the state into the subspace
spanned by the {|ϕx〉 : x ∈ X}.
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Applications So what is amplitude amplification good for? Clearly, it gen-
eralizes quantum search. Furthermore, we can amplify the success probability
of an arbitrary quantum algorithm if the following conditions are met:

1. the initial state of the algorithm is a pure state |ψ0〉 and we have a
transformation Sψ0 = 1− 2|ψ0〉〈ψ0|;

2. the algorithm only uses unitary gates and in particular does not make
any measurements;

3. there is a projective measurement {Psuccess,1−Psuccess} that determines
for an output whether the run was successful or not, and we have the
corresponding unitary transform SF = 1− 2Psuccess.

By Condition 2, the algorithm corresponds to an overall unitary operator A.
On initial state |ψ0〉, the success probability is psuccess := ‖PsuccessA|ψ0〉‖2
according to Condition 3. We fit this into the amplitude-amplification frame-
work by letting the set of good states F = {|ϕx〉 : x ∈ X} be a basis of the
range of Psuccess. Then Psuccess =

∑
x∈X |ϕx〉〈ϕx|, SF = 1−2

∑
x∈X |ϕx〉〈ϕx|,

and a = ‖PsuccessA|ψ0〉‖ =
√
psuccess. Hence, applying amplitude amplifica-

tion we can boost a small psuccess to constant in O(1/
√
psuccess) iterations,

whereas classically, boosting the success probability of algorithms that indi-
cate whether they were successful takes

1− (1− psuccess)r ≥ c ⇒ r = Ω
(

1
p

)
repetitions.

For a concrete example, consider the following instance of the claw-finding
problem, derived as a special case from [32]: given two functions f and g
with domain [N ] = {1, . . . , N}, find x and y ∈ [N ] with f(x) = g(y). Our
quantum algorithm A selects uniformly at random a set I ⊆ [N ] of size
|I| =

√
N . It queries f on all x ∈ I and uses this to construct an oracle

h : [N ] → {0, 1} for quantum search on g by defining for h(y) = 1 ⇔ ∃x ∈
I : f(x) = g(y). Evaluating h takes one query to g and no query to f . A
then performs quantum search for h(y) = 1. This takes |I| =

√
N queries

to f and O(
√
N) queries to h and thus to g. A finds a claw f(x) = f(y) if

it chose I such that x ∈ I and if the quantum search was successful. This
happens with probability (|I|/N) · const = Ω(1/

√
N). Now we use amplitude

amplification on A to boost the success probability to constant in O(N1/4)
iterations, performing in total O(N1/4+1/2) = O(N3/4) queries. Since this is
a special case of quantum search, classically Ω(N) queries are necessary in the
worst case. The best known quantum upper bound to date is O(N2/3) [9].
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2.2 Convolution Products

Can a quantum computer speed up multiplication or applications relying on
multiplication? This question, the efficient quantum Fourier transform [46,
108, 50, 44], and the utility of convolution products, e.g., for pattern match-
ing, were our motivations for examining computing convolution products on
a quantum computer.

Convolution and the discrete Fourier transform For two vectors a =(
a0 · · · aN−1

)
and b =

(
b0 · · · bN−1

)
, the convolution product is

a ∗ b =
(
c0 · · · cN−1

)
with

cj =
∑

k,k′:k+k′=j

akbk′ . (2.7)

Evidently, c is just the vector of coefficients of the polynomial(
N−1∑
k=0

akx
k

)(
N−1∑
k′=0

bk′x
k′

)
.

Computing c directly via Equation (2.7) requires Ω(N2) arithmetic oper-
ations. This can be reduced to O(N logN) operations using the discrete
Fourier transform and its inverse. Let ω denote the Nth root of unity
ω = e2π i /N . The discrete Fourier transform is the mapping

DFT : a 7→ â :=
(
â0 · · · âN−1

)
with â` =

1√
N

N−1∑
k=0

akω
k` (2.8)

and its inverse is

DFT−1 : â 7→ a :=
(
a0 · · · aN−1

)
with a` =

1√
N

N−1∑
k=0

âkω
−k` . (2.9)

First, we compute â and b̂. Then we compute the product of â and b̂
component by component, i.e.,

ĉ =
(
â0b̂0 · · · âN−1b̂N−1

)
and use the inverse Fourier transform to obtain c with

c` =
1√
N

N−1∑
k=0

âk b̂kω
−k`
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=
1

N3/2

N−1∑
k′,k′′=0

ak′bk′′
N−1∑
k=0

ωk(k
′+k′′−`)

=
1√
N

∑
(k′,k′′)∈Σ(`)

ak′bk′′ ,

with Σ(`) = Σ2(`) and Σt(`) := {(i1, . . . , it) : 0 ≤ ij < N for all j and
∑
ij ≡

` mod N}; we drop the subscript from Σt(`) whenever t is evident from the
context.

Hence, if ak = bk = 0 for k > N/2, then
√
Nc = a ∗ b. The fast

Fourier transform algorithm [45] computes the discrete Fourier transform or
its inverse in O(N logN) steps, therefore we can compute the convolution
product with O(N logN) steps as well.

Quantum Fourier transform In the setting of quantum circuits, the vec-
tors a, b, c, etc. from the preceding paragraphs map in a natural way to
quantum states, e.g.,

|ψa〉 :=
N−1∑
k=0

ak|k〉 .

Moreover, as defined in Equation (2.8) the discrete Fourier transform is a
unitary transformation. The corresponding quantum operation

QFT : |j〉 7→ 1√
N

N−1∑
k=0

ωkj |k〉

is called the quantum Fourier transform. That it can be approximated effi-
ciently with O(logN log logN) operations [46, 108, 50] is the foundation of
many quantum algorithms.

Keeping this in mind, it is straightforward to compute convolution prod-
ucts on a quantum computer by transforming the input state

|ψinput〉 :=

(
N−1∑
k=0

ak|k〉

)
⊗

(
N−1∑
k′=0

bk′ |k′〉

)

into

|ψoutput〉 :=

N−1∑
j=0

 ∑
(k,k′)∈Σ(j)

akbk′

 |j〉
⊗ |rest〉 ,

where N = 2n and |k〉, |k′〉, |j〉, and |rest〉 are n-bit quantum registers. These
vectors are not necessarily normalized; note, however, that we need to require
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that a 6= 0 and b 6= 0. A straightforward approach is to perform a QFT gate
on the first N qubits and the last N qubits, leading to state

|ψ1〉 =

(
N−1∑
`=0

â`|`〉

)
⊗

(
N−1∑
`′=0

b̂`′ |`′〉

)
=

N−1∑
`,`′=0

â`b̂`′ |`〉|`′〉 .

We then permute the basis states to map |`〉|`〉 to |`〉|0〉 for each `; call this
state |ψ2〉. Now we measure the second register. If the outcome is not |0〉,
then the algorithm fails, otherwise the system is projected to

|ψ3〉 =
N−1∑
`=0

â`b̂`|`〉|0〉 =
1
N

N−1∑
`=0

 N−1∑
k,k′=0

akbk′ω
(k+k′)`

 |`〉|0〉
and we apply the inverse QFT−1 on the first register. Hence, we obtain

1√
N

N−1∑
j=0

(
N−1∑
`=0

â`b̂`ω
−`j

)
|j〉|0〉 =

1√
N

N−1∑
j=0

∑
(k,k′)∈Σ(j)

akbk′ |j〉|0〉 ,

which is the desired output state |ψoutput〉.

Amplification Unfortunately, the success probability of this algorithm is
not constant and, moreover, is dependent on the inputs a and b. Therefore
we resort to amplitude amplification. The price to pay will be the need to
repeatedly execute the steps we outlined before and the input |ψinput〉 must
be given by means of an operator V preparing |ψinput〉 from the initial state
of amplitude amplification |0〉, i.e., V |0〉 = |ψinput〉.

To define the algorithm A formally, let R be the permutation that maps
|`0 . . . `n−1`

′
0 . . . `

′
n−1〉 to |`0`′0 . . . `n−1`

′
n−1〉. Since R−1CNOT⊗nRmaps |`〉|`〉

to |`〉|0〉, we can express the operations up to the measurement by

A := R−1 CNOT⊗n R (QFT⊗QFT) V .

Thus A|0〉 = |ψ2〉. We would like to amplify the basis states F := {|`〉|0〉 :
0 ≤ ` < N}. Let a := ‖|ψ3〉‖/‖|ψ2〉‖, i.e., a2 is the success probability when
A is applied exactly once. This is the initial success probability that we
boost by amplitude amplification using Θ(1/a) applications of A. We derive
a lower bound on a2 under the additional assumption that all ak and bk are
nonnegative:

a2 =
1

‖|ψ2〉‖2
‖|ψ3〉‖2 =

1
‖|ψinput〉‖2

‖|ψ3〉‖2 =
1

‖a‖2‖b‖2
N−1∑
`=0

|â`b̂`|2
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=
1

‖a‖2‖b‖2N2

N−1∑
`=0

∣∣∣∣∣∣
N−1∑
k,k′=0

akbk′ω
(k+k′)`

∣∣∣∣∣∣
2

=
1

‖a‖2‖b‖2N2

N−1∑
`=0

N−1∑
k,k′,k′′,k′′′=0

akbk′ak′′bk′′′ω
(k+k′−k′′−k′′′)`

=
1

‖a‖2‖b‖2N2

∑
(k,k′,N−k′′,N−k′′′)∈Σ(0)

akbk′ak′′bk′′′N

≥ 1
‖a‖2‖b‖2N

N−1∑
k,k′=0

|ak|2|bk′ |2 =
1
N

The inequality holds because we impose the restriction of summing only over
those (k, k′, N−k′′, N−k′′′) ∈ Σ(0) where k = k′′ and k′ = k′′′. It follows that
O(
√
N) repetitions of the amplitude-amplification procedure are sufficient in

all cases.
How expensive is one iteration? The iteration operator is

Q = −AS0A
−1SF ,

where A is as defined above, S0 is the phase rotation by −1 conditional on
the input being |0〉, i.e., S0 = 1− 2|0〉〈0|, and

SF = 1− 2
N−1∑
`=0

|`〉〈`| ⊗ |0〉〈0|

rotates the phase of basis vectors |`〉|0〉 by −1 and leaves all other basis vec-
tors invariant. Preskill [99] shows that S0 can be implemented with O(logN)
gates; similarly, SF can be realized using O(logN) gates and three auxil-
iary qubits. QFT takes O(logN log logN) operations [50] and R can be
implemented by O(logN) swaps of adjacent qubits, which in turn can be
constructed from three CNOT gates. If v is the number of gates needed for
implementing V , we get a bound of O(v+(logN)2). Thus, if we measure the
observable

∑N−1
`=0 |`〉〈`| ⊗ |0〉〈0| after

O
(√

N
(
v + (logN)2

))
operations, we have constant success probability for projecting the system
into state |ψ3〉. Since we only have a lower bound on the success probability,
it will in general be necessary to apply the techniques of quantum search with
unknown number of solutions. Finally, we can convert |ψ3〉 by an inverse QFT
on the first register with O(logN log logN) operations into |ψoutput〉.
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An application Suppose we want to implement the preparation V using
an oracle for the amplitudes

(
a0 · · · aN−1

)
and

(
b0 · · · bN−1

)
by using

the technique from [72]. We assume that N = 2n, that the components
of a and b are nonnegative multiples of 2−m for some m ∈ N, and that∑

0≤k<N a
2
k =

∑
0≤k<N b

2
k = 1. Using oracles for them bits of precision of the

components, we can implement transformations for putting the components
in the amplitudes,

Ua : |k〉|b〉 7→ ak|k〉|b〉+(−1)b
√

1− |ak|2|k〉|b⊕ 1〉

Ub : |k〉|b〉 7→ bk |k〉|b〉+(−1)b
√

1− |bk|2|k〉|b⊕ 1〉

and their inverses

U−1
a : |k〉|b〉 7→ āk|k〉|b〉−(−1)b

√
1− |ak|2|k〉|b⊕ 1〉

U−1
b : |k〉|b〉 7→ b̄k |k〉|b〉−(−1)b

√
1− |bk|2|k〉|b⊕ 1〉

where 0 ≤ k < N and b ∈ {0, 1}. These operators are weak in the sense that,
e.g., for most a, the ak are going to be small and therefore the states Ua|k〉|b〉
close to |k〉|b〉; however, this construction has the advantage of uniformly
operating on the table of amplitudes without preprocessing.

Amplitude amplification on UaH
⊗n lets us map |0n+1〉 exactly to∑
ak|k〉|0〉

in Θ(
√
N) iterations; from this we get the input preparation operator V .

Applying the result of the previous paragraph we can thus produce

N−1∑
j=0

∑
(k,k′)∈Σ(j)

akbk′ |j〉 (2.10)

with high probability using O(
√
N(m

√
N+(logN)2))=O(mN) oracle queries

and operations.
An efficient method to produce the state (2.10) may be of interest, e.g.,

for approximate pattern matching. However, our result is disappointing in
this respect; the present algorithm requires reading a constant fraction of
the input. Moreover, a very similar classical problem has an efficient solu-
tion: reading the entire input allows us to sample efficiently from the dis-
tribution Pr[j] =

∑
(k,k′)∈Σ(j) a

2
kb

2
k′ simply by choosing k with probability

a2
k and k′ with probability b2k′ and outputting k + k′. One way to improve

the quantum complexity would be to realize the reflection about the input
state, 1 − 2|ψinput〉〈ψinput| directly using Ua and Ub instead of relying on
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1− 2|ψinput〉〈ψinput| = V (1− 2|0〉〈0|)V ∗. This operation requires Θ(
√
N) in-

vocations of Ua and Ub, since obtaining V from Ua and Ub is a generalization
of quantum search, which has a lower bound of Ω(

√
N) queries [20, 71, 15].

Similarly, implementing V using the reflection operator 1 − 2|ψinput〉〈ψinput|
requires in general Ω(

√
N) iterations of amplitude amplification, hence, one

might hope that implementing the “weak” reflection operator by means of
the “weak” amplitude queries Ua and Ub should be efficiently feasible, but
alas we did not to find a way to achieve this.

2.3 Search in the Density-Matrix Formalism

In the real world, a quantum computer will be subject to noise and imperfec-
tions. For instance, it is hard to implement quantum gates exactly and the
approximation error will accumulate over the course of a computation. An
altogether different error source arises from the difficulty of isolating a quan-
tum mechanical system from its environment; unintended interaction with
the environment is called decoherence and manifests itself in uncontrolled
measurements that “collapse” the current quantum state. These problems
have attracted much attention and were in part solved by quantum error
correction: by computing on encoded states, interleaving the computation
with error-correction stages, and recursively applying these techniques, fault-
tolerant quantum computing was shown to be possible whenever the errors
are sufficiently local and uncorrelated, there is a supply of “fresh” qubits or
sufficient parallelism, and the individual error probability is below a model-
specific threshold [106, 112, 107, 2, 78].

However, the generic transformations for making a quantum circuit fault-
tolerant are quite expensive and may be prohibitive for simple quantum com-
puters. Therefore it is of interest to study the behavior of fundamental quan-
tum algorithms when subjected to typical errors—with or without minimal
fault detection and correction. In this section, we generalize the elegant anal-
ysis of Grover’s algorithm as a rotation in a two-dimensional vector space
spanned by two pure quantum states: now the current state of the algorithm
is a mixed state, and to accommodate the decoherence operator, we have to
analyze the algorithm as a linear transformation in a four -dimensional space
spanned by four density matrices.

Evolution in density matrices Consider Grover’s algorithm for database
search [69] with one target state. Let N = 2n be the size of the database, |t〉 ∈
HN the target state, Sk = 1− 2|k〉〈k| the reflection conditional on k, and W
the N -dimensional Hadamard transform. As before, one iteration WS0WSt
of the algorithm can be seen as a unitary mapping in the two-dimensional
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subspace spanned by |t〉 and |t⊥〉 :=
∑
k 6=t |k〉 =

√
N(1− |t〉〈t|)W |0〉:

WS0WSt(α|t〉+ β|t⊥〉) =
(
|t〉 |t⊥〉

) 1
N

(
N − 2 2(N − 1)
−2 N − 2

)(
α
β

)
In order to investigate the effects of decoherence on the algorithm, we express
this evolution in the language of density matrices. For α, β ∈ R, we write the
undisturbed iteration

WS0WSt
(
α|t〉+ β|t⊥〉

) (
ᾱ〈t|+ β̄〈t⊥|

)
S∗tW

∗S∗0W
∗

= WS0WSt
(
α2|t〉〈t|+ β2|t⊥〉〈t⊥|+ αβ

(
|t⊥〉〈t|+ |t〉〈t⊥|

))
StWS0W

as a linear mapping in the subspace of matrices spanned by

t
↓


0 0

ρt := |t〉〈t| = 1 ← t ,

0 0

t
↓

1· · · 1 0 1· · · 1


...
...

...
...

...
1· · · 1 0 1· · · 1

ρt⊥ := |t⊥〉〈t⊥| =
∑
j,k 6=t |j〉〈k| = 0· · · 0 0 0· · · 0 ← t , and

1· · · 1 0 1· · · 1...
...

...
...

...
1· · · 1 0 1· · · 1

t
↓

1


0
... 0
1

ρ× := |t⊥〉〈t|+ |t〉〈t⊥| = 1· · · 1 0 1· · · 1 ← t .
1

0
... 0
1
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For ρt,

WS0WStρtStWS0W

= (WS0WSt|t〉) (〈t|StWS0W )

=
(
N − 2
N
|t〉 − 2

N
|t⊥〉

)(
N − 2
N
〈t| − 2

N
〈t⊥|

)
=
(
N − 2
N

)2

ρt +
4
N2

ρt⊥ −
2(N − 2)
N2

ρ× .

For ρt⊥ ,

WS0WStρt⊥StWS0W

=
(
WS0WSt|t⊥〉

) (
〈t⊥|WStWS0W

)
=
(

2(N − 1)
N

|t〉+ N − 2
N
|t⊥〉

)(
2(N − 1)

N
〈t|+ N − 2

N
〈t⊥|

)
= 4

(
N − 1
N

)2

ρt +
(
N − 2
N

)2

ρt⊥ + 2
(N − 1)(N − 2)

N2
ρ× .

For ρ×,

WS0WStρ×StWS0W

=
(
WS0WSt|t⊥〉

)
(〈t|WStWS0W ) + (WS0WSt|t〉)

(
〈t⊥|WStWS0W

)
=
(

2(N − 1)
N

|t〉+ N − 2
N
|t⊥〉

)(
N − 2
N
〈t| − 2

N
〈t⊥|

)
+(

N − 2
N
|t〉 − 2

N
|t⊥〉

)(
2(N − 1)

N
〈t|+ N − 2

N
〈t⊥|

)
= 4

(N − 1)(N − 2)
N2

ρt − 4
N − 2
N2

ρt⊥ +
N2 − 8N + 8

N2
ρ× .

Thus, one iteration of database search acts as

a ρt + b ρt⊥ + c ρ× 7→
(
ρt ρt⊥ ρ×

)
R

ab
c


where

R =
1
N2

 (N − 2)2 4(N − 1)2 4(N − 1)(N − 2)
4 (N − 2)2 −4(N − 2)

−2(N − 2) 2(N − 1)(N − 2) N2 − 8N + 8

 .
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The initial state W |0〉 has density matrix

W |0〉〈0|W =
1
N

(ρt + ρt⊥ + ρ×)

and is represented by the 3-vector

1
N

1
1
1

 .

Decoherence processes We considered two decoherence processes that
are motivated by NMR [39]:

D1 : ρ 7→ (1− λ1)ρ+ λ1

∑
k

|k〉〈k|ρ|k〉〈k|

corresponds to performing a measurement in the basis {|k〉} with probability
λ1. Note that D1 pushes the system towards a “preferred” basis, which
we assume to coincide with the computational basis. On the other hand, a
usually weaker but more devastating decoherence effect is

D2 : ρ 7→ (1− λ2)ρ+ λ2
1
N
1 ,

which models relaxation to the totally mixed state 1/N with probability λ2.
Since the action of D2 commutes with every other linear transformation, we
restrict our attention toD1. We compute howD1 acts on the four-dimensional
subspace spanned by ρt, ρt⊥ , ρ×, and 1:

D1ρt = ρt

D1ρt⊥ = (1− λ1)ρt⊥ + λ11− λ1ρt

D1ρ× = (1− λ1)ρ×
D11 = 1 .

Thus D1 acts as

a ρt + b ρt⊥ + c ρ× + d1 7→
(
ρt ρt⊥ ρ× 1

)
D1


a
b
c
d


with

D1 =


1 −λ1 0 0
0 1− λ1 0 0
0 0 1− λ1 0
0 λ1 0 1

 .
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We investigate the behavior of search when the state of the system is disturbed
by D1 before each rotation. One iteration then corresponds to the linear
mapping

a ρt + b ρt⊥ + c ρ× + d1 7→
(
ρt ρt⊥ ρ× 1

)
R1D1


a
b
c
d


with

R1 =
(
R 0
0 1

)
.

The initial state is represented by the 4-vector

s =
1
N


1
1
1
0

 .

The probability of successfully measuring |t〉 after ` iterations is

pN,λ1,` = 〈t|(WS0WStD1)`W |0〉〈0|W (D∗
1StWS0W )`|t〉

=
(
1 0 0 1

)
(R1D1)`s.

Numerical simulations Figure 2.3 gives an example of the undisturbed
evolution in the four-dimensional subspace; Figure 2.4 shows the same evo-
lution when subjected to decoherence via D1. Figure 2.5 indicates that for
constant success probability, smaller and smaller λ1 can be tolerated with
growing N and it suggests that constant success probability can be achieved
with λ1 = ω(1/

√
N)—this would mean that the decoherence process D1 is

somewhat less destructive to quantum search than D2, which in each iteration
replaces the state of the computation with the completely mixed state with
probability λ2 and which clearly can tolerate error probability λ2 = O(1/

√
N)

only. The susceptibility of quantum search to other kinds of errors has been
studied before both numerically and analytically [85, 95, 105].
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Figure 2.3: Example of undisturbed database search (N = 128)
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Figure 2.4: Example of database search disturbed by D1 before each iteration
(N = 128, λ1 = 0.1)
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Figure 2.5: For the case of database search disturbed by D1 before each iter-
ation, plot of success probability after (π/4)

√
N iterations against database

size for several λ1.
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2.4 Energy Levels of a Hamiltonian

In this section we study an application of quantum search to physics. Recall
from Subsection 1.2.2 that a time-independent Hamiltonian is a self-adjoint
operator H that describes the evolution of a quantum system via |ψt〉 =
eiHt|ψ0〉. The eigenvalues of H are real and describe the “energy levels” of
the system; the energy is a preserved quantity for every state. If an eigenspace
of H has dimension greater than 1, we call it degenerate; the dimension of
the eigenspace we call the degeneracy degree of the given energy level.

We study the following problem: suppose in an N -dimensional Hilbert
space H we are given a Hamiltonian H with three energy levels, 0, E, and E+
d. By k and ` we denote the degeneracy degree of E and E + d, respectively;
we assume that they are much less than N , i.e., k + ` = o(N). The goal is
to sample states from level E (or from level E + d) and to determine which
degree is larger as efficiently as possible for large N , E = π fixed, and d fixed
or a decreasing function of N . In unit time, an eigenstate of the Hamiltonian
is unchanged at energy 0, acquires a phase of −1 at energy E = π, and a
phase of −ei d at energy E = π+d. Taking this evolution as a query operator,
sampling amounts to quantum search with a phase error. Thus we extend
quantum search beyond perfect phase flips; our case study is of different scope
to the robustness construction of Høyer, Mosca, and de Wolf [75] since here
our goal is to distinguish between the different phases.

sampling comparing

Method 1 d = O
(√

k
N

)
d = O

(
|k−`|√
(k+`)N

)
time O

(
1
d

√
N
k

)
time O

(√
(k+`)N

|k−`|

)
Method 2 d = Ω

(√
k+`
N

)
d = Ω

(√
k+`
N

)
time O

(√
N
k

)
time ≈ O

(√
N

min(k,`)

)

Table 2.2: Summary of results for Hamiltonian energy levels; the conditions
on d indicate in what regime the corresponding time bounds hold.

We derive quantum algorithms for this problem based on Grover’s search
technique. Our results are summarized in Table 2.2; we used different ap-
proaches depending on whether d is small or large; for ` = o(k), the full
range of possible d is covered.
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We use the following notation. Let U := e− iH be the evolution operator
of the system in unit time and let U ′ := e− iHπ/(π+d) be the evolution in time
π/(π+d). Let {|m〉 : 0 ≤ m < N} be an orthonormal basis of the eigenstates
of H, U , and U ′. Let Mϑ be the indices of the eigenstates with energy ϑ.
Thus U multiplies |m〉 by eiπ = −1 if m ∈Mπ, by ei(π+d) if m ∈Mπ+d, and
leaves it unchanged if m ∈ M0. With d′ = −d + d2/(π + d) = −d + O(d2),
U ′ phase-shifts |m〉 by ei(π+d′) if m ∈Mπ, by −1 if m ∈Mπ+d, and leaves it
unchanged otherwise.

2.4.1 Sampling from the energy levels

Sampling using Grover’s search technique Building on Grover’s search
technique, we discuss in this subsection how to approximately generate a
uniform superposition of the states |m〉 with m ∈ Mπ if k and ` are known.
Uniformly sampling an |m〉 with m ∈ Mπ then amounts to measuring this
superposition in the basis {|m〉 : 0 ≤ m < N}.

Grover’s search algorithm consists of a number of repeated applications
of the operator G = T0St to the start state W |0〉. Here W := H⊗n denotes
again the Hadamard transformation applied to all logN qubits; St denotes
the conditional phase-shift operator that acts on the computational basis by
multiplying the phase of certain “marked” basis states by −1 and leaving the
remaining basis states unchanged; T0 is again the reflection about the average
in the computational basis. In Section 2.1 we saw that with O(

√
N) applica-

tions of G to W |0〉 it is possible to approximate the uniform superposition of
the marked basis states.

In our setting, we do not have an operator St; U acts like St on the Mπ

and M0 states but deviates on the Mπ+d states. We present ways to recover
the properties of Grover’s search algorithm when St is replaced by U . Note
that using U ′ in place of U will yield essentially the same results with the
role of Mπ and Mπ+d interchanged.

Small energy difference First, we quickly discuss the case

d ≤ π

40

√
k

N
.

For q ∈ N, the operator U2q+1 phase-shifts the Mπ-states by −1, the Mπ+d

states by ei(π+(2q+1)d), and leaves the remaining states unchanged. So we can
select a q that minimizes the impact of the Mπ+d states: with q the integer
closest to (π/d−1)/2, the Mπ+d states get phase-shifted by ei d0 with |d0| ≤ d.
Hence in the operator norm, ‖ U2q+1 − St ‖≤ d. Applying Grover search for
(π/4)

√
N/k steps with U2q+1 in place of St thus causes a total deviation
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from the ideal evolution of quantum search of O(d
√
N/k) < 1/3 with high

probability.
We now turn our attention to the case d = Ω(

√
(k + `)/N), for which

a much more efficient algorithm can be derived by showing that the Mπ+d-
states do not cause any noticeable disturbance.

Evolution in a three-dimensional subspace In Section 2.1 we derived
that the evolution of the system under subsequent applications of G is con-
fined to the two-dimensional subspace spanned by the uniform superposition
of marked and unmarked states. In our setting, G = T0U ; we derive the
evolution of W |0〉 under repeated applications of G as a transformation in a
three-dimensional subspace. Let

|0̄〉 :=
1√

N − k − `

∑
m∈M0

|m〉 ,

|k̄〉 :=
1√
k

∑
m∈Mπ

|m〉 , and

|¯̀〉 :=
1√
`

∑
m∈Mπ+d

|m〉 .

For every M ⊆ {0, . . . , N − 1}, the reflection about the average T0 acts as

T0 :
∑
m∈M

|m〉 7→
(

2|M |
N
− 1
) ∑
m∈M

|m〉+ 2|M |
N

∑
m6∈M

|m〉 ,

hence,

G|¯̀〉 = T0U |¯̀〉 = −ei dT0|¯̀〉

= ei d

((
1− 2`

N

)
|¯̀〉 − 2`

N

(√
N − k − `√

`
|0̄〉+

√
k√
`
|k̄〉

))

= −2ei d
√
`(N − k − `)

N
|0̄〉 − 2ei d

√
k`

N
|k̄〉+ ei d

(
1− 2`

N

)
|¯̀〉 .

Similar calculations give rise to a matrix

R =

 1− 2(k+`)
N −2

√
k(N−k−`)

N −2ei d
√
`(N−k−`)

N

2
√
k(N−k−`)

N 1− 2k
N −2ei d

√
k`
N

2
√
`(N−k−`)

N − 2
√
k`
N ei d

(
1− 2`

N

)

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so that the evolution of the system starting in state

W |0〉 =

√
N − k − `

N
|0̄〉+

√
k

N
|k̄〉+

√
`

N
|¯̀〉

to which G is applied repeatedly can be expressed as a transformation in the
3-dimensional subspace of HN spanned by |0̄〉, |k̄〉, and |¯̀〉:

G(a|0̄〉+ b|k̄〉+ c|¯̀〉) =
(
|0̄〉 |k̄〉 |¯̀〉

)
R

ab
c


Discarding in R terms that are O((k + `)/N) and substituting x := 2

√
k/N ,

y := 2
√
`/N , and v := ei d, we get R = R̃+ O((k + `)/N) with

R̃ =

1 −x −vy
x 1 0
y 0 v

 .

Here R = R̃+ O((k+ `)/N) is shorthand for ‖R− R̃‖ = O((k+ `)/N) in the
operator norm.

Finding the eigenvalues To find the eigenvalues of R̃ we consider its
characteristic polynomial p(λ) = det(R̃− λ1). It has the form

p(λ) = (λ− 1 + ix)(λ− 1− ix)(λ− v) + vy2(λ− 1) . (2.11)

We show that λ̃1 = 1 − ix, λ̃2 = 1 + ix and λ̃3 = v are the zeroes of
p(λ) up to order 1/(dN), i.e., there exist roots λ1, λ2, λ3 of p(λ) such that
λk = λ̃k + O(1/(dN)).

By the definition of the derivative and the inverse-function theorem from
elementary calculus,

p−1(0) = p−1(h)− (p−1)′(h) · h+ o(h)

= p−1(h)− h

p′(p−1(h))
+ o(h) ,

that is, for h = p(λ̃k),

λk = λ̃k −
p(λ̃k)
p′(λ̃k)

+ o(p(λ̃k)) .
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From Eq. (2.11) we have p(λ̃k) = vy2(λ̃k − 1), thus p(λ̃1,2) = O(1/N3/2) and
p(λ̃3) = O(d/N). Moreover,

p′(λ̃1,2) = ±2 i(v − 1)x− 2x2 + vy2 = Ω
(

d√
N

)
and

p′(λ̃3) = 1 + v2 + x2 + v(y2 − 2) = Ω(1) .

Altogether, λ1,2 = λ̃1,2+O(1/(dN)) and λ3 = λ̃3+O(d/N) = λ̃3+O(1/(dN)).

Finding the eigenvectors Let γ := (k+`)/N and denote eigenvectors of R̃
by ā = (a, b, w). We assume that they are of unit length: a2+b2+w2 = 1. The
system of linear equations ā(R̃−λ1) = 0 for finding approximate eigenvectors
up to O(γ) has for λ̃1 the form ixa +xb +yw = O(γ)

−xa + ixb = O(γ)
−vya +(v − 1 + ix)w = O(γ)

It has the solution a = −1+o(1), b = i+o(1), w = o(1). For the second root,
λ̃2, the corresponding equations yield a = 1 + o(1), b = i+o(1), w = o(1).
For the third root, λ̃3, we obtain a = o(1), b = o(1), w = 1 + o(1).

Comparing this with the two-dimensional quantum-search iteration,

G =
1
N

(
N − 2M 2

√
M(N −M)

−2
√
M(N −M) N − 2M

)
=
(

i − i
1 1

)
D

(
− i 1
i 1

)
with

D =

1− 2MN − 2 i
√

M
N

(
1− M

N

)
0

0 1− 2MN + 2 i
√

M
N

(
1− M

N

)
 ,

we see that the eigenvalues are up to O(γ) the same and the eigenvectors
coincide up to terms of o(1). This means that for up to o(1/γ) iterations, the
behavior of our algorithm can be approximated by the behavior of Grover’s
algorithm.

2.4.2 Comparing degeneracy degrees

In this subsection we apply the quantum approximate counting technique by
Brassard, Høyer, and Tapp [28] to our setting:

2.4.1. Lemma (Theorem 5 of [28]). Let F : [N ] → {0, 1} be a Boolean
function, t = |F−1(1)| < N/2, and P ∈ N with 0 < P ≤ N . There is a
quantum algorithm Count(F, P ) whose output t̃ satisfies

|t− t̃| ≤ 2π
P

√
tN +

π2

P 2
N .
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Furthermore, Count(F, P ) makes P quantum queries to F .

As before, we study two cases, namely that d is small enough to construct
a good approximation of St for the Mπ states and that d is so large that it
does not influence

Small energy difference The same construction as for sampling gives
us an approximation U2q+1 of St with ‖ U2q+1 − St ‖≤ d. Hence, with
P = O(1/d) the algorithm Count(F, P ) with U2q+1 in place of St will still
work with constant probability. To compare the degeneracy degrees ` = |Mπ|
and k = |Mπ+d|, we obtain an approximate count ˜̀ and, with U ′ in place of
U , an approximation k̃. Sufficient conditions for the comparison to succeed
with constant probability are

|`− ˜̀| < 1
2
|k − `| and

|k − k̃| < 1
2
|k − `| .

These are satisfied if we choose P so that

2π
P

√
(k + `)N +

π2

P 2
N <

1
2
|k − `| ,

or

P = Θ

(√
(k + `)N
|k − `|

)
.

Large energy difference If d is large enough to allow P iterations of search
with only constant total deviation, then we can just use U and U ′ in place of
St. In the previous subsection we showed that for d = Ω(

√
(k + `)/N) we can

execute as many as o(N/(k + `)) iterations of search with U and U ′. With
Pk = ω(

√
N/k) and P` = ω(

√
N/`), respectively, we obtain approximations

k̃ and ˜̀ with
|k − k̃|+ |`− ˜̀| = o(1)

so that asymptotically we can detect any difference between k and `. This
takes time O(

√
N/min(k, `)r(N)) where r(N) = ω(1) is an unbounded and

arbitrarily slow growing function.

2.4.3 Numerical simulations

To complement our theoretical results, we simulated the sampling algorithms
from Subsection 2.4.1 with one state that is rotated by eiπ and one state that
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is rotated by ei(π+d). Figures 2.6 and 2.7 show the probability of finding the
state rotated by eiπ as a function of the dimension of the state space. In
Figure 2.6, d is chosen independently of N . Observe that for small d and
small N , the success probability is about 1/2. This is because in this regime,
the system evolves as search with two target states that are rotated by eiπ:
the probability that we hit the desired of the two target states is 1/2. With
growingN , the success probability converges to 1, as theoretically predicted—
the state rotated by ei(π+d) causes negligible distortion. The graph suggests
that the “speed” of convergence depends linearly on d: given ε > 0, the
smallest N for which the success probability is greater than 1− ε appears to
be a linear function of d. Figure 2.7 illustrates the case that d is a function of
N . Our analysis that for d = ω(1/

√
N) the success probability will converge

to 1, is mirrored by the curves for a < 1/2 appearing to converge to 1. We
do not have an analytical result for d = Θ(1/

√
N) or a = 1/2, but the graph

suggests that the success probability does not rise above 1/2.
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Figure 2.6: Success probability for finding one of the |k̄〉 states for d constant:
Plot of success probability against dimension N = 2n for n = 2, . . . , 40 and
d = 2−2, 2−6, 2−10, 2−14.
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Figure 2.7: Success probability for finding one of the |k̄〉 states for d a function
of N : Plot of success probability against dimension N = 2n for n = 2, . . . , 40
and d = 2−2−an where a = 0, 1/6, 1/3, and 1/2.





Chapter 3

Property Testing

This chapter is based on joint work with Buhrman, Fortnow, and New-
man [33].

3.1 Introduction

Suppose we have a large data set, for example, a large chunk of the world-
wide web or a genomic sequence. We would like to test whether the data has
a certain property, but we may not have the time to look at the entire data
set or even a large portion of it.

To handle these types of problems, Rubinfeld and Sudan [103] and Goldre-
ich, Goldwasser and Ron [65] have developed the notion of property testing .
Testable properties come in many varieties including graph properties, e.g.,
[65, 7, 57, 58, 5, 66], algebraic properties of functions [23, 103, 51], and regular
languages [8]. Nice surveys of this area can be found in [102] [56].

In this model, the property tester has random access to the n input bits
similar to the black-box oracle model. The tester can query only a small
number of input bits; the set of indices is usually of constant size and chosen
probabilistically. Clearly we cannot determine from this small number of bits
whether the input sits in some language L. However, for many languages we
can distinguish the case that the input is in L from the case that the input
differs from all inputs in L of the same length by some constant fraction of
input bits.

Since there are many examples where quantum computation gives us an
advantage over classical computation [22, 109, 108, 69] one may naturally ask
whether using quantum computation may lead to better property testers. By
using the quantum oracle-query model we can easily extend the definitions of
property testing to the quantum setting.

57



58 Chapter 3. Property testing

Beals, Buhrman, Cleve, Mosca, and de Wolf [15] have shown that for
all total functions we have a polynomial relationship between the number
of queries required by quantum machine and that needed by a deterministic
machine. For greater separations one needs to impose a promise on the input.
The known examples, such as those due to Simon [109] and Bernstein and
Vazirani [22], require considerable structure in the promise. Property testing
amounts to the natural promise of either being in the language or far from each
input in the language. This promise would seem to have too little structure
to give a separation but in fact we can prove that quantum property testing
can greatly improve on classical testing.

We show that every subset of Hadamard codes has a quantum property
tester with O(1) queries and that most subsets would require Θ(log n) queries
to test with a probabilistic tester. This shows that indeed quantum property
testers are more powerful than classical testers. Moreover, we also give an
example of a language where the quantum tester is exponentially more effi-
cient.

Beals, Buhrman, Cleve, Mosca, and de Wolf [15] observed that every k-
query quantum algorithm gives rise to a degree-2k polynomial in the input
bits, which gives the acceptance probability of the algorithm; thus, a quantum
property tester for P gives rise to a polynomial that is on all binary inputs
between 0 and 1, that is at least 2/3 on inputs with the property P and at
most 1/3 on inputs far from having the property P . Szegedy [114] suggested to
algebraically characterize the complexity of classical testing by the minimum
degree of such polynomials; however, our separation results imply that there
are for example properties, for which such polynomials have constant degree,
but for which the best classical tester needs Ω(log n) queries. Hence, the
minimum degree is only a lower bound, which sometimes is not tight.

A priori it is conceivable that every language has a quantum property
tester with a small number of queries. We show that this is not the case.
We prove that for most properties of a certain size, every quantum algorithm
requires Ω(n) queries. We then show that a natural explicit property, namely,
the range of a d-wise independent pseudorandom generator cannot be quan-
tumly tested with less than (d+ 1)/2 queries for every odd d ≤ n/ log n− 1.

3.2 Preliminaries

We will use the following formal definition of property testing from Goldre-
ich [64]:

3.2.1. Definition. Let S be a finite set, and P a set of functions mapping
S to {0, 1}. A property tester for P is a probabilistic oracle machine M ,
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which given a distance parameter ε > 0 and oracle access to a function
f : S → {0, 1}, satisfies the following conditions:

1. the tester accepts f if it is in P : if f ∈ P then Pr(Mf (ε) = 1) ≥ 2/3

2. the tester rejects f if it is far from P : if |{x ∈ S : f(x) 6= g(x)}| > ε · |S|,
for every g ∈ P , then Pr(Mf (ε) = 1) ≤ 1/3.

Here Mf denotes that the machine M is provided with the oracle for f .

3.2.2. Definition. The complexity of the tester is the number of oracle
queries it makes: A property P has an (ε, q)-tester if there is a tester for P
that makes at most q oracle queries for distance parameter ε.

We often consider a language L ⊆ {0, 1}∗ as the family of properties {Pn} with
Pn the characteristic functions of the length-n strings from L, and analyze
the query complexity q = q(ε, n) asymptotically for large n. We say L is
ε-testable with q(n) queries, if for each n, Pn has a (ε, q(n)) tester.

To define quantum property testing we simply modify Definition 3.2.1 by
allowing M to be a quantum oracle machine.

3.3 Separating Quantum and Classical Prop-
erty Testing

We show that there exist languages with (ε,O(1)) quantum property testers
that do not have (ε,O(1)) classical testers.

3.3.1. Theorem. There is a language L that is ε-testable by a quantum test
with O(1/ε) number of queries but for which every probabilistic 1/3-test re-
quires Ω(log n) queries.

We use Hadamard codes to provide examples for Theorem 3.3.1:

3.3.2. Definition. The Hadamard code of y ∈ {0, 1}logn is x = h(y) ∈
{0, 1}n such that xi = y · i where y · i denotes the inner product of two vectors
y, i ∈ Flogn

2 .

Note: the Hadamard mapping h : {0, 1}logn → {0, 1}n is one-to-one. Bern-
stein and Vazirani [22] showed that a quantum computer can extract y with
one query to an oracle for the bits of x, whereas a classical probabilistic proce-
dure needs Ω(log n) queries. Based on this separation for a decision problem
we construct for A ⊆ {0, 1}logn the property PA ⊆ {0, 1}n,

PA := {x : ∃y ∈ A s.t. x = h(y)}.

Theorem 3.3.1 follows from the following two lemmas.
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3.3.3. Lemma. For every A, PA has an (ε,O(1/ε)) quantum tester. Further-
more, the test has one-sided error.

3.3.4. Lemma. For most A of size |A| = n/2, PA requires Ω(log n) queries
for a probabilistic 1/3-test, even for testers with two-sided error.

Before we prove Lemma 3.3.3 we note that for every A, PA can be tested by
a one-sided algorithm with O(1/ε+log n) queries even nonadaptively; hence,
the result of Lemma 3.3.4 is tight. An ε-test with O((log n)/ε) queries follows
from Theorem 3.3.5 below. The slightly more efficient test is the following:
First we query x2i , i = 1, . . . , log n. Note that if x = h(y) then yi = x2i for
i = 1, . . . , log n. Thus a candidate y for x = h(y) is found. If y /∈ A then x is
rejected. Then k := O(1/ε) times the following check is performed: a random
index i ∈ {1, . . . , n} is chosen independently at random and if xi 6= y · i, then
x is rejected. Otherwise, x is accepted. Clearly if x is rejected then x /∈ PA.
It is easily verified that if x has Hamming distance more than εn from every
z in PA then with constant probability x is rejected.

Proof of Lemma 3.3.3. PA can be checked with O(1/ε) queries on a quan-
tum computer: The test is similar to the test above except that y can be
found in O(1) queries: k times query for random i, j values xi, xj , and xi⊕j .
If xi ⊕ xj 6= xi⊕j reject. k = O(1/ε) is sufficient to detect an input x that
is εn-far from being a Hadamard codeword with high probability. Now run
the Bernstein-Vazirani algorithm to obtain y. Accept if and only if y ∈ A.
Obviously, if x ∈ PA, the given procedure accepts, and if x is far from each
x′ ∈ PA, then it is either far from being a Hadamard codeword or it is close
to a Hadamard codeword h(y′) for a y′ 6∈ A; note that in this case x is far
from every h(y), y ∈ A as two distinct Hadamard codewords are of Hamming
distance n/2. Thus, in this case the second part of the tester succeeds with
high probability in finding y′ and rejects because y′ 6∈ A. We note also that
this algorithm has one-sided error. 2

Proof of Lemma 3.3.4. The lower bound makes use of the Yao principle
[118]: let D be an arbitrary probability distribution on positive and nega-
tive inputs, i.e., on inputs that either belong to PA or are εn-far from PA.
Then if every deterministic algorithm that makes at most q queries, errs with
probability at least 1/8 with respect to input chosen according to D, then q
is a lower bound on the number of queries of any randomized algorithm for
testing PA with error probability bounded by 1/8.

D will be the uniform distribution over Hadamard codewords of length
n, namely, generated by choosing y ∈ {0, 1}logn uniformly at random and
setting x = h(y). Note that for any A ⊂ {0, 1}logn, D is concentrated on
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positive and negative inputs as required, as two Hadamard codewords are of
Hamming distance n/2 apart.

The lower bound will be established by a counting argument. We show
that for a fixed tester that makes q ≤ (log n)/2 queries, the probability over
random choices of A that the algorithm errs on at most 1/8 of the inputs is
bounded from above by 1/(10T ) where T is the number of such algorithms. By
the union bound it follows that for most properties there is no such algorithm.

Indeed, let A ⊆ {0, 1}logn be chosen by picking independently each i ∈
{0, 1}logn to be in A with probability 1/2; this will not necessarily result in a
set A of size n/2 but we can condition on the event that |A| = n/2 and will not
lose much. Let T be any fixed deterministic decision tree performing at most
q queries in every branch. Then let c(T ) := {y|T (h(y)) = accept} and let
µ(T ) := |c(T )|/n, i.e., µ(T ) is the fraction of inputs that T accepts. Assume
first that µ(T ) ≤ 1/2. Since for a random y we have Pry[T (h(y)) = accept] =
µ(T ) ≤ 1/2, it follows by a Chernoff-type bound that PrA[|A ∩ c(T )| ≥
(3/4)|A|] ≤ 2−n/8. However, if |A∩c(T )| < (3/4)|A| then T will be wrong on
at least 1/4 of the positive inputs which is at least n/8 of all inputs. Hence,
with probability at most 2−n/8, T will be correct on at least 7/8 of the inputs.
If µ(T ) > 1/2 the same reasoning shows that with probability of at most
1− 2−n/8 it will err on at least a 1/4-fraction of the negative inputs. Hence,
in total, for every fixed T , PrA[T is correct on at least 7/8 of the inputs] ≤
2−n/8.

Now, let us bound from above the number of algorithms that make at
most q queries. As an algorithm may be adaptive, it can be defined by
2q − 1 query positions for all queries on all branches and a Boolean function
f : {0, 1}q → {accept, reject} of the decision made by the algorithm for the
possible answers. Hence, there are at most T ≤ (2n)2

q

such algorithms.
However, for q < (log n)/2, we have T · 2−n/8 = o(1), which shows that for
most A as above, every ε-test that queries at most (log n)/2 many queries
has error probability of at least 1/8. Standard amplification techniques then
imply that for some constant c every algorithm that performs c log n many
queries has error at least 1/3. 2

3.3.5. Theorem. Let P ⊆ {0, 1}n be a property with |P | = s > 0. For any
ε > 0, P can be ε-tested by a one-sided classical algorithm using O((log s)/ε)
many queries.

Proof. Denote the input by y ∈ {0, 1}n. Consider the following algorithm:
query the input y in k := ln(3s2)/ε random places; accept if there is at
least one x ∈ P consistent with the bits from the input and reject otherwise.
Clearly, if y ∈ P , this algorithm works correctly.

If y is ε-far from each x ∈ P , then for every specific x ∈ P , Pr[xi = yi] ≤
1 − ε when choosing an i ∈ [n] uniformly at random. With k indices chosen
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independently and uniformly at random, the probability for no disagreement
with x becomes (1 − ε)k ≤ 1/(3s2). Therefore, the probability that there is
no disagreement for at least one of the s members of P is at most 1/(3s), so
with probability 2/3 for a y that is far from P , we will rule out every x ∈ P
as being consistent with y. 2

3.4 An Exponential Separation

In this section, we show that a quantum computer can be exponentially more
efficient in testing certain properties than a classical computer.

3.4.1. Theorem. There exists a language L that for every ε = Ω(1) is (ε,
log n log log n) quantumly testable but every probabilistic 1/8-test for L re-
quires nΩ(1) queries.

The language that we provide is inspired by Simon’s problem [109] and our
quantum testing algorithm makes use of Brassard and Høyer’s algorithm
for Simon’s problem [26]. Simon’s problem is to find s ∈ {0, 1}n \ {0n}
from a function-query oracle for some f : {0, 1}n → {0, 1}n, such that
f(x) = f(y) ⇔ x = y ⊕ s. Simon proved that classically, Ω(2n/2) queries
are required on average to find s, and gave a quantum algorithm for deter-
mining s with an expected number of queries that is polynomial in n; Brassard
and Høyer improved the algorithm to worst-case polynomial time. Their al-
gorithm produces in each run a z with z · s = 0 that is linearly independent
to all previously computed such zs. Essentially, our quantum tester uses
this subroutine to try to extract information about s until it fails repeatedly.
Høyer [74] and also Friedl et al. [61] analyzed this approach in group-theoretic
terms, obtaining an alternative proof to Theorem 3.4.3.

In the following, let N = 2n denote the length of the binary string encod-
ing a function f : {0, 1}n → {0, 1}. For x ∈ {0, 1}n let x[j] be the jth bit of
x, i.e., x = x[1] . . . x[n]. We define

L := {f ∈ {0, 1}N : ∃s ∈ {0, 1}n \ {0n} ∀x ∈ {0, 1}n f(x) = f(x⊕ s)}

Theorem 3.4.1 follows from the following two theorems.

3.4.2. Theorem. Every classical 1/8-tester for L must make Ω(
√
N) queries,

even when allowing two-sided error.

3.4.3. Theorem. There is a quantum property tester for L making O(logN
log logN) queries. Moreover, this quantum property tester makes all its
queries nonadaptively.
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Proof of Theorem 3.4.2. We again apply the Yao principle [118] as in
the proof of Lemma 3.3.4: we construct two distributions, P and U , on
positive and at least N/8-far negative inputs, respectively, such that every
deterministic adaptive decision tree T with few queries has error 1/2 − o(1)
when trying to distinguish whether an input is chosen from U or P . Indeed,
we will show a stronger statement: Let T be any deterministic decision tree.
Let v be a vertex of T . Let PrP (v) and PrU (v) be the probability that an
input chosen according to P and U , respectively, is consistent with v. We will
show that for every vertex v of T we have |PrP (v)− PrU (v)| = o(1); hence,
T has error 1/2−o(1) if with probability 1/2 we choose v according to P and
with probability 1/2 from U .

The distribution P is defined as follows: We first choose s ∈ {0, 1}n at
random. This defines a matching Ms of {0, 1}n by matching x with x ⊕ s.
Now a function fs is defined by choosing for each matched pair independently
fs(x) = fs(x ⊕ s) = 1 with probability 1/2 and fs(x) = fs(x ⊕ s) = 0 with
probability 1/2. Clearly, this defines a distribution that is concentrated on
positive inputs. Note that it might be that by choosing different s’s we end
up choosing the same function, however, these functions will be considered
different events in the probability space. Namely, the atomic events in P
really are the pairs (s, fs) as described above.

Now let U be the uniform distribution over all functions, namely, we select
the function by choosing for each x independently f(x) = 1 with probability
1/2 and 0 with probability 1/2. Since every function has a nonzero prob-
ability, U is not supported exclusively on the negative instances. However,
as we proceed to show, a function chosen according to U is N/8-far from
having the property with very high probability, and hence U will be a good
approximation to the desired distribution:

3.4.4. Definition. For f : {0, 1}n → {0, 1} and s ∈ {0, 1}n we define ns :=
|{x : f(x) = f(x⊕ s)}|.

3.4.5. Lemma. Let f be chosen according to U . Then PrU [∃s ∈ {0, 1}n :
ns ≥ N/8] ≤ e−Ω(N).

Proof. Let f be chosen according to U and s ∈ {0, 1}n. By a Chernoff bound
we obtain PrU [ns ≥ N/8] ≤ e−Ω(N). Together with the union bound over all
s’s this yields PrU [∃s ∈ {0, 1}n : ns ≥ N/8] ≤ 2n · e−Ω(N) ≤ e−Ω(N). 2

In particular, a direct consequence of Lemma 3.4.5 is that with probability
1 − e−Ω(N) an input chosen according to U will be N/8-far from having the
property.

From the definition of U , we immediately obtain the following:
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3.4.6. Lemma. Let T be any fixed deterministic decision tree and let v be a
vertex of depth d in T . Then PrU [f is consistent with the path to v] = 2−d.

We now want to derive a similar bound as in the lemma for functions chosen
according to P . For this we need the following definition for the event that
after d queries, nothing has been learned about the hidden s:

3.4.7. Definition. Let T be a deterministic decision tree and u a vertex
in T at depth d. We denote the path from the root of T to u by path(u).
Every vertex v in T defines a query position xv ∈ {0, 1}n. For f = fs
chosen according to P , we denote by Bu the event Bu := {(s, fs) : s 6=
xv ⊕ xw for all v, w ∈ path(u)}.

3.4.8. Lemma. Let v be a vertex of depth d in a decision tree T . Then
PrP [Bv] ≥ 1−

(
d−1
2

)
/N

Proof. Bv does not occur if for some v, w on the path to v we have s =
xv⊕xw. As there are d−1 such vertices, there are at most

(
d−1
2

)
pairs. Each

of these pairs excludes exactly one s and there are N possible s’s. 2

3.4.9. Lemma. Let v be a vertex of depth d in a decision tree T and let f be
chosen according to P . Then PrP [f is consistent with v|Bv] = 2−d.

Proof. By the definition of P , f gets independently random values on vertices
that are not matched. But if Bv occurs, then no two vertices along the path
to v are matched and hence the claim follows. 2

Now we can complete the proof of the theorem: assume that T is a determinis-
tic decision tree of depth d = o(

√
N) and let v be any leaf of T . Then by Lem-

mas 3.4.8 and 3.4.9, we get that PrP [f is consistent with v] = (1− o(1))2−d.
On the other hand, let U ′ be the distribution on negative inputs defined by U
conditioned on the event that the input is at least N/8-far from the property.
Then by Lemmas 3.4.5 and 3.4.6 we get that PrU ′ [f is consistent with v] =
(1 − o(1))2−d and hence T has only o(1) bias of being right on every leaf.
This implies that its error probability is 1/2− o(1). 2

Proof of Theorem 3.4.3. We give a quantum algorithm making O(logN
log logN) queries to the quantum oracle for input f ∈ {0, 1}N . We will show
that it accepts with probability 1 if f ∈ L and rejects with high probability
if the Hamming distance between f and every g ∈ L is at least εN . Pseudo
code for our algorithm is given on page 65; it consists of a classical main
program SimonTester and a quantum subroutine SimonSampler adapted from
Brassard and Høyer’s algorithm for Simon’s problem [26, Section 4]. The
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Procedure SimonTester
1: for k = 0 to n− 1 do
2: l← 0
3: repeat
4: z ← SimonSampler(z1, . . . , zk)
5: l← l + 1
6: until z 6= 0 or l > 2(log n)/ε2

7: if z = 0 then
8: accept
9: else

10: zk+1 ← z
11: reject

Procedure SimonSampler(z1, . . . , zk)
1: input: z1, . . . , zk ∈ {0, 1}n
2: output: z ∈ {0, 1}n
3: quantum workspace: X ⊗ Y ⊗ Z where
4: X is n qubits X = X1 ⊗ · · · ⊗ Xn, Xi = C2,
5: Y = C2 is one qubit, and
6: Z is k qubits Z = Z1 ⊗ · · · ⊗ Zk, Zj = C2

7: initialize the workspace to |0n〉|0〉|0k〉
8: apply H2n to X
9: apply Uf to X ⊗ Y

10: apply H2n to X
11: for j = 1 to k do
12: i← min{i : zj [i] = 1}
13: apply CNOT with control Xi and target Zj
14: apply |x〉 7→ |x⊕ zj〉 to X conditional on Zj
15: apply H2 to Zj
16: return measurement of X
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quantum gates used are the 2n-dimensional Hadamard transform H2n , which
applies

1√
2

(
1 1
1 −1

)
individually to each of n qubits, the quantum oracle query Uf , and classical
reversible operations run in quantum superposition.

The following technical lemma captures the operation of the quantum
subroutine SimonSampler. For i1, . . . , iJ fixed, let YJ := {y ∈ {0, 1}n :
∀j ≤ J y[ij ] = 0} denote the length-n binary strings that are 0 at positions
i1, . . . , iJ .

3.4.10. Lemma. When SimonSampler is passed k vectors z1, . . . , zk so that
all ij := min{i : zj [i] = 1} are distinct for 1 ≤ j ≤ k, then the state |ψ〉 before
the measurement is

√
2k

N

∑
x∈{0,1}n

∑
y∈Yk

(−1)x·y|y〉|f(x)〉|x · z1〉 · · · |x · zk〉 .

Proof. We follow the steps of subroutine SimonSampler.

|0n〉|0〉|0k〉 7→ 1√
N

∑
x∈{0,1}n

|x〉|0〉|0k〉 7→ 1√
N

∑
x∈{0,1}n

|x〉|f(x)〉|0k〉

7→ 1
N

∑
x,y∈{0,1}n

(−1)x·y|y〉|f(x)〉|0k〉

This is the state before the for loop is entered. We claim and proceed to
show by induction that after the Jth execution of the loop body, the state is

√
2J

N

∑
x∈{0,1}n

∑
y∈YJ

(−1)x·y|y〉|f(x)〉|x · z1〉 · · · |x · zJ〉|0k−J〉 .

Executing the body of the loop for j = J + 1,
√

2J

N

∑
x∈{0,1}n

∑
y∈YJ

(−1)x·y|y〉|f(x)〉|x · z1〉 · · · |x · zJ〉|0〉|0k−J−1〉

7→
√

2J

N

∑
x∈{0,1}n

∑
y∈YJ

(−1)x·y|y〉|f(x)〉|x · z1〉 · · · |x · zJ〉|y[ij+1]〉|0k−J−1〉

=

√
2J

N

∑
x∈{0,1}n

y∈YJ+1
b∈{0,1}

(−1)x·(y⊕bzJ+1)|y ⊕ bzJ+1〉|f(x)〉|x · z1〉 · · · |x · zJ〉|b〉|0k−J−1〉
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(Here, we used the fact that YJ = YJ+1∪̇(zJ+1 ⊕ YJ+1).)

7→
√

2J

N

∑
x∈{0,1}n

y∈YJ+1
b∈{0,1}

(−1)x·(y⊕bzJ+1)|y〉|f(x)〉|x · z1〉 · · · |x · zJ〉|b〉|0k−J−1〉

=

√
2J+1

N

∑
x∈{0,1}n

∑
y∈YJ+1

(−1)x·y|y〉|f(x)〉|x · z1〉 · · · |x · zJ〉

1√
2

∑
b∈{0,1}

(−1)x·(bzJ+1)|b〉|0k−J−1〉

7→
√

2J+1

N

∑
x∈{0,1}n

∑
y∈YJ+1

(−1)x·y|y〉|f(x)〉|x · z1〉 · · · |x · zJ+1〉|0k−J−1〉 .

2

This establishes the following invariants for SimonTester:

3.4.11. Lemma. If measuring the first register, X , yields a nonzero value z,
then

1. {z1, . . . , zk, z} is linearly independent,

2. min{i : z[i] = 1} is distinct from ij for 1 ≤ j ≤ k, and

3. if f ∈ L, then z · s = 0 for every s 6= 0 such that f(x) = f(x⊕ s) for all
x.

Proof. If we measure the state from Lemma 3.4.10, then for the value z of
the first register holds z ∈ Yk. This implies 2, from which follows 1. For
3: as in Simon’s original algorithm, if there is a s 6= 0 so that for all x,
f(x) = f(x⊕ s), then we can rewrite the state from Lemma 3.4.10 as

√
2k

N

∑
x:x<x⊕s
y∈Yk

|y〉
(
(−1)x·y|f(x)〉+ (−1)(x⊕s)·y|f(x⊕ s)〉

)
|x · z1〉 · · · |x · zk〉

=

√
2k

N

∑
x:x<x⊕s

∑
y∈Yk

|y〉(−1)x·y (1 + (−1)s·y) |f(x)〉|x · z1〉 · · · |x · zk〉 .

Hence, only y with s · y = 0 will have nonzero amplitude. 2
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Next, we want to assess the probability of obtaining z = 0 in SimonTester
Line 4. We let P0 denote the projection operator mapping |0〉|y〉|z〉 7→
|0〉|y〉|z〉 and |x〉|y〉|z〉 7→ 0 for x 6= 0; hence, ‖P0|ψ〉‖2 is the probability
of obtaining 0 when measuring subspace X of the quantum register in state
|ψ〉. We can characterize the probability for outcome z = 0 in terms of the
following definition and lemma:

3.4.12. Definition. For c ∈ {0, 1}k and z1, . . . , zk ∈ {0, 1}n we define
Dc := {x ∈ {0, 1}n : x · z1 = c[1], . . . , x · zk = c[k]}.

3.4.13. Lemma. Let |ψ〉 be the state before the measurement in SimonSam-
pler, when SimonSampler is passed k linearly independent vectors z1, . . . , zk
so that all ij := min{i : zj [i] = 1} are distinct for 1 ≤ j ≤ k.

1. ‖P0|ψ〉‖2 = 1 if and only if for every c ∈ {0, 1}k, f is constant when
restricted to Dc.

2. If ‖P0|ψ〉‖2 ≥ 1− ε2/2, then f differs in at most εN points from some
function g that is constant when restricted to Dc for every c ∈ {0, 1}k.

Proof. For b ∈ {0, 1} let Db,c := Dc ∩ f−1{b} = {x : f(x) = b and x · z1 =
c[1], . . . , x · zk = c[k]}. Note that the Db,c and Dc also depend on z1, . . . , zk
and the Db,c depend on f . Let

|ψ0〉 :=

√
2k

N

∑
x∈{0,1}n

|0〉|f(x)〉|x · z1〉 · · · |x · zk〉

=

√
2k

N

∑
b∈{0,1}

∑
c∈{0,1}k

|Db,c| |0〉|b〉|c[1]〉 · · · |c[k]〉 .

By Lemma 3.4.10, at the end of SimonSampler the system is in state |ψ〉 =
|ψ0〉+|ψ⊥0 〉 for some |ψ⊥0 〉 orthogonal to |ψ0〉. We consider the case ‖P0|ψ〉‖2 =
1. Then the register X must be in state |0〉 and thus |ψ〉 = |ψ0〉. Since the
state has norm 1, we know that∑

b∈{0,1}

∑
c∈{0,1}k

|Db,c|2 =
N2

2k
. (3.1)

The Db,c partition {0, 1}n and the Dc = D0,c ∪ D1,c have the same size for
all c ∈ {0, 1}k because they are cosets of D0. Therefore,∑
b∈{0,1}

∑
c∈{0,1}k

|Db,c| = N and |D0,c|+ |D1,c| =
N

2k
for all c ∈ {0, 1}k . (3.2)
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|D0,c|2 + |D1,c|2 ≤ N2/22k, but in order for equation (3.1) to hold, |D0,c|2 +
|D1,c|2 must be exactly N2/22k. This can only be achieved if either D0,c or
D1,c is empty. So f must be constant when restricted toDc for any c ∈ {0, 1}k.
Conversely, if f is constant when restricted to Dc for any c ∈ {0, 1}k, then
equation (3.1) holds, therefore ‖|ψ0〉‖ = 1 and |ψ〉 = |ψ0〉. This concludes the
proof of case 1 of the lemma.

If ‖P0|ψ〉‖2 = ‖|ψ0〉‖2 ≥ 1− δ, then∑
b∈{0,1}

∑
c∈{0,1}k

|Db,c|2 ≥ (1− δ) N
2

2k
. (3.3)

Still, the constraints (3.2) hold; let r2k be the number of c ∈ {0, 1}k so that
min{|D0,c|, |D1,c|} ≥ γN/2k. Then∑

b∈{0,1}

∑
c∈{0,1}k

|Db,c|2 ≤ r2k(γ2 + (1− γ)2)N
2

22k
+ (1− r)2kN

2

22k
,

and using (3.3), we obtain r ≤ δ/(1 − γ2 − (1 − γ)2). With δ = ε2/2 and
γ = ε/2, this implies r ≤ ε. But then∑

c∈{0,1}k

min {|D0,c|, |D1,c|} ≤ r2k
N

2k+1
+ (1− r)2kγ N

2k
≤ εN .

2

We need to relate these two cases to membership in L and bound the number
of repetitions needed to distinguish between the two cases. This is achieved
by the following two lemmas.

3.4.14. Lemma. Let k be the minimum number of linearly independent vec-
tors z1, . . . , zk so that for each c ∈ {0, 1}k, f is constant when restricted to
Dc. Then f ∈ L if and only if k < n.

Proof. If k < n, then there exists an s 6= 0 with s · z1 = 0, . . . , s · zk = 0. For
each such s and all x, we have x · z1 = (x⊕ s) · z1, . . . , x · zk = (x⊕ s) · zk and
x ∈ Df(x),x·z1,...,x·zk

and x⊕s ∈ Df(x⊕s),x·z1,...,x·zk
, therefore f(x) = f(x⊕s).

Conversely, for f ∈ L, S := {s : ∀xf(x) = f(x⊕s)} is a nontrivial subspace of
{0, 1}n, therefore S⊥ = {z : z · s = 0∀s ∈ S} is a proper subspace of {0, 1}n.
Let z1, . . . , zk be an arbitrary basis of S⊥. 2

3.4.15. Lemma. Let 0 < q < 1, and |ϕ1〉, . . . , |ϕm〉 be quantum states
satisfying ‖P0|ϕj〉‖2 < 1 − δ for 1 ≤ j ≤ m. If m = log q/ log(1 − δ) =
Θ(−(log q)/δ), then with probability at most q measuring the X register of
|ϕ1〉, . . . , |ϕm〉 will yield m times outcome 0.
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Proof.

Pr
[
m times 0

∣∣∀j : ‖P0|ϕj〉‖2 < 1− δ
]
< (1−δ)m = (1−δ)log q/ log(1−δ) = q .

2

Now all the ingredients for wrapping up the argument are at hand; first
consider f ∈ L. Let S := {s : f(x) = f(x ⊕ s) ∀x} be the set of all “Simon
promises” of f , and S⊥ := {z : z · s = 0 ∀s ∈ S} the vectors that are
orthogonal to all such promises. By Lemma 3.4.11 the nonzero z computed
by the algorithm lie in S⊥ and are linearly independent, therefore after dimS⊥

rounds of for loop in SimonTester, we measure z = 0 with certainty. Since
f ∈ L, dimS > 0 and thus dimS⊥ < n.

If f is εn-far from being in L, then by Lemma 3.4.14 f is εn-far from
being close to a function for which a k < n and z1, . . . , zk exist so that f
is constant when restricted to Dc for any of the c ∈ {0, 1}k. Therefore, by
Lemma 3.4.13 case 2, for all k < n, ‖P0|ψ〉‖2 < 1−ε2/2. Thus, Lemma 3.4.15
guarantees that we accept with probability at most 1/3 if we let q = 1/(3n)
and thus m = O((log n)/ε2).

This concludes the proof of Theorem 3.4.3. 2

3.5 Quantum Lower Bounds

In this section we prove that not every language has a fast quantum property
tester.

3.5.1. Theorem. Most properties containing 2n/20 elements of {0, 1}n re-
quire quantum property testers using Ω(n) queries.

Proof. Fix n, a small ε, and a quantum algorithm A making q := n/400
queries. Pick a property P as a random subset of {0, 1}n of size 2n/20. Let

Pε := {y : d(x, y) < εn for some x ∈ P} ;

using
∑εn
k=0

(
n
k

)
≤ 2H(ε)n, where

H(ε) := −ε log ε− (1− ε) log(1− ε) ,

we obtain |Pε| ≤ 2(1/20+H(ε))n. In order for A to test properties of size 2n/20,
it needs to reject with high probability on at least 2n − 2(1/20+H(ε))n inputs;
but then, the probability that A accepts with high probability on a random
x ∈ {0, 1}n is bounded by 2(1/20+H(ε))n/2n and therefore the probability that
A accepts with high probability on |P | random inputs is bounded by

2−(1−1/20−H(ε))n|P | = 2−2n/20+Θ(log n)
.
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We would like to sum this success probability over all algorithms using
the union bound to argue that for most properties no algorithm can succeed.
However, there is an uncountable number of possible quantum algorithms
with arbitrary quantum transitions. But by Beals, Buhrman, Cleve, Mosca,
and de Wolf [15], the acceptance probability of A can be written as a mul-
tilinear polynomial of degree at most 2q where the n variables are the bits
of the input; using results of Bennett, Bernstein, Brassard, and Vazirani [20]
and Solovay and Yao [110], every quantum algorithm can be approximated by
another algorithm such that the coefficients of the polynomials describing the
accepting probability are integers of absolute value less than 2n

O(1)
over some

fixed denominator. There are less than 2nH(2q/n) degree-2q monomials in n

variables, thus we can limit ourselves to 2n
O(1)2nH(2q/n) ≤ 22(n/20)·(91/100)+Θ(log n)

algorithms.
Thus, by the union bound, for most properties of size 2n/20, no quantum

algorithm with q queries will be a tester for it. 2

We also give an explicit natural property that requires a large number
of quantum queries to test. For m � n, a pseudorandom number generator
is a function f : {0, 1}m → {0, 1}n that maps a small seed s ∈ {0, 1}m to
a large binary string f(s) ∈ {0, 1}n; if s is chosen uniformly at random, the
distribution f(s) of n-bit strings should have certain properties of the uniform
distribution over n-bit strings. One such property is independence: if x ∈
{0, 1}n is chosen uniformly at random, the values of its bits are independent,
i.e., x[i] and x[j] are independent random variables for i 6= j. Accordingly,
random s, f(s)[i] and f(s)[j] should be independent, i.e., for fixed seed s and
index i and each index j 6= i, the sets of seeds

Ss,i,j,0 := {s′ : f(s′)[j] = 0 and f(s′)[i] = f(s)[i]}
Ss,i,j,1 := {s′ : f(s′)[j] = 1 and f(s′)[i] = f(s)[i]}

should have the same size. This independence requirement readily extends to
fixing up to d bit positions and requiring that for each of the remaining bit
positions j, there are as many strings in the image f({0, 1}m) with the jth
bit 0 as there are with the jth bit 1. This corresponds to the (d + 1)-wise
independence of the pseudorandom values f({0, 1}m). Of course, choosing
x ∈ {0, 1}n uniformly at random gives n-wise independence, but for many
applications d-wise independence with d < n is sufficient and permits small
seed sizes m.

What we show is that for an arbitrary fixed f : {0, 1}m → {0, 1}n that is
a d-wise independent pseudorandom number generator, testing whether some
x ∈ {0, 1}n is close to satisfying x ∈ f({0, 1}m) requires many queries on a
quantum computer. Intuitively, this means that such pseudorandom numbers
look in a certain way random even to a quantum computer.
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3.5.2. Theorem. The range of a d-wise independent pseudorandom number
generator requires (d+1)/2 quantum queries to test for any odd d ≤ n/ log n−
1.

We will make use of the following lemma:

3.5.3. Lemma (see [6]). Suppose n = 2k−1 and d = 2t+1 ≤ n. Then there
exists a uniform probability space Ω of size 2(n+ 1)t and d-wise independent
random variables ξ1, . . . , ξn over Ω, each of which takes the values 0 and 1
with probability 1/2.

The proof of Lemma 3.5.3 is constructive and the construction uniform in n.
For given n and d, consider the language P of bit strings ξ(z) := ξ1(z) . . . ξn(z)
for all events z ∈ Ω = {1, . . . , 2(n+1)t}. As a warmup, observe that classically
deciding membership in P takes more than d queries: for all d positions i1, . . . ,
id and all strings v1 . . . vd ∈ {0, 1}d there is a z such that ξi1(z) . . . ξid(z) =
v1 . . . vd. On the other hand, blog |Ω|c + 1 = O(d log n) queries are always
sufficient.

Proof of Theorem 3.5.2. We first consider the decision problem and then
extend the lower bound to testing. A quantum computer deciding member-
ship for x ∈ {0, 1}n in P := {ξ(z) : z ∈ Ω} with T queries gives rise to a degree
2T multilinear n-variable approximating polynomial p(x) = p(x1, . . . , xn)
[15]. We show that there must be high-degree monomials in p by comparing
the expectation of p(x) for randomly chosen x ∈ {0, 1}n with the expectation
of p(x) for randomly chosen x ∈ P .

For uniformly distributed x ∈ {0, 1}n, we have E[p(x)|x ∈ P ] ≥ 2/3
and E[p(x)|x /∈ P ] ≤ 1/3. Since |P | = o(2n), E[p(x)] ≤ 1/3 + o(1) and thus
∆ := E[p(x)|x ∈ P ]−E[p(x)] ≥ 1/3−o(1). Considering p(x) =

∑
i αimi(x) as

a linear combination of n-variable multilinear monomials mi, we have by the
linearity of expectation E[p(x1, . . . , xn)] =

∑
i αi E[mi(x1, . . . , xn)]. Because

of the d-wise independence of the bits of each x ∈ P , for every mi of degree
at most d holds E[mi(x)] = E[mi(x)|x ∈ P ]. Since ∆ > 0, p must comprise
monomials of degree greater than d. Hence, the number of queries T is greater
than d/2.

This proof extends in a straightforward manner to the case of testing the
property P : let again Pε := {y : d(x, y) < εn for some x ∈ P}. Then

|Pε| ≤ 2H(ε)n|P | = O(2H(ε)n+d logn) ,

so

E[p(x)] =
|Pε|
2n

E[p(x)|x ∈ Pε] +
(

1− |Pε|
2n

)
E[p(x)|x /∈ Pε] ≤

1
3

+ o(1)
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for every d = n/ log n − ω(1/ log n) and every ε with H(ε) = 1 − ω(1/n).
Again, we have ∆ > 1/3 − o(1) and we need monomials of degree greater
than d. 2

3.6 Further Research

The research presented in this chapter initiated the study of quantum prop-
erty testing. Several interesting problems remain including

• Can one get the greatest possible separation of quantum and classical
property testing, i.e., is there a language that requires Ω(n) classical
queries but only O(1) quantum queries to test?

• Are there other natural problems that do not have quantum property
testers? The language {uuvv : u, v ∈ Σ∗} appears to be a good candi-
date for not having a quantum property tester.

• Beals, Buhrman, Cleve, Mosca, and de Wolf [15] observed that every
k-query quantum algorithm gives rise to a degree-2k polynomial in the
input bits, which gives the acceptance probability of the algorithm; thus,
a quantum property tester for P gives rise to a polynomial that is on
all binary inputs between 0 and 1, that is at least 2/3 on inputs with
the property P and at most 1/3 on inputs far from having the property
P . Szegedy [114] suggested to algebraically characterize the complex-
ity of classical testing by the minimum degree of such polynomials; as
mentioned in the introduction, our results imply that this cannot be
the case for classical testers. However, it is an open question whether
quantum property testing can be algebraically characterized in this way.

• Høyer [74] and Friedl et al. [61] put quantum property testing into
a group theoretic context. Is a characterization of quantum property
testing possible in group-theoretic terms?





Chapter 4

Robustness

In this chapter we study the effect of noisy input on problems in the blackbox
setting. It is based on work with Buhrman, Newman, and de Wolf [36].

4.1 Introduction

Consider the following setting: we would like to compute some function f :
{0, 1}n → {0, 1}, but our access to the input x ∈ {0, 1}n has to deal with noise:
when looking up the bit xi we get the wrong value 1 − xi with probability
εi. The precise error probability is unknown to us, but we are given an
upper bound ε < 1/2 so that for all bit positions i holds εi ≤ ε. Many
algorithms designed for noiseless input will fail when given such noisy input.
For example, the trivial algorithm for computing OR, “query every bit and
output 1 if xi = 1 for at least one i,” will fail with high probability on the
all-zero input for ε > 1/n.

Feige et al. [53] studied the overhead it takes to make an algorithm robust,
i.e., resistant against noisy inputs. In general, one can query a variable xi
O(log n) times instead of once and take the majority value as the value of xi.
This reduces the uniform bound on the error probability to much less than
1/n; then the union bound implies that with high probability all queries will
be given the correct value, so a non-robust algorithm will work. Accordingly,
every non-robust algorithm in the decision-tree or query-complexity model
can be made robust at the cost of a factor O(log n) overhead (in fact, O(log T )
would suffice for a T -query algorithm). Sometimes this factor of O(log n) is
necessary: Feige et al. proved that every robust algorithm for the PARITY
function needs to make Ω(n log n) queries, for fixed ε. On the other hand, for
some functions the O(log n) can be dispensed with: Feige et al. also designed
a non-trivial robust algorithm that computes the OR with O(n) queries, only
a constant factor worse than the noiseless case.

75
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Here we study this model for quantum algorithms. There is an issue as to
what a “noisy query” means in this case, since one application of a quantum
query can address many different xi’s in superposition:

1. One possibility is that for each quantum query, each of the bits is flipped
with probability ε. However, now each quantum query introduces a lot
of randomness, and the algorithm’s state after the query would no longer
be a pure quantum state.

2. Alternatively, we can assume that we have n quantum procedures, A1,
. . . , An, such that Ai outputs xi with probability at least 1 − ε. Such
algorithms can always be made coherent by pushing measurements to
the end, which means that we can apply and reverse them at will. To
enable us to apply the Ais in superposition, we assume we have a black
box

A : |i〉|0〉 7→ |i〉Ai|0〉 .

One application of this will count as one query.

3. The multiple-faulty-copies model was studied by Szegedy and Chen
[115]; here, instead of xi, the algorithm can only query “perturbed”
copies yi,1, . . . , yi,m of xi. The yi,j are independent Boolean random
variables with Pr[xi = yi,j ] ≥ 1− ε for each i = 1, . . . , n, j = 1, . . . ,m.
In contrast to the first proposal, this model leaves the queries perfectly
reversible, since the perturbed copies are fixed at the start of the algo-
rithm and the same yi,j can be queried more than once. The assumption
of this model is also stronger than the second model, since we can con-
struct a 1-query Ai that just outputs a superposition of all yi,j . If m is
sufficiently large, Ai will compute xi with high success probability, sat-
isfying the assumption of the second model (see Section 4.3 for details).

Assuming the second model and some fixed ε, we call a quantum algo-
rithm robust if it computes f with bounded error probability when its in-
puts are given by algorithms A1, . . . , An. A first observation is that every
T -query non-robust algorithm can be made robust at a multiplicative cost
of O(log T ). With O(log T ) queries, a majority gate, and an uncomputation
step, we can construct a unitary Ũx that approximates an exact quantum
query Ux : |i〉|b〉 7→ |i〉|b⊕ xi〉 very well: ‖Ux − Ũx‖ ≤ 1/(100T ). Since
errors add linearly in a quantum algorithm, replacing Ux by Ũx in a non-
robust algorithm gives a robust algorithm with almost the same final state.
In some cases better constructions are possible. For instance, a recent result
by Høyer et al. [75] immediately implies a quantum algorithm that robustly
computes OR with O(

√
n) queries. This is only a constant factor worse than

the noiseless case, which is Grover’s algorithm [69]. In fact, we do not know
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of any function where the robust degree is more than a constant factor larger
than the non-robust approximate degree.

Our main result (made precise in Theorem 4.2.1) is the following:

There exists a quantum algorithm that outputs x with high prob-
ability, using O(n) invocations of the Ai algorithms (i.e., queries).

This result implies that every n-bit function f can be robustly quantum
computed with O(n) queries. This contrasts with the classical Ω(n log n) lower
bound for PARITY. It is quite interesting to note that quantum computers,
which usually are more fragile than classical computers, are actually more
robust in the case of computing PARITY with noisy inputs. The results for
OR and PARITY can be extended to every symmetric function f : for every
such function, the optimal quantum algorithm can be made robust with only
a constant factor overhead.

Our main result has a direct bearing on the direct-sum problem, which
is the question how the complexity of computing n independent instances
of a function scales with the complexity of one instance. One would expect
that computing n instances with bounded-error takes no more than n times
the complexity of one instance. However, since we want all n instances to
be computed correctly simultaneously with high probability, the only known
general method is to compute each instance with error probability reduced
to O(1/n), which costs another factor of O(log n). In fact, it follows from
the Ω(n log n) bound for PARITY that this factor of n log n is optimal when
we can only run algorithms for individual instances in a black-box fashion.
In contrast, our result implies that in the quantum world, the bounded-error
complexity of n instances is at most O(n) times the bounded-error complexity
of one instance. This is a very general result. For example, it also applies
to communication complexity [80, Section 4.1.1]. If Alice and Bob have a
bounded-error protocol for a distributed function f , using c bits (or qubits)
of communication, then there is a bounded-error quantum protocol for n in-
stances of f , using O(n(c + log n)) qubits of communication. The additive
log n is because Alice and Bob need to communicate (possibly in superposi-
tion) the index of the instance that they are computing. In contrast, the best
known general classical solution uses Θ(cn log n) bits of communication.

In addition to robust quantum algorithms, we also consider robustness for
multivariate polynomials approximating Boolean functions. In general, there
are many connections between the (quantum or classical) query complexity of
an n-bit function and the degrees of n-variate polynomials that approximate
it [38]. We consider two complementary definitions of robust polynomials.
First, in analogy to the multiple-faulty-copies model, we can consider the
usual approximating polynomial but on nm instead of just n binary variables,
and require that if Pr[xi = yi,j ] ≥ 1 − ε for each i = 1, . . . , n, j = 1, . . . ,m
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then the polynomial p satisfies Pr[|p(y) − f(x)| ≥ 1/3] ≤ 1/3. Secondly,
we can define a robust polynomial for a Boolean function f to operate on
n variables z ∈ Rn, so that |q(z1, . . . , zn) − f(x1, . . . , xn)| ≤ 1/3 whenever
x ∈ {0, 1}n and |zi − xi| ≤ ε for all i. In Section 4.4 we show that the two
types of robust polynomials are essentially equivalent, and that every non-
robust approximating polynomial of degree d can be made robust at the cost
of increasing its degree by a factor O(log d). Beals, Buhrman, Cleve, Mosca,
and de Wolf [15] showed that every T -query quantum algorithm for f gives
rise to a degree-2T approximating polynomial for f , and similarly one can
show that every T -query robust quantum algorithm for f induces a degree-
2T polynomial that approximates f robustly. This implies, for instance, that
the robust degree of OR is Θ(

√
n), and that every n-bit function has robust

degree O(n).

4.2 Robustly Recovering All n Bits

In this section we prove our main result, that we can recover an n-bit string x
using O(n) invocations of algorithms A1, . . . , An where Ai computes xi with
bounded error.

4.2.1. Theorem. Given ε-error algorithms A1, . . . , An for the bits x1, . . . ,
xn, there is a quantum algorithm that recovers x = x1 . . . xn with probability
2/3 using O(n/(1/2− ε)2) queries (invocations of the Ai).

We assume Ai is a unitary transformation

Ai : |0t〉 7→ αi|0〉|ψ0
i 〉+

√
1− α2

i |1〉|ψ
1
i 〉

for some αi ≥ 0 such that |αi|2 ≤ ε if xi = 1 and |αi|2 ≥ 1− ε if xi = 0; |ψ0
i 〉

and |ψ1
i 〉 are arbitrary (t− 1)-qubit norm-1 quantum states. Every quantum

algorithm can be expressed in this form by postponing measurements; every
classical randomized algorithm can be converted into this form by making it
reversible and replacing random bits by states (|0〉+ |1〉)/

√
2. By applying a

NOT to the first qubit after the execution of Ai, we can easily implement

Āi : |0t〉 7→ αi|1〉|ψ0
i 〉+

√
1− α2

i |0〉|ψ
1
i 〉 ,

which operates like Ai but outputs 1 when Ai would have output 0 and vice
versa. Let

Ai(b) :=

{
Ai if b = 0
Āi if b = 1
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Procedure RobustFind(n, A, ε, β, γ, δ)
n ∈ N, A : n quantum algorithms, ε, β, γ, δ > 0
Output: i ∈ [n] ∪ {⊥} with the following properties:

1. if A is ε-close to x ∈ {0, 1}n and |x| ≥ βn, then
i 6=⊥ with probability at least 1− δ

2. if A is ε-close to x ∈ {0, 1}n and if i 6=⊥, then
xi = 1 with probability at least 1− γ

Complexity:

O

(
1(

1
2 − ε

)2 ·√ 1
β
· log

1
γδ

)
invocations of the Ai

If we plug the right bit xi into Ai, then for all Ai we expect output 0: for
the unique good x ∈ {0, 1}n, A(x) := (A1(x1), . . . , An(xn)) is ε-close to 0n

by the following notion of closeness:

4.2.2. Definition. For ε < 1/2 and decision algorithms A = (A1, . . . , An),
we say A is ε-close to x ∈ {0, 1}n if Pr[Ai outputs xi] ≥ 1− ε for all i ∈ [n].

Our algorithm builds on a robust quantum search algorithm by Høyer, Mosca,
and de Wolf [75]: the RobustFind subroutine above takes a vector A of n
quantum algorithms and in the good case returns an index i so that the
“high probability” output of Ai is 1. This allows us to verify a purported
solution x̃ ∈ {0, 1}n by running RobustFind on Ax̃ to find differences with
the real input x. In fact, adjusting the parameters to RobustFind as we move
closer and closer to a good solution, our main program AllOutputs (as defined
by the pseudo code on page 80) manages to construct the unique x with high
probability. Note that RobustFind is the only quantum component of our
otherwise classical algorithm.

Success probability The first step of our algorithm (Line 1 in AllOutputs)
is to classically sample each i once and to store this initial approximation into
a variable x̃. The following rounds of the algorithm refine x̃ until with high
probability it is correct (i.e., equal to x).

We call i a bad index if i ∈ [n] and Pr[Ai outputs xi] ≤ ε. Let B0

denote the random variable counting the number of bad indices after Line 1
in AllOutputs and let Bk denote the random variable of the number of bad
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Procedure InitialGuess(n, A)
n ∈ N, A : n algorithms
1: for i← to n do
2: run Ai
3: x̃i ← result of Ai
4: return x̃

Procedure SampleBad(n, A, x̃, r, ε, β, γ, δ)
n ∈ N, A : n algorithms, x̃ ∈ {0, 1}n, r ∈ N, ε, β, γ, δ > 0
1: for `← 1 to r do
2: i← RobustFind(n,A(x̃), ε, β, γ, δ)
3: if i 6=⊥ then
4: x̃i ← 1− x̃i
5: return x̃

Procedure FindAllBad(n, A, x̃, ε, β, γ, δ)
n ∈ N, A : n algorithms, x̃ ∈ {0, 1}n, ε, β, γ, δ > 0
1: repeat
2: i← RobustFind(n,A(x̃), ε, β, γ, δ)
3: if i 6=⊥ then
4: x̃i ← 1− x̃i
5: until i =⊥
6: return x̃

Procedure AllOutputs(n, A, ε)
n ∈ N, A : n algorithms, ε > 0
1: x̃← InitialGuess(n,A)
2: for k ← 1 to log(ε(log n)2) do
3: ε′ ← ε/2k−1

4: x̃← SampleBad
(
n,A, x̃, 1.7ε′n, ε, 0.3ε′, 1

8 ,
1
8

)
5: x̃← FindAllBad

(
n,A, x̃, ε, 1

10n ,
1

10n ,
1

10n

)
6: return x̃
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indices after Line 4 in AllOutputs. By Gk we denote the event Bk ≤ nε/2k−1.
We have

Pr [Gkmax ] ≥ Pr [G0]
kmax∏
k=1

Pr [Gk|Gk−1] .

We now show that Pr[Gk|Gk−1] is large. For k = 0, we know that E[B0] ≤ εn
and Pr[B0 ≤ 2εn] ≥ 9/10 by a Chernoff bound. In round k, we want to reduce
the upper bound on the number of bad indices from 2nε/2k−1 to nε/2k−1.
If we have the maximum number of bad indices so that still Gk holds, we
expect r repetitions of RobustFind to reduce the number of bad indices to

2
nε

2k−1
− (1− δ) ((1− γ)r − γr) ≤ 9

10
nε

2k−1

therefore we choose

r :=
11
10

1
(1− δ)(1− 2γ)

nε

2k−1
≈ 1.7

nε

2k−1
.

On the other hand, if we have only a small number b of bad indices, it is likely
that we will make many errors, so we would like

b+ γr ≤ 9
10

nε

2k−1
.

This is satisfied by choosing b := 0.3nε/2k−1; this choice of b also ensures
that we never get as few as b bad indices if we start the round with 2nε/2k−1

bad indices.
We tune RobustFind to find bad indices with probabilities δ and γ if

there are at least b bad indices. Hence, in the extreme cases of either having
exactly 2nε/2k−1 or less than b bad indices, we expect to arrive at at most
(9/10) ·nε/2k−1 bad indices, and this holds for the intermediary cases as well.
By a Chernoff-type argument, the probability that we are a constant factor
10/9 away from the expectation is exponentially small in the number r of
samples, therefore, with kmax = log(ε(log n)2), we have

Pr[Gk|Gk−1] ≥ 1− e−Ω(n/ logn)

and

Pr[Gkmax ] ≥ Pr[G0]
(
1− e−Ω(n/ logn)

)kmax

≥ 9
10

(
1− kmax

eΩ(n/ logn)

)
=

9
10
− o(1) .
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Hence, for large n with probability 8/10 we have at most n/(log n)2 bad
indices at Line 6 in AllOutputs. In this case, we will find with constant
probability all bad indices by making the individual error probability in Ro-
bustFind so small that we can use a union bound: we determine each of the
remaining bad indices with error probability 1/(10n). This implies an overall
success probability ≥ (8/10) · (9/10) > 2/3.

Complexity We bound the number of queries to f in SampleBad as follows:

kmax∑
k=1

nε/2k−1∑
`=1

C
1(

1
2 − ε

)2
√

1
ε/2k

≤ C ′
√
ε(

1
2 − ε

)2n ∞∑
k=1

k

2k/2
= O

(
n(

1
2 − ε

)2
)

for some constants C,C ′. The call to FindAllBad results in

O

(
1(

1
2 − ε

)2√(log n)2 log n ·
(

n

(log n)2

))
= O

(
n(

1
2 − ε

)2
)

many queries. Therefore, the total query complexity of AllOutputs also is
O(n/(1/2− ε)2).

Consequences Once we have recovered the input x, we can compute an
arbitrary function of x without further queries.

4.2.3. Corollary. For every f : {0, 1}n → {0, 1}, there is a robust quantum
algorithm that computes f using O(n) queries.

In particular, PARITY can be robustly quantum computed with O(n) queries
while it takes Ω(n log n) queries classically [53].

In the context of the direct-sum problem, the complexity of quantum com-
puting a vector of instances of a function scales linearly with the complexity
of one instance.

4.2.4. Corollary (Direct Sum). If there exists a T -query bounded-error
quantum algorithm for f , then there is an O(Tn)-query bounded-error quan-
tum algorithm for n independent instances of f .

As mentioned, the best classical upper bound has an additional factor of log n,
and this is optimal in a classical black-box setting.

Finally, all symmetric functions can be computed robustly on a quantum
computer with the same asymptotic complexity as non-robustly. A function
is symmetric if its value only depends on the hamming weight of the input.
Let Γ(f) := min{|2k − n + 1| : f flips value if the Hamming weight of the
input changes from k to k + 1}. The non-robust algorithm for computing f
with O(

√
n(n− Γ(f))) queries [15, Theorem 4.10] can be made robust by a

similar algorithm as the one used in the proof of Theorem 4.2.1, giving:
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4.2.5. Theorem. For every symmetric function f , there is a robust quantum
algorithm that computes f using O(

√
n(n− Γ(f))) quantum queries.

4.3 The Multiple-Faulty-Copies Model

As mentioned in the introduction, the assumption that we have a bounded-
error algorithm Ai for each of the input bits xi also covers the model of [115]
where we have a sequence yi,1, . . . , yi,m of faulty copies of xi. These we can
query by means of a mapping

|i〉|j〉|0〉 7→ |i〉|j〉|yi,j〉 .

Here we spell out this connection in some more detail. First, by a Cher-
noff bound, choosing m := O((log n)/ε2) implies that the average yi :=∑m
j=1 yi,j/m is close to xi with very high probability:

Pr[|yi − xi| ≥ 2ε] ≤ 1
100n

.

By the union bound, with probability 99/100 this closeness will hold for all
i ∈ [n] simultaneously. Assuming this is the case, we implement the following
unitary mapping using one query to the yi,j :

Ai : |0log(m)+1〉 7→ 1√
m

m∑
j=1

|j〉|yi,j〉 .

Measuring the last qubit of the resulting state gives xi with probability at
least 1 − 2ε. Hence, we can run our algorithm from Section 4.2 and recover
x using O(n) queries to the yi,j . Similarly, all consequences mentioned in the
last section hold for this multiple-faulty-copies model as well.

4.4 Robust Polynomials

In this section we study robust polynomials, of two different but essentially
equivalent types. The first type follows the many-faulty-copies model.

4.4.1. Definition. An (ε,m) perturbation of x ∈ {0, 1}n is a matrix y of
n×m independent binary random variables yi,j so that Pr[yi,j = xi] ≥ 1− ε
for each 1 ≤ j ≤ m.

4.4.2. Definition. A type-1 (ε,m)-robust polynomial for the Boolean func-
tion f(x1, . . . , xn) is a real polynomial p in nm variables yi,j (with 1 ≤ i ≤ n
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and 1 ≤ j ≤ m) so that for every x ∈ {0, 1}n and y an (ε,m) perturbation
of x, Pr[|p(y) − f(x)| ≥ 1/3] ≤ 1/3. Moreover, for every v ∈ {0, 1}nm, we
require −1/3 ≤ p(v) ≤ 4/3.

The approximation “quality” of a type-1 robust polynomial can be boosted
at constant multiplicative cost in the degree. Analogously we can improve
the parameters to any other constant.

4.4.3. Lemma. If there is a type-1 (ε,m)-robust polynomial of degree d for
f , then for some m′ = O(m) there exists a type-1 (ε,m′)-robust polynomial
p of degree O(d) so that x ∈ {0, 1}n and y an (ε,m′) perturbation of x,
Pr[|p(y) − f(x)| ≥ 1/9] ≤ 1/9. Moreover, for every v ∈ {0, 1}nm′

, −1/9 ≤
p(v) ≤ 10/9.

Proof. Let p0 denote the type-1 (ε,m)-robust polynomial that we start with.
The single-variate polynomial g(a) := (2a−1)(1+a(2+(a/22)(1+45a(a−2))))
has the property that −1/9 ≤ g3(a) ≤ 1/9 for −1/3 ≤ a ≤ 1/3 and 8/9 ≤
g3(a) ≤ 10/9 for 2/3 ≤ a ≤ 4/3; here gt(a) denotes the t-fold application of
g.

gt(a) := g(g(· · · g︸ ︷︷ ︸
t

(a))) .

Therefore p1(y) := g3(p0(y)) satisfies |p1(y)− f(x)| ≤ 1/9 whenever |p0(y)−
f(x)| ≤ 1/3.

For some r to be determined later and an arbitrary x ∈ {0, 1}n, we use
r independent (ε,m) perturbations yk of x, 1 ≤ k ≤ r. Let B denote the
random variable counting the number of indices k so that |p1(yk) − f(x)| ≥
1/9. Choosing r sufficiently large, a Chernoff bound implies Pr[B ≥ 13r/36] ≤
1/9. Therefore

Pr

[∣∣∣∣∣1r
r∑

k=1

p1(yk)− f(x)

∣∣∣∣∣ ≥ 17
36

]
≤ Pr

[
r∑

k=1

|p1(yk)− f(x)| ≥ 17
36
r

]

≤ Pr
[
10
9
B + (r −B)

1
9
≥ 17

36
r

]
= Pr

[
B ≥ 13

36
r

]
≤ 1

9

Let p2(y1, . . . , yr) := 1
r

∑r
k=1 p1(yk). We move closer to f in the “good” case:

p(y1, . . . , yr) := g6(p2(y1, . . . , yr)) satisfies

Pr
[
|p(y1, . . . , yr)− f(x)| ≥ 1

9

]
≤ 1

9
and − 1

9
≤ p(v) ≤ 10

9
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for all v ∈ {0, 1}nm. Now we are done: with m′ := rm we have that y1, . . . , yr
is an (ε,m′) perturbation of x and deg(p) = O(deg(p0)). 2

The second kind of robust polynomial is the following:

4.4.4. Definition. A type-2 ε-robust polynomial for the Boolean function
f : {0, 1}n → {0, 1} is a real polynomial q in n variables z1, . . . , zn ∈ R
so that for every x ∈ {0, 1}n and z ∈ Rn we have |q(z) − f(x)| ≤ 1/3 if
|zi − xi| ≤ ε for all i ∈ [n]. If ε = 0, then q is called an approximating
polynomial for f .

4.4.5. Theorem. For every type-2 ε-robust polynomial of degree d for f there
is a type-1 (ε/2,O(log(n)/(1/2 − ε)2))-robust polynomial of degree d for f .
Conversely, for every type-1 (ε,m)-robust polynomial of degree d for f there
is a type-2 ε-robust polynomial of degree O(d) for f .

Proof. Let p be a type-2 ε-robust polynomial of degree d for f . As in Sec-
tion 4.3, we choose m = O(log(n)/(1/2 − ε)2). If each yi,j is wrong with
probability ≤ ε/2, then with probability at least 2/3, the averages yi will
satisfy |yi−xi| ≤ ε for all i ∈ [n]. Hence the polynomial p(y1, . . . , yn) will be
a type 1 (ε/2,O(log(n)/(1/2− ε)2))-robust polynomial of degree d for f .

For the other direction, consider a type-1 (ε,m)-robust polynomial of
degree d for f . Using Lemma 4.4.3, we boost the approximation param-
eters to obtain a type-1 (ε,m′)-robust polynomial p of degree O(d), with
m′ = O(m), so that for every x ∈ {0, 1}n and (ε,m′) perturbation y of x,
Pr[|p(y) − f(x)| ≥ 1/9] ≤ 1/9. For z ∈ Rn with 0 ≤ zi ≤ 1 for all i, let
yi,j (i ∈ [n], j ∈ [m′]) be independent random variables, where yi,j = 1 with
probability zi. Define q(z) := E[p(y)]. This q is a polynomial in z, because
E[p(y)] = p(E[y]) and E[yi,j ] = zi. Moreover, if for z there exists x ∈ {0, 1}n
with |zi − xi| ≤ ε for all i, then y is an (ε,m′) perturbation of x. Therefore
V := {v : |p(v)− f(x)| ≤ 1/9} has probability Pr[y ∈ V ] ≥ 8/9 and

|f(x)− q(z)| =

∣∣∣∣∣∣
∑

v∈{0,1}nm

Pr[y = v] (f(x)− p(v))

∣∣∣∣∣∣
≤

∣∣∣∣∣∑
v∈V

Pr[y = v] (f(x)− p(v))

∣∣∣∣∣+
∣∣∣∣∣∑
v/∈V

Pr[y = v]
(

1 +
1
9

)∣∣∣∣∣
≤ 8

9
· 1
9

+
1
9
· 10

9
<

1
3
.

This means that q(z) is a type-2 ε-robust polynomial for f of degree O(d).
2
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4.4.6. Definition. For f : {0, 1}n → {0, 1}, let rdeg1(f) denote the min-
imum degree of the type-1 (1/3, 5 log n) polynomials for f , rdeg2(f) be the
minimum degree of the type-2 1/3-robust polynomials approximating f , and
d̃eg(f) be the minimum degree among all approximating polynomials for f .

Note that in Definition 4.4.2 we require for type-1 polynomials p that for each
Boolean assignment v ∈ {0, 1}nm to the (possibly real) variables, the polyno-
mial value p(v) between −1/3 and 4/3. Because of this totality requirement,
the following corollaries are given for total Boolean functions.

4.4.7. Corollary. rdeg1(f) = Θ(rdeg2(f)) for every (total) Boolean func-
tion f : {0, 1}n → {0, 1}.

4.4.8. Corollary. rdeg1,2(f) = O(d̃eg(f) log n) for every (total) Boolean
function f : {0, 1}n → {0, 1}.

Using the notion of certificate complexity C(f) and its polynomial relation to
d̃eg(f), one can strengthen Corollary 4.4.8 to the following theorem [36].

4.4.9. Theorem. rdeg1,2(f) = O(d̃eg(f) · log d̃eg(f)).

4.5 Discussion and Open Problems

In contrast to the classical case, we do not know of any function where making
a quantum algorithm or polynomial robust costs more than a constant factor.
In the case of symmetric functions, such a constant overhead suffices. It is
conceivable that quantum algorithms and polynomials can always be made
robust at a constant factor overhead. Proving or disproving this would be
very interesting.

We have chosen our model of a noisy query so that we can coherently
make a query and reverse it. An open question is whether the advantage of
quantum algorithms can be maintained for “decohering” queries, like the first
model proposed in the introduction. It is not clear to what extent non-robust
quantum algorithms can be made resilient against such random noise, since
the usual transformations to achieve fault-tolerant quantum computation do
not immediately apply to the query gate, which acts on a non-constant num-
ber of quantum bits simultaneously.
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Chapter 5

Nonlocality

This chapter is based on research with Buhrman, Høyer, and Massar [34,
35]. Portions of the introduction are culled from a survey compiled with
Buhrman [37].

5.1 Introduction

In Subsection 1.2.4 we outlined Einstein, Podolsky, and Rosen’s objection
about instantaneous “action” at spatially separated parts of a quantum sys-
tem. The predictions of quantum mechanics of nonlocal effects were given an
operational meaning by Bell [17], who came up with an experimental way of
testing the nonlocal behavior of quantum mechanics. These tests and the so-
called Bell inequalities lead to experiments, first executed by Aspect et al. [13],
that appear to demonstrate the nonlocality of quantum mechanics.

Bell showed that the correlations between the outcomes of measurements
carried out on entangled quantum systems cannot be reproduced by a lo-
cal classical theory, often called a local hidden variable model. Since then
extensive work has been carried out on quantum nonlocality, both on the ex-
perimental and theoretical aspects. On the theory side, research on quantum
nonlocality has branched out into many different and complementary direc-
tions. One important direction of investigation is the search for qualitatively
different types of quantum nonlocality. Of particular interest was the discov-
ery of the Greenberger-Horne-Zeilinger (GHZ) “paradox” [68, 93]. In this and
related examples, correlations are characterized as nonlocal by the pattern of
zero and nonzero joint probabilities. This property has been called “pseudo
telepathy,” because in every run of the experiment, the parties appear to agree
clandestinely on a subset of admissible outputs. It should be contrasted with
other examples where it is the values of these joint probabilities that imply
nonlocality.

89
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Another important advance was to show that quantum nonlocality sub-
sists even in the presence of noise as first demonstrated by Clauser, Horne,
Shimony, and Holt [41]. This is essential since every experimental test will
necessarily be affected by imperfections; the best experiments to date have
error rates of the order of a few percent. Much additional work has been
devoted to understanding the resistance of quantum nonlocality to imperfec-
tions.

Detector efficiency In experiments involving entangled photons, there is
one particular kind of imperfection that plays a central role, namely the small
efficiency of single-photon detectors. A single-photon detector will register the
presence of a photon with probability η, and will not register the presence
of the photon with probability 1 − η. For instance, as one goes from visible
to infrared wavelengths, η decreases from more than 50% to 10%. Detector
inefficiency can be thought of as a specific type of noise. This imperfection
was first discussed by Pearle [97] and remains to this day one of the major
hurdles to overcome in order to carry out a loophole-free test of quantum
nonlocality. Examples show that there are quantum correlations that are
highly insensitive to detector inefficiency, but are much more sensitive to
other kinds of noise, see Massar [86], and therefore this kind of imperfection
should be studied independently of other kinds of noise.

Note that we disregard here the complementary error, namely detectors
clicking when they should not. In general, we do not know the precise time
when Charlie is sending the particles and so distinguishing false positives from
false negatives can only be done by some kind of voting procedure. For this
reason we consider this error only as general noise.

Remarkably, the amount of classical communication required to repro-
duce the quantum correlations and the minimum detector efficiency required
to close the detection loophole are closely related quantities as demonstrated
by Gisin and Gisin [62], and Massar [86]. In many cases, quantum correla-
tions that require a lot of communication to reproduce classically cannot be
simulated classically without communication, even when the actual detectors
are very inefficient, see Steiner [113] for examples.

Asymptotics Another question that has been raised in the context of quan-
tum information theory concerns the asymptotic limit when the size of the
entangled system grows. Does the gap between classical and quantum cor-
relations grow, and if so, at what rate? Brassard et al. [25] showed that in
the bipartite case the amount of communication required to classically repro-
duce the quantum correlations can increase exponentially with the number
of entangled bits shared by the parties. And it follows from the results in
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Alice Charlie Bob

Figure 5.1: Schema of a nonlocality experiment: Charlie sends particles to
Alice and Bob who randomly perform one of several possible measurements.
We are interested in the probability distribution Pr[a, b|x, y] where x and
y designate Alice’s and Bob’s measurement, respectively, and a and b their
respective measurement outcomes.

Buhrman et al. [31] that there are quantum correlations for n parties each
holding a two-dimensional subsystem, so that the amount of communication
that must be broadcast in a classical simulation increases logarithmically with
the number of parties. Unfortunately these asymptotic results have only been
proved in the total absence of noise.

5.1.1 Bell inequalities

Nonlocality experiments Probing the “quantumness” of nature means
devising and performing experiments that give different outcomes depending
on whether the world is governed by classical physics or quantum mechanics.
Under reasonable boundary conditions this should corroborate the validity
of quantum mechanics. Nonlocality experiments usually work as sketched in
Figure 5.1: two parties, Alice and Bob, receive from a third party, Charlie,
each one particle, e.g., a photon. Randomly, they select one of several possi-
ble measurements, e.g., measuring the polarization in the vertical-horizontal
or diagonal basis, and output the measurement outcome. Denoting Alice’s
output by a and Bob’s by b, and Alice’s measurement choice x and Bob’s
y, each run of such an experiment results in a tuple (a, b, x, y). Repeating
the experiment many times allows us to estimate the probability distribution
Pr[a, b|x, y].

The crucial point of the experiment is that Alice and Bob are separated
while they make their random choice and perform the measurement—they do
not know the other’s measurement choice and they do not learn the other’s
measurement outcome until after they have produced their own output and,
hence, are committed to a definite value. That such a separation is possible,
is an implication of special relativity, which is assumed to hold both in the
quantum mechanical and the classical hypotheses. Two events in space-time,
i.e., events that occur at a given point x in Euclidean space at a unique mo-
ment in time t, are said to be timelike separated if a particle emanating from
x1 at time t1 cannot reach x2 at time t2. Since no particle can travel faster
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than light, there indeed exist events that are timelike separated; no informa-
tion can be transmitted between these points at the given times. When we
want to quantify the information that would have needed to travel faster than
light to give a classical explanation for some quantum phenomenon, we speak
about superluminal or faster-than-light communication without attributing
physical reality to it.

We assume that Alice and Bob are timelike separated while they decide
on their respective measurement, receive the particle from Charlie, and pro-
duce the macroscopic measurement result. For instance, the time difference
between Alice’s and Bob’s measurement needs to be much smaller than the
time it takes for a photon to travel from Alice to Bob at the speed of light.
Then a nonlocal effect is a probability distribution Pr[a, b|x, y], which is not
induced by any local classical theory. Note that we assume that the decision
about which measurements to execute is imposed on the detectors by external
trusted random number generators; this is of minor importance since we can
go over experimental records and perform checks on the generated settings.

Local hidden variable models The classical contenders for explanations
of nonlocality experiments are so-called local hidden variable theories. We
give a formal definition in Section 5.2; the idea is that these theories are local
in the sense that all properties of a particle are contained within the particle
alone and thus manipulations or measurements of Bob’s particle do not affect
Alice’s and vice versa. Perceived nonlocality may be caused by some “hidden”
property of objects, which we cannot or do not know how to measure directly,
but which is passed along by Charlie at the inception of the particles and can
synchronize the classical behavior of the particles. “Variable” refers to the
fact that the hidden shared property may be set randomly by Charlie and
thus is a random variable.

Bell inequalities Consider the following nonlocality experiments: Alice
and Bob choose from two possible measurements A, A′ and B, B′, all four
of which have two outcomes each, which we label by −1 and 1. A, A′, B,
B′ are random variables, hence we have for the expectations of their pairwise
products:

E[AB] + E[A′B] + E[AB′]− E[A′B′] = E[A(B +B′) +A′(B −B′)]

Furthermore,

E[A(B +B′) +A′(B −B′)] ≤ E
[
|A(B +B′) +A′(B −B′)|

]
≤ E

[
|B +B′|+ |B −B′|

]
.
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In a local hidden variable model, in each run all four random variables take
definite values from {−1, 1}, for each choice of measurements. Therefore, for
each fundamental event, either |B+B′| = 2 and |B−B′| = 0, or |B+B′| = 0
and |B −B′| = 2, so

E
[
|B +B′|+ |B −B′|

]
= 2 .

The resulting inequality,

E[AB] + E[A′B] + E[AB′]− E[A′B′] ≤ 2 , (5.1)

imposes a linear constraint on the probabilities Pr[a, b|x, y] by expanding the
expectations. This constraint holds for any local hidden variable model in this
setting of two parties, two possible measurements each with two outcomes
each. It is called a Bell inequality . This particular constraint is called the
CHSH inequality after its inventors Clauser, Horne, Shimony, and Holt [41].

Quantum mechanics allows us to violate Ineq. (5.1). For example, let
Charlie create an EPR pair |ψ〉 := (|01〉−|10〉)/

√
2 and send the first qubit to

Alice and the second to Bob. Alice chooses uniformly at random measurement
A := σx = |0〉〈1| + |1〉〈0| or A′ := σz = |0〉〈0| − |1〉〈1|; Bob measures in the
Hadamard basis and flips the outcome at random, i.e.,

B :=
1√
2
(−σz − σx) = − 1√

2

(
1 1
1 −1

)
and

B′ :=
1√
2
(σz − σx) =

1√
2

(
1 1
1 −1

)
.

These observables correspond to the measurement bases depicted in Fig-
ure 5.2.

By the laws of quantum mechanics, E[AB] = 〈ψ|(A ⊗ B)|ψ〉 and corre-
spondingly for the other three combinations of measurements. Carrying out
the linear algebra gives 〈ψ|(A⊗B)|ψ〉 = 1/

√
2 and further

E[AB] + E[A′B] + E[AB′]− E[A′B′] = 2
√

2 . (5.2)

What is the essential ingredient that permits quantum mechanics to bypass
Ineq. (5.1)? Contrary to classical models, it is not possible to assign a value to
the measurements that are not carried out. This is because the measurement
bases are not mutually orthogonal.

It turns out that in the setting of 2 parties, 2 settings, and 2 detectors,
this is the greatest violation achievable by quantum mechanics. This was
shown by Cirel’son [40]. The maximum possible value for the left-hand side
of (5.1) is 4 and can be achieved if Alice and Bob communicate.
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-1 0 1
-1

0

1

(a) A

-1 0 1
-1

0

1

(b) A′

-1 0 1
-1

0

1

(c) B

-1 0 1
-1

0

1

(d) B′

Figure 5.2: Measurement bases; the measurement outcome 1 corresponds in
the first three cases to the vector extended the furthest right and in the last
case to the one leaning left.

5.1.2 Imperfections

The detection loophole Experimental realizations of nonlocality tests are
hampered by noise and imperfections in the physical apparatus. In particu-
lar, measurement devices for individual quantum systems, e.g., single-photon
detectors, tend to fail on most runs of the experiment, allowing local classical
explanations of the data by means of local classical theories that are allowed
to make the same kind of errors and this opens the so-called “detection loop-
hole.”

We consider again the nonlocality experiment from the preceding subsec-
tion. Let UA denote the basis transformation from the computational basis
to the measurement basis of observable A so that A = U∗A(|0〉〈0| − |1〉〈1|)UA;
we define UA′ , UB , and UB′ in the same way. Then the measurement of A
by Alice and B by Bob corresponds to a measurement in the computational
basis of the state

(UA ⊗ UB)|ψ〉 =
1√
2

∑
i∈{0,1}

(−1)iUA|i〉UB |1− i〉

=
1√
2

∑
i∈{0,1}

(−1)i|i〉UBUTA |1− i〉

Measuring this state in the computational basis will yield outcome i for Alice
and j for Bob with probability

1
2

∣∣〈j|UBUTA |i〉∣∣2 .

When Alice and Bob want to reproduce these correlations classically, Alice
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does not know the measurement basis of Bob and vice versa, therefore they
cannot easily compute the probabilities locally. So what they do is, they
separate the expression in a part that can be evaluated by Alice and a part
that can be evaluated by Bob by sandwiching a projector |ϕ〉〈ϕ| between the
parts that Alice has knowledge of and the parts Bob knows:

1
2

∣∣〈j|UBUTA |i〉∣∣2 ≥ 1
2

∣∣〈j|UB |ϕ〉〈ϕ|UTA |i〉∣∣2
=

1
2
|〈j|UB |ϕ〉|2 ·

∣∣〈ϕ|UTA |i〉∣∣2
If Alice and Bob know |ϕ〉, then Alice can locally sample from Pr[output i] =∣∣〈ϕ|UTA |i〉∣∣2 and Bob from Pr[output j] = |〈j|UB |ϕ〉|2. Every choice of |ϕ〉
yields a local hidden variable model with perfect detector efficiency, since
both parties produce an outcome. Such a model cannot violate Ineq. (5.1).
However, Gisin and Gisin [62] showed that if Alice only produces an output
with probability |〈ϕ|A|ϕ〉|2 where A is the observable she measures, Bob
always produces an output, and |ϕ〉 is chosen uniformly at random, then
Eq. (5.2) holds just like in the quantum case. Alice’s overall detector efficiency
is 1/2 in this case. In fact, in our restricted setting it is sufficient to have
|ϕ〉 = |0〉 or |ϕ〉 = (|0〉 + |1〉)/

√
2 with probability 1/2 each. This means a

single shared random bit is sufficient to violate the CHSH inequality. With
little additional overhead, the marginal detector efficiency of Alice and Bob
can be made the same, barring obvious ways to identify this local hidden
variable model and thus rendering it more plausible.

Communication complexity The amount of communication needed to
solve computational tasks is a well-studied problem in computer science.
Communication complexity was introduced by Abelson and Yao [1, 119]. Al-
ice has an n-bit string x and Bob has an n-bit string y and their goal is
to compute some function f : {0, 1}n × {0, 1}n 7→ {0, 1}, minimizing the
number of bits they communicate to each other. The area of communica-
tion complexity is well studied; see for example the books by Kushilevitz and
Nisan [80] and Hromkovič [76]. Cleve and Buhrman [43] and Buhrman, Cleve,
and Wigderson [29] initiated the study of quantum communication complex-
ity where Alice and Bob can exchange qubits or share entangled parts of a
quantum state.

Ideas from quantum communication complexity have been used by Bras-
sard et al. [25], Massar [86], and us [34] to propose new nonlocality experi-
ments and to bound the maximum detector efficiency, minimum noise, and
hidden communication using which the results can be explained by means of
a classical local model. The goal is to construct an experiment that demon-
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strates the nonlocal character of quantum mechanics even when the experi-
ments are faulty and make errors.

Deutsch-Jozsa correlations To demonstrate how ideas from combina-
torics can be used to propose new nonlocality experiments, we take another
look at the Deutsch-Jozsa problem (see Subsection 1.3.2, p. 19 ff.). The
first gap for two-party qubit communication complexity was demonstrated
by Buhrman, Cleve, and Wigderson [29]; their quantum protocol is inspired
by the Deutsch-Jozsa algorithm.

The problem is as follows: Alice has x ∈ {0, 1}n, Bob has y ∈ {0, 1}n and
they are promised that either x = y or x and y differ in exactly n/2 positions.
Their task is to find out which of the two is the case. This amounts to figuring
out whether x1 ⊕ y1 . . . xn ⊕ yn is constant or balanced, since in the constant
0 case x = y and in the balanced x 6= y. So if we set Xi = xi⊕yi we are back
at the Deutsch-Jozsa problem.

If Alice could somehow obtain the final state from Eq. (1.22) on page 22,
with 2n now n and n now ` := log n,

1√
n

∑
i∈{0,1}`

1√
n

∑
j∈{0,1}`

(−1)Xi+i·j |j〉|1〉 ,

she would do a final measurement and know the answer. To this end Bob
prepares the following state:

1√
n

∑
i∈{0,1}`

|i〉 1√
2
(|0⊕ yi〉 − |1⊕ yi〉)

and sends these log(n) + 1 qubits to Alice. Alice then performs the unitary
transformation that changes state |i〉|b〉 to |i〉|b⊕ xi〉 resulting in state:

1√
n

∑
i∈{0,1}`

|i〉 1√
2
(|0⊕ yi ⊕ xi〉 − |1⊕ yi ⊕ xi〉) ,

which can be rewritten precisely to the state from Eq. (1.20):

1√
n

∑
i∈{0,1}`

(−1)Xi |i〉 1√
2
(|0〉 − |1〉)

Next Alice proceeds as in the Deutsch-Josza algorithm and appliesH⊗ log(n)+1

and measures the final state.
Following proposals by Brassard et al. [25] and Massar [86], the Deutsch-

Jozsa communication problem can be turned into a nonlocality experiment.
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This time, Alice and Bob cannot communicate, but they start out sharing
a quantum state, receive classical bit strings x, y ∈ {0, 1}n, respectively;
both Alice and Bob produce outputs, a, b ∈ {0, 1}`, respectively, and we are
interested in the correlations between these outputs, namely the probability
distributions Pr[a, b | x, y] of Alice outputting a and Bob outputting b given
that Alice got input x and Bob input y. Recall that the “trick” in turning
the Deutsch-Jozsa algorithm into a communication protocol was to let Bob
perform the first steps of the algorithm and then send the quantum state to
Alice who completed the steps with her input. Now, since Alice and Bob
cannot communicate, we replace the quantum channel by EPR pairs. Alice
and Bob start out with the following state comprised of ` = log(n) EPR pairs
and two auxiliary qubits:

1
2
√
n

∑
i∈{0,1}`

|i〉 (|0〉 − |1〉) |i〉 (|0〉 − |1〉)

Here, Alice has the first `+1 qubits and Bob the remaining `+1 qubits. Now
both Alice and Bob pretend that they are in a local execution of the Deutsch-
Jozsa algorithm before the oracle query, as given in Eq. (1.19). Accordingly,
they perform the operation |i〉|b〉 7→ |i〉|b⊕ yi〉 on their part of the state,
resulting in the following global state:

1
2
√
n

∑
i∈{0,1}`

(−1)xi+yi |i〉 (|0〉 − |1〉) |i〉 (|0〉 − |1〉)

Then they apply the Hadamard operation on their `+ 1 qubits, yielding the
state

1
n
√
n

∑
i∈{0,1}`

(−1)xi+yi

 ∑
a∈{0,1}`

(−1)(i,a)|a〉

 |1〉
 ∑
b∈{0,1}`

(−1)(i,b)|b〉

 |1〉
=

1
n
√
n

∑
a,b∈{0,1}`

 ∑
i∈{0,1}`

(−1)xi+yi+(i,a⊕b)

 |a〉|1〉|b〉|1〉
Now they both measure and output their measurement result. By the laws of
quantum mechanics, the probability for Alice to observe |a〉|1〉 and Bob |b〉|1〉
is

Pr[a, b | x, y] =
1
n3

 ∑
i∈{0,1}`

(−1)xi+yi+(i,a⊕b)

2

If x = y, then

Pr[a, b | x, y] =

{
1
n if a = b

0 if a 6= b
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whereas for ∆(x, y) = n/2 and a = b we have Pr[a, b | x, y] = 0. Hence,
the outputs are correlated in that whenever x = y, we always see a = b and
whenever ∆(x, y) = n/2, we never see a = b.

Can these correlations be realized by a classical protocol with shared ran-
domness and no communication? No, since then Bob could send his output to
Alice, solving the communication problem with O(log n) bits, which is ruled
out by the Holevo bound [73], which implies that for transmitting n bits over
a quantum channel Ω(n) qubits are needed. Then, how closely can they be
realized approximately, i.e., how precise does an experiment need to be? For
the detection loophole, it is assumed that every measurement succeeds with
probability at least η and if it fails, there will be no output. Then η2 is the
probability that both Alice’s and Bob’s measurements succeed. If the world
is classical, we have an adversary who is trying to reproduce the correlations
without communication using the possibility not to produce an output on an
η2 fraction of the runs of the experiment. By the Yao principle [118] there will
be for every distribution on the inputs a classical local deterministic strategy
that produces a correct output for an η2 fraction of the inputs. Consider the
input distribution where x ∈ {0, 1}n is chosen uniformly at random and y = x;
fix the best deterministic strategy. Let Za = {x : Alice and Bob output a},
then

η22n ≤
∑

a∈{0,1}`

|Za|

Moreover, for each a ∈ {0, 1}`, Za ⊆ {0, 1}n must not contain x, y with
∆(x, y) = n/2, therefore, by a combinatorial theorem by Frankl and Rödl [59],
|Za| ≤ 20.993n. This implies η22n ≤ n20.993n or η ≤

√
n2−0.007n. Hence,

with growing n, the detector efficiency at which there still exists a classical
local model decreases exponentially. So if the quality of the measurement
equipment does not decrease too fast with growing n, the detection loophole
can be “closed” with an experiment for the Deutsch-Jozsa correlations.

There are several shortcomings in this approach. In a nonlocality experi-
ment, the input distribution should be a product distribution so that it can be
implemented locally in the lab. Furthermore, there are very efficient classical
bounded-error protocols for equality, implying that the quantum correlations
above can be very well simulated classically if the experiment is subject to
noise. And finally, an asymptotic analysis is often too coarse since the region
where the bounds kick in may be out of reach experimentally.

In the remainder of this chapter, we describe our results that address some
of these questions. In Section 5.2 we give formal definitions for the investi-
gation of multiparty nonlocality experiments; building on these, we prove in
Section 5.3 that a multiparty nonlocality experiment is asymptotically robust
both with inefficient detectors and noise. Section 5.4 provides a new upper
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bound on the amount of communication needed to reproduce quantum cor-
relations in a classical world. We discuss our results and interesting open
questions in Section 5.5.

5.2 Definitions

Consider the following situation. There are n spatially separated parties;
party i receives an input xi ∈ {1, . . . , k} and produces an output ai ∈
{1, . . . , `}. With x = (x1, . . . , xn) and a = (a1, . . . , an), let P (a|x) denote
the probability of output a given input x. The inputs are distributed ac-
cording to the probability distribution µ(x). We formalize this situation as
follows.

5.2.1. Definition. An (n, k, `) correlation problem with input distribution
µ is a family of probability distributions P (·|x) on the “outputs” {1, . . . , `}n,
for each “input” x ∈ {1, . . . , k}n with µ(x) > 0. We denote the support of µ
by D := {x : µ(x) > 0}.

Note that we usually only consider product distributions for µ—otherwise, a
nonlocality experiment would have trouble selecting x according to µ when
the detectors are timelike separated.

We are interested in correlation problems obtained from measurements on
multipartite entangled quantum states. We define these as follows.

5.2.2. Definition. An (n, k, `) measurement scenario is a correlation prob-
lem in which the parties share an entangled state |ψ〉; each input xi determines
a positive operator valued measure (POVM) x̂i = {x̂1

i , . . . , x̂
`
i} with x̂ji ≥ 0,∑`

j=1 x̂
j
i = 1i. If the measurement of party i produces outcome x̂ji , then it

outputs ai = j. The probability PQM(a|x) to obtain outcome a given input
x is

PQM(a|x) = 〈ψ|x̂a1
1 ⊗ · · · ⊗ x̂an

n |ψ〉 .

Our aim is to study what classical resources are required to reproduce such
measurement scenarios. Let us first consider classical models in which the
parties cannot communicate after they have received the inputs. Such models
are called local . The best the parties can do in this case is to randomly select
in advance a deterministic strategy. This motivates the following definition.

5.2.3. Definition. A deterministic local hidden variable (lhv) model is a
family of functions λ = (λ1, . . . , λn) from the inputs to the outputs: λi :
{1, . . . , k} → {1, . . . , `}. Each party outputs ai = λi(xi).

A probabilistic lhv model (or just lhv model) is a probability distribution
ν(λ) over all deterministic lhv models for given (n, k, `).
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Thus in probabilistic lhv models the parties first randomly choose a deter-
ministic lhv model λ using the probability distribution ν. Each party then
outputs ai = λi(xi).

We also consider classical models with communication. In such models,
the parties may communicate over a possibly superluminal classical broad-
cast channel in order to reproduce the quantum correlations PQM. Different
communication models exist depending on whether the parties do not have
access to randomness, possess local randomness only, or share randomness.
These notions are adapted from the corresponding definitions in communica-
tion complexity.

5.2.4. Definition. Consider n parties who each receive an input xi ∈ {1,
. . . , k}, communicate over a classical broadcast channel, and each produce
an output ai ∈ {1, . . . , `}.

A deterministic classical model with communication is a rooted “commu-
nication protocol” tree P; each internal node u is labeled with the party
iu ∈ {1, . . . , n} whose turn it is to broadcast a message; each edge e from u to
a descendant is labeled with a set §e ⊆ {1, . . . , k} so that the §e form a par-
tition of {1, . . . , k}; each leaf v is labeled with a lhv model λv. An execution
of the protocol on input x starts at the root of tree; until a leaf is reached,
the execution proceeds from node u to the descendant of u that is reached
via the edge e with xiu ∈ §e. It is understood that the choice of the edge
is broadcast to all parties so that all parties know at each moment at which
node the execution is. When the execution has reached the leaf v, each party
i outputs λv,i(xi) and the execution terminates. If there are m leaves and if
the number of children of the nodes on the path from the root to the final
leaf is t1, . . . , tm, the number of bits broadcast is c = dlog t1e+ · · ·+ dlog tme.

A classical model with shared randomness is an arbitrary probability dis-
tribution ν(P) over deterministic classical models. An execution of such a
model first probabilistically selects a deterministic model and then evaluates
the deterministic model.

In a classical model with local randomness, the distribution ν(P) is con-
strained to be a product distribution of the individual strategies of the parties.

Of course, a classical model that always uses 0 bits of communication is just
a lhv model.

5.2.5. Definition. For a correlation problem P with input distribution µ,
we denote by D(P ), R(P ), and Rpub(P ), respectively, the minimum number
of bits that must be broadcast in order to perfectly reproduce the correlations
P when the parties are deterministic, have local randomness only, or have
shared randomness.
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Where the choice of the correlation problem P is clear from the context,
we drop it and write D, R, and Rpub.

Clearly, D(P ) ≥ R(P ) ≥ Rpub(P ). Since the results of quantum measure-
ments are inherently random, it is in impossible to reproduce the quantum
correlations using deterministic lhv models or using deterministic models with
communication. Thus D(P ) is meaningless when trying to simulate quantum
measurement scenarios. However, deterministic models are a very useful tool
for studying the probabilistic models because properties of all deterministic
models necessarily also hold for all probabilistic models, because the proba-
bilistic models are just probabilistic mixtures of deterministic models. Note
also that Massar et al. [87] showed that R(P ) can be infinite when P arises
from a quantum measurement scenario.

In general, classical models cannot reproduce the quantum correlations
PQM unless communication is possible, the detector efficiency η is sufficiently
small, or they are allowed to make errors. Let us consider now the situation
where the detectors are inefficient.

In the case of inefficient detectors we enlarge the space of outputs to
ai ∈ {1, . . . , `} ∪ {⊥}, where ai =⊥ is the event that the ith detector does
not produce an output (“click”). We suppose that each measurement x̂i
has probability η of giving a result and a probability 1 − η of not giving a
result. Whether a detector clicks or does not click is independent of the other
detectors. This affects the probabilities in a more structured way than simply
decreasing the probability that all detectors click simultaneously. This issue
has been discussed by Massar and Pironio [88]; for simplicity we will consider
here only the two extreme cases, namely that all detectors click (which occurs
with probability ηn) or that at least one detector does not click. We define
detector efficiency accordingly.

5.2.6. Definition. Let P (·|x) be a fixed (n, k, `) correlation problem with
input distribution µ. Let

C := {a : ∀i ai 6=⊥}

denote the output vectors where all detectors click. With slight abuse of
notation, we also use C as the indicator random variable of the event a ∈ C.
We define the detection efficiency η of the correlations to be the expectation

η :=

(
Eµ

[∑
a

P (a|x)C

])1/n

.

Note that here the atomic events are tuples (x, a) of an input and an out-
put vector with a joint distribution of the form Pr[input x and output a] =
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µ(x)P (a|x). The expectation above is over the marginal distribution µ of the
inputs.

We are also interested in the possibility that the lhv model makes errors.

5.2.7. Definition. Suppose that some classical model produces a probabil-
ity distribution P (a|x), which should approximate the probability distribution
produced by a measurement scenario PQM (a|x). The total-variation distance
is a measure for how much these two distributions differ:

εvar := Eµ

[∑
a

|PQM (a|x)− P (a|x)| C
ηn

]

The inclusion of the factor C/ηn takes care of the possible finite efficiency of
the detectors, assumed to be the same for PQM (a|x) and for P (a|x).

We will be particularly interested in quantum correlations that exhibit
“pseudo telepathy”, i.e., such that PQM (a|x) = 0 for some a and x. For such
correlations it is convenient to define the error probability as follows.

5.2.8. Definition. Let

F := {(a, x) : PQM (a|x) = 0}

and again we also denote by F the indicator random variable of the event
PQM (a|x) = 0. The error probability is

ε := Eµ

[∑
a

P (a|x)F C

ηn

]
.

Thus ε is the probability to observe in one run an event that cannot occur in
the quantum mechanical model. It is immediate to check that

εvar ≥ ε .

For an (n, k, `) correlation problem P (·|x) with input distribution µ, we
denote by η∗ the maximum detector efficiency of any lhv model that repro-
duces the quantum correlations, and by η∗ε the maximum detector efficiency
that reproduces the quantum correlations up to error ε. Similarly, we can
define Dε, Rε, Rpub

ε the amounts of communication required to reproduce
the correlation problem P in the presence of error. We are interested in η∗ε
and by Rpub

ε . Below, we will generally drop the subscript and just write ε as
it is clear that throughout the following discussion we allow the possibility of
error.

We can map every communication model with c bits of communication
with shared randomness into a model with inefficient detectors with efficiency
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ηn = 2−c: the shared randomness determines the conversation between the
parties. Thus they all agree on the conversation. Each party i checks whether
its input xi is compatible with the conversation and, if yes, produces output
ai according to the communication model and otherwise produces no output,
i.e., ⊥. The total probability that all detectors click is equal to the probability
that x belongs to the conversation. Since each input belongs to one and only
one conversation, the probability that all detectors click is equal to one over
the number of conversations. Note that in this model the probability that a
specific detector, say detector i, clicks may depend on the input xi. However,
the probability that all detectors click remains independent of the input.

5.2.9. Theorem. Consider lhv models where the probability that all detectors
click is independent of the input, but where the probability that each detector
clicks, say detector i, may depend on its input xi. Then there exists a lhv
model if the probability ηn that all detectors click is at most 2−R

pub

. This
implies that in these models,

(η∗)n ≥ 2−R
pub

. (5.3)

This result was given in [35] in the absence of error, but it also holds when
errors are present.

5.3 Bounds on Multiparty Nonlocality

5.3.1 Combinatorial bounds

We now introduce some definitions and notation, which allow us to state and
then prove our result concerning a general relation between c, η and ε. We are
concerned with pseudo-telepathy type correlations for which there are some
P (a|x) that vanish.

5.3.1. Definition. Let P (·|x) be a fixed (n, k, `) correlation problem with
input distribution µ. We define the sets of inputs that admit output a as

adm(a) := {x : P (a|x) > 0}

for all a ∈ C. Moreover, for a set S ⊆ {1, . . . , k}n of inputs and a specific
output a ∈ {1, . . . , `}n, the a-advantage of S is

adva(S) :=
µ(S ∩ adm(a))

µ(S)

for all a ∈ C.
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For sets A1, . . . , An, a subset R of the Cartesian product A1 × · · · ×
An is called a rectangle if there are R1 ⊆ A1, . . . , Rn ⊆ An such that
R = R1 × · · · × Rn, i.e., R is a Cartesian product itself. The importance
of rectangles is that for a deterministic lhv model λ = (λ1, . . . , λn), the set
Rλ(a) := {x : λ(x) = a} of all inputs x leading to output a is a rectangle:
Rλ(a) = λ−1

1 (a1)× · · · × λ−1
n (an).

5.3.2. Theorem. Let P be a fixed (n, k, `) correlation problem with input
distribution µ. If for some δ ( 0 ≤ δ ≤ 1), all rectangles R with adva(R) ≥ δ
have µ(R) ≤ r for every a ∈ C, then for every classical model ν(P) with c
bits of communication holds

1
2c
ηn
(

1− ε 1
1− δ

)
≤ `nr.

This shows the strong relation between the detection efficiency and the
amount of classical communication required to reproduce the correlations.
Indeed one quantity can be traded for the other.

Proof of Theorem 5.3.2. Let RP,v,a denote the set of inputs x for which
the deterministic protocol P terminates in leaf v and outputs a. Every RP,v,a
is a rectangle. Let L := {(P, v, a) : adva(RP,v,a) ≥ δ}. Then

ηn(1− ε) =
∑
P,x

ν(P)µ(x)C(1− F )

=
∑
P,v,a

ν(P)µ(RP,v,a ∩ adm(a))

=
∑
P,v,a

ν(P)µ(RP,v,a) adva(RP,v,a)

≤
∑

(P,v,a)∈L

ν(P)r +
∑

(P,v,a)/∈L

ν(P)µ(RP,v,a)δ

≤ 2cdnr + δ
∑

(P,v,a)/∈L

ν(P)µ(RP,v,a)

where the v range over the leafs of P and the a over {1, . . . , `}n. Similarly,

ηnε =
∑
P,v,a

ν(P)µ(x)CF

=
∑
P,v,a

ν(P)µ
(
RP,v,a ∩

(
{1, . . . , k}n \ adm(a)

))
=
∑
P,v,a

ν(P)µ(RP,v,a)
(
1− adva(RP,v,a)

)
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≥ 0 +
∑

(P,v,a)/∈L

ν(P)µ(RP,v,a)(1− δ)

= (1− δ)
∑

(P,v,a)/∈L

ν(P)µ(RP,v,a)

Hence,

ηn(1− ε) ≤ 2c`nr +
δ

1− δ
ηnε ,

which implies Theorem 5.3.2. 2

5.3.2 Application to the GHZ correlations

In this measurement scenario each of the n parties has a two-dimensional
quantum system. The overall state of the n qubits is

|ψ〉 =
|0n〉+ |1n〉√

2
(5.4)

where |in〉 = |i〉 ⊗ . . .⊗ |i〉 with n terms in the product. Each party receives
as input xi ∈ {0, . . . , k− 1}. Each party then measures his qubit in the basis

|ϕ±〉 =
|0〉 ± eπ i xi/k|1〉√

2
(5.5)

If the qubit is projected onto state |ϕ+〉, then party i outputs ai = 0; and if
the qubit is projected onto state |ϕ−〉, party i outputs ai = 1. As we explain
below, the outputs are correlated to the inputs as follows:

if
n∑
i=1

xi mod k = 0

then
n∑
i=1

ai mod 2 =
1
k

(
n∑
i=1

xi mod 2k

)
. (5.6)

For n = 3 and k = 2 this constitutes the GHZ paradox as formulated by
Mermin [93]. The case k = 2, arbitrary n was studied by Mermin [92]. In
Buhrman et al. [31] and our earlier research [35] the case where the number
of settings k is a power of two was considered. In [31] it was shown that
the amount c of classical communication which the parties must broadcast in
order to reproduce exactly the correlations Eq. (5.6) is c = O(n log n) when
k = O(n). And in [35] it was shown that the maximum detector efficiency
η∗ for which a local classical model can reproduce the correlations Eq. (5.6)
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decreases as 1/n. Furthermore the arguments of [31, 35] show that for the
correlations Eq. (5.6) these results are essentially optimal.

We now apply Theorem 5.3.2 to this measurement scenario with the as-
sumption that k = n1/6 is a power of two. Recall that in this example there
are n parties, and each party i obtains input data xi ∈ Zk. We call an input
x = (x1, . . . , xn) valid if it satisfies(

n∑
i=1

xi

)
mod k = 0 (5.7)

and we let D ⊂ Znk denote the set of all valid inputs. Let F : Znk → {0, 1}
denote the Boolean function on the valid inputs defined by

F (x) =
1
k

[(
n∑
i=1

xi

)
mod 2k

]
.

The function F can be viewed as computing the (1+log k)-th least significant
bit of the sum of the xi.

In a quantum setting, the parties can compute F easily. Assume that each
party has a two-dimensional quantum system that is part of the entangled
state

|ψ〉 = (|0n〉+ |1n〉)/
√

2 .

Each party i carries out the following measurement on its subsystem: it
performs the unitary transformation |0〉 7→ |0〉, |1〉 7→ e2π i xi/2

k |1〉 and then
measures an operator whose eigenstates are (|0〉+ |1〉)/

√
2 and (|0〉−|1〉)/

√
2.

The first outcome is assigned the value ai = 0, the second the value ai = 1.
If Eq. (5.7) holds, then(

n∑
i=1

ai

)
mod 2 =

1
k

[(
n∑
i=1

xi

)
mod 2k

]
= F (x) . (5.8)

Hence, if each party broadcasts its measurement outcome then each party
can locally compute F (x).

5.3.3. Lemma. In the model with prior entanglement and classical broadcast
communication, the communication complexity of computing F (x) is O(n).

Moreover, the above measurement scenario will exactly reproduce the follow-
ing (n, k, 2) correlation problem (see Definition 5.2.1): let µ(x) be a distribu-
tion on the inputs that gives zero weight to the invalid inputs x, which do
not satisfy Eq. (5.7), and let

P (a|x) :=

{
1

2n−1 if F (x) = a1 + · · ·+ an mod 2
0 otherwise.
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for all a ∈ {0, 1}n and x ∈ D.
A simple classical strategy for reproducing these correlations is for every

party to broadcast its input. Hence, with k = n1/6, the communication
problem and the correlation problem can be solved exactly with O(n log n)
bits of communication. We show that this is essentially optimal, even allowing
constant error probability.

5.3.4. Theorem. Let µ be the uniform distribution on valid inputs. Then
the number c of bits broadcast, the efficiency η and the error ε of every lhv
model ν are constrained by

1
2c/n

η

(
1− ε

[
2 + O

(
1

n1/6

)])1/n

= O
(

1
n1/6

)
.

5.3.5. Corollary. Every bounded-error randomized public coin protocol for
F : Znk → {0, 1} with k ≥ n1/6 requires Ω(n log n) bits of communication.

We now turn to the proof of Theorem 5.3.4. We say a rectangle R = A1 ×
· · ·×An ⊆ kn involves m parties if at least m of the n subsets Ai have size at
least 2. Every rectangle involving at most m parties can have size at most km.

5.3.6. Lemma (Small rectangles are insignificant). Every rectangle
R involving at most n5/6 parties satisfies log |R| ≤ n5/6 log k.

We say a rectangle R has bias at most δ if

|F−1(1) ∩D ∩R| ≤ (1 + δ)|F−1(0) ∩D ∩R|

and
|F−1(0) ∩D ∩R| ≤ (1 + δ)|F−1(1) ∩D ∩R|.

Note that for every a we have adm(a)∩D = F−1(a1 + · · ·+ an mod 2)∩D.
Therefore, if µ is a distribution that is uniform on D, then R has bias at most
δ if and only if it has a-advantage at most (1 + δ)/(2 + δ) for every a. The
next lemma expresses that every “large” rectangle is almost unbiased.

5.3.7. Lemma (Large rectangles are almost unbiased). Every rec-
tangle involving at least n5/6 parties has bias at most O(1/n1/6).

The proof of Lemma 5.3.7 is based on addition theorems for cyclic groups
and is given in the next subsection.

Proof of Theorem 5.3.4. Lemma 5.3.7 implies that each rectangle involving
at least n5/6 parties can have a-advantage at most 1/2 + O(1/n1/6) for any
a. Hence, rectangles with a-advantage greater than 1/2 + O(1/n1/6) must
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involve less than n5/6 parties. By Lemma 5.3.6, such a rectangle R has size
less than kn

5/6
and thus

µ(R) = |R|/kn−1 ≤ kn
5/6−n+1 = n−

1
6 (n−n5/6−1).

Plugging these values into Theorem 5.3.2, we obtain

1
2c
ηn
(

1− ε
[
2 + O

(
1

n1/6

)])
≤ 2−

1
6n logn+O(n)

2

5.3.3 An addition theorem

Let ZT denote the additive cyclic group of order T . Let µA(x) denote the
multiplicity of an element x in the multiset A. For multisets A and B of ZT ,
let A+B denote the multiset {a+ b | a ∈ A, b ∈ B}.

5.3.8. Definition. We say a multiset A of ZT has bias at most ε with respect
to a subgroup H 6 ZT if µA(a) ≤ (1+ε)µA(a+h) for all a ∈ A and all h ∈ H.

5.3.9. Theorem (Addition Theorem). Let A1, . . . , Ar be subsets of ZT ,
each of size at least 2, with r ≥ T 3 and T = 2t a power of 2. Then the
multiset A1 +A2 + · · ·+Ar has bias at most O(T 3/2/r1/2) with respect to the
subgroup {0, 2t−1}.

Essentially, this theorem is derived by a sequence of simple reductions to
the following observation: We may generate an almost uniformly distributed
random number between 0 and K − 1 by flipping a fair coin K2 times, and
counting the number of heads modulo K.

5.3.10. Lemma. For multisets A and B over ZT , if A has bias at most ε with
respect to some subgroup H, then so does A+ B. In particular, the multiset
A+ {d} has the same bias as A.

5.3.11. Lemma. Let f : {0, 1}s → ZK be defined by

f(a1, . . . , as) =

(
s∑
i=1

ai

)
mod K .

If s ≥ K2, then |f−1(x)| ≤
(
1 + 4 K√

s

)
|f−1(y)| for all x, y ∈ ZK .
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Proof. First suppose x ≤ y. Then

|f−1(x)| =
∑
i

(
s

x+ iK

)
=

∑
i:y+iK<s/2

(
s

x+ iK

)
+

∑
i:y+iK≥s/2

(
s

x+ iK

)

≤
∑

i:y+iK<s/2

(
s

y + iK

)
+

∑
i:y+iK≥s/2

(
s

x+ iK +K

)
+
(
s

s/2

)

≤
∑

i:y+iK<s/2

(
s

y + iK

)
+

∑
i:y+iK≥s/2

(
s

y + iK

)
+
(
s

s/2

)

= |f−1(y)|+
(
s

s/2

)
.

Similarly, if x > y, then still |f−1(x)| ≤ |f−1(y)|+
(
s
s/2

)
. Thus, for all y ∈ ZK ,

we have that |f−1(y)| is within
(
s
s/2

)
of the average value of 2s

K . Hence,(
s
s
2

)
≤ 4

5
2s

K

K√
s
≤ 4

5

(
|f−1(y)|+

(
s
s
2

))
K√
s
,

from which follows (
s
s
2

)
≤ 4

5
√
s
K − 4

|f−1(y)| .

2

5.3.12. Lemma. Let B1 = · · · = Bs = {0, b} be s identical size-2 subsets of
ZT , with s ≥ T 2. Then the multiset B1 + B2 + · · · + Bs has bias at most
4|H|/s1/2 with respect to the subgroup H = 〈b〉.

Proof. Set K = |H| and define function f : {0, 1}s → ZK by f(a1, . . . , as) =(∑s
i=1 ai

)
mod K. Then we may generate the multiset B1 + B2 + · · · + Bs

as b · f({0, 1}s). Applying Lemma 5.3.11 gives that f is almost unbiased on
ZK and hence b · f is almost unbiased with respect to H. 2

5.3.13. Lemma. Let B1, . . . , Br be size-2 subsets of ZT , with r ≥ T 3. There
exists a nontrivial subgroup H 6 ZT such that B1 +B2 + · · ·+Br has bias at
most 4T 3/2/r1/2 with respect to H.

Proof. First suppose 0 ∈ Bi for all i. There exists some nontrivial element
b ∈ ZT such that Bi = {0, b} for s of the subsets, with s ≥ r/T ≥ T 2.
Applying Lemma 5.3.12 on these s subsets yields a multiset of bias at most
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4|〈b〉|/s1/2 ≤ 4T 3/2/r1/2 with respect to 〈b〉. By Lemma 5.3.10, adding the
remaining r − s subsets to this multiset does not increase the bias.

In general, we do not have that 0 ∈ Bi for all i. In this case, observe that
by Lemma 5.3.10, adding any offset to a multiset does not change its bias,
and thus we may reduce to the former case by adding an appropriate offset
di to subset Bi such that 0 ∈ Bi + {di}, for each i. 2

Proof of Theorem 5.3.9. Let Bi ⊆R Ai be a random size-2 subset of Ai,
for each i. By Lemma 5.3.13, the sub-rectangle R′ = B1 × · · · ×Br is almost
unbiased with respect to some nontrivial subgroup H ′. Since H ′ is nontrivial,
it contains H = {0, 2t−1}, and hence R′ is also almost unbiased with respect
to H. By this selection process, every (a1, . . . , ar) ∈ A1 × · · · × Ar has the
same probability of being selected and, hence, R itself is almost unbiased with
respect to H. 2

Proof of Lemma 5.3.7. Set t = 1
6 log n and T = 2t. Consider any rectangle

R = A1 × · · · × An involving at least r ≥ n5/6 = T 5 parties. By the Addi-
tion Theorem, the multiset A1 + · · · + An has bias at most O(T 3/2/r1/2) ⊆
O(1/n1/6) with respect to {0, 2t−1}. Hence, rectangle R has bias at most
O(1/n1/6), too. 2

5.4 Reproducing Quantum Correlations

In this section we investigate whether one can put general bounds on the
amount of communication or on the threshold detection efficiency η∗ required
to reproduce quantum correlations, independently of the details of the mea-
surement scenario. We will focus on the amount of classical communication
required to reproduce the correlations, since Theorem 5.2.9 immediately pro-
vides a corresponding bound for η∗.

A first step is the observation that in an (n, k, `) correlation problem,
c = n log k bits of communication are always sufficient to reproduce the cor-
relations classically: each party broadcasts its input. We proceed to prove a
bound independent of the number of inputs k and of the number of outputs `.
Our bound depends solely on the number of parties and on the dimensionality
of the quantum systems.

5.4.1. Theorem. Consider a quantum measurement scenario involving n
parties. The quantum system held by each party is of dimension d. Then

2R
pub
εvar ≤

(
2ndn+3/2

εvar

)4dn(
1 + O

(
1

dn/3−1

))
.
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Thus Rpub
εvar = O(n2) for d fixed, n → ∞, and Rpub

εvar = O(d log d) for n fixed,
d → ∞. The corresponding results for η∗ follow immediately from Theorem
5.2.9. These results hold independently of the quantum state shared by the
parties, of whether the measurements are von Neumann measurements or
POVMs, of the number of inputs and of the number of outputs.

Note that the bound of Theorem 5.4.1 is independent both of the input
distribution µ and of k, the number of possible inputs per party. The bound
does not hold for arbitrary non-quantum correlations as we can model every
multiparty communication problem by it and there are problems with Ω(log k)
required bits of communication (see [80]).

Proof of Theorem 5.4.1. We consider the situation where N parties each
have a d-dimensional system. The overall state of the N systems is in an
entangled state Ψ. Each party receives an input xi. To each input xi, party
i associates a measurement with outcomes ai. This measurement is a POVM
described by its elements xai

i , which are positive and sum to identity

xai
i ≥ 0 ,

∑
ai

xai
i = 1i .

The probability of obtaining outcomes a1 through aN is

P (a1, . . . , aN |x1, . . . , xN ) = 〈Ψ|xa1
1 ⊗ . . .⊗ x

aN

N |Ψ〉 .

We first describe a classical protocol for exact simulation of this measurement
scenario. The exact simulation may require infinite communication. In a
second step, we approximate the exact simulation with finite precision and
good bounds on the amount of communication.

Protocol for perfect simulation of quantum correlations

1. Each party has a classical description of the quantum state Ψ at its
disposal, e.g., in form of the components of the state in some basis.

2. Without loss of generality we assume that the POVM elements have
rank one and that the outcomes are positive numbers. Then each party
i can write its POVM elements as

xai
i = |xai

i ||x
ai
i 〉〈x

ai
i |

where |xai
i 〉 are normalized states.

3. Denote ψ(1) = Ψ.

4. For k = 1 to N ,
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5. Party k computes the probabilities

P (ak) = 〈ψ(k)|xak

k ⊗ 1k+1 ⊗ . . .⊗ 1N |ψ(k)〉

6. Party k randomly chooses outcome ak using this probability distribu-
tion.

7. Party k broadcasts a classical description of the state |xak

k 〉 onto which
his system has been projected

8. The parties compute the state ψ(k+1) as

ψ(k+1) =
〈xak

k |ψ(k)〉√
〈ψ(k)||xak

k 〉〈x
ak

k | ⊗ 1k+1 ⊗ . . .⊗ 1N |ψ(k)〉

where 〈xak

k |ψ(k)〉 denotes the partial inner product: |ψ(k)〉 = |xak

k 〉 ⊗
|ψ(k)

1 〉+ |y〉⊗ |ψ
(k)
2 〉 for some not normalized |ψ(k)

1 〉, |ψ
(k)
2 〉, and |y〉 with

〈x|y〉 = 0; then 〈xak

k |ψ(k)〉 = |ψ(k)
1 〉.

The state ψ(k+1) is a normalized state belonging to the space of parties
k+ 1, . . . , N . It is the state that is obtained when parties 1, . . . , k have
carried out their measurement.

9. Next k

It is easy to check that the above protocol exactly reproduces the quantum
correlations. Note that in the above protocol the only information that each
party must broadcast is a classical description of the state on which his system
has been projected. Note that the last party does not have to broadcast
this information. Note also that it is not crucial for the states |xak

k 〉 to be
normalized.

If the parties only give a finite-precision description of this state, then
the amount of communication will be bounded, but the probabilities will not
coincide exactly with the quantum probabilities. In order to analyze this
in detail we set up a slightly modified measurement x̃ai

i . For this modified
measurement the above simulation protocol requires only a finite amount of
communication. We will then compare the amount of communication re-
quired to simulate the modified measurement to the amount by which the
probabilities are modified. This will yield the upper bound on the amount of
communication required in the presence of error.
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Finite-precision approximation of the measurement As before we
write the POVM elements as xa = |xa||xa〉〈xa| where |xa〉 are normalized
states. Suppose the states |xa〉 are written in some fixed basis; then each
component in this basis has a real and imaginary part, which we can approx-
imate by a binary fraction. We write

|xa〉 = |x̃a〉+ |x̄a〉

where |x̃a〉 is obtained by truncating the real and imaginary part of the com-
ponents of |xa〉 at the r-th bit. The number of bits required to describe the
states |x̃a〉 is c = 2d(r+1) where we have taken into account that there are d
real and d imaginary components, and that each component must be specified
with its sign. The error on the state is bounded by 〈x̄a|x̄a〉 ≤ 2d2−r.

We define new operators

ỹa := |xa||x̃a〉〈x̃a| = |xa| (|xa〉〈xa|+ za)

with
za := −|xa〉〈x̄a| − |x̄a〉〈xa|+ |x̄a〉〈x̄a| .

The operators ỹa are positive, but do not sum to identity. Let |ϕ〉 be an
arbitrary normalized state. The largest eigenvalue of

∑
a ỹ

a is bounded by

〈ϕ|
∑
a

ỹa|ϕ〉 ≤ 1 +
∑
a

|xa|
(
2
∣∣〈ϕ|xa〉〈x̄a|ϕ〉∣∣+ ∣∣〈x̄a|ϕ〉∣∣2) ≤ 1 + d∆

where we applied the Cauchy-Schwarz inequality and let

∆ := 2
√
〈x̄a|x̄a〉+ 〈x̄a|x̄a〉 ≤ 2

√
2d2−r/2 + O(d2−r) . (5.9)

We now define the truncated POVM by the elements

x̃a :=
ỹa

1 + d∆
=
|xa|

1 + d∆
(|xa〉〈xa|+ za) ,

R := 1−
∑
a

x̃a

where R is an additional POVM element that is added to ensure that the
POVM sums to the identity. Outcome R is interpreted as error, e.g., we can
assume that output ⊥ is produced. The probability of obtaining outcome R
is bounded by

〈ϕ|R|ϕ〉 ≤ 2d∆
1 + d∆

≤ 2d∆ .
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Approximate measurements by n parties Let us now consider that
there are n parties, each of which modifies his measurement as described
above. Thus the measurements xai

i are modified into x̃ai
i , Ri. To estimate

how much these modified measurements differ from the original measurement,
simple arithmetic gives use the following bounds:

|Pexact(a|x)− Papprox(a|x)| = |〈ϕ|xa1
1 . . . xaN

N |ϕ〉 − 〈ϕ|x̃
a1
1 . . . x̃aN

N |ϕ〉|

≤ |x
a1 | . . . |xan |
(1 + d∆)n

(
(1 + d∆)n + (1 + ∆)n − 2

)
= |xa1 | . . . |xan |n(d+ 1)∆(1 + O(nd∆))

for every a that is a vector of valid outputs. Thus,∑
a

|Pexact(a|x)− Papprox(a|x)| ≤
∑
a

|xa1 | . . . |xan |n(d+ 1)∆(1 + O(nd∆))

= ndn(d+ 1)∆(1 + O(nd∆)) (5.10)

where we have used the fact that
∑
a |xai | = d. Furthermore, the probability

that at least one of the Ri results occur is

Pr
[
at least one Ri result

]
≤ 1−

(
1− 2d∆

1 + d∆

)n
≤ 2nd∆(1 + O(nd∆)) . (5.11)

The total-variation distance εvar is the sum of all, i.e., the sum of Eqs. (5.10)
and (5.11),

εvar ≤ n∆(dn+1 + dn + 2d)(1 + O(nd∆))

Thus the total-variation distance is small if n∆dn+1 is small. Using Eq. (5.9)
to replace ∆ by its value in terms of the amount of communication, we obtain

εvar ≤ n∆dn+1(1 + O(nd∆))

≤ 2
√

2
ndn+3/2

2r/2

(
1 + O

(
ndn+3/2

2r/2

))
.

Solving for 2r/2, we get

2r/2 ≤ 1
εvar

√
2ndn+3/2

(
1 + O

(
1√

ndn+3/2

))
and now we can square both sides, multiply them by two, and take them to
the power 2dn:

22dn(r+1) ≤
(

2ndn+3/2

εvar

)4dn(
1 + O

(
1

dn/3−1

))
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Since the 2dn(r + 1) is the communication of our protocol, Theorem 5.4.1
follows. 2

5.5 Conclusions

The work presented in this chapter aims at devising experiments for validating
quantum nonlocality in the presence of noise and with imperfect detectors.
Specifically we concentrated on the generalization of the GHZ paradox to n
parties previously considered as a quantum communication complexity prob-
lem by Buhrman et al. [31].

The only prior asymptotic results in quantum communication complexity
that hold in the presence of noise concern multi-round quantum communi-
cation protocols, such as the appointment-scheduling problem of Buhrman
et al. [29] or the example due to Raz [100]. It appears that these results
cannot be mapped to results concerning quantum nonlocality, whereas com-
munication complexity problems with a single round of communication and
nonlocal quantum correlations can generally be mapped one onto the other.

The multiparty problem considered by Buhrman et al. [31] was only
proved in the absence of noise. We extended the classical lower bound to the
bounded-error case and likewise made the corresponding correlation problem
robust to noise. We considered the situation where there is a finite probability
ε for an error to occur. We tied together the number of parties n, the num-
ber c of bits communicated via a superluminal channel, and the maximum
detector efficiency η∗ for which a local classical model exists:

η∗2−c/n = O
(
n−1/6

)
. (5.12)

This implies that with bounded error and η = 1 we have c = Ω(n log n);
with bounded error and c = 0 holds η∗ = O(n−1/6). Hence, the amount of
communication and the detection efficiency can be traded one for the other.
This result constitutes the first example in which the degree to which the
quantum correlations are nonlocal increases with the size of the entangled
system in the presence of noise.

There are several directions in which one may wish to improve the result
Eq. (5.12). The first concerns the evaluation of the right-hand side of this
relation. A detailed investigation of the proof shows that the right-hand side
becomes nontrivial only for values of n that exceed a few hundred. Therefore
our result will not be useful for the moderate values of n, say, n ≤ 10, which
may be attainable by real-world experiments in the next few years.

Another question concerns our notion of error, which is not entirely ap-
propriate to a multiparty setting: one expects that each party may induce an
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error independently of the other parties. Thus it would be more natural to
consider that the probability of an error goes as ε = 1− δn. We do not know
whether a constraint of the form Eq. (5.12) holds in this case also.

To see whether the correlations Eq. (5.12) are amongst the strongest
multiparty nonlocal quantum correlations, or whether there are other multi-
party measurement scenario that exhibit much stronger nonlocality, we con-
sidered arbitrary measurement scenarios involving n parties, each holding a
d-dimensional system. We derived bounds on the minimum amount c of clas-
sical communication that each party must broadcast in order to reproduce
the quantum correlations or, alternatively, the maximum detector efficiency
η∗ for which a local classical model exists in the bounded error model:

c = O
(
n2
)

(5.13)

η∗ = Ω
(
2−2dn log d

)
. (5.14)

These constraints are independent of the quantum state shared by the parties
and of the number of inputs each party receives. A large gap remains open
between our nonlocality experiment and the upper bounds of Eqs. (5.13) and
(5.14): if we take as relevant quantity the average amount of communica-
tion broadcast by each party, c/n, then an exponential gap exists between
our results Eq. (5.12) and Eq. (5.13). A corresponding exponential gap also
exists for η∗. Closing this gap would either require to significantly improve
Eqs. (5.13) and (5.14), or to find a completely different and much stronger
example of multipartite quantum nonlocality.



Chapter 6

Quantum Coin Flipping

This chapter is based on joint research conducted with Ambainis, Buhrman,
and Dodis [12].

6.1 Introduction

Research into quantum cryptography is motivated by two observations about
quantum mechanics:

1. Nonorthogonal quantum states cannot be distinguished perfectly and
parts of certain orthogonal quantum states cannot be distinguished if
the remaining parts are inaccessible;

2. Measurement disturbs the quantum state. This is the so-called “collapse
of the wave function.”

The second observation hints at the possibility of detecting eavesdroppers
or other types of cheaters, whereas the first property appears to allow hid-
ing data. Both rely on assumptions about the physical world, but are un-
hampered by unproven computational assumptions. Indeed, for the task of
cooperatively establishing a random bit string between two parties in the
presence of eavesdroppers, quantum key distribution [21, 89, 84] achieves se-
curity against the most general attack by an adversary that has unbounded
computational power but has to obey the laws of quantum mechanics.

Initially, it was thought that these properties would admit protocols for
the cryptographic primitive bit commitment . In bit commitment, there are
two parties Alice and Bob; in the initial phase of the protocol, Alice has a
bit b and communicates with Bob to “commit” to the value of b without
revealing it. At a later time, Alice “unveils” her bit, allowing Bob to perform
checks against the information obtained in the initial phase to test whether

117
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the revealed bit equals the committed bit. The properties sought of bit-
commitment protocols are that they are concealing and binding : Bob does
not learn anything about b in the initial phase and Bob will catch Alice trying
to unveil 1− b instead of b.

Unfortunately, Mayers [90] and Lo and Chau [83] proved that perfect
quantum bit commitment is impossible. Their impossibility result extends to
strong coin tossing [91, 83], a weaker cryptographic primitive where the two
parties want to agree on a random bit whose value cannot be influenced by
either of them. Moreover, the impossibility extends even to the case of weak
coin tossing [10], where outcome b = 0 is favorable for Alice and outcome
b = 1 favorable for Bob, thus ruling out perfect quantum protocols for leader
election. However, what turned out to be possible are coin-tossing protocols
where there are guarantees on how much a cheater can bias the outcome.

Consider k parties out of which at least g ≥ 1 are honest and at most
(k − g) are dishonest; which players are dishonest is fixed in advance but
unknown to the honest players. The players can communicate over broadcast
channels. Initially they do not share randomness, but they can privately flip
coins; the probabilities below are with respect to the private random coins. A
coin-flipping protocol establishes among the honest players a bit b such that

• if all players are honest, Pr[b = 0] = Pr[b = 1] = 1/2

• if at least g players are dishonest, then Pr[b = 0],Pr[b = 1] ≤ 1/2 + ε

ε is called the bias; a small bias implies that colluding dishonest players
cannot strongly influence the outcome of the protocol. Players may abort the
protocol. This allows the bad players to block outcomes they do not desire;
therefore the quality of a coin-flipping protocol is measured in terms of the
overall probability of forcing a fixed outcome. Frequent aborts reduce this
figure of merit.

Classically, if a weak majority of the players is bad then no bias < 1/2 can
be achieved and hence no meaningful protocols exist [104]. For example, if we
only have two players and one of them is dishonest, then no protocols with
bias < 1/2 exist. For a minority of bad players, quite non-trivial protocols
exist. For example, Feige [52] elegantly showed that (1

2 + δ)-fraction of good
players can achieve bias 1

2 − Ω(δ1.65), while achieving bias better than 1
2 − δ

is impossible.
Allowing qubits to be sent instead of classical bits changes the situation

dramatically. Surprisingly, already in the two-party case coin flipping with
bias < 1/2 is possible, as was first shown in [4]. The best known bias is
1/4 and this is optimal for a special class of three-round protocols [10]; for
a bias of ε at least Ω(log log(1/ε)) rounds of communication are necessary
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[10]. Kitaev (unpublished, see [79]) showed that in the two-party case no bias
smaller than 1/

√
2− 1/2 is possible.

A weak version of the coin-flipping problem is one in which we know in
advance that outcome 0 benefits Alice and outcome 1 benefits Bob. In this
case, we only need to bound the probabilities of a dishonest Alice convincing
Bob that the outcome is 0 and a dishonest Bob convincing Alice that the out-
come is 1. In the classical setting, a standard argument shows that even weak
coin flipping with a bias < 1/2 is impossible when a majority of the players
is dishonest. In the quantum setting, this scenario was first studied under
the name quantum gambling [63]. Subsequently, Spekkens and Rudolph [111]
gave a quantum protocol for weak coin flipping with bias 1/

√
2− 1/2, i.e., no

party can achieve the desired outcome with probability greater than 1/
√

2.
Notice that this is a better bias than in the best strong coin flipping protocol
of [10].

We also remark that Kitaev’s lower bound proof for strong coin flipping
does not apply to weak coin flipping. Thus, weak protocols with arbitrar-
ily small ε > 0 may be possible. The only known lower bounds for weak
coin flipping are that the protocol of [111] is optimal for a restricted class of
protocols [11] and that a protocol must use at least Ω(log log(1/ε)) rounds
of communication to achieve bias ε. This was shown in [10] for strong coin
flipping but the proof also applies to weak coin flipping.

In this chapter, we focus on quantum coin flipping for more than two
players. However, for our multiparty quantum protocols we will will first need
a new two-party quantum protocol for coin flipping with penalty for cheating.
In this problem, players can be heavily penalized for cheating, which will
allow us to achieve lower cheating probability as a function of the penalty.
This primitive and the quantum protocol for it are presented in Section 6.2;
they may be of independent interest.

One way to classically model communication between more than two par-
ties is by a primitive called broadcast . When a player sends a bit to the other
players he broadcasts it to all the players at once [18]. However, when we deal
with qubits such a broadcast channel is not possible since it requires to clone
or copy the qubit to be broadcast and cloning a qubit is not possible [117]. In
Section 6.3 we develop a proper quantum version of the broadcast primitive,
which generalizes the classical broadcast. Somewhat surprisingly, we show
that our quantum broadcast channel is essentially as powerful as a combina-
tion of pairwise quantum channels and a classical broadcast channel. This
could also be of independent interest.

Using this broadcast primitive we obtain our main result:

6.1.1. Theorem. For k parties out of which g are honest, the optimal achiev-
able bias is ( 1

2 −Θ( gk )).
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We prove Theorem 6.1.1 by giving an efficient protocol with bias (1
2 −Ω( gk ))

in Section 6.4 and showing a lower bound of ( 1
2 −O( gk )) in Section 6.5. Our

protocol builds upon our two-party coin-flipping with penalties which we
develop in Section 6.2, and the classical protocol of Feige [52] which allows
to reduce the number of participants in the protocol without significantly
changing the fraction of good players present. Our lower bound extends the
lower bound of Kitaev [79].

6.2 Two-Party Coin Flipping with Penalty for
Cheating

We consider the following model for coin flipping. We have two parties: Alice
and Bob, among at least one is assumed to be honest. If no party is caught
cheating, the winner gets 1 coin, the loser gets 0 coins. If honest Alice catches
dishonest Bob, Bob loses v coins but Alice wins 0 coins. Similarly, if honest
Bob catches dishonest Alice, she loses v coins but Bob wins 0 coins.

6.2.1. Theorem. If Alice (Bob) is honest, the expected win by dishonest Bob
(Alice) is at most 1

2 + 1√
v
, for v ≥ 4.

Proof. The protocol is as follows. Let δ = 2√
v
. Define |ψa〉 =

√
δ|a〉|a〉 +

√
1− δ|2〉|2〉.

1. Alice picks a ∈ {0, 1} uniformly at random, generates the state |ψa〉
and sends the second register to Bob.

2. Bob stores this state in a quantum memory, picks b ∈ {0, 1} uniformly
at random and sends b to Alice.

3. Alice then sends a and the first register to Bob and Bob verifies if
the joint state of the two registers is |ψa〉 by measuring it in a basis
consisting of |ψa〉 and everything orthogonal to it. If the test is passed,
the result of coin flip is a⊕ b, otherwise Bob catches Alice cheating.

Theorem 6.2.1 follows from the following two claims.

6.2.2. Claim. Bob cannot win with probability more than 1
2 + 1√

v
, thus his

expected win is at most 1
2 + 1√

v
.

Proof. Let ρa be the density matrix of the second register of |ψa〉. Then, for
the trace distance between ρ0 and ρ1 we have ‖ρ0 − ρ1‖t = 2δ.
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Aharonov et al. [3] showed that the trace distance is a measure for the dis-
tinguishability of quantum states analogously to the total variation distance
of probability distributions; in particular, the probability of Bob winning is
at most 1

2 + ‖ρ0−ρ1‖t

4 = 1
2 + δ

2 = 1
2 + 1√

v
. 2

6.2.3. Claim. Dishonest Alice’s expected win is at most 1
2 + 1√

v
.

Proof. Without loss of generality, we can assume that Alice is trying to
achieve a ⊕ b = 0, which is equivalent to a = b. Since initially she has no
information about the b that Bob is going to send, the state she sends in the
first round is independent of b. So she prepares some pure quantum state |ψ〉,
of which a part is sent to Bob. We can assume that this state is of the form

|ψ〉 = α0|0〉|0〉+ α1|1〉|1〉+ α2|2〉|2〉

for some α0, α1, α2 ≥ 0, because all that matters is the purification of the
density matrix that Bob receives. Moreover, by symmetry we can assume
that the amplitudes α1 and α2 have the same magnitude so

|ψ〉 =
√
ε|0〉|0〉+

√
ε|1〉|1〉+

√
1− 2ε|2〉|2〉

for some ε ≥ 0. Since the state is symmetric with respect to switching |0〉
and |1〉, the maximum expected win that Alice can achieve is the same is she
receives b = 0 from Bob and if she receives b = 1.

It suffices to consider the case when she receives b = 0. After receiving
b = 0, Alice performs a measurement on her register. By |ψ′i〉 we denote
the projection of |ψ〉 to the subspace in which Alice answers a = i. Hence,
|ψ〉 = |ψ′0〉+ |ψ′1〉. By symmetry, we can assume that

|ψ′0〉 =
√
ε0|0〉|0〉+

√
ε1|1〉|1〉+

√
x− ε|2〉|2〉 ,

|ψ′1〉 =
√
ε− ε0|0〉|0〉+

√
ε− ε1|1〉|1〉+

√
1− x− ε|2〉|2〉

for some ε0, ε1, x ≥ 0. The best strategy for Alice is just to send the first
register to Bob unchanged. The probability with which Alice succeeds is
|〈ψ′0|ψ0〉|2 for a = 0 and |〈ψ′1|ψ1〉|2 for a = 1. If ε1 > 0, then changing ε1 to
0 does not change |〈ψ′0|ψ0〉|2 and increases |〈ψ′1|ψ1〉|2. Similarly, changing ε0
to ε does not change |〈ψ′1|ψ1〉|2 and increases |〈ψ′0|ψ0〉|2. Therefore, we can
assume that ε0 = ε, ε1 = 0 and the states are

|ψ′0〉 =
√
ε|0〉|0〉+

√
x− ε|2〉|2〉,

|ψ′1〉 =
√
ε|1〉|1〉+

√
1− x− ε|2〉|2〉.
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Let |ψ′′i 〉 =
√

1− δ|i〉|i〉 −
√
δ|2〉|2〉 for i ∈ {0, 1}. Then |ψ′′i 〉 is orthogonal to

|ψi〉, so we can assume that Bob’s verification measurement has |ψ′′i 〉 as one of
the outcomes that indicate that Alice is cheating. Therefore, the probability
of Alice caught cheating is at least |〈ψ′′0 |ψ′0〉|2 + |〈ψ′′1 |ψ′1〉|2.

Let d = max{x, 1− x} − 1
2 . Then the probability of Alice claiming a = 0

(and hence forcing outcome a ⊕ b = 0 as desired) is 〈ψ′0|ψ′0〉 = x ≤ 1
2 + d.

However, she may be caught cheating. We claim

6.2.4. Claim. The probability of Alice being caught by Bob is at least d2δ
2 .

Proof. Consider the two inner products

〈ψ′′0 |ψ′0〉 =
√
ε
√

1− δ −
√
x− ε

√
δ,

〈ψ′′1 |ψ′1〉 =
√
ε
√

1− δ −
√

1− x− ε
√
δ

To compare their difference, note that

√
x− ε−

√
1− x− ε ≥

√
x−
√

1− x =
x− (1− x)
√
x+
√

1− x
≥ x− (1− x)√

2

where the first inequality follows from convexity of square root function and
the second inequality follows from Cauchy-Schwartz. Therefore, 〈ψ′′0 |ψ′0〉 and
〈ψ′′1 |ψ′1〉 differ in absolute value by at least |x−(1−x)|

√
δ√

2
= d
√

2δ. This implies

that one of |〈ψ′′0 |ψ′0〉|2 and |〈ψ′′1 |ψ′1〉|2 is at least d2δ
2 and Alice gets caught

with probability at least d2δ
2 . 2

Therefore, Alice’s expected win is at most

1
2

+ d− d2δv

2
=

1
2

+ d

(
1− dδv

2

)
.

Consider two cases. If dδv ≥ 2, then 1− dδv
2 ≤ 0 and the expected win is at

most 1
2 . If dδv ≤ 2, then d ≤ 2

δv = 1√
v

and Alice’s expected win is at most
1
2 + 1√

v
. 2

2

6.3 The Multiparty Model

6.3.1 Adversaries

We assume computationally unbounded adversaries. However, they have to
obey quantum mechanics and cannot read the private memory of the honest
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players, but they can communicate secretly with each other. Moreover, we
assume that they can only access the message space in between rounds or
when according to the protocol it is their turn to send a message.

6.3.2 The broadcast channel

A classical broadcast channel allows one party to send a classical bit to all the
other players. In the quantum setting this would mean that a qubit would be
sent to all the other players. However, when there are more than two players
in total we would have to clone or copy the qubit in order to send it to the
other players. Even if the sender knows a classical preparation of the state
he wants to send, we cannot allow him to prepare copies because he may
be a cheater and send different states to different parties. It is well known
that it is impossible to clone a qubit [117], because cloning is not a unitary
operation. This means that we will have to take a slightly different approach.
Quantum broadcast channels have been studied in an information-theoretic
context before [14, 116] but not in the presence of faulty or malicious parties.

Our quantum broadcast channel works as follows. Suppose there are k
players in total and that one player wants to broadcast a qubit that is in
the state α|0〉 + β|1〉. What will happen is that the channel will create the
k-qubit state α|0k〉+ β|1k〉 and send one of the k qubits to each of the other
players. The state α|0k〉 + β|1k〉 can be easily created from α|0〉 + β|1〉 by
taking k − 1 fresh qubits in the state |0k−1〉. This joint state can be written
as α|0k〉+β|10k−1〉. Next we flip the last k−1 bits conditional on the first bit
being a 1, thus obtaining the desired state α|0k〉+ β|1k〉. This last operation
can be implemented with a series of controlled-not operations. Note that this
state is not producing k copies of the original state, which would be the k-fold
product state (α|0〉+ β|1〉)⊗ . . .⊗ (α|0〉+ β|1〉).

6.3.1. Theorem. In the following sense, a quantum broadcast channel be-
tween k parties is comparable to models where the parties have a classical
broadcast channel and/or pairwise quantum channels:

• If all parties are honest:

1. One use of the quantum broadcast channel can be simulated with
2(k − 1) uses of pairwise quantum channels.

2. One use of a classical broadcast channel can be simulated with one
use of the quantum broadcast channel.

3. One use of a pairwise quantum channel can be simulated by k + 1
uses of the quantum broadcast channel.
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• If all but one of the parties are dishonest, using one of the simulations
above in place of the original communication primitive does not confer
extra cheating power.

Proof. We first give the simulations and argue that they work in case all
players are honest.

1. The sender takes k− 1 fresh qubits in state |0k〉. He applies k− 1 times
CNOT where the subsystem to be broadcast is the control of the CNOT
and the fresh qubits are the destination. He then sends each of the k−1
qubits via the pairwise quantum channels to the k − 1 other parties.
Each recipient j flips a private classical random bit rj and if rj = 1

performs a σz phase flip on the received qubit. Here σz =
(

1 0
0 −1

)
is

the Pauli matrix that multiplies the relative phase between the |0〉 and
the |1〉 state by −1. He then sends rj back to the sender. The sender
computes the parity of the rj and if it is odd, he performs a σz phase
flip on his part of the broadcast state, thus restoring the correct relative
phase. This randomization is a countermeasure; its utility is explained
below.

2. When the sender wants to broadcast bit b ∈ {0, 1}, he uses the quantum
broadcast channel on qubit |b〉. The recipients immediately measure
their qubit in the computational basis to obtain the classical bit.

3. The quantum broadcast channel can be used to create an EPR pair
(|00〉 + |11〉)/

√
2 between two players Pi and Pj with the assistance of

the other (k − 2) players. i and j are determined by the protocol.

First one player broadcasts the state (|0〉 + |1〉)/
√

2, resulting in the k
qubit state |ϕ〉 = (|0k〉+ |1k〉)/

√
2. Now one after the other, the k − 2

remaining players perform a Hadamard transformation on their qubit,
measure it in the computational basis, and broadcast the classical result.
Next, if Pi receives a 1 he applies a phase flip σz to his part of |ϕ〉 (Pj
does nothing). After this operation, |ϕ〉 will be an EPR state between
Pi and Pj unentangled with the other k − 2 parties. Using a shared
EPR pair, a protocol called teleportation [19] can be used to simulate
a private quantum channel between Pi and Pj . Teleportation requires
the transmission of two bits of classical information.

For the case of all but one party being dishonest:

1. If the sender is honest, the recipients obtain exactly the same subsys-
tems as for the quantum broadcast channel.
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If one of the recipients is honest, he may receive an arbitrary quantum
subsystem up to the randomized relative phase. However, exactly the
same can be achieved with a quantum broadcast channel with k − 1
cheating parties, who each perform a Hadamard transformation on their
subsystem followed by a measurement in the computational basis.

2. If the sender is honest, all recipients obtain the same computational-
basis state.

If one of the recipients is honest, he obtains a classical bit that is possibly
randomized in case the dishonest sender does not broadcast a basis
state. Since the sender can flip a coin himself, this does not give more
cheating power.

3. If the sender is honest, we can assume without loss of generality that all
cheating action is done after the EPR pair has been established, because
the merged cheaters can easily recreate the original broadcast state and
also compensate phase flips of the honest sender. However, after the
EPR pair has been established, the sender unilaterally performs his
part of the teleportation circuit and measurements and sends the two
bits of classical information. So the most general cheating action is
to apply a quantum operation after the reception of the two classical
bits. Furthermore, we can even assume that the cheating action is
done after the correction circuit of teleportation. This is similar to the
teleportation of quantum gates [67], and, hence, amounts to cheating
on a pairwise quantum channel.

If one of the recipients is honest, the best the cheaters can aim for is to
give an arbitrary quantum state to the honest recipient. This they can
also achieve over a pairwise quantum channel.

2

6.4 Multiparty Quantum Coin-Flipping Pro-
tocols

We will first consider the case of only one good player, i.e., g = 1, and later
extend our results to general g.

One honest player Recall, we need to construct a protocol with bias 1/2−
Ω(1/k). Before proceeding to our actual protocol, let us consider a simple
protocol which trivially extends the previous work in the two-party setting,
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but does not give us the desired result. The protocols is as follows: player 1
flips a random coin with player 2, player 3 flips a random coin with player
4 and so forth. In each pair, the player with the higher id wins if the coin
is 1 and the one with the lower id if the coin is 0. The winners repeat the
procedure. With each repetition of the tournament, half of the remaining
players are eliminated. If there is an odd number of players at any moment,
the one with the highest id advances to the next round. When there are only
two players left, the coin they flip becomes the output of the protocol. Above
we assume we have private point-to-point quantum channels and a classical
broadcast channel, which is justified by Theorem 6.3.1.

Now, the elimination rounds can be implemented using the weak two-party
coin-tossing protocol by Spekkens and Rudolph [111] and the last round by
the the strong two-party coin-tossing protocol by Ambainis [10]. If there is
only one good player, the probability that he makes it to the last round is
(1 − 1/

√
2)d−1+log ke; in this case, the probability that the bad players can

determine the output coin is 3/4. In case the good player gets eliminated, the
bad players can completely determine the coin. Hence, the overall probability
that the bad players can determine the coin is 1 − 1

4 (1 − 1√
2
)d−1+log ke ≤

1− 1
4k1.78 , which corresponds to bias 1

2 − Ω(1/k1.78).
To improve the above naive bound to the desired value 1

2−Ω(1/k), we will
use our coin-flipping protocol with penalty from Section 6.2. The idea is that
in current quantum coin-flipping protocols for two parties, there are three
outcomes for a given player: “win,” “lose,” and “abort.” Now, looking at the
elimination tournament above, if an honest player loses a given coin flipping
round, he does not “complain” and bad player win the game. However, if the
honest player detect cheating, he can and will abort the entire process, which
corresponds to the failure of the dishonest players to fix the coin. Of course,
if the are few elimination rounds left, bad players might be willing to risk
the abort if they gain significant benefits in winning the round. However, if
the round number is low, abort becomes prohibitively expensive: a dishonest
player might not be willing to risk it given there are plenty more opportunities
for the honest player to “normally lose”. Thus, instead of regular two-party
coin-tossing protocols, which do not differentiate between losing and abortion,
we can employ our protocol for coin flipping with penalty, where the penalties
are very high at the original rounds, and eventually get lower towards the end
of the protocol. Specific penalties are chosen in a way which optimizes the
final bias we get, and allows us to achieve the desired bias 1/2− Ω(1/k).

6.4.1. Theorem. There is a strong quantum coin-tossing protocol for k par-
ties with bias at most 1/2 − c/k for some constant c, even with (k − 1) bad
parties.

Proof. We assume that k = 2n for some n > 0, as it changes c by at most



6.4. Multiparty quantum coin-flipping protocols 127

a constant factor. Let Qv be the maximum expected win in a two-party
protocol with penalty v. Consider the following protocol with n rounds.

In the ith round, we have 2n+1−i parties remaining. We divide them into
pairs. Each pair performs the two-party coin-flipping protocol with penalty
(2n−i − 1), with Alice winning if the outcome is 1 and Bob winning if the
outcome is 0. The winners proceed to (i+ 1)st round.

In the (n− 2)nd round, there are just 8 parties remaining. At this stage,
they can perform three rounds of regular coin flipping with no penalty of
[10, 77] in which no cheater can bias the coin to probability more than 3/4,
which will result in maximum probability of 63/64 of fixing the outcome. The
result of this last two-round protocol is the result of our 2n-party protocol.

Assume that the honest player has won the first (n − j) coin flips and
advanced to (j+1)st round. Assume that the all other players in the (j+1)st

round are dishonest. Let Pj be the maximum probability with which (2j −1)
dishonest players can fix the outcome to 0 (or 1).

6.4.2. Claim.
1− Pj ≥ (1− Pj−1)(1−Q2j−1−1) (6.1)

Proof. Let pw, pl, pc be the probabilities of the honest player winning, losing
and catching the other party cheating in the (j + 1)st round of the protocol.
Notice that pw + pl + pc = 1. Then, the probability Pj of 2j − 1 dishonest
parties fixing the coin is at most pl+ pwPj−1. If the honest player loses, they
win immediately. If he wins, they can still bias the coin in j − 1 remaining
rounds to probability at most Pj−1. If he catches his opponent cheating, he
exits the protocol and the dishonest players have no more chances to cheat
him. Using pw = 1− pl − pc, we have

Pj ≤ pl + pwPj−1 = Pj−1 + (1− Pj−1)pl − Pj−1pc

= Pj−1 + (1− Pj−1)
(
pl −

Pj−1

1− Pj−1
pc

)
(6.2)

Next, notice that Pj−1 ≥ 1− 1
2j−1 . This is because 2j−1−1 bad players could

just play honestly when they face the good player and fix the coin flip if two
bad players meet in the last round. Then, the probability of the good player
winning all j − 1 rounds is 1

2j−1 . Therefore, Pj−1
1−Pj−1

≥ 2j−1 − 1 and (6.2)
becomes

Pj ≤ Pj−1 + (1− Pj−1)(pl − (2j−1 − 1)pc) (6.3)

Finally, the term in brackets is at most Q2j−1−1, which gives

Pj ≤ Pj−1 + (1− Pj−1)Q2j−1−1 (6.4)

which in turn is equivalent to the desired (6.1). 2
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By applying the claim inductively, we get

1− Pn ≥
1
64

n∏
j=4

(1−Q2j−1−1)

where the 1
64 term comes from the naive protocol we use in the last three

rounds. Now, using the bound in Theorem 6.2.1 we have

1− Pn ≥
1
64

n−1∏
j=3

(1−Q2j−1) ≥
1
64

n−1∏
j=3

(
1
2
− 1√

2j − 1

)

≥ 1
8 · 2n

n−1∏
j=3

(
1− 2√

2j − 1

)
.

The last term in the brackets is at least
∏∞
j=3(1−

2√
2j−1

) which is a positive
constant. Therefore, for some constant c > 0 we have 1−Pn ≥ c

2n = c
k , which

means that the bias is at most 1
2 − Ω( 1

k ). 2

Extending to many honest players We can extend Theorem 6.4.1 to
every number g ≥ 1 of good players by using the classical lightest-bin protocol
of Feige [52]. This protocol allows us to reduce the total number of players
until a single good player is left without significantly changing the fraction of
good players, after which we can run the quantum protocol of Theorem 6.4.1
to get the desired result. Specifically, Lemma 8 from [52] implies that starting
from g = δk good players out of k players, the players can classically select a
sub-committee of O(1/δ) = O(k/g) players containing at least one good player
with probability at least 1/2. Now, this sub-committee can use the quantum
protocol of Theorem 6.4.1 to flip a coin with bias 1/2 − Ω(g/k), provided
it indeed contains at least one honest player. But since the latter happens
with probability at least 1/2, the final bias is at most 1/2− (1/2) ·Ω(g/k) =
1/2− Ω(g/k), as desired.

6.5 Lower Bound

6.5.1 The two-party bound

For completeness and to facilitate the presentation of our generalization, we
reproduce here Kitaev’s unpublished proof [79] that every two-party strong
quantum coin-flipping protocol must have bias at least 1/

√
2. The model here

is that the two parties communicate over a quantum channel.
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6.5.1. Definition. Let H := A ⊗M ⊗ B denote the Hilbert space of the
coin-flipping protocol composed of Alice’s private space, the message space,
and Bob’s private space. A 2N -round two-party coin-flipping protocol is a
tuple

(UA,1, . . . , UA,N , UB,1, . . . , UB,N ,ΠA,0,ΠA,1,ΠB,0,ΠB,1)

where

• UA,j is a unitary operator on A⊗M for j = 1, . . . , N ,

• UB,j is a unitary operator on M⊗B for j = 1, . . . , N ,

• ΠA,0 and ΠA,1 are projections from A onto orthogonal subspaces of A,
representing Alice’s final measurements for outcome 0 and 1, respec-
tively,

• ΠB,0 and ΠB,1 are projections from B onto orthogonal subspaces of B,
representing Bob’s final measurements for outcome 0 and 1, respectively,

so that for

|ψN 〉 := (1A ⊗ UB,N )(UA,N ⊗ 1B)(1A ⊗ UB,N−1)(UA,N−1 ⊗ 1B) · · ·
· · · (1A ⊗ UB,1)(UA,1 ⊗ 1B)|0〉

holds

(ΠA,0 ⊗ 1M ⊗ 1B)|ψN 〉 = (1A ⊗ 1M ⊗ΠB,0)|ψN 〉 (6.5)
(ΠA,1 ⊗ 1M ⊗ 1B)|ψN 〉 = (1A ⊗ 1M ⊗ΠB,1)|ψN 〉 (6.6)
‖(ΠA,0 ⊗ 1M ⊗ 1B)|ψN 〉‖ = ‖(ΠA,1 ⊗ 1M ⊗ 1B)|ψN 〉‖ (6.7)

The first two conditions ensure that when Alice and Bob are honest, they
both get the same value for the coin and the third condition guarantees that
when Alice and Bob are honest, their coin is not biased. A player aborts if
her or his final measurement does not produce outcome 0 or 1; of course, it
is no restriction to delay this action to the end of the protocol.

6.5.2. Lemma. Fix an arbitrary two-party quantum coin-flipping protocol.
Let p1∗ and p∗1 denote the probability that Alice or Bob, respectively, can
force the outcome of the protocol to be 1 if the other party follows the protocol.
Denote by p1 the probability for outcome 1 when there are no cheaters. Then
p1∗p∗1 ≥ p1.

Hence, if p1 = 1/2, then max{p1∗, p∗1} ≥ 1/
√

2. To prove Lemma 6.5.2,
we construct the view of a run of the protocol from an honest Alice’s point
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of view, with Bob wanting to bias the protocol towards 1. The problem of
optimizing Bob’s strategy is a semidefinite program (SDP).

Semidefinite programming is a generalization of linear programming. In
addition to the usual linear constraints, it is allowed to require that a square
matrix of variables is positive semidefinite, i.e., all its eigenvalues are non-
negative. The proof below makes use of the well-developed duality theory for
SDPs. Let A, B, and C denote square matrices of the same dimension. If A
is positive semidefinite, we write A ≥ 0. We define A ≥ B :⇔ A − B ≥ 0.
The following properties are straightforward to verify:

A ≥ B ⇔ ∀|ψ〉 : 〈ψ|A|ψ〉 ≥ 〈ψ|B|ψ〉
A ≥ B ⇒ trV A ≥ trV B for every subspace V

A = B + C and C ≥ 0⇒ A ≥ B

6.5.3. Lemma. The optimal strategy of Bob trying to force outcome 1 is the
solution to the following SDP over the semidefinite matrices ρA,0, . . . , ρA,N
operating on A⊗M:

maximize tr ((ΠA,1 ⊗ 1M)ρA,N ) subject to (6.8)
trM ρA,0 = |0〉〈0|A (6.9)
trM ρA,j = trM UA,jρA,j−1U

∗
A,j (1 ≤ j ≤ N) (6.10)

Proof. Alice starts with her private memory in state |0〉A and we permit Bob
to determine theM part of the initial state. Therefore all Alice knows is that
initially, the space accessible to her is in state ρA,0 with trM ρA,0 = |0〉〈0|A.
Alice sends the first message, transforming the state to ρ′A,0 := UA,1ρA,0U

∗
A,1.

Now Bob can do an arbitrary unitary operation onM⊗B leading to ρA,1, so
the only constraint is trM ρA,1 = trM ρ′A,0. In the next round, honest Alice
applies UA,2, then Bob can do some operation that preserves the partial trace,
and so forth. The probability for Alice outputting 1 is tr((ΠA,1 ⊗ 1M)ρA,N )
because the final state for Alice is ρA,N and she performs an orthogonal
measurement on A with projections ΠA,0, ΠA,1, and 1A−ΠA,0−ΠA,1, which
represents “abort.” 2

6.5.4. Lemma. The dual SDP to the primal SDP in Lemma 6.5.3 is

minimize 〈0|ZA,0|0〉 subject to (6.11)
ZA,j ⊗ 1M ≥ U∗A,j+1(ZA,j+1 ⊗ 1M)UA,j+1 (0 ≤ j ≤ N − 1) (6.12)

ZA,N = ΠA,1 (6.13)

over the Hermitian matrices ZA,0, . . . ZA,N operating on A.
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Proof. In the Lagrange-multiplier approach, a “primal” optimization prob-
lem

max
x≥0

f(x) subject to g(x) ≤ a with a > 0

reformulated as
max
x

inf
λ≥0

f(x)− λ · (g(x)− a) ,

which is bounded from above by minλ≥0 λ · a subject to (f − λ · g)(x) ≤ 0 for
all x ≥ 0. In linear programming, (f −λ ·g)(x) ≤ 0 for all x ≥ 0 if and only if
f − λ · g ≤ 0, therefore the preceding optimization problem can be simplified
to minλ≥0 λ ·a subject to f −λ ·g ≤ 0. The same construction can be applied
to SDPs; we form the dual of the SDP in Lemma 6.5.3 as follows: the dual is
equivalent to maximizing over the ρA,j the minimum of

tr((ΠA,1 ⊗ 1M)ρA,N )− tr(ZA,0(trM ρA,0 − |0〉〈0|A))

−
N∑
j=1

tr(ZA,j trM(ρA,j − UA,jρA,j−1U
∗
A,j))−

N∑
j=0

tr(YjρA,j) (6.14)

subject to the operators ZA,j on M being Hermitian and the operators Yj
on A⊗M being positive semidefinite, for 0 ≤ j ≤ N . In the above sum, the
terms containing ρA,j for 0 ≤ j < N are

− tr(ZA,j(trM ρA,j)) + tr(ZA,j+1 trM(UA,j+1ρA,jU
∗
A,j+1))− tr(YjρA,j) =

tr
((
−(ZA,j ⊗ 1M) + U∗A,j+1(ZA,j+1 ⊗ 1M)UA,j+1 − Yj

)
ρA,j

)
(6.15)

Since the primal constraints (6.9) and (6.10) are equality constraints, the dual
constraint (6.15) must be equal to 0. However, since Yj is positive semidefinite
and does not appear anywhere else, we can drop it from (6.15) to arrive at
the inequality (6.12).

For j = N , we obtain the dual equality constraint (6.13) and the dual
objective function becomes the only summand of (6.14) that does not involve
any ρA,j . 2

Proof of Lemma 6.5.2. Let ZA,j and ZB,j (0 ≤ j ≤ N) denote the optimal
solutions for the dual SDPs for a cheating Bob and a cheating Alice, respec-
tively. For each j, 0 ≤ j ≤ N , let |ψj〉 := (1A ⊗ UB,j)(UA,j ⊗ 1B) · · · (1A ⊗
UB,1)(UA,1 ⊗ 1B)|0〉 denote the state of the protocol in round j when both
parties are honest. Let Fj := 〈ψj |(ZA,j ⊗ 1M ⊗ ZB,j)|ψj〉. We claim

p1∗p∗1 = F0 (6.16)
Fj ≥ Fj+1 (0 ≤ j < N) (6.17)
FN = p1. (6.18)
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Combining (6.16)–(6.18), we obtain the desired p1∗p∗1 ≥ p1. We now proceed
to prove these claims.

Note that the primal SDP from Lemma 6.5.3 is strictly feasible: Bob
playing honestly yields a feasible solution that is strictly positive. The strong-
duality theorem of semidefinite programming states that in this case, the
optimal value of the primal and the dual SDPs are the same, and therefore
p1∗ = 〈0|AZA,0|0〉A and p∗1 = 〈0|BZB,0|0〉B and

p1∗p∗1 = 〈0|AZA,0|0〉A · 〈0|M1M|0〉M · 〈0|BZB,0|0〉B
= 〈0|(ZA,0 ⊗ 1M ⊗ ZB,0)|0〉 = F0.

The inequalities (6.17) hold because of the constraints (6.12). Equality (6.18)
holds because by constraint (6.13) we have

〈ϕ|(ZA,N ⊗ 1M ⊗ ZB,N )|ϕ〉 = ‖(ΠA,1 ⊗ 1M ⊗ 1B)(1A ⊗ 1M ⊗ΠB,1)|ϕ〉‖2

for every |ϕ〉; |ψN 〉 is the final state of the protocol when both players are
honest, so by equation (6.6),

‖(ΠA,1⊗1M⊗1B)(1A⊗1M⊗ΠB,1)|ψN 〉‖2 = ‖(ΠA,1⊗1M⊗1B)|ψN 〉‖2 = p1.

2

6.5.2 More than two parties

We will now extend Kitaev’s lower bound to k parties. As with the upper
bounds, we first start with a single honest player (g = 1), and then extend
the result further to every g.

6.5.5. Theorem. Every strong quantum coin-tossing protocol for k parties
has bias at least 1/2− (ln 2)/k −O(1/k2) if it has to deal with up to (k − 1)
bad parties.

We consider the model of private pairwise quantum channels between the
parties; by Theorem 6.3.1 the results immediately carry over to the quantum
broadcast channel. Before proving Theorem 6.5.5, we make the following
detour.

6.5.6. Definition. Let H := A1 ⊗ · · · ⊗ Ak ⊗M denote the Hilbert space
composed of the private spaces of k parties and the message space. An N -
round k-party coin-flipping protocol is a tuple

(i1, . . . , iN , U1, . . . , UN ,Π1,0,Π1,1, . . . ,Πk,0,Πk,1)

where
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• ij with 1 ≤ ij ≤ k, 1 ≤ j ≤ N , indicates whose turn it is to access the
message space in round j,

• Uj is a unitary operator on Aij ⊗M for j = 1, . . . , N ,

• for 1 ≤ i ≤ k, Πi,0 and Πi,1 are projections from Ai to orthogonal
subspaces of Ai, representing the measurement that party i performs
to determine outcome 0 or 1, respectively,

so that for |ψN 〉 := ŨiN · · · Ũi1 |0〉 and each pair 1 ≤ i < i′ ≤ k and every
b ∈ {0, 1} holds

Π̃i,b|ψN 〉 = Π̃i′,b|ψN 〉 (6.19)

‖Π̃i,b|ψN 〉‖ = ‖Π̃i,1−b|ψN 〉‖. (6.20)

Here Ũj denotes the extension of Uj to all of H that acts as identity on the
tensor factorsAi′ for i′ 6= ij ; Π̃i,b := (1A1⊗· · ·⊗1Ai−1⊗Πi,b⊗1Ai+1⊗· · ·⊗1Ak

)
is the extension of Πi,b to H.

6.5.7. Lemma. Fix an arbitrary quantum coin flipping protocol. For b ∈
{0, 1}, let pb be the probability of outcome b in case all players are honest.
Let pi,b denote the probability that party i can be convinced by the other parties
that the outcome of the protocol is b ∈ {0, 1}. Then

p1,b · . . . · pk,b ≥ pb

Proof of Lemma 6.5.7. The optimal strategy for k − 1 bad players trying
to force outcome 1 is the solution to the SDP from Lemma 6.5.3 where all
the cheating players are merged into a single cheating player.

Let (Zi,j)0≤j≤N denote the optimal solution for the dual SDP for good
player i, 1 ≤ i ≤ k. For each j, 0 ≤ j ≤ N , let |ψj〉 := Ũj · · · Ũ1|0〉 denote
the state of the protocol in round j when all parties are honest. Let Fj :=
〈ψj |(Z1,j ⊗ · · · ⊗ Zk,j ⊗ 1M)|ψj〉. By a similar argument as in the proof of
Lemma 6.5.2, we have

p1,1 · . . . · pk,1 = F0 (6.21)
Fj ≥ Fj+1 (0 ≤ j < N) (6.22)
FN = p1 (6.23)

Hence, p1,1 · . . . · pk,1 ≥ p1. Repeating the argument with the cheaters aiming
for outcome 0 completes the proof. 2

Now, Theorem 6.5.5 is an immediate consequence.
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Proof of Theorem 6.5.5. Using the notation of Lemma 6.5.7, we have
p0 = 1/2. Let q = maxi pi,0 denote the maximum probability of any player
forcing output 0. By Lemma 6.5.7, qk ≥ p1,0 · . . . · pk,0 ≥ 1/2, from which
follows that q ≥ (1/2)1/k ≥ 1 − (ln 2)/k − O(1/k2). By Theorem 6.3.1 this
result applies both to private pairwise quantum channels and the quantum
broadcast channel. 2

Extending to many honest players Extension to any number of hon-
est players follows almost immediately from Theorem 6.5.5. Indeed, take a
protocol Π for k parties tolerating (k− g) cheaters. Arbitrarily partition our
players into k′ = k/g groups and view each each as one “combined player.”
We get an induced protocol Π′ with k′ “super-players” which achieves at
least the same bias ε as Π, and can tolerate up to (k′ − 1) bad players. By
Theorem 6.5.5, ε ≥ 1/2−O(1/k′) = 1/2−O(g/k).

6.6 Summary

We showed that quantum coin flipping is significantly more powerful than
classical coin flipping. Moreover, we give tight tradeoffs between the number
of cheaters tolerated and the bias of the resulting coin achievable by quantum
coin-flipping protocols. We also remark that the fact that we obtain tight
bounds in the quantum setting is somewhat surprising. For comparison, such
tight bounds are unknown for the classical setting.
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Samenvatting

Theoretische informatica bestudeert de sterkte en beperkingen van compu-
ters op basis van abstracte modellen van berekening. De keuze van modellen
wordt geleid door drie overwegingen: (1) hoe ver is het model verwijderd
van bestaande computers of computers die in principe kunnen worden gecon-
strueerd? (2) hoe geschikt is het model voor het bewijzen van interessante
eigenschappen van computers? (3) hoe elegant het model wiskundig gezien?

“Quantum computation” doet een beroep op alle drie de criteria. De
tegenwoordig gangbare mening is dat de natuurkundige theorie van de quan-
tum mechanica de realiteit accuraat representeert op het niveau van zeer
kleine schalen in lengte, tijd en energie. Klassieke probabilistische Turing
machines kunnen worden begrepen als modellen voor computers die werken
op basis van de klassieke natuurkunde; “quantum circuits” daarentegen zijn
realistische computers die zich gedragen volgens de wetten van de quantum
mechanica. “Query complexiteit,” een variant van tijdscomplexiteit, heeft een
nauwkeurig analogon voor quantum computers; net als in het klassieke geval
zijn de ons bekende wiskundige werktuigen beter geschikt voor deze beperkte
maat van complexiteit dan voor algemene tijdscomplexiteit. In sommige ge-
vallen kan quantum query complexiteit zelfs nieuwe inzichten in de klassieke
complexiteitstheorie leveren. Quantum mechanica is gebaseerd op de elegan-
te wiskundig theorie van de functionaal-analyse; daardoor profiteert quantum
computing van nieuwe toepassingen van lineaire algebra en matrix-analyse.

Dit proefschrift bekijkt de eigenschappen en toepassingen van quantum
query complexiteit en het verwante begrip van communicatie complexiteit.
Wij suggereren nieuwe cryptografische protocollen en nieuwe natuurkundi-
ge experimenten om de voorspellingen van de quantum mechanica te testen.
Quantum toestanden zijn erg gevoelig; dit proefschrift onderzoekt hoe imper-
fecties en fouten kunnen worden overwonnen in verschillende situaties.
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Quantum Query Complexiteit In het geval van query complexiteit me-
ten we hoe vaak een algoritme input bits leest. Een beroemd resultaat in
het vakgebied van quantum computing is Grover’s algoritme. Dit kan een
zoekruimte veel sneller doorzoeken dan elk klassiek algoritme. Wij bestu-
deerden het quantum zoekproces met verschillende soorten imperfecties.

“Property testing” heeft veel aandacht getrokken in de laatste jaren, zowel
om theoretische redenen zoals de PCP stelling, als om praktische redenen voor
toepassingen op grote data bestanden. Het uitgangspunt bij dit laatste, is dat
de input zo lang is dat het niet mogelijk is om het geheel te lezen, we kunnen
slechts een beperkt aantal input bits bekijken. Voor de meesten mogelijke
eigenschappen van inputs, zijn zulke tests niet voldoende om een onderscheid
te maken tussen het geval dat de input wel de eigenschap heeft, en het geval
dat er ten minste één bit verschil is met iedere andere input die de eigenschap
heeft. Maar een afgezwakte vorm van het testen van de eigenschap blijft
denkbaar: we willen weten of de input hetzij de eigenschap heeft, hetzij in veel
bit posities afwijkt van iedere andere input die de eigenschap heeft. “Property
testing” bestudeert algoritmen die met weinig vragen aan de input kunnen
onderscheiden tussen deze beiden gevallen. Onze bijdrage is het overzetten
van property testing naar quantum computation: wij bewijzen dat voor het
testen van bepaalde eigenschappen, quantum computers exponentieel veel
efficiënter zijn dan klassieke computers, en wij laten zien dat er eigenschappen
zijn die niet op een efficiënte manier kunnen worden getest met een quantum
computer.

Daadwerkelijk een quantum computer bouwen is een moeilijke taak. Fou-
ten in quantum geheugen en operaties zijn onvermijdelijk en moeten dus
worden bestreden hetzij door software, hetzij door hardware. Een serie van
fundamentele resultaten heeft laten zien dat de fragiele quantum toestand kan
worden beschermd tegen bepaalden typen van fouten. Het is zelfs mogelijk
om fout-tolerant quantum computation uit te voeren indien de fouten niet
al te frequent zijn, en beperkt zijn tot bepaalde typen. Gecombineerd met
recente experimentele vooruitgang, heeft dit de perspectieven voor quantum
computers aanzienlijk verbetert. Deze fout-tolerante constructies zijn echter
niet toegepast op het model van query complexiteit, waar die fouten kun-
nen optreden bij het lezen van input bits. Het is van belang zulke fouten te
onderzoeken omdat zij in quantum geheugen en in de compositie van quan-
tum algoritmen optreden. Wij formaliseren het begrip van “noisy” quantum
geheugen met behulp van de definitie van “noisy queries.” Wij laten zien
dat met zulke queries bepaalde quantum algoritmen robuust kunnen worden
gemaakt tegen fouten, soms zelfs efficiënter dan klassieke algoritmen robuust
kunnen worden gemaakt. Tevens breiden wij het concept van benadering van
Boolean functies door polynomen uit naar benadering door robuust polyno-
men.
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Quantum Distributed Computing Niet-lokaliteit is en aspect van de
quantum mechanica dat niet expliciet werd ingebouwd door de uitvinders.
Einstein en collega’s merkten op dat de axioma’s van de quantum mechanica
voorspellen dat twee objecten kunnen bestaan in een verstrengelde (“entang-
led”) toestand waar elke manipulatie van het ene object en direct effect heeft
op het andere object, zelfs als deze zich ver van het eerste object bevindt. In
het begin werd dit effect beschouwd als een onrealistisch artefact en dus werd
er gekeken naar alternatieve theorieën zonder niet-lokaliteit. Maar toen het
technologisch mogelijk werd niet-lokaliteit experimenteel te testen, werden
geen contradicties met quantum mechanica gevonden. Echter, als men wis-
kundig rekening houdt met de praktisch beperkingen in de precisie van heden-
daagse experimenten, dan ziet man dat er wel vergezochte klassieke theorieën
bestaan die met de experimentele data overeenstemmen. Dus wordt er nog
steeds gezocht naar experimenten voor het aantonen van niet-lokaliteit die
door geen enkele klassieke theorie verklaard kunnen worden. Wij gebruiken
combinatorische technieken die oorspronkelijk ontwikkelt werden voor quan-
tum communication complexiteit om nieuwe experimenten voor te stellen die
resistent zijn tegen de meest voorkomende fout, namelijk inefficiënte detec-
toren. De experimenten die wij voorstellen zijn tegelijkertijd bestand tegen
bepaalde algemene noise.

“Distributed computing” bestudeert computationele taken voor groepen
van participanten. Bijvoorbeeld, verkiezingen of het uitzenden van één mede-
deling aan vele partijen, waarbij enkele participanten defect zijn of opzettelijk
saboteren. Deze problemen en hun oplossingen hebben veel gemeen met cryp-
tografie. Problemen zoals de onmogelijke quantum bit commitment en “coin
flipping” kunnen worden afgezwakt tot versies die bij benadering werken. Wij
ontwerpen het concept van quantum broadcast, introduceren een nieuw pro-
tocol voor twee partijen, en passen dit toe op verkiezingen in het geval waarbij
er een grote meerderheid van “slechte” participanten is. We bewijzen dat dit
nieuwe protocol optimaal is.





Abstract

In complexity theory, the strengths and limitations of computers are inves-
tigated on abstract models of computation. The choice of these models is
governed by three considerations: (1) how close is the model to existing com-
puters or computers that could be built in principle? (2) how well does it
lend itself to proving interesting properties of computers? (3) how elegant is
the model mathematically?

Quantum computation appeals to all three criteria. In functional anal-
ysis, quantum mechanics has a beautiful mathematical underpinning, which
benefits quantum computing through new applications of linear algebra and
matrix analysis. Nowadays it is a widely-held belief that the physical the-
ory of “quantum mechanics” describes reality accurately at very small scales
of length, time, and energy. Where classical probabilistic Turing machines
may be seen as capturing the power of computers operating according to
finite-precision classical physics, the computational model of “quantum cir-
cuits” aims at modeling what realistic computers in a quantum mechanical
world can do. Query complexity, a variant of time complexity, has a close
analogue for quantum computers; as in the classical case, our current mathe-
matical tools are more amenable to this restricted complexity measure than
to general time complexity. Sometimes, the implications of quantum query
complexity shed new light even on classical complexity theory.

This thesis investigates the properties and applications of quantum query
complexity and the related quantum communication complexity. It suggests
new cryptographic protocols and new experiments for probing the predic-
tions of quantum mechanics. Quantum states are very sensitive; this thesis
examines ways to deal with imperfections and errors in a number of different
situations.
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Quantum Query Complexity In query complexity, we are concerned
with the number of times an algorithm reads a bit of the input. A celebrated
result of quantum computing is Grover’s algorithm, which allows an entry
to be found in an unordered database with significantly less queries than
any classical computer. We studied quantum search and its generalizations,
particularly in the presence of imperfections.

“Property testing” drew a lot of attention in recent years, both for theoret-
ical applications in relation to the PCP theorem and for practical applications
on large data sets. The premise is that the input is so large that it is not
possible to consider it in its entirety, only sampling from it in a few places
instead. For most properties, sampling is not sufficient to tell whether the
input has that property or whether it differs from each input with the prop-
erty in at least a single bit position. However, a relaxed notion of checking
the property is still conceivable: we would like to know whether or not the
input differs from all inputs with the property in many bit positions. “Prop-
erty testing” is concerned with algorithms that distinguish between the two
cases of being close or far from having a given property. Our contribution
is to translate this concept to quantum computation: we prove that quan-
tum computers can be exponentially more efficient than classical computers
in testing certain properties and we also show that there are properties that
are untestable even by quantum computers.

Building quantum computers will be a challenging task. Errors in the
quantum memory and quantum operations are unavoidable and need to be
dealt with either by hardware or software. Surprisingly, a chain of landmark
results showed that the fragile quantum state can be protected against certain
types of errors and it is even possible to perform fault-tolerant quantum
computation, provided the noise is of a certain kind and the noise level not too
high. Together with recent experimental progress, this improves the prospects
of real-world quantum computers. However, the fault-tolerance constructions
do not apply to errors in the query-complexity model caused by distorted
access to the input. Errors of this type are of interest because they arise in
the composition of quantum algorithms and because they model real-world
errors in accesses to quantum memory. We formalize the notion of noisy
access to the input by proposing models of “noisy queries.” We show that for
one such model (which corresponds to composing quantum algorithms) some
quantum algorithms can actually be made robust at less cost than classical
algorithms. We also extend the concept of approximating Boolean functions
by polynomials to polynomials “robustly” approximating Boolean functions.

Quantum Distributed Computing Nonlocality is a feature of quantum
mechanics that was not explicitly incorporated by its inventors. Instead, Ein-
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stein and others remarked that the axioms of quantum mechanics predict
that two distant objects can be in an “entangled” state where manipulations
of one object have an immediate effect on the other object, no matter how
far apart. At first, this effect was discounted as an unrealistic and hence
undesirable property, which needed to be eliminated by a theory replacing or
amending quantum mechanics. When it became technologically feasible to
conduct experiments probing nonlocality, it turned out that the results do not
contradict quantum mechanics. However, due to the difficulty of conducting
such experiments, they are hampered by practical limitations. Taking noise
into account, it is possible to explain the data from all experiments conducted
up to now using contrived classical theories. Consequently, there is an on-
going effort to devise and conduct “loophole-free” nonlocality experiments.
Using combinatorial techniques developed originally for the study of quantum
communication complexity, we present abstract experiments that are resis-
tant to the most common type of error, detector inefficiency, as well as some
level of more general noise.

Distributed computing studies computational tasks to be accomplished
by a group of people. Examples include voting and broadcasting the same
message to many parties over point-to-point channels in presence of disabled
or malevolent participants. These problems share many properties and tech-
niques with cryptography. Problems such as the impossible quantum bit
commitment can be relaxed to approximate coin tossing, which can be used
for two-party leader election. We develop the notion of a quantum broadcast
channel, introduce a new two-party protocol, and apply it to multiparty coin-
flipping with an overwhelming majority of “bad” parties. We show that the
new multiparty protocol is asymptotically optimal.
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