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Preface

The game is up.

William Shakespeare (1564 - 1616)
“Cymbeline”, Act 3 scene 3

My interest in logic and set theory was first raised when I realized that math-
ematics is not just about calculations with numbers but about formal systems,
about the consequences that follow from applying specific rules to formal state-
ments, so that the whole of mathematics can be concluded from axioms and rules
of deduction. After reading about Godels theorems I was fascinated. This was
when I was still in high school and my first years of studying mathematics were
more concerned with topics like functional analysis and algebraic topology.

Then I had to decide what the topic of my Master’s thesis should be. I re-
membered that I always wanted to know more about set theory. So I went to
Professor Peter Koepke and asked him if he would be my supervisor. That was
when I really started to learn about logic and set theory. The set theory lecture
course lead to seminars about models, large cardinals and determinacy. My Mas-
ter’s thesis was about supercompact cardinals under the Axiom of Determinacy
and would not have happened without the support of Benedikt Lowe.

I started my PhD studies in Bonn under the supervision of Benedikt Lowe
who soon after moved to Amsterdam. In Bonn, I was first a teaching assistant
and then hired in the bilateral Amsterdam-Bonn project “Determiniertheitsax-
iome, Infinitdre Kombinatorik und ihre Wechselwirkungen” (DFG-NWO Bilateral
Cooperation Project KO1353/3-1/DN 61-532). As part of the project research,
I went to Denton, Texas for a year in order to learn from and work with Steve
Jackson. I spent my time in Denton by understanding his computation of the
projective ordinals under AD and working as a teaching assistant.

After returning to Europe, I continued my project work in Amsterdam at
the Institute for Logic, Language and Computation (ILLC). I had known before
that logic was not restricted to mathematics, but at the ILLC I saw a truly
interdisciplinary interaction between mathematics, philosophy, linguistics, and



computer science. In January 2007, I returned to Bonn to finish writing my
thesis.

But it is not only the mathematics and travelling to other countries that makes
studying set theory so exiting and fun. Even before finishing my Master’s thesis I
helped out at the conference “Foundations of the Formal Sciences IT” (FotFS II,
Bonn 2000). Later I was a helper at the “Logic Colloquium 2002” in Miinster and
at the conference FotF'S IV (Bonn 2003). I was part of the Organizing Committee
of FotFS V (Bonn 2004) and of “Computability in Europe 2005” in Amsterdam.
In 2007 I helped with the “International Conference On Logic, Navya-Nyaya &
Applications” in Kolkata. My largest event was the “European Summer School
in Logic, Language and Information 2008” in Hamburg, where I was responsible
for catering and coordination. Planning and running a conference is sometimes
exhausting but when all is over, the participants were happy, and everything ran
(more or less) as planned, that makes it all worthwhile.

Such events must be advertised of course, so designing posters, printing shirts
and bags, and writing small pamphlets with technical and local information is
also part of the job. If a conference was a scientific success, a proceedings volume
might be published, and so an organizer becomes an editorial assistant for a
scientific publication. All together, you learn to be a mathematician, an event
manager, a designer, and an editor.

So this is what I did in my seven years as a PhD student: writing this thesis
was only a small fragment of my work in mathematical logic. When I started
studying mathematics I would have never believed how many different things I
would learn and do. But all of this would not have happened without the help of
a lot of people.

I want to thank Peter Koepke for bringing me to set theory and keeping me
there. This thesis is based on Steve Jackson’s work on the projective ordinals un-
der AD and would not have been possible without him helping me understanding
his results. My supervisor Benedikt Lowe was always there for me. His response
time sometimes seemed to contradict the laws of physics and he kept me going
till the finish line. I really cannot thank him enough.

There are too many fellow PhD students I worked and had fun with to thank
them all. So I restrict myself to two: my office-mate Ross Bryant from the
University of North Texas, Denton, who made me feel at home in Texas, and my
houseboat-mate Tikitu de Jager from the ILLC, who, among many other things,
is the cause of me needing more space for books.

Last but definitively not least I want to thank Eva Bischoff. Without her
support (and telling me to get behind the desk again) this thesis might still not
be finished.

Cologne Stefan Bold
November 9, 2009
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Introduction

Among the extensions of Zermelo-Fraenkel Set Theory (ZF) that contradict the
Axiom of Choice (AC), the Axiom of Determinacy is one of the most interest-
ing. The Axiom of Determinacy (AD) is a game-theoretic statement expressing
that all infinite two-player perfect information games with a countable set of pos-
sible moves are determined, i.e., admit a winning strategy for one of the players.
The restriction to countable sets of possible moves makes AD essentially a state-
ment about real numbers and sets of real numbers, and as a consequence it may
come as a surprise that AD has strikingly peculiar consequences for the combina-
torics on uncountable cardinals. Before we' go into more detail concerning those
consequences let us give one reason why AD could have an impact on cardinals
that seem far removed from the reals. If we let

© := sup{a € On; there is a surjection from R onto «a},

then it is a consequence of Moschovakis’ Coding Lemma (observed by H. Friedman
and R. Solovay, for details, cf. [Ka94, Exercises 28.16 & 28.17]) that under AD
we have © = Ng, so O is a limit cardinal much larger than, for example, N, ..

Since © is the supremum of the range of surjections from the set of real
numbers onto an ordinal, part of the combinatorial theory of cardinals k < ©
is affected by the theory of the reals. For example, the Axiom of Determinacy
contradicts the full Axiom of Choice, but it implies countable choice for subsets
of reals, and we can use surjections to get countable choice for subsets of k" if K
is less than ©.

Let us look at some of the remarkable combinatorial consequences of AD.
Many properties that under full AC cannot hold or define large cardinals can be
proven to hold under AD. An example from the early investigations of AD for
the latter would be the existence of a normal measure on w; which was proven by
Solovay in 1967 [Ke78a], cf. [Ka94, Theorem 28.2], making the first uncountable

T will use the first-person plural “we” throughout the thesis as it is common in most math-
ematical texts, we hope this will also enable the reader to feel more involved.



2 Introduction

cardinal w; a measurable cardinal. In order to present a combinatorial property
that has witnesses under AD and cannot hold under AC we need to give some
definitions first. We write k — (k)® to denote the fact that for every partition
P of [k]%, the set of increasing functions from k to k, into two sets there is a
subset H of k of size k such that the partition P is constant on the set [H|*. If
k fulfils Kk — (k)" we say that k has the strong partition property. Under AC
no partition property with an infinite exponent can hold by a result of Erdés and
Rado [ErRab2], ¢f. [Ka94, Proposition 7.1], but under AD many infinite partition
properties are realized, an example for this would be the strong partition property
of wy which was shown by Martin in 1973, ¢f. [Ka94, Theorem 28.12].

Kleinberg [K177], ¢f. [Ka94, Theorem 28.14], proved that a normal measure
w1 on a strong partition cardinal x generates a sequence (k¥ ; n < w) of Jénsson
cardinals (called a Kleinberg sequence) and computed the sequence derived
from Martin’s result about the measurability of w; under AD: Let C be the
normal measure that witnesses the measurability of w;, then
kS =N,

n

Nowadays, we know much more about infinitary combinatorics under AD,
and it was mainly the work of Steve Jackson [Ja88, Ja99] that gave us many
more strong partition cardinals and normal measures below R.,. He computed
the values of definable analogues of the cardinal ©, the so-called projective
ordinals

0! = sup{¢; ¢ is the length of a prewellordering of w* in AL},

thus solving the fifth Victoria Delfino problem.? Furthermore, his computation
showed that all projective ordinals with odd index have the strong partition prop-
erty. A key part of this analysis was the concept of descriptions, finitary objects
that “described” how to build ordinals less than a projective ordinal.

By the term “measure analysis” we shall understand informally the following
procedure: given a strong partition cardinal £ and some cardinal A > k, we assign
a measure p on k to A such that £/ = A. A central tool for measure analyses is
Martin’s Theorem on measures on strong partition cardinals (cf. [Ja99, Theorem
7.1]), which states that the ultrapower x”/u is a cardinal if p is a measure on a
strong partition cardinal k.

By a canonical measure analysis we mean that there is a measure assign-
ment for cardinals larger than a strong partition cardinal x and a binary operation
@ on the measures of this assignment that corresponds to the iterated successor
operation on cardinals, i.e., if the ultrapower "/ is the ath successor of k and
the ultrapower k" /s is the Sth successor of k, then the ultrapower " /u; @ po
is the (o + B)th successor of k. We will formalize these notions in Chapter 3.

2The first five of the Victoria Delfino problems can be found in [KeMo78, p. 279], problems
six to twelve in [KeMaSt88, p. 221].
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In 1990 Jackson and Khafizov [JaKhoo] provided a full analysis for cardinals
less than 5% = N_wv 1, using the description theory developed by Jackson. This
analysis was used by Benedikt Lowe [L602] to compute more Kleinberg sequences,
corresponding to the normal measures on d3.

However, a uniform analysis of cardinals in terms of measures was still a
desideratum since this analysis could not easily be generalized to larger projec-
tive ordinals. In 2004 Benedikt Lowe and the author developed a simple inductive
argument for a measure analysis with just two measures that reaches the first w?
cardinals after a projective ordinal [BoLd07]. The argument consists of an ab-
stract combinatorial induction and the concrete computation of certain ultrapow-
ers, thus not needing the full description theory of Jackson. The combinatorial
induction was then generalized to arbitrary sums of measures in [BoL606]. But
the computation of the ultrapowers needed in order to apply the combinatorial
induction was at that time still missing.

In [JaLo06], Lowe and Jackson presented a general introduction to measure
analyses under the Axiom of Determinacy and gave some algorithmic applications
of the existence of an canonical measure assignment. This included the compu-
tation of the cofinalities of all cardinals in the scope of the measure assignment
and the Kleinberg sequences associated to the normal ultrafilters on projective
ordinals.

In 2005, Steve Jackson, Benedikt Lowe, and the author were working on
material related to this thesis, when Steve Jackson managed to prove a general
theorem about proving Jonssoness from a canonical measure assignment. During
GLLC 12, the 12th workshop “Games in Logic, Language and Computation”
at the Amsterdamer ILLC (Institute for Logic, Language and Computation) in
2006, Steve Jackson gave a talk in which he presented this result. The measure
analysis developed in this thesis is similar to the one used by Jackson but differs
in certain key ingredients. In Section 7.3 we will use Jackson’s argument, slightly
adapted to work with our measure assignment. This presentation is based on the
slides of Jackson’s talk at GLLC 12.

With the algebraic foundation of measure analysis developed by Jackson and
Léwe in [Jalo06] and the combinatorial argument from [BoL606] the way to a
canonical measure analysis under AD was clear. What was needed was a way to
derive additive ordinal algebras from ordinal algebras with multiplication so that
the combinatorial argument could be used. And then compute the value of specific
ultrapowers to prove the canonicity of the measure analysis with that argument.
This thesis presents a solution to the first problem and also a computation of the
first w many ultrapowers needed.

In [JaL606] ordinal algebras as an algebraic foundation for the measure analy-
sis were introduced, in this thesis we develop the related notion of additive ordinal
algebra and show that in the case of measure assignments from order measures
canonicity of the measure assignment follows from the canonicity of the induced
measure assignment for the additive ordinal algebra, see Lemma 3.3.3.
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We also prove with Corollary 5.2.3 a generalization of the combinatorial The-
orem 24 from [BoLd07] to arbitrary sums of order measures. This result allows us
to reduce the question of canonicity for measure assignments for additive ordinal
algebras essentially to the computation of certain ultrapowers. At this time this
method is the best tool for an inductive proof of the canonicity of a measure
assignment.

In [L602, p. 75] .24 was named as “the first infinite cardinal of which we do
not know whether it has any large cardinal properties under AD.” In [BoL507]
it was shown that N,.5,5 is Jénsson and N,.5,3 became the first such cardinal.
In the last chapter of the thesis we show that all cardinals that are ultrapowers
with respect to certain basic order measures are Jonsson cardinals. This allows
us to enlarge the number of cardinals under AD for which we can prove that they
are Jonsson. With the amount of canonicity proven in this thesis we can state
that, if & is an odd projective ordinal, k™, kKD and kK"t for n < w, are
Jénsson under AD, see Theorem 7.3.9.

Naturally this leads to the question whether this is true for all ultrapowers of
our measure assignment. Using the analysis of cardinals below 5%, Steve Jack-
son showed 2005 that all successor cardinals below &; are Jénsson, see Theorem
7.3.2. It would be enough to show the analogue of Lemma 7.3.7 for arbitrary
order measures to prove that all successor cardinals in the scope of the canonical
measure assignment are Jonsson.

Due to the results of this thesis we now have canonicity of the measure as-
signment up to the w“th cardinal after an odd projective cardinal. In order to
enlarge the scope of our measure analysis it will be necessary to inductively com-
pute the values of larger and larger ultrapowers, corresponding to the variables
in the additive ordinal algebra. This entails the use of Martin Trees that give
upper bounds for ordinals with higher cofinalities. The first step after the results
in this thesis would be to compute the ultrapower with respect to the ws-cofinal
measure and products of it.

In Chapter 1 we will set up the mathematical foundations. We will define key
notions like measures, club sets, and ultrapowers and present necessary results
concerning those objects. Furthermore, we will introduce partition properties
and types of cardinals with special partition properties, like the strong and weak
partition property, as well as Jénsson cardinals.

After that we present a Theorem by Kleinberg stating that the iterated ultra-
powers of a normal measure on a strong partition cardinal are Jonsson cardinals.
The rest of Chapter 1 is about special types of functions, more precisely functions
that are increasing, of uniform cofinality w, and either continuous or discontinu-
ous on all limit ordinals. We call them functions of continuous or discontinuous
type, respectively. We show that, restricted to those functions, the homogeneous
sets we get from the weak or strong partition property are in fact club sets.

In Chapter 2 we introduce the aforementioned Axiom of Determinacy. We
give a formal definition and present some of its consequences. Most important
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for this thesis are of course the projective ordinals under AD, their values and
properties, especially the strong partition property for odd projective ordinals.
We will also often use that the odd projective ordinals are closed under ultrapow-
ers. Furthermore we state the existence of Kunen trees and Martin trees on the
odd projective ordinals.

A Kunen tree is a tree that gives us an upper bound for a function f for all
ordinals in the domain of f with cofinality w. A Martin tree is a generalization
of this idea to ordinals of higher cofinality, we will work with Martin trees that
give upper bounds for ordinals with cofinality w;. These trees will be used in the
computation of ultrapowers in Chapter 6.

In Chapter 3 we will formalize our notion of measure analysis. First we intro-
duce the algebraic foundation, the ordinal algebras. Then we define tree repre-
sentations of terms in those algebras. Using those, we now can connect terms and
measures and define the notion of measure assignments. If a measure assignment
behaves in a way such that it respects the ordinal structure of terms then we call
it canonical. The concepts in this chapter are purely algebraic and most general.

Which leads to Chapter 4, where we define order measures. Order measures
are measures on a cardinal that arise from the weak or strong partition property
of that cardinal; they are defined by lifting a measure on a smaller ordinal, using
functions of continuous type. A similar procedure, called the strong lift, enables
us to lift measures on a strong partition cardinal to measures on the respective
ultrapower. This construction uses functions of discontinuous type.

We show how to define measure assignments from order measures and prove
that some special measures, like the w- and w;-cofinal normal measure on an odd
projective ordinal, are order measures. At the end of Chapter 4 we finally define
the measure assignment that we want to prove to be canonical.

In Chapter 5 we begin to prove the canonicity of our measure assignment.
Theorem 5.2.2, which we call The Really Helpful Theorem (RHT), reduces the
problem of showing the canonicity of our measure assignment essentially to the
computation of certain ultrapowers corresponding to the variables in the additive
ordinal algebra. We show that the first step in our measure analysis is canonical.

In Chapter 6 we compute the ultrapowers with respect to products of the
wi-cofinal measure on an odd projective ordinal. The proof is by induction, we
need the exact values of smaller ultrapowers in order to compute the next one.
The results enables us to state that our measure assignment is canonical for the
first w* many cardinals after an odd projective ordinal.

Applications of the canonical measure analysis are given in Chapter 7. We
show how it enable us to compute the cofinality of all cardinals in its scope
and prove that some of the thus analyzed and computed cardinals are Jonsson
cardinals. With these results we conclude the thesis.






Chapter 1

Mathematical Background

In this chapter we introduce basic definitions and results of Set Theory necessary
for the concepts and proofs in later chapters. Mainly this chapter is meant as a
reminder on material that is covered by standard set theory textbooks like [Ka94]
or [Je02]. The last two sections of this chapter deal with certain types of functions
and partition properties for sets of those functions. The results presented there
are essential for the concept of order measures, see Chapter 4, and will be used
often in our proofs.

1.1 The Basics

Our basic theory is Zermelo-Fraenkel Set Theory ZF, all additional assumptions
(the Axiom of Determinacy (AD) mostly) will be explicitly stated. We write
On for the class of ordinals, Lim for the class of limit ordinals and Card for the
class of cardinals. As usual we will use «, 3, 7, and so on, to denote ordinals.
Unless otherwise noted s will be a cardinal, and A is our canonical choice for limit
ordinals. We write w for the first infinite cardinal, use w; and N; interchangeably
for the first uncountable cardinal, and the same goes for wy and N,. All larger
cardinals will be denoted with X,. For the product of two sets we write X xY and
a - 3 for the product of two ordinals o and [ in the sense of ordinal arithmetic.
For cardinals x the function ", -7 is the Gddel pairing function, i.e., a definable
bijection between x x xk and k. Similarly, "-": k™ — k is a definable bijection
between ™ and k. We define the iterated successor operation on cardinals k
by transfinite recursion:

) /{(0) — /{7
o k@) = (5@)* for all ordinals a, and

e kA =sup,_, k@ for limit ordinals .

7



8 Chapter 1. Mathematical Background

If X and Y are sets, then Y ¥ is the set of functions from X to Y. For ordinals it
will be clear from the context whether by a® we mean the set of functions or the
ordinal derived by ordinal exponentiation. We write X < for the set of functions
with range in X and domain less than «. If z = (x;; i < @) € X is a X-sequence
of length a and (8 an ordinal less than «, then we write x[3 for its restriction
(r;; 1 < B) to length 8. The length « of a sequence z € X* will be denoted by
lh(z). Quite often we will write & to denote a sequence (z;; i < n), the length
of which will be clear from the context. If M C On is a set of ordinals that has
cardinality at least k, then we denote the set of k-sized subsets of M by [M]* and
identify it with the set of strictly increasing M-sequences of length s and the set
of strictly increasing functions from x to M. If F': X — Y is a function and A
a subset of X, then we write F”(A) for the set {F(x); z € A}, the image of A
under F'. If « is an ordinal, C' a subset of o and 3 an ordinal less than «, then
we denote the set C'\ (8 + 1) of ordinals in C' that are greater than 5 by Cs .

An order < on a set X is an irreflexive, transitive relation < C X x X on
X. The order <7 on X-sequences is defined by: ¢t < s iff s is a proper initial
segment of ¢, i.e., s = t[a for some o < lh(¢). The lexicographic order <y is
the following order on On<“: @ <jex 5 iff a; < B; holds for the least i such that
a; # B, or @ is a proper initial segment of ﬁ If we reverse the ordering with
respect to initial segments, then we get the Kleene-Brouwer order <k on
On*¥: @ <kgn 5 iff a; < (; holds for the least ¢ such that a; # (;, or B is a proper
initial segment of @. And if we order sequences from right to left instead from left
to right we get the reverse lexicographic order <, on On<“: @ <, 5 iff
a; < (; holds for the largest i such that o # (;, or & is a proper initial segment of
5 . An order < on a set A is wellfounded if every subset B C A has a <-minimal
element. If o and [ are ordinals, then the <e-order type of the set a x 3 is
the ordinal « - 3, and the function (7, d) — «a - d 4+ is an isomorphism between
(o X B, <ylex) and (a - 3, <).

A tree T on a set X is a subset of X<“ that is closed under initial segments.
We call the elements of a tree also nodes. A node that has no <p-predecessor is
called a root of T, most of the time we will work with trees that have one root.
Conversely, a node that has no <p-successor is a terminal node, or leaf, of T
A sequence of immediate <p-successors is called a branch in 7. Mostly we will
talk about branches that start with the root and in this case identify the branch
with its terminal node, if such exists. An infinite branch of T is an element
t € X¥ such that t[n is an element of T for all n < w. A tree T' C a<¥ is called
wellfounded iff the order <7 on T is wellfounded. For trees on ordinals this is
equivalent to the non-existence of infinite branches:

1.1.1. LEMMA. Let T C a=¥ be a tree on an ordinal oc. Then the following are
equivalent:

1. The tree T is wellfounded.



1.2. Filters and Measures 9

2. The tree T has no infinite branches.

Proof. 1.= 2. Assume T has an infinite branch ¢, then the set {t[n; n <w} C
T has no <p-minimal element, contradicting the wellfoundedness of 7'.

2. = 1. Let B be an arbitrary subset of T'. If ¢ is an element of B then adding
the initial segments of ¢t to B will not change the existence or non-existence of
a <p-minimal element in B, so we can assume that B is closed under initial
segments. Let s be the leftmost branch in B, i.e.,

Sp = min{f; B =t, for some t € B such that t[n = (s;;i <n)}.

Then by assumption s has finite length and no extensions in B, so it is a <p-
minimal element in B. g.e.d.

A tree T on an ordinal « is linearly ordered by the Kleene-Brouwer order <kgp
and if T' is wellfounded this is a wellorder. If 7" is a wellfounded tree on some
ordinal a then we denote the rank of T" in the Kleene-Brouwer ordering <kg by
|T|. If t € T, then |T|(t) denotes the rank of ¢ in the Kleene-Brouwer ordering
on 7. For infinite ordinals a we fix bijections p : @« — a~* between «a and a<¥
and write |T'|(3) for |T|(p(f)), if that exists, otherwise it is undefined. If ¢ is an
ordinal we write T'[d for the tree that is the restriction TN d<“ of T to ¢.

1.2 Filters and Measures

A filter F on a set M is a nonempty subset of the powerset P(M) that is closed
under finite intersections, supersets, and does not include the empty set. A filter
is o-closed if it is closed under countable intersections. Let k be a cardinal, a
filter F is k-closed if it is closed under unions of length less than x, so o-closed
is the same as wy-closed. A filter F on a set S is non-principal if its intersection
is empty and it is an ultrafilter if for every subset S of M either S or M\S is
in F. A ultrafilter on an ordinal x is said to contain end segments if for all
v < k the set {& < k; v < a} is an element of the ultrafilter. As usual we call
a o-complete ultrafilter a measure. To denote measures we often use the Greek
letters © and v. We write jiyqy for the principal measure that concentrates on
{a}.

In this section we introduce basic properties of measures that will be used
throughout this thesis. Especially the measures derived from club sets on cardi-
nals, see Definition 1.3.1, will play an important role.

1.2.1. DEFINITION. If F is a filter on a set X and F' : X — Y a function we
define the image filter Fr on Y by

A€ Fr <= Thereis aset B € F such that F”(B) C A.
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1.2.2. LEMMA. Let F be a filter on a set X, F : X — Y a function, and k a
cardinal. Then

1. Fr is a filter,
2. if F is an ultrafilter then so is Fr, and

3. if F is k-complete then so is Fp.

Proof. 1. Since F”(B) is nonempty for all nonempty sets B C X we have
) & Fr, and from F”(X) CY follows Y € Fr. If A CY is in Fr then there is
a set B € F such that F”(B) C A. But for all sets D CY with A C D we have
also F”(B) C D, so F is closed under supersets. If A CY and C C Y are in Fp
then there are sets B, D € F such that F”(B) C A and F”(D) C C. Since F is
a filter the set BN D is in F, and since F”(BN D) C AN C that means Fr is
closed under intersections. So Fr is a filter.

2. Let A be an arbitrary subset of Y and B = {z € X; F(z) € A} its pre-
image under F. Since F is an ultrafilter we have either B € F or X\B € F.
In the first case we get A € Fp. Otherwise, since F”(X\B) C Y\A and Fp is
closed under supersets, we get Y\ A € Fr. So Fr is an ultrafilter if F is one.

3. Let v be an ordinal less than x and (A4, ; a < ) a sequence of subsets of Y’
with A, € Fp for all @ < . By definition of Fr there is a sequence (B, ; o < ) of
subsets of X with B, € F and F”(B,) C A, for all @ < 7. Since F is k-complete
we have (), By € F and from F” (., Ba) € Nae, F7(Ba) € Nae, Aa follows
the k-completeness of Fr. q.ed.

The following equivalences to being k-complete for an ultrafilter allow us dif-
ferent approaches in proving the completeness of measures and will be used later:

1.2.3. LEMMA. Let M be a set, U C P(M) an ultrafilter on M and k < Card(M)
a cardinal. Then the following are equivalent:

1. U s a k-complete ultrafilter on M.

2. For all v < k and sequences (X, ; a < ) of subsets of M, if |J
an element of U then there is an 3 < v such that Xz € U.

X/g 18

a<y

3. For all v < k and ~y-partitions (Xq; a < ) of M there is an [ < 7 such
that Xﬁ eu.

Proof. 1. = 2. If no X3 is an element of U, then all P(M)\Xg are elements
of U and r-completeness implies (), P(M)\X, = P(M)\U,., Xo € U, a
contradiction to ., Xoa € U.

2. = 3. The union of all Xz is the set P(M), an element of U, so by 2. there
has to be a 3 such that Xz € U.
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3. = 1. We define X|, = Xo\Ugyp, Xg, X = s, Xp, and X7, =
P(M)\Us, Xp. Since U is an ultrafilter only X can be an element of U,

and by 3. it has to be. g.e.d.

If a k-complete measure on a cardinal k exists then this cardinal is called
measurable. Under AC such a cardinal is a strong limit, i.e., a large cardinal.
Without AC we can at least prove the regularity of the cardinal:

1.2.4. LEMMA. Let k be cardinal and jv a k-complete ultrafilter on K that contains
end segments. Then k is reqular.

Proof. Assume x is singular, then there is an ordinal A\ < x and a sequence
(ay; v < X\) € K with & = sup,_, . Define U, := {a € r; a > v}, since p
contains end segments the set U, is an element of ;1 for all v < A and because u
is k-complete the intersection ﬂ,y <» Uy is also in p. But since k = sup, ., a, we
have ﬂK/\ U, = 0 which contradicts the fact that x is a filter. q.ed.

A function that is bounded below k on a measure one set is in fact constant

on a measure one set if the measure is k-complete:

1.2.5. LEMMA. Let M be a set, k a cardinal and U C P(M) a k-complete ultra-
filter on M. If F : M — On s a function and there is an ordinal o < Kk such
that for U-almost all x we have F(x) < «, i.e.,

JAeUVr e AF(x) <,
then F' is U-almost constant:
<k IBeUVzr e B F(x)=p.
Proof. We define a sequence (X, ; v < a) of subsets of M by
X, ={r e M; F(x) =~}

Then A is a subset of |, _, X,, so U, ., X, is an element of the filter /. And
since U is a k-complete ultrafilter by Lemma 1.2.3 that means there is a § < «
such that Xj is in U, so by definition of X3 the proof is finished. g.e.d.

Let X = (Xo; a < k) be a sequence of subsets of x, then the diagonal

—

intersection A,..X, of X is defined by

NaenXo ={{<k; € ﬂ X}

a<§

We call a filter F' on a cardinal x normal if it is closed under diagonal in-
tersections, i.e., if Ay X, € F for all X € F*. We include the requirement of
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being non-principal in our definition of normal since the only normal measures
that concern us fulfill this requirement.

Although normal measures on a cardinal s are often considered to be k-
complete this is only true if the measure in question contains end segments, an
assumption that is often included in the definition of an ultrafilter.

1.2.6. LEMMA. Let k be a cardinal and p a normal ultrafilter on k that contains
end segments. Then p is a k-complete ultrafilter.

Proof. Let A < x be an ordinal and (U,; v < A) a sequence of subsets of
that are in p. For A < v < k define U, := {a € k; a > v}, then those U, are
also elements of p since p contains end segments. So the diagonal intersection
Ay U, is an element of p and thus also the set S := A ..U, N U,. An ordinal
a > ) is an element of S if a € (), _, U, holds. Since by definition of the U, we
have o € U, for A < < o that means a € ﬂ'y<)\ U, for all &« € S. But p is closed

under supersets, so ﬂ7 <\ Uy is an element of p and thus u is xk-complete. g.e.d.

Let f : @ — a be a function on some ordinal o and X be a subset of a. If
f(B) < B holds for all #in X then f is regressive on X.

1.2.7. LEMMA. Let k > w be a cardinal. For a measure p on k are equivalent:

1. p is normal.

2. For every function f : k — K that is regressive on some X C k in p there
is a set' Y C k in u such that f is constant on'Y, i.e., there is an ordinal
a < Kk such that f(5) =« for all B inY.

Proof. 1. = 2. Let f : Kk — k be a function that is regressive on the set
X € p. If there is no set Y C k in p such that f is constant on Y then the
set Y, = {0 < k; f(B) # a} is in pu for all & < k. Since p is normal the set
X N ApeyYp is also an element of ;1. By definition of the diagonal intersection o
is in Ag<,.Yp if f(a) # § holds for all 8 < «, i.e., if f(a) > a. So the intersection
of X and Ag..Yp is empty, a contradiction. So there is some set Y C x in p such
that f is constant on Y.

2. = 1. Let (Y, ; @ < k) be a sequence of elements of p. If Ag.,.Ys is not an
element of y then the set X 1= {a € x; a & (5, Ys} is. We define a function
f:k— Kby

0 if « ¢ X and
f(a)'_{min{ﬁ<a;a§zYﬁ} if o € X.

Then f is regressive on X by definition and so by 2. for some 7 < k the set

={B € r; f(B) =~} isin pu. Since p is a measure we can assume without loss
of generality that Z is a subset of X. So for all @ in Z we have o ¢ Y, and thus
the intersection of Z and Y, is empty, a contradiction. So Ag..Yp is an element
of p. q.e.d.
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1.2.8. LEMMA. If pu is a normal measure on a cardinal k then the set Lim Nk of
limit ordinals less than Kk is an element of .

Proof. Assume otherwise, since y is an ultrafilter that means the set SuccNk of
successor ordinals less than « is an element of . Define f(«) to be the predecessor
of a for successor ordinals o and 0 otherwise. Then on Succ N k the function f
is regressive, so by Lemma 1.2.7 there is an ordinal § < k and a set B € u with
f(a) = for all @ € B. We can assume that B is a subset of Succ, so f(a) =
for all @« € B means there are successor ordinals that are not equal but have the
same predecessor, a contradiction. So the set Lim N x must be an element of u.

q.e.d.

Let u be a measure on a set X and v a measure on a set Y. The product
measure i X v on X X Y is defined as follows: For C' C X x Y

Ceuxv <= {yeY;{zelC;(x,y)eCteu}ew.

1.2.9. LEMMA. Let pu, v, and n be measures on sets X, Y, and Z, respectively.
Let k be a cardinal.

1. The product measure j X v s indeed a measure, i.e., an o-complete ultra-
filter.

2. If u and v are k-complete then so is |1 X v.

3. The operation X on measures is associative, i.e., (X V) X1 = ux (v xXn).
We often write ™ for the n-folded product of a measure p.

Proof. We start with a bit of notational convenience: For subsets C' of X x Y
and elements y of YV let us define C(y) := {z € X; (z,y) € C}. So O(y) = 0,
(X xY)(y) =X and X\C(y) = (X xY\CO)(y) forall y € Y.

1. By definition of y x v wehave ) € pxvand X xY e uxv. f C C X xY
isin uxvand D C X xY is a superset of C' we have C(y) C D(y) forally € Y.
If C(y) is in p then so is D(y) since p is closed under supersets. Which means
{y €Y ; C(y) € u} is a subset of {y € Y; D(y) € p} and since v is also closed
under supersets this set is in v. So p X v is closed under supersets. Let v be
an ordinal less than wy and (C,; o < ) a sequence of subsets of X x Y with
Cy € px v for all a < 7. By definition of u x v the set {y € Y; Cu(y) € p} is
in v for all & <« and since v is o-complete the set

(Vv eY:Caly) € p} ={y€Y; Caly) € pfor all & < 7}

a<y

is also in v. If C,(y) is in p for all @ < ~ then ﬂa<7 Cy(y) is also in p since p
is o-complete. But [, Ca(y) = ((Na<, Ca)(y), so the set of y € Y such that

(Ma<y Ca)(y) is in g is in v. That means (), Cq is in p x v and p X v is thus
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also o-complete. At last we have to prove the ultrafilter property of u x v. Let
C be an arbitrary subset of X x Y. Either C is in u x v and we are done or C'
is not in p x v. Then the set of y € Y such that C(y) is in x is not in v. Since
v is an ultrafilter that means the set of y € Y such that C(y) is not in x is in v.
If C(y) is not in u then (X x Y\C)(y) = X\C(y) is in p since p is an ultrafilter.
So theset {y € Y; (X xY\C)(y) € p} is in v, which means X x Y\C'isin p x v
and thus p x v is an ultrafilter. This finishes the proof that u x v is a measure.

2. Here we can use the same argument as in part 1. when we proved the
o-completeness of p x v from the o-completeness of 1 and v.

B.Aset DC X XY x Zisin (uxv)xniftheset {z € Z; D(z) € uxv}is
in 1. The set D(z) isin u x v if the set {y € Y'; (D(2))(y) € p} isin v. So D is
in (puxv)xnif

{zreZ;{yeY;{zeX;(r,y2)eD}euteven

holds. On the other hand D is in ux (v xn) if the set {{y,2) € Y xZ; D({y, 2)) €
p}isin v xn. Theset {{y,2) €Y x Z; D({y,z)) € u} is in v x n if the set

{z€Z; ({{y,2) €Y x Z; D({y,2)) € u})(2) € v}

is in . We have
{(y,2) €Y x Z; D((y, 2)) € u})(2) =

{(y,2) €Y x Z; {zr € X; (v,y,2) € D} € u})(2) =
{yeY:{reX; (x,y,2) € D} € u}.

SoDisin (uxv)xnif{zeZ;{yeY;{x e X; (x,y,2) e D} eulevien
holds, which means the measures (u X ) X n and pu X (v X n) are identical. q.e.d.

Let us take a closer look at products of measures on ordinals. Let o and 3
be ordinals. The wellorders (a X 3, <jex) and (« - 3, <) are isomorphic with the
bijection m({,d)) = - d + . This leads to another notion of product measure:

Let © be a measure on an ordinal a and v a measure on an ordinal 3, we denote
the image filter induced by 7 with p x’ v. So for C' C « - § we have

Ceux'v & {yep;{rca;a-y+rxelC}ecu}lev.

The measure p x v lives on the set o x [ and the filter 4 x’ v on the ordinal
a - (3, but essentially they are the same measure:

1.2.10. LEMMA. Let o and v be measures on ordinals o and (3, respectively. Let
7 be the bijection between o X 3 and « - (3 defined by 7({y,0)) = a -6+ 7.

1. IfAepuxvthenn”(A) € ux'"vand if B€ ux'v thenn " (B) € uxv.
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2. The filter ux'v is a measure and if p and v are k-complete then so is ux'v.
3. The operation X' on measures is associative, i.e., (ux'v)x'n = pux'(vx'n).

4. If p and v contain end segments then so does p x' v.

Proof. Since pu x’ v is the image filter of ;1 x v under the function 7 and 7 is
a bijection part 1. of the lemma follows directly from the definition of an image
filter. Part 2. follows from Lemma 1.2.2 and part 3. is a direct consequence of
the associativity of x and the bijectivity of 7. So we only need to prove part 4.
Let £ be an element of o - 3, there are v € o and § € (§ such that £ = a - + 7.
We have to show that the set C' := {( € a- ;¢ > £} is in pu X" v. For all
vy<o<aand ) <7< wehave a7+ 0o € C. Since p contains end segments
the set {o € a; a-7+ 0 € C} is an element of p for all § <7 < (. And v also
contains end segments so the set {7 € f;{c € a;a-71+0€ C} € pu}isinv. We
conclude that C' is an element of y X' v, i.e., that this product measure contains
end segments. g.e.d.

1.3 Club Sets

We now come to the notion of club sets. Club subsets of cardinals and the filters
that can be derived from the set of club subsets of a cardinal are essential tools
in our work toward analyzing cardinals as ultrapowers.

1.3.1. DEFINITION. Let @ be an ordinal and C C « a subset of a. We call C
unbounded in « if for all § in « exists a § in C such that § > 3. If C includes
every ordinal A such that AN C' = X we call C' closed. A subset C' C « is club
if it is unbounded in « and closed. Obviously the ordinal « itself is a club subset
of a.

1.3.2. LEMMA. Let a be a limit ordinal with cofinality cf(«) greater w.

1. The set of club subsets of a is closed under intersections of less than cf(a)-
many club subsets.

2. If a 1s a regular limit ordinal then the set of club subsets of o is also closed
under diagonal intersections.

3. For all club subsets C' C a and ordinals < « the set Csg:= C\(B8+1) of
elements in C greater than (3 is a club subset of a.

4. The set Lim(«) of limit ordinals less than « is a club set.
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Proof. 1. Let § be an ordinal less than cf(«) and (Cs; 8 < §) a sequence of
club subsets of . We have to show that C' :=(;_; Cj is club. Assume we have
AN C = X for some A < a. Since C' is a subset of Cj for all 3 < § we also have
ANCs = Xforall B < 9. The Cy are club so A is an element of all Uz, which
means A is also an element of C'. This shows that C' is closed.

Let ¢ be an element of a. For each # < ¢ we build an increasing w-sequence
(P n < w) in Cs that dominates ¢: For all 3 < 4 let ¢ := the least element of
Cp greater ¢ and for n < w let cg 41 := the least element of Cj greater sup;_; .
This is welldefined since ¢ is less than the cofinality of «, which also is greater w.
From this also follows that sup,,,, 2 is an element of « for all 8 < §. The Cj are
closed so sup,,, ¢? as a limit of elements from Cj is an element of Cs. From the
definition of the ¢ we get sup,,_, ¢? = sup,,_, ! for all 3,7 € 6. So sup,,_,, 2 is
an element of | J 5<s Cp = C that is greater ¢, which proves that C' is unbounded.

2. Let (C3; B < a) be a sequence of club subsets of & and C :={{ € k; € €
p<e Cs} the diagonal intersection of this sequence. First we show that C' is
closed. Let A\ < k be a ordinal with C N A = A\. We have to prove A € C,
which by definition of the diagonal intersection is equal to A € ﬂﬂ 1 Cp. Fix a
B < A. Since A = AN C there is an strictly increasing sequence (c¢; £ < ) with
supremum A and length 6 < X in C. Let v be the least ordinal less than 0 such
that ¢, is larger than 3. For all £ between v and § we have ¢¢ € (J.., C; and
thus c¢ € Cg. The set Cp is club which means that supg_¢sce is an element of
Cp. But supg_¢ 5 e is equal to supe_;ce = A and so A is an element of Cp. This
is true for all # < A, so Aisin ﬂ5</\ Cs and thereby C'is closed.

Now we prove the unboundedness of C'. Let § be an ordinal less than a. We
construct an increasing sequence (¢, ; n < w) in « by ¢y := ( and

Cpy1 :=min{d € a; § > ¢, and § € ﬂ Ce}.

E<cn

Then ¢y is an element of a and if ¢, is an element of « then the set ﬂg e, Ceis a
club subset of a since « is regular. So ¢, is also an element of . That means
(cn; n < w) is a welldefined sequence in a. The cofinality of « is greater than
W, SO 7Y i= SUP,,«,, Cn, is an element of a.. Let § be an ordinal less than . There
is a natural number ns such that ¢, is larger than 0. By definition of the ¢, we
have ¢, € Cs for all n > ns. So v = sup,,, ¢, = SUpP,,; ., Cn 18 an element of Cs
since C is club. The ordinal § < v was arbitrary which means 7 is an element of
Ns< ., Cs and thus ~ is an element of the diagonal intersection C'. By its definition
~v is larger than [ and so we have shown that C' is unbounded in a.

3. Since « is a limit ordinal the set D := {§ € a;d > [} is closed and
unbounded in a. So by 1. the set C.g3 = C'N D is also club.

4. The set Lim(«) is obviously closed and since « is a limit ordinal greater w
it is also unbounded in a. q.e.d.
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1.3.3. COROLLARY. Let « be a limit ordinal with cf(a) > w. The set
Co :={A C «; There is a club subset C C « such that C C A}

is a non-principal cf(a)-complete filter that is closed under end segments. If av is
reqular then C, is also normal. We call C, the club filter on «.

Proof. By its definition C, contains «, does not contain (), and is closed under
supersets. From Lemma 1.3.2 follows that C, is closed under intersections of
less than cf(«)-many sets, contains end segments, and is closed under diagonal
intersections if « is regular. That C, is non-principal follows from « being a limit
ordinal and C, containing end segments: Assume C, is principal, i.e., there is
a set A C « that is a subset of every element of C,. Let § be the minimum of
A, since « is a limit ordinal the ordinal § + 1 is still smaller than a. Since C,
contains end segments the set D := {3 < a; 6 < [} is an element of C,. But §
is no element of D, so A is no subset of D and C, cannot be principal. g.e.d.

1.3.4. DEFINITION. Let A < a be ordinals, the A-cofinal filter C) is defined as
the filter generated by the A-closed unbounded sets in «, i.e.,

A €C): <= thereis a club set C' C a such that {3 € C; cf(3) = \} C A.
For example, the filter C2, is clearly the ordinary club filter on w;.

1.3.5. COROLLARY. Let o be a limit ordinal with cf(a) > w and A an ordinal
less than . Then C) is a non-principal cf()-complete filter. And if o is reqular
then C2 is also normal.

Proof. As in the proof of the Corollary 1.3.3, this follows rather directly from
the definition of C} and Lemma 1.3.2. q.e.d.

1.3.6. DEFINITION. Let x be a cardinal and p a measure on k. If p contains all
club subsets of k, then we call 4 a semi-normal measure on k.

Using the Godel pairing function we can get a measure on a cardinal x as the
image measure from a product measure on £". The measure we get this way from
the n-fold product of the w-cofinal filter on a cardinal will be used several times
later in our analysis.

1.3.7. DEFINITION. Let K > w be a cardinal and n < w. The measure W, on k
is defined by

AeW): <= thereisaset B € (C¥)" such that "a" € A for all & € B.

So W is the image filter of the n-fold product measure (C¥)" under the Godel
pairing function. As such W is a measure and k-complete if (C¥)" has those
properties.
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One of the most important properties of club sets is that there are several
thinning procedures such that the resulting set retains the club properties: For
example, we can intersect club sets, we can take the end segments of a club set,
and the result will again be a club set. In the following we will introduce other
operations that create club sets from club sets :

1.3.8. LEMMA. Let k > w be a regular cardinal and C' C k a club subset of
k. Then exist a club subset C' C C' of k such that every element in C' is the
supremum of an increasing C-sequence. We call this club set the set of C-
limats.

Proof. We define an increasing sequence (¢, ; o < k) in C of length k by ¢y :=
the wth element of C', ¢,,1 := the wth element of C' greater than ¢, for a < K
and ¢y 1= Sup,. ¢, for limit ordinals A < x. Then C" := ., {ca} is a subset of
C and by definition unbounded and closed under &, i.e., a club subset of k. q.e.d.

1.3.9. LEMMA. Let k be a reqular cardinal, C' C k a club subset of k and f : k —
k a function. Then there is a club subset C' C C' of k such that f() < a holds
for all a, 6 € C" with B < a. We call such a club set closed under f.

Proof.  We define an increasing sequence (c,; @ < k) in C of length x by
co = minC, coq1 = min{f € C : B > max{cy,sup,<, f(cy)}} for a < x and
) i=SUP,y f(c,) for limit ordinals A < k. Since & is regular and C' a club subset
of  this is welldefined. Let C’ := (J,_,.{ca}. Then by definition of {(c,; a < k)
we have f(f) < a for all a, f € C’" with < « and also C" C C. An increasing
sequence of length x in x is unbounded in x since k is regular and C’ is by
definition closed, so C” is club. g.e.d.

1.3.10. LEMMA. Let k be a reqular cardinal and C' C k a club subset of k. Then
there is a club subset C" C C' of k such that for all o € C' the ath element of C
is a. So C" contains only closure points of C.

Proof. Let f: x — C be an enumeration of C. By Lemma 1.3.9 exist a club set
C'" C C that is closed under f, by Lemma 1.3.2 we can assume that C” contains
only limit ordinals. Then for all @ in C” we have that for all 3 < « the [(th
element of C' is smaller than «. Since « is a limit and both C' and C” are club
we get that supg_,, f(3) = the ath element of C is less or equal . But of course
the ath element of C' is greater or equal « so for all « in C’ the ath element of
Cis a. g.ed.

Slightly weaker than being a club set is the the notion of a stationary set.
Note that since the intersection of two club sets is again a club set all club sets
are stationary, whereas the converse is generally not true.
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1.3.11. DEFINITION. Let X be a limit ordinal. A subset S C A such that for any
club subset C' C X the intersection S N C'is non-empty is called stationary in \.
So if the cofinality of A is greater w then every club subset of X is stationary in \.

1.3.12. LEMMA (FODOR 1956). Let A > w be a regular cardinal and S a sta-
tionary subset of A. Assume f : S — X is a regressive function on S, i.e.,
f(a) < « holds for all & € S. Then there is an ordinal v < X\ and a subset
S" C S that is stationary in A such that f(a) = holds for all a« € S'.

Proof. Assume this is not the case. Then for all v < A the set

U, :={a€X; fla) =1}

is not stationary in A. That means there is a club set whose intersection with U,
is empty, let
C, = U{C C \; Cisclub and CNU, = 0},

so C, is club and U, N C,, = (. The diagonal intersection Ca := A, \C, of the
C, is itself a club subset of A, since A is regular. But then the intersection of Ca
and S is nonempty, let @« € CA NS be a witness. Since « is an element of Cx we
have o € C, for v < «, i.e., f(a) # 7 for v < a by definition of the C,. On the
other hand « is an element of S, so f(a) < a, a contradiction that concludes the
proof. g.e.d.

1.4 Ultrapowers

For a measure i on a cardinal x and an ordinal a we denote the corresponding
ultrapower of a with respect to the measure p by a”/u. The ultrapower is
ordered by E,, with [f],E,[g], iff {a € k; f(o) < g()} € p. Since measures are
closed under finite intersections this order is welldefined. If an ultrapower o /u
is wellfounded with respect to E,, we identify the ultrapower with its Mostowski
collapse, so in this case o/ is an ordinal. If the ultrapower x*/u is wellfounded
we also call the measure wellfounded.

In Lemma 1.1.1 we showed that a tree is wellfounded if it has no infinite
branch, ¢.e., no infinite descending sequence in the <p-order. For ultrapowers we
can show a similar result if we assume the Principle of Dependent Choices
DC.

1.4.1. DEFINITION. Let X be a nonempty set, then DC(X) is the statement:

If R is a subset of X x X and for all z in X exists an y in X such
that (y,z) is in R then there is a function f : w — X such that
(f(n+1), f(n)) isin R for all n in w.
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The principle DC is of course the assumption that DC(X) holds for all sets X.

1.4.2. LEMMA. Assume DC(k*). Let p be a measure on a cardinal k and \ an
ordinal.  The ultrapower N°/u is wellfounded if and only if it has no infinite
descending sequences.

Proof. Let E, be the ordering of the ultrapower. If ([fi], ;7 < w) is a descending
sequence in \*/p then the set {[f;], ;7 < w} obviously has no minimal element and
the ultrapower is illfounded. Now assume there is a subset A of the ultrapower
that has no minimal element. We define a relation R on k* x k" by

(yzy e R = |yl, € Aand ([z], € Aor ([z], € A and [y|,E.[x],)).

Then for all z € k" exists an y € k" with (y,z) € R and we can use DC(k") to get
a sequence (f;; i < w) with (fi11, f;) € R for all i < w. But then by definition of
R the sequence ([f;+1],; ¢ < w) is infinite and descending in the E,-order. q.e.d.

An embedding 7 from the ultrapower o /u into the ultrapower 3¢/v is an
order-preserving function 7 : o/p — (¢/v. If the ultrapowers in question are
wellfounded then this means order-preserving with respect to €, since in this
case we identify the ultrapower with its Mostowski collapse as we mentioned
before. Otherwise we mean order-preserving with respect to the orders E, and
E,. Most of the time we will define an embedding in terms of representatives
of the equivalence classes: If 7 is a function from o to 3¢ we denote (slightly
abusing notation) by 7 also the the function 7 : [f], — [7(f)],. Of course in this
case we have to consider the following:

1.4.3. REMARK. In order to show that f +— 7(f) induces an embedding, we have
to show two properties:

1. the function is welldefined, i.e., if [f], = [g],, then [7(f)], = [7(g)],, and
2. the function is order-preserving, i.e., if [f], < [g],, then [7(f)], < [7(9)].-

Obviously, the proofs of these two statements are typically parallel, and if they
are we reduce them in most places of this thesis to one proof where we show the
implication for “Z 7. This is meant to indicate that the proof works with both
< and = and thus proves 1. and 2.

1.4.4. DEFINITION. Let p and v be wellfounded measures on sets X and Y,
respectively. We say that p and v are equivalent (u ~ v) if their ultrapowers

are the same, i.e., if X% /u=Y"Y/v.

We mentioned in Lemma 1.2.10 that for measures p and v the product mea-
sures ;1 X v and p X" v are essentially the same, so the corresponding ultrapowers
should be equivalent:
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1.4.5. LEMMA. Let p and v be measures on ordinals o and [3, respectively. Let X
be an ordinal and assume the ultrapower \*? [ x v is wellfounded. The bijection
7 between a X 3 and a - B is as usual defined by w({,0)) =a -5+ 7.

We have [f]uxw = [f o 7 Huxrw and [gluxr = [g © 7] uxw for all functions f, g
with range X and domains o X 3 and « - 3, respectively. So the measures p X v
and p X" v are equivalent.

Proof. First we show that f — fon ! induces an embedding from \**?/u x v
into A*# /v, using our convention from Remark 1.4.3: Let h and f be functions
in AP 3f [A]uxy = [fluxe then the set {o € a x §;, h(x) Z f(z)} is in p x v.
From the definition of u x’ v as the image filter of y x v under 7 follows that
the set {y € - 3;, h(w~(x)) Z f(m'(x))} is in p x’' v which is equivalent to
[ho ™ = [f oy, so we have indeed an embedding.

We also have an embedding from A**?/u x" v into A*? /p x v that is induced
by g — g o, the proof is analogous to that for f — fon~!. It follows that we
have an order preserving bijection between the two ultrapowers. Since we identify
an wellfounded ultrapower with its Mostowski this means the two ultrapowers are
in fact the same ordinal. g.e.d.

1.4.6. REMARK. When working with functions on products of ordinals, product
measures on ordinals, and equivalence classes with respect to these product mea-
sures we will often implicitly use Lemma 1.4.5 and identify the functions f and
fom as well as the equivalence classes [f],x, and [f o 7], just writing [f],x..

Let o®/p and 3°/v be two wellfounded ultrapowers. If 7 is an embedding
from o”/u into 3¢ /v then we have o /u < 3%/v, since 7 is order-preserving.

1.4.7. LEMMA. Let p be a measure on a cardinal k and o < 3 be ordinals such
that the ultrapowers o /i and 3%/ are wellfounded. Then " /u < 3%/ p.

Proof. The identity function id : f +— f for functions f € a” defines obviously
an embedding from "/ into 5% /p. g.ed.

This result of course generalizes if we look at sequences of ordinals and their
supremum.

1.4.8. LEMMA. Let p be a measure on a cardinal k, « an ordinal, and (v;; i <
a) a sequence of ordinals. Assume that the ultrapowers ~;"/u for i < a and

(SUp;<q V)" /1t are wellfounded. Then sup;_, (7" /1) < (SUp;cq 7i)"/ 1t

Proof.  If sup,.,v: = s for some § < « then sup,_,(v:"/p) = 15"/ =
(Sup;<q 7:)"/p by Lemma 1.4.7 and we are finished. So let us assume that v5 <
SUp,; o Vi holds for all § < . By Lemma 1.4.7 we have 5" /p < (sup;., )"/ 1
for all § < v and sup, ., (7:"/1) < (sup;, 7i)"/p follows. g.ed.

Can we compute the cofinality of an ultrapower of an ordinal from that ordi-
nal? In certain cases the answer to this question is simple:
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1.4.9. LEMMA. Let k < X be cardinals, j1 a measure on k and cf(\) > k. If \/u
is wellfounded then ct(\*/u) = cf(N).

Proof. “<”: For a < A, let ¢, : K — X be the constant function ¢, (§) = a. We
shall show that {[ca],; o € A} is cofinal in A*/pu:

Let f € A" be arbitrary. Since cf(\) > &, the range of the function f is
bounded in A, i.e., there is an o € X such that {f({); ¢ € x} C . Then
[flu < lear]p-

“>7: Now let X C A\*/u be a cofinal subset. If £ € X, there is some o € A
such that £ < [c,], by the above argument. Let ag¢ be the least such ordinal. We
claim that A := {ag; £ € X} is a cofinal subset of \: Let v € A be arbitrary. Since
X was cofinal, pick some &, € X such that &, > [c,],. But then, ae, € A with
ag, > 7. So, Ais cofinal in A\. But Card(A) < Card(X), so cf(A) < cf(A\*/p).

g.e.d.

~

The first k-many elements of a wellfounded ultrapower have canonical repre-
sentatives:

1.4.10. LEMMA. Let k be a regular cardinal and p a k-complete measure on
K such that the ultrapower k" /u is wellfounded. Then for all v < k we have
[cy], = v, where ¢, € K* is the function with constant value .

Proof. We prove this result by induction over v < k:

1. The smallest element of the ultrapower is the equivalence class of ¢g, so
[Co]# = 0

2. Now assume [cg], = § for all § < 7. Obviously 8 = [cg], < [c,], for all
B <7, e, v < ey Iy = [c], we are done, so assume towards a
contradiction that there is f € «* with [f], < [¢,], and [f], = 7. From
[fly < [cy], follows that there is a set A € p with f(a) < v for all « € A.
Define

Agi={a € A; f(a) = ).

Then UB<7 Ag = A € p, so by part 3. of Lemma 1.2.3 there is a # < v
such that Az € p. But this means [f], = [cg], = 5, which contradicts our
assumption [f], = 7.

Due to Lemma 1.2.3 Step 2. works for all v < &. q.e.d.

1.4.11. LEMMA. Let k be a regular cardinal and p a k-complete measure on k
such that the ultrapower k" /u is wellfounded. Then a function f € k" is either
w-almost constant or there is a set A € p such that f restricted to A is unbounded
m K.
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Proof. Assume that for all A € p the function f restricted to A is bounded in
k. Pick A € ppand v < K such that f(a) < v for all @« € A. As in the Lemma
1.4.10 let

4g:={a € A; f(a) = B
Then UB<7 Ap = A € p, so again by part 3. of Lemma 1.2.3 there is a 5 < y such

that Ag € p. But this means f is p-almost constant (and thus by the Lemma
1.4.10 we have [f], = [ for some § < k). g.e.d.

1.5 Partition Properties
In this section we will introduce the notation for partition properties of cardinals.

1.5.1. DEFINITION. Let 7, A, and x be cardinals with xk > v, A > 1. We denote
by k — (Fé)f\/ the following partition property: For every partition P : [k]* — v of
[k]* into y-many blocks there is a set H C & of size s such that P is constant on
[H]*. We call such a set H homogeneous for the partition P.

If v is equal to 2 we omit it in the notation, i.e., we write k — (k)* instead
of kK — (k). Please note that we omitted the trivial partition properties, if we
write £ — (k)} then A and  are both greater than 1.

Even the partition property x — (x)? tells us something about the cardinal
K, since it has the following non-trivial consequence:

1.5.2. LEMMA. Let k be a cardinal and assume k — (k)* holds. Then k is
reqular.

Proof.  Assume k is not regular, then there is a cardinal v < k such that
t =g, Xp for a y-partition (X¢; § <) of r with Card(X¢) < x for all £ <.
We define a partition P : [x]> — 2 by P({a,3)) := 1 iff o, € X, for some
& < 7. Then there can be no homogeneous set of size x for the partition P, so by
contradiction x has to be regular. g.e.d.

A

1.5.3. COROLLARY. The partition property k — (k)

less than A and ~' less than ~.

implies k — (/i)y for X

Proof. Let P : [k} — 7 be a v/-partition of [s]". For f € [k]* we let f]N
be the restriction of f to X, i.c., fIN € [k]) and fIN(a) := f(a) for all @ < X,
Then Q : [k]* — ~ defined by Q(f) := P(f[\) is a 7-partition of [k]*, so by
assumption there is a homogeneous set H C k of size x for this partition. Let
g € [H]Y, since & is regular we can define an extension f € [H]* of g by

fa) = { gla)if a < X
' min{¢§ € H; § > supgs, f(B)}
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Then f[N = g, so P(g) = Q(f), which means that H is also homogeneous for
the partition P. g.e.d.

So if we have a partition property for a certain set of functions we can al-
ways switch to coarser partitions. What about the converse? Lemma 1.5.4 will
show that we get partition properties for finer partitions if we restrict the set of
functions that we want to partition:

1.5.4. LEMMA (KLEINBERG 1970). Let A < k be cardinals and assume rk —
(k)M holds. Then the partition property k — (li);‘ holds for arbitrary v < k.

Proof. For the original proof see [K170, Lemma 1.2]. If x is an element of []***

we denote its first block of length A by x; and the second by x5, i.e., we have
x1 = [ and z9(a) = (A + «a) for « < A. Now fix an ordinal v < x and a
y-partition P of [k]*. From P we define a 2-partition P’ of [k]

P'(z)=0 & P(x) = P(x).

By assumption exist a homogeneous set H for the partition P’. Since H has
cardinality k we can partition it in £ many subsets h, C H of size A:

Let h, be the set of the first A-many elements of H\ {J;_, hs, for a < A.

And since v is less than x there are a < 8 < & such that P(h,) = P(hg), i.e.,
P'(ho"hg) = 0. The set H is homogeneous for P’, so this implies P(z;) = P(x3)
for all z € [H]**. Now we show that H is also homogeneous for P: Let z and
y be arbitrary elements of [H]*. The cardinal x is regular, so neither = nor y is
cofinal in H and there exists z € [H]* such that inf z > max{sup x,supy}. Then
the homogeneity of H for P’ implies

P(x) = P((z"2)1) = P((z"2)2) = P(z) and

P(y) = P((y"2)) = P((y"2)2) = P(2),
so P(x) is constant for all z € [H]*. g.e.d.

In Section 1.9 we will present the consequences of these partition properties
for partitions of sets of certain special functions, and later we will mainly use
those consequences in our proofs.

1.6 Partition Cardinals

By a result of Erdés and Rado (See [Ka94, Proposition 7.1]) any partition relation
t — (k) with infinite exponent A violates the Axiom of Choice AC.

We say that x has the strong partition property if the partition relation
Kk — (k)" holds, and that x has the weak partition property if the partition
relation kK — (k) holds for all @ < k.
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As mentioned in the introduction, a measure analysis essentially an assignment
that assigns a measure p, on a cardinal s to a cardinal v > & such that x*/p,
is 7. Thanks to the following theorem by Martin we know that on cardinals with
the strong partition property all wellfounded measures generate cardinals. So for
those cardinals a measure analysis is at least a possibility.

1.6.1. THEOREM (MARTIN). Let k be a strong partition cardinal and let p be a
measure on k. If the ultrapower k" /i is wellfounded then it is a cardinal.

Proof. See [Ja99, Theorem 7.1]. g.e.d.

If a cardinal x has the strong partition property it implies the existence of
many concrete measures on k, as the following theorem of Kleinberg shows:

1.6.2. THEOREM (KLEINBERG 1970). Let k be a cardinal with the weak parti-
tion property and A < k a reqular cardinal. Then C is a normal measure. In
addition, if k is not weakly Mahlo, then these are the only normal measures on k.

Proof. See [KI170, Theorem 2.1] and [KI177, Theorem 3.5], also [Ka94, Theorem
28.10 & Exercise 28.11]. g.e.d.

In other words, the strong partition property of x not only implies the mere
existence of measures, but in our case (our cardinals will be below X, and thus
not weakly Mahlo) also a structured pattern of all of the normal measures on
(indexed by the regular cardinals below k).

The strong partition property also connects to other combinatorial properties
that are well known from usual (AC) combinatorial set theory: A cardinal x is
called a Jénsson cardinal if the partition relation x — [k]S“ holds, i.e., for
every partition of [k]<“ into k blocks there is a set H of order type xk with the
property that [H]<“ doesn’t meet all blocks.!

A cardinal k is called a Rowbottom cardinal if for all A < k the partition
relation k — [k]5%,, holds, i.e., for every partition of [k]<“ into A blocks there is
a set H of order type k with the property that [H]<“ meets only countably many
blocks.

As an application for the measure analysis that is the topic of this thesis we
will prove in section 7.3 the existence of some (new) Jénsson cardinals under AD.

1.7 Kleinberg Sequences

The following notion of Kleinberg sequences shows us that, under the right con-
ditions, every normal measure leads to a sequence of Jonsson cardinals.

IThis is equivalent to saying that every algebra (in the sense of universal algebra) on x has a
proper subalgebra of size k. [Co96] is a nice survey of the algebraic side of the Jénsson property.
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1.7.1. DEFINITION. Let k be a cardinal and p a normal measure on k. We then
define a sequence of structures (k¥ ; n < w) as follows:

n

o Wy i= (1)
If this is a sequence of wellordered structures we also define
o k! :=sup{kr! ; n € w}.

n

This sequence is called the Kleinberg sequence derived from the measure p.

1.7.2. THEOREM (KLEINBERG 1977). Let k be a strong partition cardinal and
w be a normal measure on k. If the Kleinberg sequence (k%' ; i < w) is a sequence
of wellordered structures then

1. Kl and K are measurable,

2. for alln > 1, cf(k!) = kY,

3. Kk is a Jonsson cardinal, and
4. KE is a Rowbottom cardinal.

Moreover, if ki = kT, then k., = (k)" for all n € w, and &} — (k})* for all
a < KY.

Proof. The proofs for parts 1. to 3. are Theorem 5.1 [KI77], and part 4. is
Theorem 6.4. q.e.d.

The following theorem by Benedikt Lowe is an elaboration of the proof of

the “moreover” part in Theorem 1.7.2. We will use it extensively in the proof of
Theorem 5.2.2, our Really Helpful Theorem (RHT).

1.7.3. THEOREM (ULTRAPOWER SHIFTING LEMMA). Let B and v be ordinals
and let p be a o-complete ultrafilter on k with k"/u = . If the ultrapower
(k)% ) is wellfounded and for all cardinals k < v < k)

o cither v is a successor and cf(v) > k,
e orv is a limit and cf(v) = w,

Proof. Sece [L602, Lemma 2.7]. g.e.d.
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Figure 1.1: Ultrapower Shifting Lemma

1.8 Functions of Various Types

Let o < k be ordinals and A a subset of k. A function f : & — & is continuous?®
if and only if for all limit ordinals A < «

fO) =sup{f(§); £ < A}

Conversely a function f : o — k is discontinuous if and only if for all limit
ordinals A < a,

FO) >sup{f(§); £ < A}

The function f has uniform cofinality w if there is a function h : w X a — &,
which is increasing in the first argument, such that for v < «, we have

f(v) = sup{h(n,7); n € w}.

We say that a function f : a — k has discontinuous type « if it is increasing,
discontinuous and has uniform cofinality w, and it has continuous type « if it
is increasing, continuous and has uniform cofinality w at successor ordinals and 0.
If X C &, we write €% for the set of functions from a to X that are of continuous
type a and D% for those of discontinuous type. If @ = (a;; i < n) is a sequence
of ordinals and A = ), «a;, we write €% for the set of functions from A to X
that are piecewise of continuous type.® So f € €% if there are functions f; € €
such that sup f; < inf f; for ¢ < j < n and f is induced by (f;; i < n):

f (Z&H-’V) = fi(y) for j <n.
i<j

We say functions f € €% have continuous type @. For a sequence f =(fi;i<
n) of functions f; : a; — X we write f € €% if that sequence induces a function
feeg, e, if f; € €¢ and sup f; < inf f; for i < j < n. If C C & is club and

2For increasing functions, this is the ordinary notion of continuity for the order topology on
ordinals.

3We could define @3‘; in a similar manner, but that would be superfluous, since easily with
A=Y, a; we have DF = DY.
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and « is an element of k, we write as before C, for the club set of elements in
C that are greater than a.

There is a simple correspondence between the sets of functions of continuous
type and discontinuous type if we restrict the ranges to club sets:

1.8.1. LEMMA. Let k be a reqular cardinal, & = (o, ; 1 < n) a sequence of ordinals
less than k and A =, a;. Then there is a bijection T between D} and €% such
that €% is the m-image of D if C C k is a club set.

Proof. Let f: A — k be a function of discontinuous type A, we define 7(f) :
A — Kk by:

e Let w(f)(0) be f(0),

e let w(f)(a) be the least element of ran(f) > sups., 7(f)(F) if a is a limit

and v =}, . «; for some j < n,

o let (f)() be supg, 7(f)(8) if ais alimit and 37, s <a <3, 5
for some j < n, and

e let w(f)(a+ 1) be the least element of ran(f) > m(f)(a) for a < .

Since club sets are closed we have ran(w(f)) C C if ran(f) C C for some club
set C' C k. Now let g : A — Kk be a function of continuous type @, we define
7(g9) : A — kK by:

e Let 7(g)(0) be g(0),

e let 7(g)() be the least element of ran(g) > supg.,, 7(9)(3) if  is a limit,
and

e let 7(g)(ar + 1) be the least element of ran(g) > 7(g)(«) for a < A.

Again we have ran(7(g)) C C if ran(g) C C for some club set C' C k. Then 7 is
the inverse of m and as shown this bijection respects the range if it is club. q.e.d.

1.8.2. DEFINITION. Let @ > w be an ordinal. If a function f : @ — On is
increasing and of continuous type a except for finitely many initial values, i.e.,
if for some n < w the function g(3) := f(n + B) is of continuous type «, we say
that f is nearly of continuous type a.

1.8.3. LEMMA. Let a > w be an ordinal and p a measure on o that contains end
segments. Let f : a — On be a function that is nearly of continuous type o and
let n < w be such that the function g(B) := f(n + B) is of continuous type c.
Then f and g have the same same supremum, the range of g is a subset of the

range of f and [f], = [g]..
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Proof. That f and g have the same same supremum and that the range of ¢ is
a subset of the range of f follows from the definition of g. Let C':= a\w, then C
as an end segment is an element of  and we have f(/3) = g(f) for all 8 € C, so

[f1u = 19 g.e.d.

1.8.4. LEMMA. Let k > w be a reqular cardinal and p a measure on Kk that
contains all club sets of k. Let f,g: Kk — Kk be functions of discontinuous type K
such that [f], < [g], holds. Then exist functions f', g : kK — K of discontinuous
type k with f'(a) < ¢'(a) < f'(a+1) for all a < k, ran(f’) C ran(f), ran(g’) C
van(g), and [fl, = [/,: gl = o]

Proof. We define f’ and ¢’ recursively by f'(«) := the least element in the range
of f greater supg_,, ¢'(8) (so f'(0) := f(0)) and g'(«) := the least element in the
range of g greater f’(a). Since k is regular and f and g are of discontinuous type
the functions f’ and ¢’ are welldefined. By definition we have ran(f’) C ran(f),
ran(g’) C ran(g), f'(a) < ¢'(a) < f'(a+1) for all @ < k and the functions f
and ¢’ are of discontinuous type &, so we only have to prove [f], = [f'], and
9], = 9], From Lemma 1.3.9 we get a club set C' C & that is closed under ¢'.
Since f is increasing and discontinuous we have a < f(«) for all & < k and if
o < K is an element of C' we have sup,_, ¢'(3) < a. So for all a in C' the the least
element in the range of f greater sups_, ¢'(8) is f(a), i.e., f(a) = f'(a). The
measure y contains all club sets and [f], = [f’],, follows. We assumed [f], < [g],
so there is a set A C k in p with f(«a) < g(«) for all &« € A. By definition of ¢’
we have g(a) < ¢'(«) for all a < &, so for all @ € AN C the least element in the
range of g greater f'(a) = f(«) is g(@), i.e., g(a) = ¢'() and [g], = [¢],, follows.

g.e.d.

Now we have the notational equipment to formulate some variations of parti-
tion properties.

1.9 More about Partition Properties

The homogeneous set we get from a partition property of some x has not necessary
any other properties except from being homogeneous and of size k. If we restrict
our partitions to sets of functions of continuous or discontinuous type we can show
that the corresponding variations of the partition property give us homogeneous
club sets. In this thesis we will mainly work with those.

1.9.1. LEMMA. Let k be a cardinal and X\, ordinals. Assume kK — (/f)‘;')‘ holds.
Then for any partition P of the set D) into y-many parts exists a homogeneous
club set C, i.e., there is an ordinal o € y and a club set C C Kk such that P(f) = «
for all f € D}.
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Proof. Let P’ be a v-partition of D). For f € [k]** we define g; by
grle) == sup f(f).

B<w-(a+1)

Then gy : A — & is a function of discontinuous type A, so P(f) := P'(gs) defines
a y-partition of [x]**. The partition property x — (;@')ﬁ'A gives us a homogeneous
set H for P, i.e., aset H C k of size k such that P(f) is constant for all f € [H]*.
Let C be the set of limit points of H

C:={a€kr;sup(anH)=a}.

Then C' is closed by definition and since H has size x and & is regular C is
also unbounded, i.e., C is a club subset of k. Let g : A — C be a function of
discontinuous type A. Since it has uniform cofinality w there is an increasing
function f :w- A — k such that g is induced by f, g = gr. We define a function
ffrw-X— H by

fl(n-a):=min{f e H; 8> f(n-a)}

Since C' consists of the limit points of H we get sup,,, f'(n-«) = sup, ., f(n-«a)
for all o < K, so g is also induced by f’. By homogeneity of H we now know that
P'(g) = P'(gy) = P(f’) is constant for all g € D g.e.d.

1.9.2. COROLLARY. Let k be a cardinal, \,7y ordinals and & = {(«;; i < n) a
sequence of ordinals with X =Y, «;. Assume & — (k)2 holds. Then for any
partition P of the set €% into y-many parts exists a homogeneous club set C, i.e.,
there is an ordinal o € v and a club set C C k such that P(f) = « for all f € €%.

Proof. Let P be a y-partition of €%. We use the bijection from Lemma
1.8.1 to define a ~y-partition P’ of ®2: P'(f) := P(n(f)). By Lemma 1.9.1
exists a homogeneous club set C' C k for this partition and since D, is the 7-
image of €& the club set C is also homogeneous for the partition P: We have
P(f) := P'(z7Y(f)) constant for all f € €% q.ed.

If kK > w is a cardinal with the strong or weak partition property we have by
Lemma 1.5.4 the partition property x — (/f);\ for all A,y < k. As said before, most
of our partition arguments will use the above versions of the partition property
that give us homogeneous club sets for the sets of functions of continuous or
discontinuous type. Often we will invoke a partition property to get homogeneous
club sets for partitions of sets of tuples of those functions. Here are the details:

1.9.3. LEMMA. Let k be a weak partition cardinal, v < k an ordinal and A < k
a limit ordinal. Let S be the set of of tuples (f,g), where f,g € D) are functions
of discontinuous type X\ such that for all o < A

fla) <gla) < fla+1).



1.9. More about Partition Properties 31

Then for any partition P of the set S into v-many parts exists a homogeneous
club set C, i.e., there is an ordinal v. € v and a club set C C Kk such that
P((f,9)) = 7. for all f,g € D} with f(a) < gla) < fla+1) for all a < .

Proof. Let P be a «-partition of the set S. Similar to Lemma 1.8.1 we have a
bijection between S and D) that respects the range. If (f, g) is an element of the
set S, then the function h : A — & defined by

e Let h(a) be f(«) if v is a limit ordinal or 0,
e let hA(a + 1) be the least element of ran(g) > h(a) if h(«) € ran(f), and
o let h(a + 1) be the least element of ran(f) > h(a) if h(«) € ran(g).

is a function of discontinuous type A. If the ranges of f and ¢ are subsets of some
A C k, then the range of h is also a subset of A. Conversely, if h : A — k is a
function of discontinuous type A, we can define functions f, g : A — k by

e Let f(a) be h(a) if v is a limit ordinal or 0,
e let g(a) be the least element of ran(h) > f(«) for a < A, and
e let f(a+ 1) be the least element of ran(h) > g(«) for a < A.

that are of discontinuous type A and the ranges of f and g are subsets of the
range of h. Those two operations are obviously inverses of each other, so the
homogeneous club set C' for the partition P'(h) := P((f,¢)) that we get from
Lemma 1.9.1 is also a homogeneous club set for P. q.ed.

1.9.4. COROLLARY. Let k be a strong partition cardinal, v < k an ordinal and
A < K a limit ordinal. Let S be the set of of tuples (f,q), where f : X\ — Kk is a
function of continuous type & with A\ =Y . _ o; and g : X — k is a function of
discontinuous type X such that for all o < A

fla) <gla) < fla+1).

Then for any partition P of the set S into y-many parts exists a homogeneous
club set C, i.e., there is an ordinal v. € v and a club set C C Kk such that
P({f,9)) = e for all f € €& and g € D, with f(a) < g(a) < f(a+ 1) for all
a < A

Proof. This is nearly the same proof as in Lemma 1.9.3, the main difference is
that if (f, g) is an element of S and the ranges of f and g are in some club set
C, then h is a function of continuous type & with range C' and vice versa. So we
have to use Corollary 1.9.2 instead of Lemma 1.9.1. g.ed.






Chapter 2

The Axiom of Determinacy

In this chapter we will define the Axiom of Determinacy and present some prop-
erties of the mathematical universe we get if we replace the Axiom of Choice with
it.

2.1 Definition of AD

Let X be a non-empty set. For A C X“ we denote with Gx(A) the perfect
information two player game of length w on X with payoff A: There are
two players, I and II, that alternately play elements of X. First player I chooses
an x(0) € X; then player II chooses an z(1) € X; then player I chooses an x(2);
and so on. Each choice is called a move, and a player can use the knowledge of
all previous moves to choose his next move. The game ends after w-many moves
and the resulting sequence x = (z(i); i < w) € X% is called a play in the game
Gx(A).

We write x1 to denote the sequence (x(2i); i < w) of moves of player I in the
play z, analogous xyj for the sequence (x(2i + 1); i < w) of moves of player II. If
y and z are elements of X we write y * z for the play that results from player I
playing the sequence y and player II the sequence z. That means y * z is defined
by y * 2(2i) := y(i) and y * 2(2i + 1) := 2(¢) for all i < w. So & = 21 * zy for all
plays z € X“.

I ‘x(O) z(2) z(4) - =m TPk T =T
II‘ z(1) z(3) o=ag (T

Figure 2.1: The game Gx(A)
A strategy o : Uj X7 — X is a function that tells a player what moves

to make during a play, i.e., if z(2n) = o(x]2n) for all n < w then we say that
player I plays in the play x according to the strategy o, analogous for player II, if

33
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z(2n+1) = o(x|2n+1) for all n < w then player II plays in the play = according
to the strategy 0. We write o * z for the play that results from player I following
the strategy o and player II playing z. So the play o * z goes like this:

I o) o((o(9),2(0))) o((o(0),2(0), 0 ({a(), 2(0))), 2(1)))
I 2(0) (1)

Similarly we write y=7 for the play that results from player I playing y and player
IT following the strategy 7.

I |y(0) y(1) y(2)
IT | 7({y(0))) 7({y(0), 7((y(0))), y(1)))

Finally o * 7 denotes the play we get when player I follows strategy ¢ and player
IT strategy 7:

L |o(0) o((o(0).7((o (1))
T (@O

Player I wins the play x in the game G(A) if x is an element of the payoff
A, otherwise player II wins. A strategy o is a winning strategy for player I in
the game Gx(A) if player I wins all plays where he plays according to o, i.e., if
{oxz;z€ X¥} C A. Analogous a strategy 7 is a winning strategy for player 11
in the game G (A) if player IT wins all plays where he plays according to 7, i.e.,
if {y*x7;ye X“}NA=(. We say that the game Gx(A) is determined if one
of the players has a winning strategy and call a set A C X“ determined if the
game Gy (A) is determined.

With those definitions, notations, and conventions we now can formulate the
Axiom of Determinacy AD as the following statement:

(AD) All subsets of w* are determined.

The Axiom of Determinacy (then called Axiom of Determinateness) was first
proposed by the Polish mathematicians Mycielski and Steinhaus in 1962. We
refer to Kanamori [Ka94] for more on the history of this notion.

2.2 The Universe under AD

In this section we will describe the mathematical world under AD a little and
emphasize its differences to the world under AC. The most fundamental is that
AD and AC cannot hold both to their full extent:

2.2.1. THEOREM (GALE-STEWART 1953). Assume AC. There is a subset of w*
that s not determined.
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Proof. The original proof can be found in [GaSt53]. We include it in this thesis
since it is an important result and also serves as an example of how to work with
infinite games.

Let (0,; o < 2¢) be an enumeration of the set of strategies for player I and
(Ta; ¢ < 2¥) an enumeration of the set of strategies for player II. We define

recursively sets
A= {ay; a <2¥}

B :={b,; a < 2“}
as follows:

e Choose ag # by such that ag = = * 79 and by = o * y for some z,y € w*.

e Assuming we have defined ag, bz for § < «, we choose a, & {bg; B < a}
such that a, = x * 7, for some x € w*. This is possible since the cardinality
of the set {z * 7, ; v € w*} is 2¥ and the cardinality of the set {bg; § < a}
is less than 2¢.

e We choose b, & {ag; B < a} such that b, = 0, * y for some y € w*. This
is possible since the cardinality of the set {0, * y; y € w*} is 2* and the
cardinality of the set {ag; 8 < a} is less than 2“.

Then A and B are by disjoint sets, this follows from their definition by a trivial
induction. Now we can show that the set A is not determined. One one hand,
if player I plays according to a strategy o, then by definition of B exists y € w*
such that o, xy = b, € A. So player I has no winning strategy. On the other
hand, if player II plays according to a strategy 7, then by definition of A exits
xr € w¥ such that x x 7, = a, € A. That means player II also has no winning
strategy, i.e., the set A is not determined. g.e.d.

Maybe the main incentive behind the formulation of AD were its topological
consequences:

2.2.2. THEOREM. Assume AD. Then
1. All subsets of the reals are Lebesque-measurable.
2. All subsets of the reals have the Baire property.
3. All subsets of the reals have the perfect set property.

Proof. The Lebesgue-measurability is due to Mycielski and Swierczkowski
[MySt64]. Stefan Banach used an idea by Stanistaw Mazur to prove the Baire
property in 1935, but the first published proof is due to Oxtoby [Ox57]. The
third result is due to Davis [Da64, Theorem 2.1]. q.e.d.

Another surprising result was that under AD there are witnesses for properties
that define large cardinals under AC:
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2.2.3. THEOREM (SOLOVAY). Assume AD. The first uncountable cardinal wy is
measurable, i.e., there exists a o-complete ultrafilter on wy.

Proof.  See [Ka94, S.384, Theorem 28.2] for a proof and also an historical
play-by-play of the result and its consequences. q.ed.

Later we will see that under AD there are many more measurable cardi-
nals and other large cardinals like Jonsson and Rowbottom cardinals. Even
A-supercompact cardinals k with A greater k exists under the Axiom of Determi-
nacy.!

Although by Theorem 2.2.1 full choice is not an option under AD we can use a
typical game argument to get a useful fragment of AC directly via a determinacy.

2.2.4. LEMMA (SWIERCZKOWSKI, MYCIELSKI 1964). Assume AD. Then the
statement AC,(w*) holds, i.e., every countable family of nonempty subsets of
w* has a choice function.

Proof. Suppose that for all i < w the set X; C w* is nonempty. Then let
G(x, :i<w) be the following game:

Player I plays a natural number n, Player II then plays in w moves a sequence
y € w*. Player II wins Gx,,i<w) if y € X,,. Clearly, player I cannot have a
winning strategy, so by AD, player II has one. But a winning strategy for player
IT is a choice function for the family (X;; i < w). g.e.d.

The axiom AD has consequences for the combinatorial structure of w*, which
in turn has consequences for other mathematical properties. For example:

2.2.5. LEMMA. Assume AD, then there are no non-principal ultrafilters over w.
Hence, every ultrafilter is wy-complete.

Proof. See [Ka94, Proposition 28.1]. g.e.d.

By an argument of Bernstein, see [Ka94, Proposition 11.4], if all subsets of
reals have the perfect set property then there is no order preserving injection
from w; into the reals. If there is no order preserving injection from w; into the
reals then no uncountable wellorderable set of reals exists. Since by part 3. of
Theorem 2.2.2 under AD all subsets of reals have the perfect set property this
means that the powerset of w is not wellorderable. Furthermore there are only
order preserving injections from countable cardinals into the reals. Consideration
of the possibilities for surjections from the reals onto ordinals lead to the definition
of the cardinal ©:

© := sup{«; there is a surjection from w* onto «a}.

Fundamental for results concerning © and its definable analoges was the fol-
lowing coding lemma by Moschovakis.

See the articles [Be81a], [Be81b] by Howard Becker and the joint article [BeJa01] by Becker
and Jackson. The master thesis [Bo02] of the author discusses some of these results.



2.2, The Universe under AD 37

2.2.6. THEOREM (MOSCHOVAKIS’ CODING LEMMA). Assume AD. If there is
a surjection from w* onto an ordinal o then there is a surjection from w* onto

Pla).

Proof. See [Ka94, Theorem 28.15]. g.ed.

With a little basic set theory we can derive from Moschovakis’ Coding Lemma
the following corollary:

2.2.7. COROLLARY. Assume AD. If there is a surjection from w* onto an ordinal
« then there is a surjection from w* onto a“.

Proof. Let h:w” — P(«a) be the surjection that Moschovakis’ Coding Lemma
gives us. Let g : P(a) — P(a x ) be the bijection induced by the Godel Pairing
function. We define a function f : P(a X a) — a® by

FX)(8) = min{y € a: (3,7) € X}.

Then f, g, and h are surjections, so fogoh : w* — a® is also a surjection. q.e.d.

For all cardinals below © we now immediately get countable choice from
Lemma 2.2.4 and Corollary 2.2.7.

2.2.8. LEMMA. Assume AD and let o < © be an ordinal. Then AC,(a®) holds,
i.e., every countable family of nonempty subsets of a® has a choice function.

Proof. Since a < ©, Corollary 2.2.7 yields a surjection 7 : w* — a®. Suppose
that for all i < w the set X; C a® is nonempty. Then let G x; ;<. be the following
game:

Player I plays a natural number n, Player II then plays in w moves a sequence
y € w*. Player II wins Gx;.i<w) if 7(y) € X,. Clearly, player I cannot have a
winning strategy, so by AD, player II has one. But a winning strategy for player
IT is a choice function for the family (X;; i < w). g.e.d.

This is nearly enough to show that all the ultrapowers we are interested in
are wellfounded, as the following lemma shows.

2.2.9. LEMMA. Assume AD. Let v < k < © be ordinals and p a measure on vy
then the ultrapower k¥ /u has no infinite descending sequences.

Proof. Let E, be the induced ordering on the ultrapower, i.e., for all [f],, [g], €
kY /i holds

[f]uEu[g]u = {aeqv; fla) <gla)} € p.
Assume toward a contradiction that there is a sequence (z;; i < w) € (K7/u)*
such that z; E,z; holds for all i < j < w. Every z; is a subset of £7, so by Lemma
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2.2.8 we can choose a sequence (f;; 1 < w) € (k)¥ such that [f;], = z; for all
1 < w. All measures are wi-complete under AD, so the set

ﬂ{a €75 fir1 < fi}

<w
is an element of y and thus nonempty. But any element of this set leads to an
infinite decreasing <-chain of ordinals, which is a contradiction. q.ed.

Having no infinite sequences is not the same as being wellfounded, but if we
include DC in our assumption we get:

2.2.10. LEMMA. Assume AD + DC. Let v < k < © be ordinals and j1 a measure
on vy then the ultrapower k" /p is wellfounded.

Proof. This is a direct corollary of Lemmas 2.2.9 and 1.4.2. q.e.d.

From now on in our statements about ultrapowers we will either assume their
wellfoundedness or include AD + DC in our assumptions, thus guaranteeing their
wellfoundedness. Note that if the relation R from the proof of Lemma 1.4.2 can
be shown to be Suslin then DC is not needed. This is due to the fact that in this
case a function f with (f(n + 1), f(n)) € R for all n < w can be constructed via
a leftmost branch argument. So a thorough analysis of all the concrete measures
used in terms of descriptive complexity could, and should, enable us to forgo all
uses of DC in this thesis. But such an analysis is not our main goal and thus we
join the majority of set theorists working under AD and assume DC, if only for
convenience.

Another consequence of the choice available under AD is that for measures on
ordinals greater w the cofinality of the corresponding ultrapower is greater w:

2.2.11. LEMMA. Assume AD. Let w < a < © be an ordinal with cf(a) > w and
W a measure on «. If o®/u is wellfounded then its cofinality is greater w.

Proof. Let (o;; i < w) be a sequence in a®/p. Lemma 2.2.8 allows us to pick
a sequence (f;; 1 < w) € (a*)¥ such that [fi], = a; for i < w. For £ € « let
g(&) := sup;e,, fi(€). Since cf(a) > w, we have g € a* and by definition of g we
have [fi], < [g9], € a*/p for all i < w, so the sequence (a;; i < w) cannot be
cofinal in a®/ . q.e.d.

Let us connect the theory of strong partition cardinals to the Axiom of Deter-
minacy AD. In descriptive set theory, definable analogues of the cardinal © have
been investigated, the so-called projective ordinals

0! = sup{¢ ; ¢ is the length of a prewellordering of w* in Al}.

We will call the projective ordinals with odd index odd projective ordinals and
those with even index even projective ordinals. In the early 1980s, a lot of
combinatorial consequences of AD for the projective ordinals were known, among
them the following:
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2.2.12. THEOREM. Assume AD and let n be a natural number. Then:

1. (Kunen, Martin 1971) 8}, ., = (83,.1)7,
(Kechris 1974) 83,1 is the cardinal successor of a cardinal of cofinality w,
(Martin, Kunen 1971) all 8} are measurable and distinct,

(Martin, Kunen 1971) 8] = Ry, 85 = Ny, 83 = Vi1, and 85 = Ny o,

(Martin, Paris 1971) 8¢ — (89)%, and for all a < 83, the relation 8% —
(83)* holds,

S

(Martin 1971) for all o < w; the partition relation &y, — (83,,1)* holds,

7. (Kunen 1971) the w-cofinal measure Cy is a normal measure on 5§n+1
1 5% +1 1 1 Qj:rl
N n w J— p—
with 62n+1 /Céénﬂ = 52n+2 = (52n+1) .

Proof. Proofs of all parts can be found in [Ke78a]. Fact 2.2.12 comprises of
Theorem 3.12, Theorem 3.10, Theorem 5.1, §6, Theorem 12.1, Corollary 13.4,
Theorem 11.2, and Theorem 14.3 of [Ke78a]. g.e.d.

Theorem 2.2.12 gives an indication of how representing cardinals as ultrapow-
ers of measures helps in computing their value. Let us make this more explicit
in one example: Suppose we are working in AD, we know that 6; = Ny and we
know that for each n > 2 there is some measure p on ¥, such that 85 ' /pu = N,,.
Suppose furthermore that it is our goal to compute 5§ (so, we are trying to prove
part 4. of Theorem 2.2.12). Tony Martin showed that d3 < R, (just from the
existence of sharps; see [Ka94, p. 428]); by Theorem 2.2.12 (3), we know that
d3 > 83 = N, is a regular cardinal, so there are only two options left: either
6?1) =N, for some n > 2 or 6% =N,11.

As a consequence of Lemma 1.4.9, we get from our assumptions that cf(R,,) =
N, for n > 2, and thus these cardinals are singular. This leaves 5% = N, as the
last remaining possibility and the computation of 5% is finished.

By carrying information about the cofinality of the cardinals, the representa-
tion of the N, as ultrapowers allowed us to exclude them from the list of candidates
for being &3. This idea will be used again in the proof of the Really Helpful The-
orem 5.2.2. The whole argument is paradigmatic for measure analyses; ideas like
this were fully exploited in the work of Steve Jackson when he computed all of
the projective ordinals under the assumption of AD.

en )

2.2.13. THEOREM (JACKSON). Assume AD. Let ey := 0 and e,41 := ww
(i.e., e, is a exponential w-tower of height 2n — 1). Then for every n < w,

1 _
52n+1 - Nen+17

and all odd projective ordinals have the strong partition property.
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Proof. The original paper is [Ja88]; a more accessible (but still very involved)
proof of the case n = 2 can be found in [Ja99]. g.ed.

The proof of Theorem 2.2.13 is outside of the scope of this thesis, but deeply
connected with the techniques we are using.

We call a cardinal x closed under ultrapowers if for all v,0 < s and
wellfounded measures p on v we have 7%/ < k.

2.2.14. LEMMA. Let k be a reqular cardinal that is closed under ultrapowers and
W a measure on y < k. If the ultrapower k" /p is wellfounded then K7 /p = K.

Proof. For o < k let ¢, : v — {a} be the function with constant value «.
Then [cq], < [cgl, for @ < f < K, so k < KY/p. Fix f € k7, since & is regular we
have sup f < k. If [g], < [f], then there is a function ¢’ : v — sup f such that

[g]u = [g/];m S0

(flw = {lglp € w7/ (gl < [}
= {lglu € (sup )7/ (gl < [f]u}
< (sup f)"/p.

But k is closed under ultrapowers, which means [f], < (sup f)?/p < &, and so
kY =sup{[fl.; fer'} <k g.ed.

If a cardinal k is closed under ultrapowers, then club sets can be thinned out
to have another special property: A club set C' C k such that for all ,a € C
with < a we have

fly <aforall f:yv—p

is called closed under pu.

2.2.15. LEMMA. Let k be a reqular cardinal that is closed under ultrapowers and
i a measure on vy < K such that the ultrapower kY /u is wellfounded. If C C k is
a club set then exist a club set C' C C' that is closed under pi.

Proof. Let ¢: k — C be an increasing enumeration of C. We will define C’ by
an increasing enumeration ¢ : k — k.

e Let ¢(0) be the least element of C,

o let (o + 1) be the least element 5 of C' such that [f], < ( holds for all
f:v—d(a), and

e let ¢/(N\) be sup,. () for limits A.
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We only have to show that ¢/(a+1) exist. We have that [f], < [ — ¢/(«)], holds
for all f:~v — ¢/(«) and since & is closed under ultrapowers by Lemma 2.2.14 we
get [ — ()], < K. So there exists a § € C such that [f], < [ — ()], < B
holds for all f : v — /(«), which shows that ¢’ is welldefined. By definition

the set C" := {¢(); @ < Kk} is nonempty, closed and unbounded in k, since the
sequence (c'(a); a < k) is strictly increasing and & is regular. So we found our
club subset C' C C. g.ed.

We will now show that, in the case of normal measures, the equivalence class
of a function of continuous type is determined by its supremum. This result
will allow us sometimes to ignore the specific function that generates an equiva-
lence class, thus enabling us to substitute it with another function with the same
supremum.

2.2.16. LEMMA. Let k be a reqular cardinal that is closed under ultrapowers. If
i is a normal measure on an infinite cardinal v < k, the ultrapower k”/p is
wellfounded, and C C k is a club set that is closed under i, then for all functions
[ € & of continuous type v we have

[f]u = sup f.

Proof. Since f is an increasing function and v a limit ordinal, for each o < sup f
there is an 3 < « such that a < f(). Then for all § < v with § > [ we
have oo < f(9), so [ — ], < [f], holds since ;1 contains end segments. Now
sup f < [f], follows from the fact that [ — «a], < [ — (], is true for all
a < B <sup f. So we only have to show [f], <sup f.

First we show that [f], must be a limit ordinal. If [¢g], < [f], for some
g 1y — K then there is a set A € p such that for all @ € A we have g(a) < f(«).
Without loss of generality we can assume that C' contains only limit ordinals, so
f(c) is a limit and we can define a function ¢’ : v — & with [g], < [¢], < [f]. by
¢'(a) == g(a) + 1. So [f], cannot be a successor.

Now take an arbitrary g : v — x with [g], < [f],. There is a set A € p with
g(a) < f(a) for all @ € A and with Lemma 1.2.8 we can assume that A contains
only limit ordinals. That means f(«) is a limit for all &« € A, so there is an ordinal
B < asuch that g(a) < f(8) < f(a). The function o +— [ is regressive on A € p,
so there is a set B € p and an ordinal 5 with g(a) < f(5') < sup f for all « € B.
The ordinals f(f’') and sup f are elements of C, which is closed under pu, so we
get [g], < sup f. The function g was arbitrary, which means we have [g], < sup f

for all g with [g], < [f], and since [f], is a limit [f], = supyy, <(p,[9], < sup f
follows. g.e.d.

One result of Steve Jackson’s inductive computation of the projective ordinals
under AD was the following theorem:
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2.2.17. THEOREM (JACKSON). Assume AD and let k be an odd projective ordi-
nal, i.e., Kk = 5%%1 for some natural number n. Then k is closed under ultrapow-
ers.

Proof. For the projective ordinals up to &; this follows from Theorem 5.2 and
Theorem 7.2 in [Ja88], see also Remark 4.13 in [Jaco]. The necessary details to
prove the theorem for arbitrary 45, can be found in [Ja88]. q.e.d.

So with Lemma 2.2.15 we often can assume that a club subset of an odd
projective ordinal is closed under certain ultrapowers, which in the case of normal
measures allows us to use Lemma 2.2.16 and identify the equivalence class of a
function with its supremum.

Kunen trees were first used by Kunen in his analysis of measures on N, see
[So78b], Martin trees are generalizations of Kunen trees, see [Ke78b]. They arise
from the analysis of functions on the projective ordinals via homogeneous trees.
Originally restricted to w; and (5:15, the generalization of these trees to arbitrary
odd projective ordinals was also part of Jackson’s inductive computation of the
projective ordinals, see [Ja88, p. 213].

2.2.18. THEOREM (JACKSON). Assume AD. Let k be an odd projective ordinal
and g : Kk — Kk a function from k to k. Then there is a tree T on Kk such that
g(a) < |T'Ta| holds for C¢-almost all . Such a tree is called a Kunen Tree.

Proof. Kunen’s original construction for the case kK = w; can also be found as
Lemma 3.1 in [Jaco], the case k = &3 is Theorem 2.1 in [Ja99]. The general case
is discussed in Section 4.1 of [Jaocc]. g.ed.

2.2.19. THEOREM (JACKSON). Assume AD +DC. Let k > wy be an odd projec-
tive ordinal and g : k — Kk a function from k to k. Then there is a tree T on k
such that g(a)) < |T'|sup, a®* /W2 | holds for Ci*-almost all ov. A tree like this is
called Martin Tree.

Proof. As with the Kunen trees the case x = 83 is Theorem 2.1 in [Ja99] and
the general case is discussed in Section 4.1 of [Jaoco]. g.e.d.
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Measure Analysis

In this chapter we develop the algebraic basis for our notion of measure analysis.
By the term “measure analysis”, we understand (informally) the following pro-
cedure: given a cardinal x and some cardinal A > k, we assign a measure p on K
to A such that x"/pu = .

This algebraic foundation, using ordinal algebras with operations that cor-
responded to ordinal multiplication and addition, first appeared in Jackson and
Lowe’s paper [JaL606]. One of the main theorems in proving canonicity for the
measure assignment defined in Section 4.5, Theorem 5.2.2, will allow us to work
with sums of measures, which corresponds to the addition operation in ordinal
algebras, but not with products. So it was necessary to develop a similar frame-
work using only additive ordinal algebras and connect the two approaches. That
means the definitions and results concerning ordinal algebras in this thesis are
due to Jackson and Lowe, whereas those concerning additive ordinal algebras are
due to the author.

3.1 Ordinal Algebras

Let U be a nonempty set of variables and G a set of symbols. Then the free
algebra Frees(0) is the smallest set A C (B UG U {(,)})= closed under the
following conditions:

1. If v € %0 is a variable then it is an element of 2.
2. If t and s are in 2 then so is the term (tgs) for all g € G.

An ordinal algebra is a free algebra 20 = Freeg o(*0) over a set of generators
U = (Vs; f < «) using the binary operations @ and ®. We write 2, for the
ordinal algebra with a-many generators, so 2, C 23 for a < 3. For any ordinal
algebra 2, we define a function o, : A, — ht(2,) onto an ordinal ht(2,) that
we call the height of 2,. We begin with 0,(V) := 1 and extend o to the whole
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algebra 20y by o01(t1 @ t2) := 01(t1) + 01(t2) and o01(t; ® t2) := 01(t1) - 04(ta) for
all terms ¢1,t € 204, so ht(;) = w. Assuming we have defined o, on 2, we let
0a+1(t) = 04(t) for all terms t € A,, set 0441(Va) := ht(A,) = sup{o,(t); t €
A, } and extend this to the whole of 2,.1 by 0441(t1 B t2) := 04(t1) + 04(t2) and
Oat1(t1 ® ta) := 04(t1) - 04(t2). For limit ordinals A, the function o, is just the
union of the functions o, for a < A. Since for aw < 3 the ordinal algebra 24z with
function og extends the ordinal algebra 2, with function o, we drop the index in
our notation and just talk about the ordinal algebra 2 and the function o.

We will also work with additive ordinal algebras. The additive ordinal
algebra with a-many generators & = (Sg; 8 < a) is the free algebra Freeg(S)
and will be denoted by 2A¥. As in the case of ordinal algebras we define a function
u AP — ht(A®) for additive ordinal algebras A® by u(Sp ® n) := n, u(S,) :=
ht(AL) = sup{u(t); t € AL} and extend this to AL, | by u(t Bt2) = ulty)+u(ts).
At limit steps we again take the union.

Let us take the simplest ordinal algebras as an example. For this, we introduce
some notations for finitely iterated sums and products:

Ven=Ve...aV,
—_—

n

V" :=V®...®V, and
——

PVe, =Vay @...®Va,_,.
<n
Q) Vo, =Voy @ ... ®Va,_,.
<n

Then the first two ordinal algebras look as follows:
o (a=1). IfY={Vy}, then o(Vy) = 1, so o(Vo®@n) = n, meaning ht(A) = w.

e (¢ = w). We have w-many generators U = (Vy, V1, Vs, Vs, ...), where
o(Vo) = 1, and o(Vy) = w. So o(V2) = sup, ., 0(V2®") = w*, the same
way we get o(V3) = w?’, o(Vy) = w*’, etc., and ht(A) = w*.

The o-value of a variable V,, in an ordinal algebra 2 is the height ht(2,,) of the
ordinal algebra with a-many generators. And the height of an ordinal algebra is
the supremum of the o-values of its terms. Which means we can easily compute
those values:

3.1.1. PROPOSITION. Let o > 0 be an ordinal. We have:

o(Va) :=ht(2A,) =

«
i a > w.

TN < a<w
W
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Proof. We will prove the claim by induction on . We already know ht(2(;) = w.
The first case to consider is 1 < a < w with @« = #+ 1. Then by induction
hypothesis we have

ht(?la) = sup 0(V5®n) — ww571+1 _ wwaﬂ

n<w

Furthermore by definition of ht we get

ht(2A,) = supo(Vy) = w*".

a<w

Now we come to the case @ > w. The induction hypothesis states that ht(2z) =
w*’ for w < B < a. Then we get

ht(A,) = sup{o(Vs®");w < B <a,n<w}
sup{(w* )" ; w < B < a,n < w}
= sup{e®” s w < B <a}

w®

w

g.e.d.

Analogous to Proposition 3.1.1 we get the following result about the height
of additive ordinal algebras:

3.1.2. PROPOSITION. Let a > 0 be an ordinal. We have u(S,) := ht(AL) = w*.

Proof. By induction on a. We have u(S;) = w = w!, and if u(Ss) := w”? for
0 < B < aweget u(S,) =sup{u(Sg®@n); 0 < f <aand n <w} =w* for both
successor and limit ordinals a. q.e.d.

By definition the function o : 2 — ht(2) is a homeomorphism between ordi-
nal algebras and ordinals, and the function u : A — ht(2() is a homeomorphism
between additive ordinal algebras and ordinals. An ordinal algebra 2 is essen-
tially a formal syntactic way of describing the ordinal ht(2() while only using the
operations of ordinal addition and multiplication, or just using ordinal addition
in the case of an additive ordinal algebra 2A®.

We get natural embeddings 7 from an additive ordinal algebra A% into any
ordinal algebra 2 with height greater than ht(2(®) by assigning certain products
of generators from 2l to generators from A®.

3.1.3. DEFINITION. Let 2(, be an ordinal algebra and let B, C 2, be the fol-
lowing set of product terms from 2A,:

‘Ba::{®Vﬁi;BEa”WithﬁiZﬁj>0foralli<j<nandn<w}U{V0}.

<n
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We consider B, ordered with the normal lexicographic order <, i.e., t :=
Vg, ®@...®@ Vg, isless than s .=V, ®...®V,, _ iftis an initial segment of s
or if §; < ~; for the first ¢ such that 3; # ~;. Since for § > « the order (Pg, <jex)
extends the order (P, <iex) we will often simply write B for the corresponding
ordered set of finite products of an ordinal algebra 2 and assume ‘P = ‘B, for a
large enough .

If we have an ordinal algebra 2, we call Ql%a = Freegy(*PB,) the induced
additive ordinal algebra. If 3 is the length of 3, with respect to <jx then we
have an obvious isomorphism between Ql%a and Ql?, so we can identify them and
see Ql%a as a normal additive ordinal algebra. But since the generators of Ql%a
are terms of 2, a term in Ql%a is also a term of 2.

3.1.4. LEMMA. Let®, be an ordinal algebra and ﬂ%a the induced additive ordinal
algebra. If o > 0 is finite then Q(%a has w* t-many generators, otherwise w*-
many. So by Propositions 3.1.1 and 3.1.2 the algebras A, and Ql%a have the
same height. Furthermore, for all terms t of Ql%a we have u(t) = o(t) (on the
right side we interpret t as a term of U, ).

Proof. Fix an ordinal algebra 2, and let A\ := w* ! if « is finite, A = w®
otherwise. We define the auxiliary function A : A — On by h(G) = f+1
if # is finite and h((F) := [ otherwise. We define a sequence (Sg; f < A) in
the following way: We start with So = V. If 3 is greater 0 then we have
B =>,,wi-m; >0, where §; > ; if i < j. We let Sg := ®i<nV§(rg:) in
this case. Then (Sg; f < A) is an enumeration of B, the set of generators of
Ql%a. We prove this by induction over 5. We have S = Vy and S; = V; so
our hypothesis holds for § < 2. Let § > 1 and assume it holds for v < .
If 3 = v+ 1is a successor then Sg = S, ® Vi, which is the <je-successor
of S,. If § is a limit then it is of the form 8 = 7, Wl - m; > 0, where
Bi > B; > 0if i < j. Assume without loss of generality that m,_; = 1. We have
B = supses, mew ((Zicnqgw™ - m;) +w’-m) and by induction hypothesis we
know that for all 6 < 3,_1 and m < w we have S, = (B,_,,_; V,?(’Z;)) @ VE™ with

Y= icn WP my) + w? - m. The <je-least element of P, that is <je-larger

than all those ysis (D,_,,_, Vf?ggz)) ® Vg, , = Sp, which proves the limit case.

Now let t = @,_,, Sp, be an arbitrary term in Ql% By definition of o and u
we have o(t) = >, , 0(Sg,) and u(t) = >_,_, u(Sg,). So to prove o(t) = u(t) it
suffices to show o(S) = u(S) for all S in AG; . Let Sy be the Sth generator of 2y, .
We know that either ﬁ = O in which case We have Sp = Vy and u(Sg) = o(Vy) =1
follows, or 3 =Y, w’ -m; > 0, where §; > §; if i < j, and Sg = @ fo’?i’).
With Proposition 3.1.1 we get

<n
mg

o(@ Vi) = [T oVae)®™ =11 (w“ﬁi> ,

i<n <n <n
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and using Proposition 3.1.2 we get

U(Sﬁ) — wZanﬁrmi _ H (ww5¢> i '

<n
This proves o(t) = u(t) for all terms ¢ of Ag; . g.e.d.

So if Ql? is an additive ordinal algebra then we can embed Ql? into any ordinal
algebra 2, with ht(2l,) > ht(AF) by identifying its generators with the right ®-
products of generators from 2. And on the other hand by Definition 3.1.3 and
Lemma 3.1.4 for every ordinal algebra 2( there is an additive ordinal algebra A%
of the same height, whose generators correspond to product terms from 2.

3.2 Terms as Trees

In the following, we shall identify terms in an (additive) order algebra with finite
labelled ordered trees (T, ¢), where the trees live on w, i.e., for each tree T there
are m,n < w such that T"C m™. All of our trees have a root e and the labelling
function ¢ is a map from 7'\{e} into Y. When denoting elements of those trees
we leave out the node o. We assume that the order on the set of immediate
successors of a node is reflected in the pictures of trees, they are ordered from
left to right according to their values. For example, in Figure 3.1 the tree T, has
two branches, (ig, ;) and (jo), and we have iy < jo.

T, T, T

U JIN LTINS

Vo Vi Vs Vy Vi Vo Vy V3 Vo V)

l |

V4 V4

Figure 3.1: Adding the trees for x = (V, ® Vo) ® V) and y = V3 & Vo @ V.

3.2.1. DEFINITION. Let 2 be an ordinal algebra and A% an additive ordinal
algebra. We recursively associate a labelled tree (T, ¢,) to each term c in 2

1. We identify the variable v with the tree consisting of a root e and one
immediate successor node v such that £(v) :=v.
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T, T, T

A /N /\

Vo Vi V3 Vo Vi V,

| N

V, Vy V3 Vo V)

/1N

Vs Vy V,

Figure 3.2: Multiplying the trees for z = (V4 ® Vo) @ V; and y = V3 & Vo @ V.

2. If 2,y € A are represented by (T, /,) and (T,,¢,), respectively, then we
represent x @y by defining a tree T" as follows: we juxtapose T}, and T, with
a common root and take the union of the labelling functions. An example
for = (V4 ® V) ®V; and y = V3 @ Vo @ V; can be seen in Figure 3.1.

3. If x,y € A are represented by (1}, /,) and (T}, /,), respectively, then we
represent  ® y by defining a tree 1" as follows: we start with 7, and glue a
copy of T}, to each terminal node of T,. An example for z = (V,® Vs) &V,
and y = V3 @&V, @& V; can be seen in Figure 3.2.

This corresponds directly to the representation of ordinal addition and mul-
tiplication by finite trees. Note that the order of the successors of a node in the
tree is highly relevant, as ordinal addition and multiplication are not commuta-
tive. The tree itself describes the operations on the objects that are given by the
labelling function.

We likewise recursively associate a labelled tree (T, ¢,) to each term ¢ in A®.
This is done the same way as for an ordinal algebra, only part 3. of the definition
is superfluous. Again this corresponds directly to the representation of ordinal
addition by finite trees.

3.2.2. DEFINITION. If we have a term z in an (additive) ordinal algebra with
corresponding tree 7, and a function v : T, \(e) — On then the v-evaluation
val(z, v) of z is the ordinal we get if we apply the ordinal operations derived from
the tree to the ordinals given by the labelling function v. More formally we define
val(z,v) : T, — On by

1. If t is a terminal node of T, then val(x,v)(t) := v(t).
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2. If t is not the root and has successor nodes (s;; i < n), then val(z,v)(t) :=
(val(z,v)(so) + ...+ val(z,v)(s,_1)) - v(t).

3. If t is the root and has successor nodes (s;; ¢ < n), then val(x,v)(t) :=
val(z,v)(so) + ...+ val(z,v)(sp-1).

For the evaluation val(x,v)(e) we simply write val(z,v).

3.2.3. LEMMA. Let A be an ordinal algebra and A® an additive ordinal algebra.

1. If x is a term in an ordinal algebra with corresponding labelled tree (T, (,)
and v is the function that assigns to each node t the ordinal o({,(t)), then
o(x) = val(x,v).

2. If x is a term in an additive ordinal algebra with corresponding labelled tree
(T, ) and v is the function that assigns to each node t the ordinal u(l,(t)),
then u(z) = val(x,v).

Proof. This follows directly from the definition of o and u, respectively. q.e.d.

We will use these tree representations of elements of an (additive) ordinal
algebra in Chapter 4 to define binary operations for measures.

3.3 Measure Assignments
Now we can make the connection between ordinal algebras and measure analysis.

3.3.1. DEFINITION. Let s be a strong partition cardinal and 2 an (additive)
ordinal algebra. A k-measure assignment for 2 is a function meas, : A —
P(P(k)) that assigns to terms in 2 wellfounded measures on k.

If 2 is an ordinal algebra, we call a measure assignment meas,, for 2l canon-
ical up to height x* if k"/meas,(t) = x©®) for all terms ¢ € 2 with o(t) < w
and k"/meas,(t) = k°OFD for all terms ¢t € 2 with w < o(t) < \. If A® is an
additive ordinal algebra, we call a measure assignment meas, for A% canonical
up to height x* if x*/meas,(t) = £k“®) for all terms ¢ € A with u(t) < w and
Kk* /meas,(t) = KO+ for all terms t € AP with w < u(t) < \.

Let meas, : A, — P(P(k)) be a measure assignment for an ordinal algebra
. Since the terms of the induced additive ordinal algebra Ql%a are also terms
of 2, we can see meas,; as a r-measure assignment meas,, : Ay, — P(P(x)) for
the additive ordinal algebra Q[%a. To avoid confusion we will write meas? for
the measure assignment on Ql%a that we get this way from a measure assignment
meas,, on 2.
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Note that canonicity implies a lot of non-obvious claims about the behavior
of sums and products of measures: while o(V; @& Vy) = w = 0(V3), there is no a
priori reason that the measures associated to these two terms should be similar.
Canonicity of the measure assignment ensures that they are, in the sense that they
give the same ultrapowers. If a measure assignment for an ordinal algebra allows
us to change terms into terms that are induced by an additive ordinal algebra,
i.e., if we can transform them into sums of PB-terms, then canonicity for the full
ordinal algebra reduces to canonicity of the measure assignment for the induced
additive ordinal algebra. Which naturally leads to the following definition:

3.3.2. DEFINITION. Let meas, : A — P(P(k)) be a k-measure assignment for
an ordinal algebra 2. Let + be an ordinal. We write y ~ v if the corresponding
ultrapowers are the same. We call meas, almost canonical up to height £®
if for terms rq, 79, t1, t9, t3, where the terms r; and ro may be empty, and finite
sequences of generators (V,,; i < n) in A we have

1. associativity of @ with respect to meas,, so if o(r1) + o(t1) + o(t2) + o(t3) +
o(re) < A then

meas, ((r1 @& (t; B (to B t3))) B r2) ~ meas,((r1 D ((t; B ta) B t3)) B 12),

2. left-distributivity of ® with respect to meas,, so if o(r1) + o(t1) - (o(t2) +
o(t3)) + o(r2) < A then

meas,{(rl D tl (024 (tg ) tg) D TQ) ~ measﬁ(rl D tl ® tz S¥) tl ® tg) ©® 7"2),

3. associativity of ® with respect to meas,, so if o(ry) 4+ o(t1) - o(t2) - o(t3) +
o(ry) < A then

meas,((r & (t1 ® (2 @ t3))) & r2) >~ meas,((r & ((t1 @ ta) @ t3)) & 1a),

4. the same behavior for applying ® from the right as for ordinal multiplica-
tion, so if (o(r1) + (o(t1) + o(t2)) - o(t3) + o(r2)) < A then

meas, (11 @ (t;  t2) @ t3 D ry) ~ meas,(r1 ® (t1 D ta) B 1ra),
if o(t3) = 1 and with ¢; = t; if o(t1) > o(t2) and t; = t5 otherwise
meas,(r; @ (t1 B t2) @ t3 S re) ~ meas,(r; © (t; R t3) B 1)

if o(t3) > 1 and t3 is of the form )
generators of 2, and

ien Va, With (V,, ;i < n) a sequence of
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5. the same behavior for n-folded ®-products as for ordinal multiplication, so
if o(11) + 0(Vay ® ... @V, ;) +0(ra) < A then

meas,(r; & ® Vo, ® 12) ~ meas,(r; ® ® Vg, @ ra),

<n <m

where @), _,,
(i V)

3.3.3. LEMMA. Let meas, : 2, — P(P(k)) be a k-measure assignment for an
ordinal algebra A,,. Let v be an ordinal. If meas, is almost canonical up to height
kM and the k-measure assignment meas® for the induced additive ordinal algebra
Ql%a we get from Definition 3.1.3 is canonical up to height k) then meas, is in

Vg, is the <jex-smallest element in P with o(Q),_, Va,) =

<n Qi

fact canonical up to height k™).

Proof. We explicitly defined “almost canonical” such that for all terms ¢t € 2,
we have meas,(t) ~ meas,(t'), where ' € 2, is an @-sum of P-minimal @-
products with o(t) = o(t'). That means we can interpret ¢’ as a term of 91%&. If
meas? is canonical we get for terms ¢ with o(t) < w

K" /meas,(t) = k" /meas,(t') = " /meas®(t') = x*) = g@O) = 1)

and for terms ¢t with o(t) > w

K" /meas,(t) = k" /meas,(t') = " /meas? (t') = gD = (EOF) — O+

This is due to the canonicity of meas? and the fact that by Lemma 3.1.4 we have
u(t) = o(t) for all terms # of A, . gq.ed.

So to prove that an almost canonical xk-measure assignment for an ordinal
algebra 2 is in fact canonical up to x* we need only to check canonicity up to &
for the induced additive ordinal algebra:

3.3.4. COROLLARY. Let meas, : A, — P(P(k)) be a k-measure assignment for
an ordinal algebra A,. Let v be an ordinal. Assume meas, is almost canonical
up to height k™. If for all terms = of A, with o(z) < x> that are of the form
r = EP,_, xi, where the x; are products of generators, i.e., v; = ®j<m vi; with
vi; €U, we have

1. k"/meas,(z) = k™ if o(z) < w, and
2. /{“/meas,i(x) — K(Zi@ Hj<ni o(vi,j)+1) Zf 0(27) > w,
then meas,. is canonical up to height k™.

Proof. This follows directly from Lemma 3.3.3 and the definition of canonicity
for measure assignments for additive ordinal algebras. g.e.d.






Chapter 4

Order Measures

We now introduce the measures that will enable us to define a canonical measure
assignment under AD.

4.1 Definition of Order Measures and the Weak
Lift

4.1.1. DEFINITION. Let 2 be an (additive) ordinal algebra. An order type is
a function ot : T\{e} — On where T is a finite tree with root e. A germ is
a function germ defined on T\{e} assigning a measure on some ordinal to each
non-root node of the tree 7. We say that a germ germ lives on an order type
ot if for each non-root node v, germ(v) is a measure on ot(v) that contains end
segments. A pair of functions GAg = (germ,ot) is a germ assignment on 2
if ot and germ assign order types and germs to elements of 2, respectively, such
that the following conditions hold.

1. For z € A both germ germ(z) and ot(x) have domain 7,,\{e} and germ(x)
lives on ot(x). Note that for a generator v, the order type ot(v) is essentially
one ordinal, and the germ germ(v) is a measure on this ordinal. So in the
case of generators we shall identify order type and germ with the ordinal
and the measure, respectively.

2. For x € A with corresponding labelled tree (T}, (,) we have germ(z)(v) =
germ(/,(v)) and ot(z)(v) = ot({,(v)) for all non-root nodes v of T,. So
the order type assignment for the generators of 2 defines all order types for
terms in 2 and the same goes for the germ assignment.

3. The order type of the first generator is 1, i.e., ot(Vy) = 1, and the order
types for all other generators are limit ordinals, i.e., ot(V,) € Lim for
a > 0. Furthermore, for generators V, and Vg in 2 with o < 8 we have

23
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ot(V,) < ot(Vg). This means the order type ot behaves like the evaluation
function o for (additive) ordinal algebras.

Let k be a cardinal, a germ assignment GAg = (germ, ot) is a k-germ assign-
ment if the range of ot is less than « and

pOtVO)0tn=1) fgerm(vy) X ... X germ(v,_1) = K

holds for all finite sequences (v;; i < n) of generators of 2.

() ) /°\a1 (b) w 1/\w1 (c) i
SRV
/\

Y0 Al

Bo

Figure 4.1: (a). A tree representation of ag + (G0 + (70 + m) - B1 + B2) - a1. (b)
& (c). Two (different) tree representations of wy + (wy)* = (w)?.

As we mentioned before finite trees (with ordinals as nodes) can be seen
as representing ordinal addition and multiplication, Definition 3.2.2 defined the
function val accordingly. So the order type ot(x) can be evaluated as the single
ordinal val(z, ot(z)), computed recursively from the values of ot(v) for the nodes
v of T,. Examples can be seen in Figure 4.1. In the following we shall often
identify ot(z) with the ordinal val(z,ot(x)), it will be clear from the context
which interpretation we mean in a specific situation. We say that the range of a
germ assignment GAgy is the supremum of the ordinals ot(x) for all z € 2.

4.1.2. REMARK. In a finite tree T, we call the rightmost immediate successor
v of the root the trailing node. If one considers the tree as representing an
ordinal then the ordinal ot(v) corresponds to the rightmost term in the ordinal
presentation of ot(z). By that we mean the following: Every term z is of the
form x = t@®r-v, with ¢t and r (possibly empty) terms. If we evaluate x according
to val(z, ot(z)) then we we get an ordinal of the form val(t, ot(t)) 4+ val(r, ot(r))-
val(v, ot(v)). So if val(v,ot(v)) is a limit ordinal then the cofinality of the ordinal
val(z, ot(z)) is the same as that of the ordinal val(v, ot(v)). Using our convention
to see ot(x) as an ordinal we thus have cf(ot(x)) = cf(ot(v)) in this case. We
will later use this fact in Section 7.2 to compute the cofinality of cardinals in the
reach of our canonical measure assignment.
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4.1.3. DEFINITION. Let 2 be an (additive) ordinal algebra, x € 2 a term in A
with derived labelled tree (T}, ¢,), and GAg = (germ, ot) a germ assignment on
2(. We will now define the restriction of a function f : ot(x) — On to terminal
nodes of T,.. This will be used in Definition 4.1.4.

Let A, be the set of tuples (jg, ok, jr_1,¥k_1," - , Jjo, %), where (jo, -, Jx) 1S
a terminal node of T, and «; < ot(¢;((jo,--- ,7:))) for all ¢ < k. Ordered with
<yex the set A, has ordertype ot(x), let 7. (s) denote the <) rank of s € A,.

For each terminal node t = (j;; ¢ <n) in T, we define

At =0t (Lo ((oy -+ s Jne1))) X oo X 0t (Le((j0)))-

Using the isomorphism between ot (¢, ((jo,- .-, jn-1))) X ... X 0t(£;({j0)))) with
order <, and the ordinal ot (¢, ((jo,- -, Jn-1))) - .. 0t(£:({jo))) we can identify
A+ with this ordinal.

Let f : ot(x) — On be a function of discontinuous type ot(x). Using 7 we can
consider f to be a function on the set A, and define its restriction f; : Ay — On
to the terminal node t = (j;; i < n) by

fr(an—1,...,0q0) := f(7T<1cx(<jn—1, 1, ,Jo, X))

Then f; is a function of discontinuous type \;. By Lemma 1.8.1 we have a bijection
between the set of functions of discontinuous type and the set of functions of
continuous type, let ft be the image of f; under this bijection. That means
we have f,(0) = f,(0), fi(y) = SUp,<, fi(a) for limit ordinals v < A; and
ft(a + 1) := fi(«a) for successor ordinals oo+ 1 < A\;. The function ft A — Onis
by construction of continuous type A; and has the same supremum as the function
ft, i.e., sup f; = sup f;.
We also assign to each terminal node t = (j;; i < n) a measure germ, by

germ, := germ(z)((jo, - ., Jn-1)) X ... x germ(z)({jo)),

where X denotes the normal product of measures. If, according to Remark 1.4.6,
we interpret germ, as a measure on the ordinal A\; we of course use x’ instead.
In order to keep our formulas to a reasonable length we introduce the following
notation: For x an 2A-term, 7T, the corresponding tree, S C T, a subtree of T},
(t;; i < n) the set of terminal nodes of S, and f : ot(z) — On a function we

write
—

[f]s = <[fto]germt07 R [ftn]germtn>-

Let x be a term in an (additive) ordinal algebra 2, GAy = (germ,ot) a
k-germ assignment, and f : ot(x) — On a function of continuous type ot(z).
The properties of the function f; depend strongly on the form of the term z and
the position of the terminal node t in the tree T).. Let us state some results that
follow rather directly from the definition of f;.
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We have sup f; = sup f if ¢ is the rightmost terminal node. If x is of the form
y1 Dyo then the functions corresponding to terminal nodes in 7}, are smaller than
those corresponding to terminal nodes in 7},, i.e., we have fi(a) < fs(8) for all
terminal nodes t € T}, s € T}, and o € Ay, B € As.

fx=r @t ®ryand y =1 Pty ® ry are terms with ot(t;) = ot(ty) then
the functions corresponding to terminal nodes in the subtrees 7, and T, are
equal to their counterparts corresponding to terminal nodes in 7,. That means
if ¢ is a terminal node in 7T, that is in the subtree of T, defined by r; and ¢’ is
the analogous terminal node in 7}, then, since A,, is an initial part of A, and A,,
we have f; = fy. And if t is a terminal node in 7, that is in the subtree of T,
defined by 7, and t' is the analogous terminal node in 7, then, since the order
type of A,1g4, is the same as that of A,14:,, we also have f; = fu.

fr=rm®Q,; ., Vo ®rsandy = ®Q),_,, Vs ®ra are terms with (V,, ; i <
n) and (Vg ;i < n) being sequences of generators of 2 with ot(Q),_,, Va,) =
ot(Q),.,, V) then f; = f;, where ¢ is the terminal node in T, corresponding to
&), Vo, and s is the terminal node in T}, corresponding to &),_,, Vs,

Ifrx=r®(t®s) ®ry, with s = ),_,, Va,, order type ot(s) # 1, and
(Va, ;1 < n) being a sequence of generators of 2, then the supremum of all
functions f; derived from terminal nodes in T, is the same, i.e., sup f; = sup fs
for all terminal nodes that are in the subtree T;g, of 1.

4.1.4. DEFINITION. Let s be a cardinal, 2 an (additive) ordinal algebra, and
GAg = (germ,ot) a rx-germ assignment. For terms z in 2 we define the x-lift
of the germ germ(z) by

lift, (germ(x)) := {A C k; there is a club C' C & such that for all f € ©°Ct($)

we have l—[fto]germtov e [fétnfl]gel‘mtnil—I € A7

where (t;; i < n) are the terminal nodes of T, }.
= {A C k; there is a club set C' C k such that

—_—

for all f € @c(}t(x) we have "[f]7, 7 € A}.

4.1.5. THEOREM (LIFTING THEOREM). Let k be a weak partition cardinal, A
an (additive) ordinal algebra, and GAg = (germ, ot) a k-germ assignment on 2.
Let © be a term from A, then lift,(germ(x)) is a k-complete measure on k.

Proof. From the definition of lift,(germ(z)) and the properties of club
sets follows directly that () & lift.(germ(x)), x € lift,(germ(z)), and that
lift,.(germ(x)) is closed under finite unions and supersets, so lift,(germ(z))
is a filter.

Now fix an ordinal v < k and a v-partition {X,; @ < v} of k. Since k is a
cardinal we have v + v < k. Let (t;; ¢ < n) be the terminal nodes of T,. We

define a y-partition P of D2 by

~

P(f) = g r[fto]germtoa ) [ftn—l]germtn_ e Xa'

1
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From Lemma 1.5.4 and Lemma 1.9.1 we know that there is a homogeneous club
set C' C k for this partition, i.e., there exists a club set C' C x such that for all
fe rot(x) we have '—[fto]germto, . [ftnfl]germzn ) 1 e X, for some o < ~y. But this
means that X, is in lift,(germ(z)), so by Lemma 1.2.3 the filter lift,(germ(z))
is k-complete. The ultrafilter property of lift,(germ(z)) is just the case v = 2
of this argument, since then either A € lift, (germ(x)) or x\ A € lift,(germ(z)).

g.e.d.

Since the weak partition property of « is used to prove that the lift lift, of a
germ is a measure we call the operation lift, also the weak lift. In Section 4.2
we will deal with the corresponding result that we get from the strong partition
property of a cardinal. With Theorem 4.1.5 we can now define the most important
notion for our measure analysis under AD:

4.1.6. DEFINITION. Let k be a weak partition cardinal, 2 an (additive) ordi-
nal algebra, and GAyq = (germ,ot) a k-germ assignment. We call the x-lift
lift,.(germ(x)) of a germ germ(x) an order measure on . The operations @
and ® from the ordinal algebra induce corresponding binary operations on order
measures, we will denote them with the same symbols: Let p = lift, (germ(x))
and v = lift,(germ(y)) be order measures. Then the sum of the order mea-
sures ;1 and v, written pu @ v, is the order measure lift,(germ(z @ y)) and the
product of the order measures p and v, written p ® v, is the order measure
lift,.(germ(z ® y)).

Let (Vq,; i < n) be a sequence of ™-generators. If z is of the form §),_, Va,,
i.e., the order measure lift,(germ(z)) is generated by a single product measure
germ, on some ordinal \;, we call lift,(germ(x) a basic order measure. If
p = lift, (germ(z) is a basic order measure we often write germ, for its germ
germ(z), ot, for its ordertype ot(z), and lift,(germ,) for lift,(germ(z)). For
example, if v is a generator of & and germ(v) = C2 we write lift, (Cy ) instead
of lift,(germ(v)). If u and v are basic order measures then p; ® v is again a
basic order measure with germ germ,,, = germ, X germ, and order type
ot,s, = ot, - ot,.

If o + 1 is a successor ordinal, then the only measure on it that contains end
segments is the measure fiyo}. The measure lift, (i) on & generated by figa
is the same for all  + 1 < K, see Lemma 4.4.1. This is one of the reasons we
restricted the order types for generators to the set {1} ULim. Note also that there
is no measure containing end segments on w, so the next possible order type after
1is wi.

Now we will show that the lift of a normal measure on a regular cardinal is
itself a normal measure. In Section 7.1 we will use this fact when, under the
assumption that our measure assignment is canonical, we compute inductively all
regular cardinals below the supremum of the projective ordinals.
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4.1.7. LEMMA. Let k be a weak partition cardinal that is closed under ultrapowers
and p a normal measure on a reqular cardinal o < k such that the ultrapower K2/
is wellfounded, then lift,(u) is the o-cofinal normal measure on k.

Proof. By Lemma 2.2.15 we can assume that all club set we are working with
are closed under p. And by Lemma 2.2.16 we have [f], = sup f for all functions
[ € € of continuous type g. So, for any club set C' C k and any limit point «
of C of cofinality o, there is a function f : o — C of continuous type p such that
a =sup f = [f],. On the other hand, for any function f : ¢ — C of continuous
type o we have [f], = sup f and since ¢ is regular this means that [f], is an
element of C' with cofinality o. By definition of lift,(u, 0) we get that A C &k
is an element of lift, (u, o) if and only if there is a club set C' C & such that all
limit point « of C' of cofinality ¢ are elements of A, i.e., lift, (i, o) is the o-cofinal
normal measure on k. g.e.d.

4.2 The Strong Lift

In a similar manner to Theorem 4.1.5 we can use the strong partition property of
a cardinal k to lift a measure on k to its ultrapower. If k¥ has the strong partition

property, p is a measure on x and the ultrapower " /u is wellfounded then we
define

slift,.(u) = {ACk"/u ; thereis a club set C' C k such that
for all f € ©f we have [f], € A}.

Note that we used functions of continuous type in the definition of the (weak) lift
but functions of discontinuous type in that of the strong lift.

4.2.1. THEOREM (STRONG LIFTING THEOREM). If k is a strong partition car-
dinal and p a measure on k such that the ultrapower k*/u is wellfounded, then
slift,. (i) is a k-complete measure on K"/ that contains end segments.

Proof. From the definition of slift, () it is clear that () & slift,(u), x"/u €
slift, (1), and that slift, (u) is closed under finite unions and supersets, so slift, (x)
is a filter.

We will use Lemma 1.2.3 to show that slift,(f, g) is a x-complete measure.
Fix an ordinal v < k and a v-partition { X, ; a < v} of /. Since & is a cardinal
we have v + v < k. We define a ~-partition P of D7 by

P(fl=a & [fl,€ X

From Lemma 1.5.4 and Lemma 1.9.2 we know that there is a homogeneous club
set C C k for this partition, i.e., there exists a club set C' C k such that for
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all f € ©F we have [f], € X, for some o < . But this means that X,
is in slift,(u), so the filter slift, (1) is k-complete. The ultrafilter property of
slift, (1) is just the case v = 2 of this argument, since then either A € slift, (u)
or k% /u\A € slift,(u).

Now we show that slift,(u) contains end segments. Towards a contradiction
we assume that there exists a function g : kK — k and a club set C' C k such that
[l < lg], for all functions f € ®%. We define a function f : k — C by f(0) :=
wth element of C' larger than ¢(0), f(a + 1) := wth element of C' that is larger
than max{g(a+1), f(a)} for o < k, and f(\) := wth element of C' that is larger
than max{sup,., f(«), g(A)} for limit ordinals A < k. Then f is of discontinuous
type x with range C' and for all < x we have g() < f(a). So [g], < [f],, which
contradicts our assumption on ¢g. That means for all g : kK — K exists a club set
C C k such that [g], < [f], for all functions f € D¢ and thus slift, (1) contains
end segments. g.e.d.

The measure assignment we are working toward will be defined in Section 4.5
by an iteration of applications of the weak lift and the strong lift. In Section 7.2
we will compute the cofinality of cardinals in the reach of this measure assignment.
An important part of this computation is the identification of regular cardinals.
If there is a normal measure that contains end segments on a cardinal then by
lemmas 1.2.6 and 1.2.4 that cardinal is regular. So we need a way to identify the
normal order measures. In Lemma 4.2.2 we showed that the weak lift of a normal
measure is itself a normal measure, now we will show that also the strong lift of
a normal measure is a normal measure. The following lemma is a reproduction
of Lemma 15 from [JaLo06].

4.2.2. LEMMA (JACKSON-LOWE). Let kK > wy be a strong partition cardinal
and p a semi-normal measure on k. If the ultrapower k" /u is wellfounded then
slift,. (1) is a normal measure on v := K" /1.

Proof. We will use Lemma 1.2.7 to show that the measure y is normal. So let
F : v — v be a function that is regressive on X € slift,(x). By definition of the
strong lift that means there is a club set C' C x such that F([f],) < [f], holds
for all f: kK — C of discontinuous type k. We can assume that C' contains only
limit ordinals greater w;. Let S be the set of tuples (f, g), where f,g: k — Kk are
functions of discontinuous type s such that f(a) < g(a) < f(a + 1) is true for
all @ < k.
First we partition the set S according to whether

F(lglw) < [flu

holds or not. By Lemma 1.9.3 exist a homogeneous club set for this partition,
without loss of generality we can assume that C'is this club set.

If C is homogeneous for the contrary side of this partition then for all f, g € D¢
with (f,g) in S we have [f], < F([g],). Let g : kK — Chin be a function of
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discontinuous type & into the set of closure points of C. We know F([g],) < [9].,
let f € D¢ be a function of discontinuous type x with F([g],) < [f], < [g],- From
Lemma 1.8.4 we get f',¢" € @ with [f'], = [fl, ('], = [9]u, and (f',¢) in S.
So we get F([g],) < [f]x < F([g]u), a contradiction. So C' must be homogeneous
for the stated side.

Now we partition the set S according to whether

F([flu) < F(lgln)

holds or not. Again by Lemma 1.9.3 exist a homogeneous club set for this partition
and we can assume that C' is this club set. We will show that C' has to be
homogeneous for the stated side of the partition. We define a sequence (f;; i € w)
of functions by

1. Let fy(0) be the wth element of C.
2. Fora > 0let fo(a) be the wth element of C greater than sup,_, supg_,, fi(5).
3. Fori>0and a € s let f;(a) be the wth element of C' greater sup,_; fj(«).

Since k > wy is regular this sequence is welldefined and all f; are of discontinuous
type x with range C. Furthermore if j < ¢ then f;(a) < fi(a) < fit1(a+ 1) for
all @ < K, so the tuple (f;, fi) is an element of S. So if C' would be homogeneous
for the contrary side we would get an infinite descending sequence

F(lfolu) > F([fidu) > . > F(Ifilp) > F([fixalu) > - -+

a contradiction to the wellfoundedness of the <-relation on the ordinals.
At last we partition the set S according to whether

holds or not, get a homogeneous club set for this partition by Lemma 1.9.3 and
assume that C' is this club set.

If C' is homogeneous for the stated side of this partition, then we are done
since then Lemma 1.8.4 implies that for any f, g € ¢ we have F([f],) = F([g],.)-
Meaning the function F is slift,(u)-almost constant, which in turn by Lemma
1.2.7 implies that the measure slift, (x) is normal.

So suppose C' is homogeneous for the contrary side of the partition. Let § be
an ordinal such that § = [k], for some k£ € D¢ and fix f € DF with [f], > 0.

Let h: {(a, B): a < f(B)} — C be of uniform cofinality w, discontinuous, and
order-preserving with respect to reverse lexicographic ordering. Define a map
7 [f]l, — 0 as follows: For v = [g], < [f], let 7(y) := [¢'],, where ¢'(B) :=
h(g(B),B) if g(B) < f(B), and := h(0, 3) otherwise. It is now easy to check that
7 is a well-defined, order-preserving map from [f], into J, a contradiction since

([l > 0. q.e.d.
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4.3 Measure Assignments from Order Measures

With the lifting operation we now can define a k-measure assignment from an
K-germ assignment.

4.3.1. DEFINITION. Let k be a weak partition cardinal, 2l an ordinal algebra and
GAgy = (germ,ot) a k-germ assignment on 2. Let z be a term in 2, then by
Theorem 4.1.5 the order measure

meas,(z) := lift, (germ(x))

is indeed a measure on k and thus meas, is a k-measure assignment for the
algebra 2. We call meas, a natural k-measure assignment.

From now on we will consider only measure assignments that stem from germ
assignments, i.e., natural measure assignments. We can show the following:

4.3.2. THEOREM. Let k be a weak partition cardinal that is closed under ul-
trapowers, A an ordinal algebra, and GAg = (germ,ot) a k-germ assignment.
Then the natural k-measure assignment meas, we get from from Definition 4.3.1
is almost canonical up to k™)

Proof. We have to check the five conditions from Definition 3.3.2. Let t1, to,
ts, r1, and ro be terms in an (additive) ordinal algebra, r; and ry can be empty
terms.

(1) If we compare at the trees T, and T, that correspond to terms x = r; &
1@ (ta®ts)®ryand y =11 @ (1 B ta) B t3 @ ry we see that they are identical.
So by definition the measures meas,(z) and meas,(y) are also identical, which
means the operation @ is associative, i.e., for order measures u, v, and 1 we have
pw® vadn) = (udv)®n. So as usual we will omit the brackets to simplify
notation.

(2) We get left-distributivity also directly from the definition of order mea-
sures: The trees T, and T, corresponding to x = 1 ® ¢ ® (t2 @ t3) @ ry and
y=1r Dt @ty Dty ®t3 D ry are identical, so by definition the order measures
meas, (z) and meas,(y) are also identical.

(3) We can argue the same way as in (1) and (2): The trees 7, and T,
corresponding to x = 1 Dt Q (ta R t3) Dro and y = 11 D (1 R ta) @tz D 1o
are identical, so by definition the order measures meas,(z) and meas,(y) are
also identical and the operation ® is associative. As in the @ case we will omit
unnecessary brackets.

(4) Let x = r1 @ (t1 ® t2) ® t3 ® 9. By (2) we can assume that ¢3 is of the
form @),_,, Va, for some sequence (V,, ;i < n) of ™A-generators. The subterm
(t1 ®ta) ® tg of x corresponds to two subtrees T}, g, and Ty,ei, of 1. Those two
trees start with the same nodes, those that correspond to t3, and are disjunct
afterwards.
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Let nq, ng, ng, ny be the number of terminal nodes in the subtrees 1T}, , T}, g1,
Ti,ots, and T, of T, respectively. Let (p;; ¢ < mg) be the sequence of terminal
nodes of T} g, and (g;; i < ng) the sequence of terminal nodes of Ti, g, We
assume the nodes in the sequences are ordered from left to right.

If o(ts) = 1 then t3 is of the form §),_, Vo and we know ot(Vy) = 1. We
define y := r; @ (t1 ® t2) B ro and have to show meas,(x) ~ meas,(z). Let T},
and 7)., be the subtrees of T}, that correspond to the subterms r; and ry of  and
T and T the subtrees of T, that correspond to the subterms r; and 75 of y.
Let (pj; @ < ng) be the sequence of terminal nodes of the subtree 7}, of T, that
corresponds to ¢; and (g; ; ¢ < ng) the sequence of terminal nodes of the subtree
Ty}, of T, that corresponds to t;, we again assume the nodes in the sequences are
ordered from left to right.

By definition of the k-lift we have that A C & is in lift,(germ(z)) if there is
a club C' C k such that for all f € @gt(m) we have

A A~ A

l—[.ﬂTrlv [f]Tt1®t37 [f]Tt2®t37 [f]TT27 € A.

As we mentioned after Definition 4.1.3, since ot((t; ® to) @ t3) = ot(tol © ty), we
—_—

_— = —

A A

have [f]Trl = [flr;, and [flr,, = [f]Tr’l' Since ot(t3) = 1 the sets A, a,)ot, and
Aty o1, ordered by <jjx are equivalent, so we get f,, = fy; and fy;, = fq; for 1 < ng,
7 < n3. Which means we have

[fpi]gel‘mpi = [fpé]germp; and [qu]germqj = [fqﬂgermqé

for all i < ng, j < ns. So there is a club C' C & such that for all f € rot(y) we
have

A A A

'_[f]Trll’ [f]Ttlla [f]Tt’27 [f]Tsz € A,

which means A is an element of lift,(germ(y)). So the two measures are the
same.

If o(t3) # 1 then we know that ot(¢3) is a limit ordinal. Assume ot(t;) >
ot(ty). Then by ordinal arithmetic we have ot(z) = ot(ry ® t; ® t3 @ re). We
define y := r; &t; ®t3H 1y and have to show meas,(r) ~ meas,(z). Let 7,, and
T), be the subtrees of T, that correspond to the subterms r; and r; of z and T},
and T}, the subtrees of T, that correspond to the subterms 7; and ry of y. Let
(Pi; i < ng) be the sequence of terminal nodes of the subtree T} ,. of T, that
corresponds to t;, we again assume the nodes in the sequences are ordered from
left to right.

We get an embedding from £*/meas,(y) into k*/meas,(z): For F': k — K
we define F' : kK — K by

F'("&,3,7,0) == F("&, 3,77,
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where a € k™, 5 € k", 4 € k™, and 5§ € k™. Then F +— F’ induces an
embedding, as we now will show. If we have [F|meas, (y) z [Glmeas,(y) then there

is a club set C' C k such that for all f € ’Dgt(m) we have

N PN N = N PN N

F(l—[f]Tr17 [f]Tt1®t37 [f]Tr2—|) < G(l—[f]Tr17 [f]Tt1®t37 [f]Tr2—|)‘

By definition of F’ and G’ this means there is a club set C' C k such that for all
fe Z)gt(z) we have

~ A A~ A A~ A

F/<|—[ft]Tr1 ) [f]Tt1®t37 [f]Tt2®t37 I:f]T’I‘Q—l) : G/(l—[-ﬂTrl ) [f]Tt1®t37 [f]Tt2®t37 [f]T'r2 —l)v

which is equivalent to [F']meas,,(x) z (G’ meas,. (x)-

We also get an embedding from "/meas,(x) into <" /meas,(y): If p’ is a
terminal node of the subtree T} &, of T}, p the corresponding terminal node of 7
and ¢; a terminal node of the subtree T}y, of T, then, since ot(¢;) > ot(ty) and
the order type ot(ts) is an limit ordinal, we can define f,, from f,. For F : k — &
we define F' : kK — K by

F'(7@,5,6) = F("&,3,7,6 ),

where @ € K™, 5 erm, b€ k™ and 7 € k™ is the sequence (| fqi]germqi ;1< n3)
that we get from [y = | fpo]germpo‘ Then F — F’ induces an embedding: If we
have [Flmeas,(z) < [G]meas.(z) then there is a club set C' C  such that for all
fe rot(x) we have

A A~ A A = A A A A~

F(r[f]Trla [f]Tt1®t37 [f]Tt2®t37 [f]Trl —l) < G<|—[f]Tr17 [f]Tt1®t37 [f]Tt2®t37 [f]T'rl —l)'

This means there is a club set C' C k such that for all f € @gt(y) we have

PN A N = N

F (1Y, eny U1, ) _ GO (o, i, 7).

which is equivalent to [F']meas, (y) z [G'meas,(y)- S0 we have embeddings in both
directions which means the measures meas,(x) and meas,(y) are equivalent.
(5) Assume z =71 B Vy, @ ...V, , ®re, where (V,,; i < n) is a sequence
of generators of 2. There is a smallest element &),_,, Vs, of P that has the
same ot value as ), ,, Va,, we let y = 711 ® Vg ® ... @ Vg, ®ra. We have
ot(x) = ot(y) and as we mentioned after Definition 4.1.3 we know f; = f;, where
t is the terminal node of T, that corresponds to )., Vo, and s the terminal
node of T}, that corresponds to @),_, Vg,, and, since A := 0t(V,, ®...®V,, ,) =

<m

A, N A,

ot(Vg, ®...®Vg,_,), we have also [flr, = [flr; and [f]r,, = [f]nQ. Let ny be
the number of terminal nodes in 7, and ny the number of terminal nodes in 7;,.
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We get an embedding from £*/meas,(y) into x*/meas,(z): For F': k — K
we define F' : k — K by

F'("a, [f]germ,, 7) := F("a, [flgerm,, 77),

where @ € k™, f € k*, and 7 € k™. Then F + F' induces an embedding, as we
now will show. If we have [F|meas, () z [Glmeas, () then there is a club set C' C &

such that for all f € @oct(y) we have

_ s —

A~ = ~

F(r[f]Trlv [fs]germsa [fA]TTQ—l) < G<r[f]Trl7 {fs]germs; [f]TT2 —l)-

We know f, = f; and by definition of F’ and G’ this means there is a club set
C' C k such that for all f € @‘g“"”’ we have

_ s —

/(" fhr, fdgorm,: [F1,7) — G C T ilgorms [z, ).

We get an embedding from k*/meas,(x) into k" /meas,(y) the same way. So
we have embeddings in both directions which means the measures meas,(x) and
meas,(y) are equivalent. g.e.d.

This means if x is at least a weak partition cardinal that is closed under
ultrapowers and GAg is a k-germ assignment then the k-measure assignment
derived from GAg is almost canonical. In order to get full canonicity up to
height x* for the natural measure assignment it is enough to to prove canonicity
up to height x* for the induced measure assignment on the induced additive
ordinal algebra. Which means dealing with terms = that are sums of products of
generators and the germ assignments and the corresponding lifts for those terms
have a simpler form than in the general case and we can simplify our notation
accordingly.

4.3.3. REMARK. Let 2 be an ordinal algebra with generators U and x a term
in 2 of the form z = 2y ® ... ® x,_1, where (z;; 7,n) is a sequence of products
of generators of 2. That means the corresponding tree T, consists just of the
root e and a number of branches that do not branch themselves, so germ(z) is
essentially a sequence (u;; i < n) of (product) measures and ot(x) a sequence
(0i; © < n) of ordinals. If we add two terms z and y of this form then germ(z$y)
is just the concatenation germ(x)~germ(y) and ot(x @ y) is the concatenation
ot(z) ot(y). Let f € D2 he a function of discontinuous type ot(x). If t is the
terminal node in 7}, that corresponds to x; then f; : ot(z;) — & is of the form

fil) = f(Y_ ot(z;) +a).

i<t
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4.3.4. LEMMA. Let k be a weak partition cardinal that is closed under ultrapow-
ers, 2 an ordinal algebra, and GAg = (germ,ot) a k-germ assignment for this
algebra. Let x be a sum of products of generators of A with germ(zx) = (u; ; i < n)
and ot(z) = (0;; i < n). Using the notation from Remark 4.3.3 we have

lift, (germ(x)) = {A C k; there is a club C C k such that for all f € @‘gt(“)
we have r[fto]germto, cl [ftn—l]germtn,l—l €A,
where (t;; i < n) are the terminal nodes of T }.
={A Ck; thereis a club set C C k such that for all § € (’:g
we have " [golugs - - [Gn-1]pn_, ' € A}

Proof. Let C' C k be a club set. If f : ot(z) — C is a function of discontinuous
type ot(x) then f; : o; — C'is a function of discontinuous type o; and we know
that sup fi, < fi,.,(0) is true for all i < n. Since C'is closed we get f;, € €% and

fi,, € €4 for i < n from the construction of f,;. So for all f € rot(x) we

>sup f;
have f € c‘g“'(“), which proves “C”.

An the other hand, if § € Cgt(m) is a sequence of functions ¢; : o; — C of
continuous type o; with sup g; < ¢;11(0) then we can construct a function f €
D by £(0) = g0(0), f(a +1) = g:(8), where i = max{j; 3y, 0x < o +1}
and # = min{y € rang; ; f(a) < gi(7)}. From the construction of f follows that
we have fti = ¢g; for i < n, which proves “27”. q.ed.

We will use the new representation given by Lemma 4.3.4 when we deal with
sums of basic order measures. In order to to facilitate working with this new
representation we define some new notations and conventions.

4.3.5. DEFINITION. Let p and v be sums of basic order measures, i.e., assume
that there is a weak partition cardinal x and x-germ assignment for an ordinal
algebra 2 such that 1 = lift, (germ(z)) and v = lift,(germ(z)) for some A-terms
x and y that are sums of products of generators. We call order measures of this
form simple order measures. As we said in Definition 4.1.6, if x is a product
of generators of 2, we call 1 a basic order measure and write germ, for the germ
germ(z) of p and ot for its ordertype ot(z). We now extend this notation to
simple order measures. If germ(z) = (u;; ¢ < n) and ot(z) = (0;; i < n) we
write germ, and ot, for these sequences and germ,, ;, ot,; for their elements
i, 0i, respectively. If f = (f;; 1 < n) is a sequence of functions we abbreviate

-
the sequence (] f(]]germu’ O germu,n71> with [f] germ, - Furthermore we write
supffor sup; ., sup f.

With these notations we can write down properties of order measures much
more compactly. For example, if y and v are simple order measures then we have

p@®v={ACk; thereisa club C C k such that for all ¥ € Qﬁoct“, 7€ eot

C>supf

— —
we have " [z]germ, " [Y]germ, ' € A},
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and if they are basic order measures their order measure product is simply

ot -ot,

p®v={ACk; thereisaclub C' C k such that for all x € €,
we have [x]germuxgermy € A}

4.4 Some Special Order Measures

We can show that some canonical measures are indeed order measure.

4.4.1. LEMMA. Let k be a weak partition cardinal and o+ 1 an ordinal less than
k. Then C¢ = lift,(iga}), with pigay being the principal measure on o+ 1 that
concentrates on a. We will most often use the fact that the order measure with
germ pigoy and order type 1 is C2, i.e., C¢ = lift, (150} ).

Proof. A set A C k is an element of C? if there is a club set C' C & such that
all elements of C' that have cofinality w are elements of A. Since k is greater than
w and regular this is equivalent to y(a) being an element of A for all functions
y:a+1— C of continuous type o+ 1, i.e., the measures C and lift,(jify) are
identical. g.e.d.

Let us take a closer look at the simple order measure C, @ n. It is a measure
on w; and using Lemma 4.4.1 we have

A€l ®n < thereisa club set C' C w; such that
for all z; € €, ..., 2, € & - we have

©
"21(0),...,2,(0)7 € A.

Since all limits in w; have cofinality w and we can without loss of generality
assume that a club set contains only limits we get the following reformulation:

A€eCy ®n < thereis a club set C C w; such that
for all @ € [C]™ we have "a™ € A.

That means if we identify w; and [w;|™ through the bijection ™7 : w; — [w;]™
then we can interpret a function f :w; — On as a function on [w;]|™

4.4.2. REMARK. In the following we will often view equivalence classes [f]cs on
as generated by functions f : [wi]" — k. We then write [@ — f(@)]cs @n to make
clear that the domain of f is [w;]™. This is not to be confused with the use of &
in the case of product measures, for example, [@ — f (&)]C&H @n, where the domain
of fis (wy)™

4.4.3. LEMMA. Let k be a weak partition cardinal and 0 < n < w a natural
number. Then W? = C? ®@n, i.e., the projection of the n-fold product of C¥ under
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the Godel pairing function is equal to the n-fold order measure sum of CY. From

this we get directly an alternative way of describing the product measure (C5 )"

Ae(Co)" & thereis a club set C C wy such that
for all @ € [C]™ we have d € A.

Proof. By Lemma 1.2.2 the filter W} is an measure since (C2)" is one and by
Theorem 4.1.5 C ® n is also a measure. So we are finished if we can show that
every element of C ® n is also an element of W}

Let A C k be an element of C¥ ® n, so there is a club set C' C x such that
"[Zolugeys -+ [Tl T € A for all ¥ € €. For 8 < r let D be the subset of
C' consisting of ordinals with cofinality w. As always we let D3 be the subset
of all ordinals in D that are greater than 3. Then for all & € [D]" we have
"ale A, so for all oy € D we have that for all oy € D~,, ... we have that for all
Qp—1 € D~,, , we have "(ag,...,an1)" € A. Since D~ is in C¥ for all § < &
we know that the set

B:={der";a0€D,a1 € Dspyy...,0n_1 € D=y, ,}

is in (C¥)™. So there is a set B € (C¥)" such that "@" € A for all & € B, which
means A is in W. g.ed.

Using Lemma 4.1.7 we can identify the x-lift of C :

4.4.4. COROLLARY. Assume AD. Let k > wy be an odd projective ordinal. Then
Cor = lift,.(CY).

This is essentially the first step in the computation of normal measures on
odd projective ordinals that we will undertake in Section 7.1.

4.5 The Natural Measure Assignment

We want a germ assignment for odd projective ordinals &},.; under AD that
induces a canonical &5, 41-Ieasure assignment up to the next odd projective or-
dinal. We will now define this germ assignment, it is essentially the same as in
Section 5. of Jackson and Lowe’s paper [JaLo06]. The difference lies in the fact
that in [JaLo06] the ordinal algebras have a generator for 0, whereas our first
generator has value 1.

4.5.1. DEFINITION. Assume AD+ DC. We define by recursion germ assignments
GA5%n+1 for ordinal algebras with 1+ e,-many generators. This will be done in a
such a way that GAJ%HB extends GA5%n+1’ so we can denote the germ and order
type functions uniformly with germ and ot. We know that by definition ey = 0
and e, ; = w*"".
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We start with n = 0 where we only have one generator and assign germ(Vy) :=
pgoy and ot(Vy) := 1. Assume we have defined the germ assignment for 1 + e,-
many generators. We extend this to a germ assignment for e, -many generators
in the following way: For a < 1+ e, we keep the assignment we have. We
set germ (Vi e, ) = 5 and ot(Viie,) = 83,.1. If 1 +€, < a < e, then
a=14e,+ 0 with 3 < e,;1. The height of 2; is w = e; and for n > 0 the height
of A, is equal to w*" = e,,; by Proposition 3.1.1. So in the ordinal algebra
with 1+ e,-many generators there is a unique term €p,_,,(&);_,, V-, ;) with the
following properties: it has o value (3, we have for all ¢ < n that v, > 7, for
<k <m,and o(Q); ., Vrr,;) = 0(Qjcpn Vo ;) for £ < k < n. We name that
term t, and extend the germ assignment by setting

germ(V,) .= slifty,  (lifts;  (germ(t,))),

ot(V,) == (ﬁnﬂé%”“/lif‘cééw1 (germ(t,,).

Then GAg | is a 85,.1-germ assignment for all n < w: GAg is by definition
a &j-germ assignment. Assume GAgy ., is a 85, 1-germ assignment. In order

to show that GA5%H+3 is a één 43-germ assignment we only have to check for «
with 1 +e, < a <1+ e, that germ(V,,) and ot(V,) fulfill the requirements
of Definition 4.1.1. By Theorem 4.2.1 germ(V,) is a measure on ot(V,) and
since under AD the projective ordinals are closed under ultrapowers we know
that ot(V,) is less than &5, 5. So by Lemma 2.2.14 we have

(82043)° 00 =) fgerm(vo) x ... X germ(vip—1) = 83,5

for all finite sequences (v; ; i < n) of generators of AP, ., . Furthermore by The-

orem 4.2.1 the measure germ(V,,) is closed under end segments and by Lemma
1.2.10 the same goes for products of those measures. So GAg L, isa 6§n+3—germ
assignment.

From the &3, 41-germ assignment GA(;%n+1 for the ordinal algebra with 1+ e,,-

many generators we get a natural &, 41-measure assignment for the same ordinal
algebra and its induced additive ordinal algebra.

4.5.2. DEFINITION. Assume AD+DC. We write NMAg;  for the natural 8-

measure assignment we get by Definition 4.3.1 from the &3, ;-germ assignment
GA(;%TL+1 defined in Definition 4.5.1.

Now we have to prove that the measure assignment NMAfsénH is in fact a
canonical measure assignment up to a certain height. We will do this in the
following chapters for the first w?-many generators of the additive ordinal algebra.

Let us conclude this section by making a table for the initial part of the
germ assignment in order to better understand Definition 4.5.1. In this table
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we put the generators of the additive ordinal algebra with their corresponding

germ, order type, and the measure this generates on a projective ordinal 6571 41

Remember that lifts (ko)) = C%nﬂ and liftsy,  (C3) = C;’gﬂﬂ. At stage w

for S, = Vy we have germ(Vy) = slifts: (lifts: (germ(Vy))). Since the measure

lifts: (germ(V)) = Cs: contains all club subsets of d) by Lemma 4.2.2 the mea-
1

. 51 .
sure germ(V,) is a normal measure on &7 '/ C5i = wa. S0 wy is regular and by
1

Lemma 4.1.7 we now know that for n > 0 the measure lifts (germ(V3)) is the
w2
6%n+1

additive ordinal algebra looks like this:

wo-cofinal measure C on &5, +1- So the table for the first w? generators of the

germ order type measure on 5%71 11
So =V H{o} 1 ‘%nﬂ
Sl = Vl Czjl CU1 C;};H—l
Sy = V{2 (C4)? (wr)” C
S, = Vi (C)" ()" €, )"
Sw = V2 Sliftwl (C:)J1> (.()2 C§§n+1
Suis slift,., (C3,) x C%, Wy - Wy s ®CH
S slift., (Cg) x (C5)" wa-()” G @(Cy )"
S.0 (slift,, (Cg’% ))? (wo)? (Cé’;H )€?
Swmtn (Slift (C5))™ x (€5)" (w2)™ - ()" (G5 )" @ (Gt )"

So2 = V3 slift, (Co @ C) ws






Chapter 5

Canonicity of the Natural Measure
Assignment

In this chapter we will give conditions for the canonicity of the natural mea-
sure assignment we defined in Definition 4.5.2 and proceed to prove that these
conditions are fulfilled under AD.

5.1 Embeddings between Ultrapowers of Order
Measures

In this section, we will derive various embedding results for order measures. Klein-
berg’s Theorem 1.7.2 gives us partition properties for cardinals that can be repre-
sented as an iterated ultrapower with respect to a normal measure. So can we get
a connection between iterated ultrapowers and order measures? This following
result is a preliminary answer and will also be used in the proof of Theorem 5.2.2
where this question will be answered in detail:

5.1.1. LEMMA. Let k be a weak partition cardinal and let p and v be simple
order measures, both on k. Let A > k be a cardinal and assume the ultrapowers

N (@ v), N /v, and (\*/v)"/u are wellfounded. Then
AN/ (p@v) < (X/v)*/p.

Proof. For f:kx — Adefine f:k — N /v by f(C@") :=[[F— f(Ca 57,
We shall show that f — f induces an embedding from \*/(u@®v) into (\*/v)"/pu.
We use our convention from Remark 1.4.3, i.e., write “z” to denote that the
proof works for “=" and “<”. If [f],e, ~ [g]uev, then there is a club set C' C &

such that for all ¥ € @gt“ and all i/ € C%t:supf we have

f(,_[_:l':])germu/\[—jgermy—l) j g(r[;])germ#,\[_])germ,,_‘)-

71
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Momentarily fixing & in this statement and observing that Clq,pz is club in &,
we get that there is a club set C' C k such that for all 7 € Cgt” we have

787 = (lalgerm, "3 _ 757 = o elgerm, ")

which by definition of f — f translates to [f],, = 9] q.e.d.

We want to show that the measure assignment we define in Definition 4.5.1
is canonical. That means the operations & and ® on the order measures have to
correspond to + and - in the sense of the iterated successor operation The next
lemma will be used to prove Corollary 5.2.3 where we state the conditions that
must be fulfilled to get canonicity for our measure assignment.

5.1.2. LEMMA. Assume k is a weak partition cardinal and let u, n and v be
simple order measures on k. Then, assuming the ultrapowers are wellfounded,

1. k" /p <k /ud®v, /v <kK"/n®v, and
2. K ludv <k"/udndv.

Proof. For f : Kk — k, we define fo, f1 : K — K by fo('—&“gj) = f(Tam)
and f("@ 37 := f("37). Now f — f, induces an embedding from */p into
K'/p@® v and f — f; induces an embedding from k" /v into k*/u @ v. As the
proofs for the two parts of 1. are identical we do only the one for the second part:

[fl, Z gl & thereis a club set C' C & such that
— _ —
for all i € €2 we have f("Ylgerm, ) = 9("[Ylgerm, )
= thereis a club Set C C k such that
for all 7 € Qﬁoct , €°t” L. e have

fl(r[;])ggmummgermy ) < gl<r[;]>germuﬁmgermy—l)
& [filuew < [91] -

The proof of (3) is similar. For f : k — &, we define f5 : kK — Kk by fg(rc?“ﬁﬁ“_’ )=
f("a~97). Now f — f; induces an embedding from "/ @ v into K" /@& n® v:

[fluev = [9luer < there is a club set C' C & such that
for all # € €&, § € Q:OCt:supz we have

,_—> /-\H N = l_—) A% 1
f( [x]germu [y]germ,, ) < g( [x]germu [y]germy )
= there is a club set C' C k such that
for all ¥ € €°t“ 7€ €°t” yE €°Ct”s _ we have

up 2

~

f(rﬁgerm;@gemu )< g( [ﬁgermu [Y]germ, )

g [f2]u@n691/ < [92];&977@1/-

g.ed.
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Up to now we only got embedding results for sums of basic order measures.
In order to deal also with products of basic order measures it is useful to define
the notion of strong embeddings.

5.1.3. DEFINITION. Let x be a weak partition cardinal. Let p and v be basic
order measures on k. We say that p strongly embeds into v (¢ < v) if there
exists a measure 7 on an ordinal A < x and a function H : X — °*ot, such that

e For n-almost all o € A the function H(«) : ot, — ot, is order preserving
and continuous.

e If A C ot, has germ, -measure 1, then for n-almost all a € A it is the case
that for germ ,-almost all z € ot,, H(a)(z) € A.

fpu=wp®d...0u, and v =v; ® ... D v, are basic order measure sums of the
same length, we say that u strongly embeds into v (1 < v) if p; < v; holds for
all 7 < n.

5.1.4. LEMMA. Let k be a cardinal, X a subset of k and o, < k ordinals.
If h : o — [ is an order preserving, continuous function and v € @@i, then
xoh e C%.

Proof. Since both A and x are increasing and continuous, x o h is also an
increasing, continuous function. Let g : w X § — X witness the uniform cofinality
w of x, then ¢’ : w x a — X, defined by ¢'(n,7) := g(n,h(y)), witnesses the
uniform cofinality w of x o h. g.e.d.

Now we can show that if a simple order measure p strongly embeds into
another simple order measure v then there is in fact an embedding from the
ultrapower with respect to p into the ultrapower with respect to v.

5.1.5. LEMMA. Let Kk be a weak partition cardinal. Let pp = 3 & ... & u, and
v=1v1D... D0y, be sums of basic order measures on k. If p strongly embeds into
v, then there exists an embedding from K" /u into k% /v and thus " /p < k" /v if
the ultrapowers are wellfounded.

Proof. Let i < n and the strong embedding between u; and v; be witnessed
by the measure n on A and the function H : A — °%iot,,. For f : kK — k define
fi:Kk— Kby

~

f(Caq, ..., [y]germui, oo, ) =0 f(Tag,...,yo H(ﬁ)]germH o )]y

L)
K3

We will show that f — f defines an embedding from £"/p to % /p @ ... S v; ®
... @ [, First we have to prove that f is welldefined. If [y]germ, = [¥/]germ,,
there is a germ,, -measure 1 set A such that y(y) = 3/(y) for all v € A. From
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part 2. of Definition 5.1.3 follows that for n-almost all a € X it is the case that
for germ,, -almost all § € ot,, H(a)(d) € A. So for n-almost all @ € A\ we have

[y © H(a) germ,, = [y © H(0)]germ, . iic.

fCan, . [Wlgerm,, -0 ) = (B f(Tar, ., [y o H(B)lgerm,, - - 0 )y =

(8= f(Ton, ..., [y o H(B)]germ

Now we can show that f — f induces an embedding from &"/u to £" /i & ... &
v; B ... D p,, again using “z” to mean both “=" and “<” as mentioned in
Remark 1.4.3. Assume [f], = [f],, e,

PERRE ,Oén_|)]77 = f(l—Oél, c ey [y,]germyi, . ,Oén—l).

There exists a club set C' C k such that for all z; € Qﬁgt‘”, ce Ty € e:gt:;;pz »
f(r[xl]germ‘q; ety [-rn]germun—l) ; f/(’_[xl]germm gty [xn]germun —l)~

Fix such a club set C'. By part 1. of Definition 5.1.3 and Lemma 5.1.4 we know
if y € Qloct”i then yo H(«) € @gt’” for n-almost all a. So by our choice of C for all
y € @ét it is the case that for n-almost all @ we have f([yo H(a)]germ,) = f'([y©
H(a)]germ, ). In other words, there exists a club set C' C  such that for all

vy

T € Q‘ét#l? ., Y E ngt::upx__l, Ty € Ql?;t:;px e have
[a— f(r[xl]germula o lyo H(ﬂ)]germuia EEE [xn]germunj)]n ;
[a — f/(r[m]germma lyo H(ﬁ)]germw7 R [xn]germm—l)]n'

By definition of f this is equivalent to

~ =

f('_[xl]germm7 ER [y]germyia SRR [:Cn]germmL —l) <

f/('_[l‘l]germu1 5ty [y]germl,ia ceey [xn]germ#nj%

and we conclude [f]m@m@yi@m@ﬂn = [f’]m@m@,,i@“@un. So f — f indeed defines
an embedding from " /p to K%/ @& ... ®v; B ... B p,. All that is left to do is a
simple induction on the length of u, using this embedding:

KEfu=RK i@ ... Opp <K /1 @pe® ... Opn < ... <K /1y®...0v, = K" /1.

g.e.d.

Let us state some basic properties concerning strong embeddings:

5.1.6. PROPOSITION. Let k be a weak partition cardinal and p,v and V' simple
order measures on k.
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1. A basic order measure i1 on Kk strongly embeds into itself with every measure
n on any ordinal A < k and the constant function H(a) = ideg, , where ideg,
is the the identity function on ot,,.

2. If v strongly embeds into V', then u@ v strongly embeds into pdv' and v & p
strongly embeds into v’ & p.

Proof. 1.If H(a) = idet, is the identity function on ot,, then H(«) is obviously
order preserving and continuous for all & € A, independent of  and A. And since
H(a)(z) = idot,(z) = x, we have H(a)(z) € A germ,-almost always for any
germ -measure 1 set A and any a € A.

2. This follows directly from 1. and the definition of strong embedding for
sums of basic order measures. g.ed.

Now we will show that the measure C? is a neutral element with respect to
the operation ® on the set of equivalence classes of basic order measures on k.

5.1.7. LEMMA. Let k be a weak partition cardinal and i a basic order measure
on k . Then we get the following strong embedding results:

1. C? strongly embeds into .

2. strongly embeds into C @ p and p @ CY and p @ CY and C¢ @ p strongly
embed into .

Proof.  Let jyp be the principal measure on the ordinal 1. We have C =
lift,(11(0y),1-€., germe. = pgoy and otes = 1. So germ,,gc. = germ,, X puyoy and
ot,gce = 1-o0t, = ot,. The same way we get germe.g, = fi{o} X germ, and
otcwug, = ot,.

1. For a € ot, let H()(0) := a, then H(«) is trivially an increasing function
from 1 to ot,. If A has germ ,-measure one then for all « € A we have H(a)(0) =
a € A and so H and the measure germ, on ot, witness the strong embedding
from C? into p.

2. Define H : 1 — °%ot, -1 by H(0)(«) := a. Then the strong embedding
i< p®CYis witnessed by the measure 170y and the function H:

e Since H(0) is the identity on ot,, it is clearly order preserving and continu-
ous.

e If A C ot,-1 has germ,, X pi7o; measure 1, it also has germ , measure 1 and
since H(0)(a) = o we have H(0)(a) € A for germ,-almost all a € ot,,.

The proofs for the rest of 2. are nearly identical to this one with the same measure
germ,, and function H as witnesses for the strong embedding. g.e.d.
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By part 2. of Lemma 5.1.7 we have ¢ S p ®@CY < pand g < CY ® o < b, SO
C? is neutral with respect to ®: From Lemma 5.1.5 follows directly

K@ Cy = k" [C @ = K"/ p.

We can also use the technique of strong embeddings to get an embedding from
K® /[ into K"/ @ v.

5.1.8. LEMMA. Let k be a weak partition cardinal and p, v basic order measures
on k. Then p strongly embeds into p@v so K/ < k"/u@ v if those ultrapowers
are wellfounded.

Proof. We show that the measure germ,, on ot, and the function H(a)(8) :=
ot, - o+ (3 are witnesses for the strong embedding.

e For every a € ot, the function H(«) is order preserving and continuous.

e If C € germ, X germ,,, then there exist by definition sets B € germ, and
A € germ,, such that for all « € A and § € B we haveot,-a+ 3 € C,
i.e., for germ,-almost all « it is the case that for germ, -almost all 3 we

have H(a)(B) =ot,-a+ € C.

qg.e.d.

For basic order measures p and v we have by Lemma 5.1.8 k*/u < k" /u @ v
and by Lemma 5.1.7 we know " /u < k" /C¥ @ p. To show the general case, i.e.,
that there is also an embedding from k*/v into k*/p ® v we need some more
assumptions and the following lemma:

5.1.9. LEMMA. Let k be a weak partition cardinal that is closed under ultrapowers
and p, v basic order measures on k with order types that are limit ordinals and
such that there is a cofinal sequence of length ot, in ot,. Assume the ultrapowers
K/ and k" /v are wellfounded. Then there is a cofinal embedding from K" /pu
into K" /v, so K"/ < K" /v.

Proof. Let (7,; a < ot,) be a cofinal sequence in ot,. For a function y : ot, —
C' we define the function z, : ot, — C by z,(0) := y(0), z,(a) = y(ya + 1)
for successor ordinals a < ot,, and z,(\) := sup,.) y(7a + 1) for limit ordinals
A < ot,. If yis of continuous type ot, then z, is by definition of continuous type
ot, with range in C.

We will show that [F], — [F], with F([ylgerm, ) := F([z,] germ,,) for functions

y € k°% is a welldefined embedding. The function F itself is welldefined, since
we have [xy]germu = [acy/]germu if [y]germ, = [V']germ,- Assume I’ and G are
functions from & to s and [F], Z [G],. Then there is a club set C' C & such that
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F([x]germ, ) z G ([x]germu) holds for all functions « : ot,, — C of continuous type

N
ot,. That means for all functions y € ngt“ we get

_ Gl(w]germ,) = G(lgorm,)

F([y]germu) = F([Zny]germ#)

from our assumption on F and G. So [F], — [F], is a welldefined embedding
from k" /p into K" /v.
Now we show that this embedding is cofinal in x"/v. Let [G], be an element

of k*/v. We need to find F : kK — k such that [G], < [F],. Define the function
F:k— Kk by

F(a) :=sup{G([ylgerm,) ; ¥ € €2* and [7ylgerm, < a}.
Since £ is closed under ultrapowers this is welldefined. For y € €2 we get

F([y]germy) = F([xy]germ#)

= sup{G([y]germ, ) ; ¥’ € ¢yt and [xy’]germﬂ < [zy]germ, }
> G([ylgerm, )
which proves [G], < [F],. g.e.d.

5.1.10. COROLLARY. Let k be a weak partition cardinal that is closed under ul-
trapowers and p, v basic order measures on k. Assume the ultrapowers K* /v
and K* /1 ®@ v are wellfounded. If v is not the measure C¢ then there is a cofinal
embedding from k* /v into K*/u @ v, so K" /v < K" /u @ v.

Proof. This follows directly from Lemma 5.1.9 and the fact that o — ot, - «
defines a cofinal sequence in ot, - ot, of length ot,. q.ed.

5.1.11. COROLLARY. Let k be a weak partition cardinal that is closed under ul-
trapowers and p1 and v basic order measures on k. Assume the ultrapowers k* /v
and K"/ @ v are wellfounded. If v is not the measure C¥ then the cofinality of
the ultrapower k" /pu @ v is the same as that of the ultrapower k" /v.

Proof. Let 7 : k"/v — K"/ ® v be the cofinal embedding from Lemma 5.1.10.
If (va; @ < cf(K"/v)) is a cofinal sequence in k" /v then (7(v,); o < cf(k*/v)) is
a cofinal sequence in k"/pu ® v, so cf(k*/u @ v) < cf(k"/v). If (Bo; a <) is a
sequence in k" /pu®v of length § < cf(k*/v) we can define a sequence (7, ; a < §)
in k*/v by v, = min{{ € */p@v; 7(§) > B} Then sup,.s57. is an element
of kK*/v, 8o m(sup,.s7a)is an element of x*/p ® v and we have sup,_s G, <

T(SUpy<s Vo). Which means that (5, ; a < J) is not cofinal in £*/u ® v and thus
cf(k*/p@v) > cf(k"/v). g.e.d.



78 Chapter 5. Canonicity of the Natural Measure Assignment

5.2 A Really Helpful Theorem

Kleinberg’s theorem, Theorem 1.7.2; can be understood as analyzing the natural
measure assignment for the ordinal algebra with one generator. If we have a
measure . such that " /p = kT, then the natural measure assignment corresponds
to the ordinal algebra above k (i.e., the next w cardinals).

In [BoL606] Benedikt Lowe and the author do the same for the additive ordinal
algebra of height w? which has two generators: if u and v are measures, and
k*/p = kT and k" /v = k@Y e, the successor cardinal just after the height of
the ordinal algebra with one generator, then the natural measure assignment is
canonical.

These proofs use the ultrapower shifting lemma (UPSL) for the computation
of the upper bounds of the ultrapowers and proceed by induction. The next
step would bee to go to height k<1 This corresponds to taking products of
measures, and everything would work perfectly if we had an analogue of the UPSL
for products of measures, but regrettably we do not have such an analogue.

Our approach is to work with the induced additive ordinal algebras, i.e., using
all of the product terms as generators, assuming for the time being that these
products behave as they should, i.e., that the corresponding ultrapowers have
the right value. This leads to the really helpful theorem (RHT) of this section,
Theorem 5.2.2. The RHT is the generalization of Theorem 24 from [BoL607]
to arbitrary finite sums of measures and appeared in the preprint [BoLo06] as
Theorem 7. It states that if all products behave correctly then the inductive proof
idea from the preprint [BoLd06] can be pushed through and we can calculate all
ultrapowers.

So in order to prove the proof of the canonicity of the natural measure assign-
ment we only need to compute the values of the ultrapowers that are generated
by the measures that correspond to the generators of the induced additive ordinal
algebra. We will do this for w* many generators in Chapter 6.

If £ < eo(= sup,,, €n) is an ordinal then there is a unique representation of it
that uses the u-values of the generators of the additive ordinal algebra. We call
this relativized version of the Cantor normal form the @-normal form of £ and
formally it is defined as follows:

Let (6,; a € gg) be the sequence of u-values of generators of the additive
ordinal algebra, Proposition 3.1.2 tells us that we have 6, := w®* We know
0o =1, 0p11 =0, - w for a < gy, and 6, = (sup,. 0,) for limit ordinals X < &.

For every ordinal ¢ < ¢y the @&-normal form of ¢ is the decomposition of &
into a finite sum of elements of (6, ; o € &), i.e.,

€ =0ng+ ...+ 0o,

where m € w. It is defined by ap := min{a € v; £ < 0,41} and a;41 := min{a €
Vi€ <bpy+ ...+ 0n, +00i1}.
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By wellfoundedness of < the @-normal form of £ is welldefined and unique.
In the case of infinite successor ordinals we will often write the @-normal form in
the form 6,, + ...+ 6,,, + 1.

We will work a lot with iterated ultrapowers in this section and in order to
facilitate readability we define the following notation for iterated ultrapowers:

5.2.1. DEFINITION. We assume the wellfoundedness of all ultrapowers in this
definition. Let (u;; i < m) be a finite sequence of measures on k < ©. For m =0
we define iUlt, (0) := a and for m > 0 we write iUlt, (po, - - -, ftm—1) to denote the
iterated ultrapower

iUt (105 - - s pom—1) := (- (&"/pom—1)"/ - - )"/ 11o-
We write iUlt (o, - . ., ftm—1) for iUlt, (po, - - -, fhm—1)-

5.2.2. THEOREM (A REALLY HELPFUL THEOREM (RHT)). Assume AD+DC.
Let k < © be a strong partition cardinal and v < gy an ordinal. Let (i, ; o € )
be a sequence of basic order measures on k and (L, ; a € ¥) the sequences of cofi-
nalities of the corresponding ultrapowers, i.e., 1o := cf(k"/ua). We assume that
the following properties are true:

i) K5/ o = k%) =kt and K/ g = K%V for 0 < a < v,

i) (k"/v)%) < K%/ @ po and (k% /v) %) < k5 /U @ g, for order measure
sums v =, fta; and 0 < o <y, and

i01) Lo = ct(K"/ o) > K for a < 7.
Then for all § < sup,.(0a - w) the following is true:
1. If € > 0 is a limit ordinal and 04, + ... + 0,,, its ©-normal form then
K& =AU, 00y (Hags - - - » fey_y) = (O™ (g @ . .. ® e, _,)-

2. If § <w is a successor ordinal and 0oy + ... + 04, (= > i), 1) its ©-normal
form then

KO = 1Ult (ftags - - - > fay,) = K/ (ftag @ - - D fay,)-

3. If € > w s a successor ordinal and 0., + ...+ 0,,, + 1 its B-normal form

then
/{(S) - lUlt(lLLa(” e nuam) — RH/(MQO EB . @ Mam)
4.
K if £=0,
cf(k©) = w if € >0 s a limit,

Lo if € is finite.
boy, U E =00+ ...+ 04, +1is a successor.
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Proof. By assumption k is a strong partition cardinal, thus regular. Also, for
all limit ordinals £ < sup,,., €, the cofinality of x© is w. So the first two parts
of 4. are trivial.

We proceed by induction on £ > 0, using the following induction hypothesis:

For all 0 < 8 <&, the following three conditions hold:
1. If B is a limit and 8 =0,, + ...+ 0,,,, then
k) = iUl 00 (Hags - -+ Ham—1) = (KO g © - © flay, -
2. If B <wis asuccessor and = 0,, + ...+ 0,,, then
(IHe) | &% = 1Ult(Hags - - - » o) = K/ Hag @ - - - © flay,
3. If B > wis asuccessor and 3 =0,,+ ...+ 0,, + 1 then
KO = U (fhags - - - s Hag,) = "/ tag © - - - © Hay,
4. cf(k?) = 1 if B is a finite successor.
| 5. of(kP) =14, if B=04 + ...+ 04, + 1 is an infinite successor.

Obviously, if all (IHg) (for £ < sup,.. (0, - w)) hold, the theorem is proven.

By assumption we have " /py = k™ and cf (k) = cf(k"/19) = 10, so the base
case (IH;) holds.

For the successor step we assume that (IH¢) holds and prove (IH¢i ;). We have
to distinguish between £ + 1 being finite and £ + 1 being infinite. We start with
the finite successor case, so let 6,, + ...+ 6,,, be the @-normal form of £ + 1.
This means of course that we have 6,, = 6y for all i < m. We prove part 2. of
(IHe1q) as follows:

/ﬂ'/(é-—"_l) — (K(0a0++9am71)>(9am)
= (K" loy ® - .. ® Hla,,_,)%m)  Induction Hypothesis
< Koy @ .. D Assumption ii)
< (K o, ) /Moy B - - - @ Ha,, , Lemma 5.1.1
< AU (Hags - - - 5 Ham) Lemma 5.1.1
= (iUlt(kays - - - s Ham )"/ Hao
= (KOarttbam)ye [y Induction Hypothesis
< et tbam) UPSL (Theorem 1.7.3)
= &,

Using k&*Y = iUlt (o, - - - » fay,) With O, = 6 for all i < m and Lemma 1.4.9
(repeatedly) we get

o = cf (K" pta,) = ... = cf(QU ey, - - - sty )/ thao) = cf(kETD),

which proves part 4. of (IH¢y1) and thus the validity of (IH¢.) for finite successor
ordinals & + 1.

We proceed with the infinite successor case, so let 6,,+...+0,, +1 be the &-
normal form of £+1. We can use nearly the same method as in the finite successor
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case but we have to take special care of the finite “tail” of 0,, +...+0,,, + 1. If
0., itself is infinite then either m =0, v.e., £ +1 = 0, + 1 for some 0 < a < 7, so
we have by assumption £tV = k% /u, and cf (k) = cf (k" /p1o) = Lo and thus
(IHetq) holds, or m > 0, i.e., 6,,, and 6,,, , are infinite, and we can prove part
3. of (IHgyq) as follows:

(61D

(K(9a0+...+eam_1 +1))(9am+1)

(K o @ - - - D fha,,_,)PemTD  Induction Hypothesis

< Koy @ ... D la, Assumption ii)

< (K" o) tag @ - - - @ Ha,, , Lemma 5.1.1

< AU (Hagy - - - 5 Ha) Lemma 5.1.1

= ((Ult(tays - - o)™/ Hag

= (kWartHlam+i)ye/yy Induction Hypothesis
< gWagttbam+1) UPSL (Theorem 1.7.3)
— e

If 0, is not infinite then it is 1, i.e., 0,,, = 0y and we can write the ordinal £
as Opy + ...+ 04, , + 00+ 1. In this case we prove part 3. of (IH¢;;) as follows:

REFD = (00 tt0ar_1+1))(60)
= (K" ftag © ... ® e, _, ) Induction Hypothesis
< Koy @ .. B la, Assumption ii)
< (K% o, )"/ taw © - - - @ Ha,,_, Lemma 5.1.1
< UL (Hags - - - 5 Ha) Lemma 5.1.1
= ((Ult(tays - fam)™/ Hag
= (kWartHbam+)ye/y Induction Hypothesis
< gWagtetbam+1) UPSL (Theorem 1.7.3)
— g+

To prove the necessary cofinality result, i.e., part 5. of (IHey1) we again use
KEFD = iUl (lag, - - - » Moy, ) and Lemma 1.4.9 (repeatedly) to get

Loy, = CF(K"/pia,,) = - = A (AU (e s - - - s ooy, )" Hhag) = cf(m(5+1)),

which proves the validity of (IH¢) for infinite successor ordinals & + 1.

Now for the limit case in the induction. We assume that (IHg) holds for all
B < & and will show (IH¢). If € = 6, for some o < v we have nothing to prove
since then part 1. of the induction hypothesis reduces to € = iUlt, ¢ (0) = £
and thus IH holds trivially. So let 04, + ... + 0,,, be the ®-normal form of £
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with m > 0. If oy, is a successor we have 0,,, = sup,,c,, 0a,,—1 - 7 and so we get

/{(5) a0+---+6am,1 +9am71'n)

sup,c,, (1’
SUDpew (K oy © -« - D Loy, 1 D fay—1 @ n) Induction Hypothesis

< suppey, ((K°/ ttam—1 ® N)*/ftag ® . .. ® o, ,) Lemma 5.1.1

— suppey, (KO ™) /o & . @ i, ) Induction Hypothesis
< (Km0 @B e, Lemma 1.4.8

< UL, Gam) (Bag B - - - D Lo o5 Ham_1) Lemma 5.1.1

< AU, 0am) (Fags - - - » Ham,_ 1) Lemma 5.1.1

< AUt 6ay, s +0am) (Hags -+ - 5 Hom ) UPSL (Theorem 1.7.3)
< gllagtetam) UPSL (Theorem 1.7.3)
= ©

= k&,

On the other hand, if a,, is a limit we have 0,,,, = supg,, 03 and so we get

SUDgea,, (K/tag @ - - ® fla,_, ® pug) Induction Hypothesis

< Supgea,, ((K°/118)"/ttag @ - - - @ Ha,,_,) Lemma 5.1.1

= SWpseq, ((K)"/tay @ ... ® fia,,) Induction Hypothesis
< (Km0 @B e, Lemma 1.4.8

< UL, 0am) (Hag @ -+ - D tay, oy Hag,_1) Lemma 5.1.1

< AUL, bam) (Bags - - - » o 1) Lemma 5.1.1

< AU 6ay, s +0am) (Hags -+ + s Hom ) UPSL (Theorem 1.7.3)
< fOaottbam) UPSL (Theorem 1.7.3)
— x©

= k©.

In both cases we have shown

H(&) — (K(Gam))ﬁ/ﬂao @ . @ IU/am—l = iUltﬁ(Gam)(/ﬁam e 7lL[/am—l)7

which means that IH¢ holds. We have dealt with successor and limit case, so the
induction and thus the proof is finished. g.ed.

5.2.3. COROLLARY. Assume AD 4+ DC. Let k < © be a strong partition cardinal
and v < g an ordinal. If (ua; o < ) is a sequence of basic order measures on
k that fulfills the requirements of Theorem 5.2.2, then for all £ < w7 and finite
sequences (a;; 1 < m) € ¥ we have

g G0t Hamt) — ULt (o) (ftag, - - - » flay, ) = (H@)“ [(ftay @ ... @ fhay,).
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Proof. 1If 03, + ...+ 03, is the ®-normal form of 0., + ... + 0,,, + &, then the
®-normal form of ¢ is an end segment of O3, + ...+ 03,, i.e. there is a k > 0 such
that 05, + ...+ 0, is the @-normal form of . And for all 7 < k thereisa j <m
such that 63, = 0,,. So using RHT (Theorem 5.2.2) we get

H(9‘10+"'+00‘m+§) — K(930+‘..+05n) — K/H///Lﬁo @ L @ Mﬁn

Lemma 5.1.2 allows us to insert the missing elements of the sequence (fiq, ; ¢ < m)
and then we can apply Lemma 5.1.1 in order to get

K gy @ .. B g, < K" lhag D - D Loy, ® g, © ... D g,

< (K"l © - ® )" g ® - @ o = (K /o @ ... ® pa,-

And finally we can use Lemma 5.1.1 and Theorem 1.7.3, both repeatedly as we
did before in the proof of RHT (Theorem 5.2.2), to show that we have equality:

(K(g))”v [Hao @ - - & fla, < iUl (Hags - - -+ Ham) < gOao b Hbam 8],

g.e.d.

Lemma 3.3.3 together with Theorem 4.3.2 allowed us to reduce the question
of canonicity for the natural measure assignment to whether the induced measure
assignment on the additive ordinal algebra is canonical or not. The Really Helpful
Theorem is called really helpful because we can combine it with these results to
get simple conditions for the canonicity of natural measure assignments.

5.2.4. LEMMA. Assume AD + DC. Let k < © be a strong partition cardinal that
is closed under ultrapowers. Let GA, = (germ,ot) be a k-germ assignment for
the ordinal algebra 2L, with v-many generators B. As before let

B, ::{®V5i;5€7” with B; > B; >0 for alli < j<n andn < w} U{Vy}.
i<n

We consider *B., ordered with the normal lexicographic order <ix and denote the

ath element of P, with S,. Let X be less or equal to the length of *B,. If the fol-

lowing conditions 1(k, ), II(k, ), and II(k, ) hold for a < X\ then the natural

k-measure assignment NMA,, derived from the germ assignment GA,; is canonical
A

up to K@,

I(k,0):  k"/lift,.(germ(Sp)) = kT,

I(k,a) :  Kk%/lift,(germ(S,)) = x“*+Y for 0 < a,

II(k,0):  (k"/v)" < k"/v @ lift,(germ(Sy)) for simple order measures
v = lift,.(germ(z)) with o(x) < w?,

M(k,a): (&/v)@" ) < kv @ lift,(germ(S,)) for simple order
measures v = lift, (germ(z)) with o(z) < w* for 0 < «, and

I(k, @) : cf(k"/lift,(germ(S,))) > k.
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Proof. From Theorem 4.3.2 we know that NMA, is almost canonical up to
kBt )) - And if 1, ,, [0, and 11, hold for a < A then by Corollary 5.2.3 the

measure assignment NMA, is canonical up to k) = k@Y for the induced
additive ordinal algebra A, so by Lemma 3.3.3 the natural measure assignment
NMA, is canonical up to K@) g.ed.

In view of Lemma 5.2.4 it is clear how we have to proceed. We want to show
that the natural measure assignment we defined in Section 4.5 is canonical and
Lemma 5.2.4 tells is that this task essentially boils down to the computation
of the values of certain ultrapowers (I(k,a), II(k,«)) and and their cofinalities
(III(x, «)). In the next section we will start an inductive proof to show that
conditions I(k, ), II(k, ), and I1I(x, @) under AD hold for odd projective ordinals
k and for a < w®.

5.3 The First Step, the Order Measure C¥

5271—1—1

We want to prove that the measure assignment NMA(;%H+1 is canonical, so we nat-
urally start with the basic case, where we have the germ germ(Sy) = germ(V,) =
[ty with order type ot(Sp) = 1. We have to check conditions I(85,,4,0),
11(85,,,1,0), and I11(83, 1, 0) of Lemma 5.2.4 for all odd projective ordinals d5,,., ;.
From Lemma 4.4.1 we know that lift(;%nﬂ (t4g0y) is the w-cofinal measure Cg’%nﬂ on
85, +1, condition 11(63,, +1,0) demands that we take a closer look at the properties
of this order measure.

5.3.1. PROPOSITION. Assume AD+DC. Let k < © be a strong partition cardinal
and p an simple order measure on k. Then

1. kT < K"/CY, and
2 (5t < R (u e CE).

Proof. Claim 1. is Theorem 2.2.12. So we need only to prove claim 2. For
f:k — kdefine f : 5k — k by f(T@~f7) := f("@"). By Lemma 5.1.2 this
induces an embedding from x"/p into k% /(u @ C¥). We'll show that this embeds
k" /u into a proper initial segment of x*/(p & C¥) which is enough by Martin’s
Theorem 1.6.1. Let f € k" be arbitrary and let 7 be defined by 7("a~57) := 5.
We shall show that [f]uece < []usce holds:

Let S be the set of tuples (z, ), where x : ¢ — & is a function of continuous

type ot, and o < k an ordinal with cofinality w such that o > supz. Note that

S is just the set €21 in a different notation. We partition this set according to
whether

(T [tlgorm, ) < @
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1
62n+1

holds or not. By Lemma 1.9.2 exists a homogeneous club set C' C k for this
partition. Toward a contradiction we assume that C' is homogeneous for the
contrary side, i.e., for all x € Qfgt“ and ordinals o € C' that are greater than sup x
and have cofinality w

f(l_[;jgerm#—l) >«

holds. For 8 < k let o(3) be the wth element of C' greater than max{s3,sup x}.
Then

—

VB <k f("[z]germ, ") > 0(B) > B,

ﬁ
which means f("[%]germ, ') > £, a contradiction.
So C'is a homogeneous club set for the stated side, let us write down what
that means: There is a club set C' C x such that for all z € Q:gt“ and ordinals

H
a > sup z with cofinality w, we have f("[z]germ, ) < . If we see v as a function

y : 1 — C and use the definition of f and 7 this translates to: There is a club set
C C k such that for all z € €2, for all y € ¢t ... We have

e ~ N rrd ~ T
f( [x]germM [y],u{o} ) < 7T( [x]germu [y]u{o} )
We know that pif0y is the germ of Cy, so this is exactly what we wanted to prove.
g.e.d.
We now can prove the first step in our inductive proof of the canonicity of the

natural measure assignment NMA 51 o
n

5.3.2. COROLLARY. Assume AD+DC. The &3, ,-measure assignment NMAg
Jor &y derived from GAgy  is canonical up to height (83.1) ).

Proof. From part 7. of Theorem 2.2.12 we know that

61 5%n+1 Cw o 51 +
2n+1 / 1 _( 2n+1)

0341

and from Theorem 1.7.2 follows
1 6%n+1 w 1 +
Cf(52n+1 /05%n+1) = (52n+1) )

so requirements 1(8, 1,0) and I11(83, ;,0) of Lemma 5.2.4 are met. And from
Proposition 5.3.1 we get condition I1(83, 1,0). So Lemma 5.2.4 proves this corol-

lary. g.ed.

The canonicity of the measure assignment NMAg;  up to height (85,51) @
means that we can compute the values of ultrapowers with respect to Cy; ~ -sums.
2n+41
5.3.3. COROLLARY. Assume AD + DC. Let 85, be an odd projective ordinal

1
and n € w. Then 5%%162"*1/63’% ®n = (83,41) ™.
n+1
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Proof. Let x be a projective ordinal 83, ;. We know lift, (10;) = C¥ and from
the canonicity of the measure assignment with germ(Vy) = p{0} we get

K*/CY @ n = K" /lift, (germ (Vo @ n)) = (k)CVE) = ()™,

qg.e.d.



Chapter 6
Computation of the Ultrapowers

In Section 5.3 we did the first step in our inductive proof of the canonicity of the
measure assignment NMA,. By Lemma 5.2.4 we have to check the conditions

o I(k,a): k" /lift,.(germ(S,)) = k“"*V for 0 < a.

o Il(x,a): (k%/v)@" Y < k* /v @ lift,(germ(S,)) for simple order measures
v = lift,(germ(z)) with o(x) < w* for 0 < a.

o IIl(k,a): cf(x"/lift,(germ(S,))) > k.

for all odd projective ordinals x (and for increasing values of «) to continue with
this proof. Condition I(k, ) means we have to compute certain ultrapowers,
whereas II(k, a) only needs lower bounds for certain ultrapowers.

Our general technique for computing the cardinal value of a wellfounded ul-
trapower is to find upper and lower bounds for the ultrapower and show that they
coincide. The lower bound is normally found by embedding sufficiently many ul-
trapowers into the ultrapower in question. For example, Lemma 6.1.1 will state
that for odd projective ordinals x we have for all n < w

KEJCY @n < KY/CH

and since by Lemma 2.2.11 no ultrapower on a regular cardinal has cofinality w
we can conclude
k@D < K" /C,

which gives us a lower bound for k" /C¥'. So if we can show that the lower bound
is also an upper bound, .e.,

REJC < kT,
then we have computed the value of x"/C% to be k“+1).

87
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6.1 Lower Bounds

We now continue in our induction and examine the ultrapowers generated by the
lift of germ(V,) = C¥ , germ(V; ® V) = (C2 )®?, and so on. By Corollary 4.4.4
we know lifts  (Cy) = and we will prove that the wj-cofinal measure
generates an ultrapower larger than any of the finite iterations of the w-cofinal
measure. This will give us a lower bound for the ultrapower and also prove
condition II(k,1). In a similar manner we get lower bounds for the ultrapowers
k" /(Cy)¥" and prove condition II(x,n) for all n < w. First we show that we can

embed enough ultrapowers into x*/(C&1)®™:

6.1.1. LEMMA. Assume AD+DC. Let k be an odd projective ordinal, i a simple
order measure on k, v a basic order measure on k, and n € w, then

1. K*/CY @n < KF/CY1,
2. KM pn@Cl@n < K" /pud G,

3. K lv@n<k"/lv®Ca, and

K 7

4. K'lperean<k"/udveCer.

Proof. 1. and 2. are just 3. and 4. with v = C, since from Lemma 5.1.7 we

know that C¥ @ C* = C¥'. The proof for 3. is just a simpler version of that for
4., so we will only present a proof for 4. Let 1 be the measure C3 ® n on wy, so
A€en & thereisaclub C CwVag < -+ < a,_1 € C such that "a™' € A.

Let m := lh, and define for each f : kK — & a function f : Kk — K by

f('_gﬁ[y]germyxcggl—') = [d f('_g/\h = y(ot, - o+ 7)]germy—l)]m

where 5 € [s]™ and [y — y(ot, - &+ 7)|germ, stands for the sequence
([v = y(oty - ao +7)]germ, - -+ [V = y(0by, - @1 + 7)]germ, ))-

First we have to prove that f is welldefined. If [y]germ, xcy = [y/]germuxcgl then

w1

there is a club set C C w; such that for all § € C the set
As:={y<ot,;ylot,-d+v)=1vy'(ot,-d+7)}
is in germ,. Which means that for all 6 € C' we have

[y = y(ot, - § + 'V)]germy =[y+ y/(Otv 0+ '7)]germl,-
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It follows immediately that for all & € [C]"

f(rBA[7 = y(Otu CQ ’y)]germy—l> = f( B)A[fy = y/(Otu Ca '7)]germl,—l>’

so by definition of f we get f(rg“[y]germyxcxlj) = f( EA[y’]germUXcsl ), which
means f is welldefined with respect to germ, x C% equivalence classes.

Now we can show that f — f induces a welldefined embedding from <" /p &
v@n into k°/p@v@C . Assume [fluevon — [9]peven, i-e., thereis aclub C' C k

such that for all Z € Cgt” and all 7 € ch::izz_ we have

|_—> o - = |_—> a1 -
S (" Elgerm, “[tlgerm, o, ) _ 9(7[lgerm, " [elgerm, ., ).
Let 7€ €% and y € Cor " = g1 he a function of conti type ot
etz e, andy ¢ Comupz  — CCopups € a Iunction or continuous type ot g« .

For @ € (wy)" define functions z,, : ot, — Csgqpz by 24, (7) == y(ot, - a; + 7).
Since y : ot, - w3 — Cigpz is a function of continuous type ot, - w; we have
(Tagy -+ Tay,_q) € Q%t:f;’;g for all increasing sequences @ € [wy]". By assumption

on C that means for all increasing sequences @ € [w;]™ we get

F (T Elgerm, ™ ([Zaolgerm, » - - -+ [Tan_1]gorm, ) )

] ~ T
_ 9 elgerm, ™ {[Faslgerm, s - - - [Fa,1 Jgerm, ) )-

Since wy itself is a club subset of w; we immediately get

(@ F("[Zgorm, " [Y — 9(0ts - @ + 7)]gorm, Vn

"

—
_ @ = 9("[elgerm, " [y = (ot - &+ 7)]germ, )n.

where [y — y(ot, - & + 7)]germ, again stands for the sequence
(v = yloty - ap +7)lgerm, : - -, [v = y(Oty, - an_1 + 7)]germ, ))-

So for all 2’ € ngt“ and y € e:‘g};:;{ we have

A = —

f(r[z]germuﬁ[y]germyxcgjl —l) < Q(F[Z]germ#/\[y]germyxcgl —l)

and this proves that f — f induces a welldefined embedding. g.e.d.

Now we can use Lemma 6.1.1 to show that condition II(x,n) of Lemma 5.2.4
holds for the natural measure assignment NMA,, for all odd projective ordinals
and finite n. Lemma 6.1.1 also enables us to get lower bounds for the ultrapowers

REJ (G
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6.1.2. PROPOSITION. Assume AD + DC. Let k be an odd projective ordinal and
1 a simple order measure on k, then for all natural numbers n > 0 we have

1. KW < gR/(CoN)® ) and
2. (R /)" <k (@ (C)=™).
Proof. We prove this by induction over n and start with n = 1. By repeatedly
applying Proposition 5.3.1 we get that for any m € w
kM < K"/CY @ m and
(55 ) ™ < K%/ (@ C2 @ m).
By taking the supremum over n on both sides and using Lemma 6.1.1 this yields

k@) < sup(k"/C @ m) < k/C' and

mew

(k" /1)) < sup(s"/p @ C2 @m) < K/ ®C2

mew

But we know from Lemma 2.2.11 that both cf(k"/C«") and cf(x"/u & C¥') are
greater w, so
k@D < K/ @ C¥ and
(K*/p) ) < w5 (pe C).
For the induction step assume x©"*1) < k%/(C¥1)®" and (x*/p')@"*+D <

K"/ (1 @ (C<1)®™ holds for n and all simple order measures 1/. Let m > 0 be a
natural number, then we get by repeated application of this induction hypothesis

pETMID < (g (een)@m) @t mmDHD) << R (C41)®™ @ mand
(&) "D < (W5 (p@ (C) oM@ <L <R (e (C)" @ m.
Now we use Lemma 6.1.1 with v = (C*)®™ in order to get
R J(C) B m < K€ @ G = K/(C2)P ) and
K0 () ©m < K@ (C)°" @O = K (C2) ),
By taking the supremum over m we arrive at

H;(wn-kl) — sup (,{(w"~m+1)) S Kn/(c:1>®(n+1) and

mew

K wntl . wmm P w n
(/) = sup (") ") < e (€10,

mew

We know from Lemma 2.2.11 that the cofinality of the ultrapowers x/(C<*)®(n+1)
and K%/ @ (C¥1)® D is greater w, so

£ < kR (e B+ and
(K" /)" < k% (Cor )P D),

which proves the induction step, since by Martins Theorem 1.6.1 the two ultra-
powers are cardinals. g.e.d.
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6.2 How to Compute Upper Bounds

Our technique for computing the cardinal value of a wellfounded ultrapower is to
find upper and lower bounds for the ultrapower and show they coincide. Propo-

1
sition 6.1.2 provided us with lower bounds for &5, +162"“ /(Cst )®™ and proved
2n+1
the validity of condition I1(d3,,,,7) for n < w. Now we have to find a good upper

61
bounds for the ultrapowers &3, (G e,
2 1

In order to do this we reduce the problem of finding an upper bound to finding
an upper bound for restricted versions of the ultrapower in question. For this we
will need to be able to get dominating functions for the functions that generate
equivalence classes:

6.2.1. LEMMA. Assume k < is a cardinal with the weak partition property and
1 a basic order measure on k with order type o < k. If G : kK — Kk represents the
equivalence class |G, € K%/ then there is a function g : kK — K such that there
is a club set C' C r such that G([f]germ,) < g(sup f) for all functions f € C¢.

Proof. Let S be the set of tuples (f,«), where f : o — & is a function of
continuous type g and « an ordinal with cofinality w such that a > sup f. Note
that S is just the set ¢@" in a different notation. We partition this set according
to whether

G([flgerm,) < a

holds or not. By Lemma 1.9.2 exists a homogeneous club set C' C & for this
partition. Toward a contradiction we assume that C' is homogeneous for the
contrary side, i.e., for all f € €2 and ordinals o € C' that are greater than sup f
and have cofinality w

G([fgerm,) > a

holds. For 8 < k let o(3) be the wth element of C' greater than max{3,sup f}.
Then

V6 <t G([flgerm,) 2 0(8) > B,

which means G([f]germ,) > £, a contradiction.
So C'is a homogeneous club set for the stated side. For av < k we define

g(a) := ¢, where § is the wth element of C' greater than «,

this function does the job: If f is an element of €2 then g(sup f) is larger than
sup f, has cofinality w and is an element of C, so G(| f]germu) < g(sup f) holds.
q.e.d.

Now we can use Martin trees to show that the successor of the supremum of
certain restricted versions of the ultrapower is an upper bound for the ultrapower
itself.
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6.2.2. LEMMA. Assume AD + DC, let k > wy be an odd projective ordinal and p
a basic order measure on k with cf(ot,) = wy. Then

K < (sglp[Gn]W,

where
C([lgerm,) = (sup ) /€5, @ .

Proof. Let [G], be an element of x*/u, where G : Kk — k. By Lemma 6.2.1
there is a function ¢g : Kk — k and a club set C' C k such that

Vf: ot, — C G([f]germu) < g(Sup f)

Since k is an odd projective ordinal we can apply Theorem 2.2.19 to the function
g. So we get a Martin tree 7" on x and a club set C' C « such that for all « € C
with cf(a) = w; we have g(a) < |T''sup,, (a** /W2 ) |. For all functions f € eom
of continuous type ot, we have that sup f is an element of C' with cofinality

ot, = w;. Which means that for all functions f € Qloct“ we have
G([flgerm,) < g(sup f) < |T'T'sup ((sup f)*'/C5, @ n) |.

Since no wellorder on an ordinal is longer than the cardinal successor of this
ordinal this means

.
U] €€ Gllflgem,) < (s (500 ) 05, 0m) )

So for all G : k — Kk exists a club set C' C k such that

.
VS €€ G({flom,) < (sup Gan]germ#)) |

in other words " /u < (sup, [G,],)". g.ed.

Which means, if we can compute [G,]c«1 for all n we get an upper bound for
K" /C2t, if we can compute [Gy]er =1 We get an upper bound for £/C* @ C2*,
ete.

We will show that for all natural numbers n > 0 and basic order measures
p # C2 on k there is an cofinal embedding 7, : K*/C* — [G] ,gce -

6.2.3. DEFINITION. Assume AD. Let K > w; be an odd projective ordinal. Let
i # C¥ be a basic order measure on x and 0 < n < w, we define 7, : K*/C* —
(Gl g as follows: 7y, ([Fleer) i= [0 (F)],gcer, where for g : ot, - wy — & of
continuous type ot, - w; we have

7Tu7n(F)([g]germu><C$1) = [O_Z — F(Sl;p g(ﬁ, an—l))]051®n-
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Then 7, ,,(F )([g]germux%1 is welldefined: Let g, ¢" : ot, - w; — & be functions
of continuous type ot, - w; and assume [g]germuxc;;l = [g/]germuxcfjl holds. In
Remark 1.4.6 we mentioned that we can view g as a function on a product set
instead of on a product ordinal. So there is a club set C' C w; such that the set
D, :={6<ot,; g(6,a) = ¢'(6,a)} is in p for all &« € C, and since ¢g and ¢’ are of
continuous type ot -w; and germ,, contains end segments we have for all a € C

sup g(8,a) = sup g(B,a) = sup ¢'(3, @) = sup g(B, ),
B BEDa BEDq B
i.e., for all @ € [C]" we have F(supg g(5, an)) = F(sups ¢'(3, o))
By Lemma 1.3.9 exists a club set C' C & that is closed under F, so for all

Ot;ywl

functions g € €, we have F'(supg (8, a) < supg for all a € w;. And since w;

is itself a club subset of w; that means for all functions g € Cgt“ “! exits a club
set D C w; such that

F(sup g(f, 1) < supg for all & € [D]™,
B

i.e., [@ — F(supg g(3, cn-1))]cs en € (supg)**/Cg ®@n for all functions g €
(’:Oct“ “!and thus
[ﬂ-%n(F)],u@C,:}l € [Gn]u@@cijl-

Now we have to prove that m,, is a welldefined embedding. So let F,G : k — &
be functions such that [F|eer = [G]eer. That means there exists a club subset
C C k such that for all functions g € €Z' there exits a club set D C w; such that
forall « € D

Let h € ngt“'wl be a function of continuous type ot, - w; and define the function
gn : w1 — C by gu(a) :=supg h(B, o), then g, is a function of continuous type w;

exits a club set D C w; such that

‘w1

with range C. So for all functions h € Qloct”
foralla € D

F(sup h(8, a)) _ G(sup h(8, a)),
B B

we can go from D to [D]" as we did before and get for all functions h € q:‘g‘“'“”

(@ = F(suph(B, an-1)leg,en _ [0 = Glsup h(8, an-1))es, on-
8 < s

Which is equivalent to [m,,,(F)] et = [Tun(G)] et 50 Tup is indeed a wellde-
fined embedding.

6.2.4. LEMMA. Let k > w be a regular cardinal. If f : [wi]™ — kK is a function
then there is ' : wi — K such that [fles on < [@ — f'(an-1)lcs @n and sup f =
sup f.
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Proof. Let f'(a) := SUP, o <. <an_nca f(Q0s - an_2,a). Let C be a club
subset of wy, then f(d@) < f'(ay,—1) holds for all @ € [C]", i.e., [fles on < [@ —

f'(en—1)]es @n, and sup f = sup,, | SUPqoca;<...<a,_, /(@) = sup f’ g.ed.

6.2.5. LEMMA. Assume AD 4 DC. Let k > 8] be an odd projective ordinal. Let
w # CY be a basic order measure on k and 0 < n < w. For every function
G 1k — K with [Gugce € [Grl g exists a function F : k — K such that

ﬂ-ﬂan([F]C:l) > [G]u®C:17
i.e., Tun 15 cofinal into [Gp],qeer -

Proof. Since p # C the order type ot, is a limit ordinal greater w. Let P
be the set of pairs (g, f), where g : ot, - w; — & is of continuous type ot,, - wy,
f w1 — Kk is of discontinuous type wq, and

9(0,a+1) <= sup 9(@@)) < fla) <g(l,a+1,)
B<ot,
holds for all & < w;. We partition this set according to whether
G([g]germuxc‘ﬁl) < [07 = f(anl)]CLﬁl@n

holds or not.

Toward a contradiction, suppose C' C k is homogeneous for the contrary side.
Since [G],gce1 € (G, gee We can also assume that for all functions g : ot -w; —
C of continuous type ot, - w; we have

G([g]germuxCﬁjl) < Gn([g]germﬂxcﬁl) = (sup 9)*' /C, @ n.

Let [fles, @n be an element of (sup g)** /C;, ® n that dominates G([g]germ,, xcs, )
we can assume sup f = sup g and by Lemma 6.2.4 we can also assume that f only
depends on «,,_1, i.e., is a function from w; to k:

G([g]germyxczl) < [0_2 = f(an—l)]ctjltxm-

We do a shifting argument and define functions ¢’ : ot, - w; — C and [’ :
w1 — C as follows:

e Let ¢'(3,0) be g(53,0), for all 8 < ot,,
e let ¢'(0, 0 + 1) be supg o, 9'(8; @), for all @ < wy,

e let ¢'(B3, A,) be g(5, ), where X is such that g(0, \') = SUPg< ) g<ot, J (8, ),
for all # < ot, and limits A < wy,
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e let f'(a) be the wth element of C' greater than the maximum of ¢’'(0, v+ 1)
and f(«), for all a < wy,

o let ¢'(B,a+ 1) be g(B,a’), where o is least such that g(1,a') > f'(a),
for all 0 < 8 < ot, and a < wy.

Then ¢’ : ot, - w; — C is of continuous type ot, - wi, f' : wy — C is of
discontinuous type wy, [g’]germﬂxczl = [g]germuXCgla @ — f' (an)]%@n > [a@ —
f(an>]c;11®n, supg’ = sup f' =sup f =supg, and f’ and ¢’ are ordered as in P.
But since G([glgerm, xcs, ) depends only on the germ,, x Cg -equivalence class of
g this contradicts the homogeneity of C for the contrary side, so C' has to be
homogeneous for the stated side.

That means we have G([glgerm, xcz, ) < [@ — f(an)]cs en for all pairs (g, f) in
P such that f and g have range in C'. We use the club set C' to define a function
F:r—C:

Let F(«) be the wth element of C' greater than «.

This function F* will do the job, we have to show that [1(F)] ,gcer > [G],ge
holds. Let g : ot,, - w; — C be a function of continuous type ot, - wi, we define
functions ¢’ : ot,, - w; — C and f; : w; — C as follows:

e Let ¢'(3,0) be g(5,0), for all § < ot,,

let ¢'(0,a +1) be g(0,a + 1),i.e., supg o, 9(53, @), for all a < wy,
let ¢'(3, ) be g(5,A), for all § < ot,, and limits A < wy,

let f,(«) be the wth element of C' greater than g(0,a + 1),
for all o < wy,

let ¢'(8, e + 1) be g(n + B, ), where 7 is least such that g(n, a) > f,(«),
for all 0 < 8 < ot, and a < wy.

Then ¢’ : ot, -wy — C is of continuous type ot, - w, [g/]germ#XC:jl =
[g]germuxcu“jl, fy w1 — C is of discontinuous type wy, the functions ¢’ and f,
are ordered as in P and supg_og, 9(0; @) = Supgog, ¢'(5; @) for all limit ordinals

a < wy. Since C' was homogeneous for the stated side of the partition we get
G([g]germuxcgl) = G([gl]germuxcgl) < [& = fg(an—l)]Cﬁl(Xm =
G([9lgerm, xcz ) < [@ — the wth element of C' greater ¢'(0, -1 + 1)les @n

A G([Q]germux(ﬁgl) <[adw~ F(sup ¢'(8, Oén—l)]ngl@n

fB<ot,

A G([g]germeCfgl) <[dw F(ﬁsulg 9(8, an—l)](%@n
<ot,

& G[glgerm, xcz,) < Tun(F)([9]germ,, xcz, )-
q.ed.
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6.3 Computation of (5%%1)5%”“/ C;}f

2n+1

We proceed with the computation of the ultrapowers x*/(C¥*)®" for odd projec-
tive ordinals . In this section we will deal with the case n = 1, i.e., we show that
the ultrapower x*/C%! is k(“+1). This is not a new result, Martin showed 5?1)5‘%’ / C;}%l
from AD before 1981, see the appendix of [KeMo78]. The proof of Theorem 6.4.4
is similar but more complicated than the proof of this result, so that the method
can be seen more clearly in this simpler case. Theorem 6.3.4 is also needed as
induction basis for Theorem 6.4.4.

From Proposition 6.1.2 we have a lower bound for the ultrapower x*/C¢* and
by Lemma 6.2.2 it is enough to get upper bounds for the restricted versions of
the ultrapower to get an upper bound for £*/C¥'. In the proof of Lemma 6.2.2
we used Martin trees to get upper bounds for functions and we will use a similar
idea in the proofs of Theorem 6.3.4 and Theorem 6.4.4. In this section we need
only the result for Kunen trees:

6.3.1. LEMMA. Assume AD + DC and let k be an odd projective ordinal. Let
¥ : Kk — Kk be a function, C a club subset of k and K a tree on k such that for all
g w1 — C of continuous type wy we have

79([9]051) <[d~ |Kf9(04n—1)|]Cgl®n~

Then there is a function V' : k X [w1|™ — Kk such that for all functions g : w; — C
of continuous type wi we have

I([gles,) = 1@ — [KTg(an-1)|(?" ([gles, )(@)]es, en and

ﬁl([g]%l)(o}’) < g(ay—q) for all d € [wy]".

n

Proof. Let g:w; — C be a function of continuous type wy. Let ¢ : [wi|" — &

represent the ordinal J([glcy ) with respect to €3, ® n. We define the function
' ([gles,) + [wr]” — glan—1) by

9 ([9les, ) (@) = min{B < r; (@) = |[K[g(an-1)|(8)}.

So if g,¢' : w; — C” are functions of continuous type w; with [g]cﬁﬁl = [Q]ijl and
t,t": [wi]" — £ are functions such that J([g]es ) = [tles on = [!']cs, @n then for
Co. ® n-almost all @ we have

min{3 < r; t(d) = [K[g(an-1)[(8)} = min{F < x; (@) = [K1g'(an-1)[(5)}-

That means 9" is welldefined on a C% ® n-measure 1 set and by its definition we
have for all g : w; — C of continuous type wq

I(lgles,) = [6 = [KTg(an-1)| (9" ([gles, ) (@))]es, @n
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2n+1

with 9'([glcs )(@) < g(a-1) for all @ € [wi]™. g.e.d.

So we analyze elements [J]y«1 of the ultrapower (d},,,)"/C%* using Kunen
trees. We want to do this until we have a complete representation of 1]« for
which we then can compute its ordinal value. This will require the following
technical lemmas:

6.3.2. LEMMA. We assume the weak partition property of wi. Let kK > w be a
reqular cardinal, n a natural number, H : [wi]"™ — & a function, and g : w; — k
an increasing continuous function. If there is a club set D C wy such that H(d) <
g(a,) holds for all @ € [D]™*! then there is a club set C' C wy such that

e there is a function {y : wy — wy such that H(&) < g({y(ay,_1)) holds for all
ae 0] ifn>0 and

e there is an ordinal v, € wy such that H(&) < g(vy,) holds for all @ € [C]"!
ifn=0.

Proof. Since the proof for the second case is a simpler version of that for the
first case we will do only the case n > 0. We can assume without loss of generality
that D contains only limit ordinals. Fix an increasing sequence («y, ..., x, 1) €
[D]". Then for a € D greater «,,_1 we have H({(«g,...,q@, 1,a)) < g(a). Since
g is a continuous function and « a limit ordinal there is a 3 < « such that
H({ag,...,an_1,a)) < g(f). Let r(a) be the minimum of such 3, then r :
D, , — w is a regressive function on the club set D~,, ,, the set of ordinals
in D that are greater than a,,_;. By Lemma 1.3.12 that means that there is an
ordinal 7 < w; and a stationary subset S C D-,, , such that r(a) = 7 is true
for all « € S. Let £({cv,...,a,—1)) be the smallest such 7, we now can define the
function ¢, : w; — w; by

ly(ar) :=sup{l({a, ..., 0n_2,a)); (ag,...,0n_2,a) € [D]"}.

Now we partition the set €/ of continuous functions x of type n+1 according

to whether
H({z(0),...,z(n))) < g(ly(z(n—1)))

is true or not. By the weak partition property of w; there is a homogeneous
club set C for this partition. Assume C' is homogeneous for the contrary side,
i.e., H((z(0),...,2(n))) > g(,(x(n — 1))) holds for all z € €4, Let y(0) <
... <y(n —1) be elements of DN C, by definition of ¢, we have £,(y(n — 1)) >
(({y(0),...,y(n —1))) and there is a stationary set S C D (,—1) such that

H({y(0),...,y(n —1),0)) < g(({y(0),...,y(n—1))))

holds for all @ € S. But the intersection SNC' is non-empty and with y(n) € SNC
we have an element y of €' such that H({y(0),...,y(n))) < g(¢,(y(n — 1))),
which contradicts our assumption on C'.
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So C' must be homogeneous for the stated side, i.e., for all x € C’é“ we have

H((z(0),...,2(n))) < g({,(x(n—1))). Since all ordinals in C' are countable limits
that means for all @ € [C]"*! we have H(a@) < g({,(ay—1)), which finishes the
proof. g.e.d.

6.3.3. LEMMA. Assume k is a strong partition cardinal, n a natural number, and
F : k — K a function. If the ultrapower k“t /C**" is wellfounded and there is a
club set C C Kk such that for all g : wi — C of continuous type wi we have

F(lglicg,n) <supy,
then F is C**®"-almost constant.

Proof. Let S be the set of tuples (o, g), where g : w} — & is a function of
continuous type wi and « an ordinal with cofinality w such that a < inf g. Note

that .S is just the set Q:,(il’w?) in a different notation. We partition this set according
to whether
F(lglicg,n) <o

holds or not. By Lemma 1.9.2 exists a homogeneous club set C' C k for this
partition which without loss of generality we can assume to be equal to C. Toward
a contradiction we take C' to be homogeneous for the contrary side. By our
assumption on C' we have F'([g] (Cigl)n) < supg for all g € @Lé?, fix such a g. Then
there is an o’ € ran(g) such that F([g]cs )») < ¢/ < supg and if a is the wth
element of ran(g) greater than o we still have

Fllgles, ) < o < supg.
Now we shift the function g by « to get a function ¢’

e Let ¢'(0) be the wth element of ran(g) > «,
e let ¢'(a+ 1) be the least element of ran(g) > ¢'(«), and

e let g'(a) be sups_,, ¢'(8) if a is a limit ordinal.
Then [¢']cs )» = [9](cz, )» holds, so

F([g')ies )n) = F(lgles ) < a,

but since ¢’ : w? — C' is a function of continuous type w} and a < inf ¢’ is an
element of C' with cofinality w this contradicts our assumption on C.

So let C' C k be a homogeneous club set for the stated side. Define a to be
the wth element of C' and remember that C,, is the club set of elements in C' > «,
then for all ¢ : w] — C, of continuous type w] we have F([g] (C;Jl)n) < a. So for
Ce1®"_almost all 3 we have F(8) < «, which by Lemma 1.2.5 means that F' is
C¥1®™_almost constant. q.ed.

Now we come to the second step in our inductive computation of ultrapowers.
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6.3.4. THEOREM. Assume AD + DC and let kK > wy be a projective ordinal with
odd index. Then k*/C' = k@D,

Proof. By Proposition 6.1.2 we already have the lower bound x@+1) < g*/C%1,
so it suffices to show " /C¥ < k(“+1) which by Lemma 6.2.2 reduces to proving
(sup, [Gple=r) T < k@D for Gu([fleg,) = (sup f)*' /C; @ n. In other words, if we
can show [Gy]e«1 = k™ we are done.

So fix an n and let [J]c«1 be an element of [G]e«1. That means there is a club
set C' C k that contains only limit ordinals such that for all functions g : w; — C
of continuous type w; we have

V([gles, ) < Gnlgles,) = (sup 9)*' /C, @ n.

We will now use a partition argument to get a function F': k — & such that
for all functions g € €7 we have

Ulgles,) < (@ Flg(an-))les on-

So, let P be the set of pairs (g, f), where g : w; — kK is of continuous type wy,
f w1 — K is of discontinuous type wy, and g(a) < f(a) < g(a + 1) holds for all
a < wy. We partition this set according to whether

ﬂ([g]cﬁ‘jl) <[d~ f(%m—l)]ngl@n

holds or not. By Lemma 1.9.4 there exists a club set that is homogeneous for this
partition and we can assume without loss of generality that C' is this club set.
Suppose C' is homogeneous for the contrary side and ¢ : w; — C'is a function
of continuous type wi. Let [f]cs o be an element of (sup g) /C, ® n that dom-
inates ¥([glcs ), we can assume sup f = supg and by Lemma 6.2.4 we can also
assume that f only depends on «,,_1, i.e., f is a function from w; to k such that

79([9]6351) <[ad— f(an—l)]cg;l@n.

Next we do a shifting argument, another technique that will appear repeatedly
from now on. We define functions ¢’ : w; — C and f’': w; — C as follows:

Let ¢'(0) be ¢(0),

let f'(«) be the wth element of C' greater than max{¢'(a), f(a)},

let ¢'(ac + 1) be g(«’), where o is least such that g(a’) > f’(«), and

let ¢’(A\) be sup,.\ ¢'(«), for limits A.
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Then ¢ is of continuous type wy, f’ is of discontinuous type wy, [¢’ ]‘3531 = [g}cdl,
(@ f'(an-1)]cs, on > [@ — f(an-1)lcs @n, supg’ = sup f' = sup f = sup g, both
functions have range C, and f’ and ¢’ are ordered as in P. But this contradicts
the homogeneity of C' for the contrary side, so C' has to be homogeneous for the
stated side. Now we can define our function F': k — k:

Let F'(«) be the wth element of C' greater than a.

We have to show that this I will do its job, i.e., that J([gles ) < [0
F(g(@nq)]qﬁl@n holds. Let g : w; — C be a function of continuous type wq,

we will have to do some shifting again to define functions ¢’ : w; — C and
fgrw — C:

e Let ¢'(0) be ¢(0),
o let f,(a) be the wth element of C' greater than ¢'(«),
o let ¢'(a+ 1) be g(), where o is least such that g(a’) > f,(«), and

e let ¢'(\) be sup,., ¢'(«), for limits .

Then ¢ is of continuous type wy, f, is of discontinuous type wy, ¢’ and f, are
ordered as in P and [¢']cs = [g]es , i-¢., for C) -almost all & we have g(a) = ¢'(a).
So by our partition we have

I((gles,) = Wgles,) < [@ = fylan-1)leg,en <
U([gles,) < [@— the wth element of C' greater than ¢'(an—1)]cs on <
U([g]es, ) < [@+— the wth element of C' greater than g(ay,—1)]cs on
< I([gles,) < [@— Fglan-1)]es on-

Since g(ay,—1) is an ordinal of cofinality w for C¢ -almost all a,—; we can use
Lemma 2.2.18 to get a Kunen tree K* on  such that for all g : w; — C of
continuous type w; we have

I[gles,) < [0 — [K Tg(0n-1)lles, on-

By Lemma 6.3.1 there is a function ¥ : £ X [w]|™ — & such that for all g : wy — C
of continuous type w; we have

Ilgles,) = 1@ — K Tg(0n-1)| (9" ([g)es, )(@)]es, en

and ﬁl([g]cfl)(éf) < g(a,—1) for all @ € [wq]™. There are the two cases n —1 >0
and n — 1 = 0 and we prove them separately. Let m =n — 1.
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Case m > 0:

IE 9"~ ([glew )(@) < g(aum) for €5, ®n-almost all & then by Lemma 6.3.2 there
is a function ¢, : w; — wy such that ﬁl([g]cgjl)(&) < g(lg(am—1) for C5 ®mn-almost
all @. The next step is again a partition argument. Let P be the set of pairs
(g, f), where g : w; — &k is of continuous type wq, f : w3 — k of discontinuous
type w; and g(a) < f(a) < g(a+ 1) holds for all & < wy. We partition this set
according to whether

9" ([g)es, (@) < F((n-)

holds for C% ® n-almost all @ or not.

By Lemma 1.9.4 there exists a club set that is homogeneous for this partition
and we can assume without loss of generality that C' is this club set. Suppose C'
is homogeneous for the contrary side. Fix a function ¢ : w; — C of continuous
type wi, then 9"~ ([gles )(@) < g({y(aum—1) for €3, ® n-almost all &.

We shift g to get functions ¢’ : w; — supg and f : w; — supg:

e Let ¢/(0) be g(0),
o let f(a) be the wth element of C'N C’ greater than max{g'(a), g(¢4(c))},
e let ¢'(a+ 1) be the least element of ran(g) greater than f(«), and

o let ¢'(\) be sup,.y ¢'(a), for limits .

Then ¢ is a function of continuous type wy, f a function of discontinuous type
wi, they have range C, [¢']cs = [glcs , and for all a € w; we have ¢'(a) < f(a) <
g'(a+1) and g({y(a)) < f(a). So (¢', f) is in P and since 9" ([g]cs ) depends
only on the equivalence class of g, which is the same as that of ¢’, we get that for
Cy. @ n-almost all

"7 ([9 ez, )(@) = 9" ([gles, )(@) < g(lg(am-1)) < flam-1).

But this contradicts the homogeneity of C' for the contrary side, so C' has to
be homogeneous for the stated side. Now we can define a function H : k — C
by:
Let H(a) be the wth element of C' greater than a.

For a function ¢ : w; — C of continuous type w; we define ¢’ : w; — C and
fq 1 w1 — C as follows:

e Let ¢'(0) be ¢(0),
o let fy(cv) be the wth element of C' greater than ¢'(«),
o let ¢'(a + 1) be the least element of ran(g) greater than f,(«), and

e let ¢'(\) be sup,., ¢'(«), for limits .
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Then again (¢', fy) is in P, ran(¢’),ran(f) € C, and [¢']cs = [glcs , so by the
homogeneity of C' for the right side of our partition we have that for all g : w; — C
of continuous type w; and for C, ® n-almost all @ holds

""" ([9les, ) = 0" ([9)ex, )(@) < fylam-1) = H(g(om-1))-

Now we are nearly in the same position as in the beginning of this proof, only
we dropped from «,, to a,,_1. So we use again Lemma 2.2.18 to get a Kunen
tree K"~(™=1 on x such that for all g : w; — C of continuous type w; and for
Cy, ® n-almost all @ we have

9" ([gles, (@) < [E" Vg (g-1)].

m—1) n

Lemma 6.3.1 gives us again a function 9"~ : K X [wy|" — sup g such that for

all g : w; — C of continuous type w; we have
9" ((gles,) = [@ = [K"" D Ig(m-1)| (0" ([gles, )(@))]es, on

and ﬁ”_(m_l)([g]cgl)(&) < g(ap—q) for all @ € [wy]™. Now either m — 1 = 0 and
we jump to Case m = 0, or we continue with the Case m — 1 > 0.
End of Case m > 0.

After finitely many iterations of Case m > 0 we have the following situation:
For all g : w; — C' of continuous type w;

I(lgles,) = [0 — [K Tg(un-1)|(9" ([gles, )(@))les, ens

(@ = 9 ([gles, ) (@)]es, on = 1@ = K Tg(0n-2)|(9*([g)es, )(@))]es, @ns

[@ = 0" ([gles ) (@)]es, on = (@ = [K™ ™ 1g(am) (9" ([gles, )(@)]es, ens

w1

(6 = 0" ([gles, ) (@)es, en = [@ = [K"Tg(a0) (9" ([gles, )(@))]es, n and
[@ — 9"([gles, ) (@)]cy, on < [@ — g(ao)les, @n-

Case m = 0:

If 9"([gles )(@) < g(ao) for €, @ n-almost all @ € [wi]" then by the second
part of Lemma 6.3.2 for all g : w; — C' of continuous type w; there is an ordinal
vy € wy such that

0" ([gles, )(@) < g(vg) for Cg, @ n-almost all 4.
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With Lemma 2.2.15 we can assume without loss of generality that C' is closed
under C5 ®n, i.e.,

[9"([g]es, e, on < g(7g+1) <supg.

Now we can use Lemma 6.3.3 and get that [0"([g]es )]s @n is constant for all
g : w; — C of continuous type wy, let ¢y : [w1]™ — K represent that constant with

respect to C3, @ n. End of Case 0.

To summarize, we started with an element [J]ce1 of [Gy]ee1 and our analysis
enables us to derive Kunen trees K!,..., K™ and a constant cy such that there is
a club set C' C k such that for all g : w; — C of continuous type w;

I([gles, ) = (@ = [K Tg(cn-0)|(IE* 1 g(cn-2)I(. .. [K"1g(c0) (cs()) . . ))es, @n-

We are now at the point where we can define a surjective embedding 7 from
K*/CY @n to [Gpleer: For F ik — k we define 7([Flevgn) 1= [T(F)]ce1, where

m(F)([gles,) = [0 = F("g(a), - -, g(an-1) es en

for functions g : w; — k of continuous type w;. First we have to show of course
that 7(F") is welldefined with respect to C -equivalence classes:

If [gles = [¢'lcs, then there is a club set C' C w; such that g(a) = ¢'(a) for
all a« € C, i.e., for all @ € [C]" we have

F(Tg(a), .- glana)") = F("g' (@), -, g’ (an-1) 7).

So m(F)([gles, ) is welldefined. And it is an welldefined embedding: Let D be
the set of limit ordinals less than wq, note that all its elements have cofinality w.
Assume [Fleegn — [F']ceon, this means there is a club set C' C & such that for all
[ € €% we have

F(FO0)... f(n=1)7) _ F(Cf0)..... f(n—1)7).

But this is equivalent to the statement that for all ¢ € €2 and all & € [D]"
we have F("g(a), ..., 9(n-1)") Z F'("g(ao), ..., g(an_1)7). Since D C wy is a
club set we get

[@— F("g(ao), - - -, g(an-1)les @n - (@ F'("g(ao), ., glan—1)]es en

for all g € €&, i.e., [m(F)|ger Z [1(F")]¢#r, which means 7 is a welldefined em-
bedding.

The only thing left to show is the surjectivity of 7. Let [J]c«1 be an element
of [Gp]e=1, we get Kunen trees K L ..., K™ and a constant ¢y from our analysis
of []¢er. Let

Fy(Tag,...,an_1") = |K' Tan_1|(] ... [K"Tapl(cs(@)) ...,
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then there is a club set C' C k such that for all g : w; — C of continuous type w;
9(lgles,) = [@ = K Tg(on-1)I(. .. [K"Tg(0)l(co(d)) - es, en = 7(F)([gles, )-
So [V]eer = [m(F)]eer , m is bijective, and using Corollary 5.3.3 we get
[Grlewr = K7/C @n = O
g.ed.

Now that we have computed the value of the ultrapower x*/C¥' we can prove
the validity of the conditions from Lemma 5.2.4 for the second generator of the
ordinal algebra and conclude:

6.3.5. COROLLARY. Assume AD + DC. The 6, . -measure assignment for s
derived from GAgy s canonical up to height (83,41)«").

Proof. We apply Lemma 5.2.4. From Corollary 5.3.2 we have the necessary
properties for germ(Vy). By Theorem 6.3.4 we know that 6%,1“62"“/(7“1 =

6%714»1
(83,21)“*Y so we have 1(83,1,1). Condition I1(d5,.,,,1) follows from Proposi-

tion 5.3.1. From Lemma 4.2.2 we get a that slifts; (C5i ) is a normal measure
n 2n+1

on (83,.,)“*Y, so by Lemma 1.2.4 the cardinal (d},,,)“*Y is regular, which
takes care of I11(d5,,. 4, 1). g.e.d.

Corollary 6.3.5 is exactly Corollary 25 from [BoL607]. There the lower bound
for the ultrapower " /C¥" was computed in the same manner as in this thesis, but
no proof for the upper bound was given. In this thesis we computed the upper
bound explicitly in Theorem 6.3.4.

Since the natural measure assignment is canonical up to height (43, H)(“’Q) we
now can compute the values of ultrapowers with respect to order measure sums

of C and C%}

6%n+1
6.3.6. COROLLARY. Assume AD + DC. Let &3, 1 > wi be an odd projective

1
ordinal and n € w. Then 5;n+1‘52“+1/cgf Xnd Cg’% ®Rm = (5;n+1)(w-n+m).
2n+1 n+1

w
1
62n+1

Proof. Let x be a projective ordinal &3,,; > wi;. We know lift, (u) =
Cy, lift.(Cs ) = C¢*, and from the canonicity of the measure assignment with
germ(V,) = p{0} and germ(V,) = C¢ we get

K*/CY @n @ CY @m = k" /ift, (germ(V; @ n ® Vo ® m))

— (H)(O(VI@JTL@VO@m)) _ ( )((w+1)~n+m)‘

K
g.e.d.

The results concerning canonicity of the measure assignment up to this point
are also covered by [BoLo07], although we included some details that were left
out in that paper. In the next section we continue the inductive proof of the
canonicity of the natural measure assignment, thus extending the results from
[BoL607].
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6.4 Computation of (&3, H)‘S%H/CW1 o

2n—|—1
Let us remind the reader that by Corollary 5.1.11 from cf(d3,, +152"“/C

) =

@M for any m < w:

5%714—1
: 3}

(83n21)“*Y we can conclude the cofinality of 45, , e

2n+1

6.4.1. LEMMA. Assume AD 4 DC. For all m > 0 we have

cf (83,.," /(3

Xm :61 (w+1)
5§n+1) ) 2n+1 .

Proof. We know cf <(5%n+152”“/C61
2n+1
6.3.5. So by Corollary 5.1.11 we have

) = 5§n+1(w+1), see the proof of Corollary

of (8, /(Cyp ) =l (8, ) = 83,0

62n+1
g.e.d.

This takes care of condition III(8},,,m) for finite m, from Proposition 6.1.2
we already have II(52n +1,m) for finite m. So once we have proven that the cardinal
value of (d5,,,)° 2T»+1/C‘“1 B s (85,51) @ T we know that the &y, -measure

n+1

assignment for A, derived from GAg a8 canonical up to height (85, )@ ™,
Which in turn means we can for all odd projective ordinals k compute the value
of (k)*/(C®™) @ n to be (k)@ ™V for 0 < n < w.

In Section 6.3 we used Kunen trees to get upper bounds for elements of the
restricted ultrapower. Now we need the analogue of Lemma 6.3.1 for Martin
trees.

6.4.2. LEMMA. Assume AD, let m > 1 be a natural number and k > w; an odd
projective ordinal. Let ¥ : k — k be a function, C' a club subset of k and T a tree
on k such that for all g : (w1)™ — C of continuous type (wy1)™ we have

I([g)icsm) < [a— |Tf51;p(51ipg(57 1)) /C5, @ Klles, on-
B

n

Then exists a function V' : kx [wi]® — K such that for all functions g : (w)™ — C

of continuous type (wy)™ we have

Uglez,m) = 1@ = [TTsup(sup 9(8, an-1)) /€2, @ k|9 ([g)ies, ) ()]s, on and
g

191([9](%) )@) < sgp(sup 9(5, 1)) /C5 @k for all & € [w]™.
B
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Proof. Let g : (w1)™ — C be a function of continuous type (w;)™. Let
t: [w]" — K represent the ordinal J([g](cs ym) with respect to C, ®n. We define

the function ' ([g](cy ym) * [wi]

n

— Kk by

9 ([9)cz,)m)(@) == min{B < r; ¢(d) = \Tfs%p(sgp (B, an-1))* /C5, @ K|(B)}.
B
Let g,g" : (w1)™ — C be functions of continuous type (wi)™ with [g]cy ym =
[9'](cs,ym then by definition of (CZ )™ there is a club set D C wy such that for all
a € D we have

{F e @)™ g(B.a) = g(B.a)} € (C5)" ",

which means for all &« € D we get [5 — g(ﬁ, Oé)](cfuul)mfl = [ﬁH g’(ﬁ, Oé)](cb)l)mfl.

The functions § +— ¢(f,«) and § — ¢ (8, a) are increasing and have the same
values on a (C¥ )™ '-measure one set, which means their supremums are the same.

—

So for all o in D we get supgg(ﬁ, a) = supgg’(ﬁ, ). It follows that for C ® n-

almost all @ we have supgg(g, ap_1) = supﬁg/(ﬁ, ap—1) and if £,¢" : [wy]" — K are
functions such that ¥([g]ics y») = [tles @n = [t']cs @n then for € ® n-almost all
a we have

min{3 < x; ¢(d) = !Tfs%p(sgpg(ﬁ, an-1))*"/C5 @ K(B)} =
E

=min{f < &; t'(d) = !Tfs%p(sqp g (B, o)) /C, @ K[(B)}-
B
That means 9! is welldefined on a C% ® n-measure 1 set and by its definition we
have for all g : (w;)™ — C of continuous type (w;)™

I([glcsym) = [a@ — |Tf81;p(s%p9(5, an1))* /C @1 (9 ([g)ice, ) (@))]es, @n

with 191([g](cgl)m)(o‘2) < supk(supgg(ﬁ, n—1))t/C @ k for all @ € [w]".  q.ed.
6.4.3. LEMMA. Let k > w be a reqular cardinal. Let f : (w1)™ — K be a function
of continuous type (w1)™ and § : [w1]™ — sup f an arbitrary function. Then there

is a club set C' C wy and a function € : w, — wy so that §(&) < f(0,0(can_y)) for
all & € [C]".

Proof. By Lemma 6.2.4 there is a club set C' C w; and a function ¢’ : w; — sup f
such that for all @ € [C]™ we have §(@) < §'(an—1). If we define ¢ : w; — wy by

() :==min{3 € wi; §'(a) < f(0,3)}
we get that for all & € [C]" we have §(&) < & (an_1) < f(0,€(an_1)). g.e.d.
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6.4.4. THEOREM. Assume AD + DC and let kK > wy be a projective ordinal with
odd index. Then k*/C®™ = k" for all natural numbers m > 0.

Proof. From Proposition 6.1.2 we already have the lower bounds, so we need
only to prove x%/C«1®™ < k@"+1 for m > 0. We do this by induction over m.
Theorem 6.3.4 takes care of the case m = 1, so for the induction step let m be
greater 1 and assume £"/C<1®M~1 — @1 g true. Fix a 0 < n < w and
a [0] wrom € [Gplpwiem, by Lemma 6.2.5 exists F': k — & such that [J]wen <
[WC:1®(m—l)7n<F)]C:1 om, i.€., there is a club set C' C k such that for all functions
g (w1)

"™ — C of continuous type (wq)™

V([glicz ) < [@— F(sup g(3, an-1))les en-
B
From Lemma 2.2.19 we get a tree T on k and a club set ¢’ C & such that
F(a) < |T" | sup, o' /C2 @ k| for all a € C" with cofinality wy, we can without
loss of generality assume C = C'. If g : (w;)™ — C is a strictly increasing!
function then supy g(ﬁ, ap—1) is an element of C' with cofinality wy, so for all
functions g : (wy)™ — C of continuous type (w;)™ we get

N[gliee,ym) <@ — |T" | St}ip(sup 9(B, n_1))* /CZ @ Klles, en-
B
To keep formulas slightly more understandable we introduce the following
notation: (g, a) := supk(supgg(ﬁ, a))“'/C¥ ® k. Which means the statement
above transforms to: For all functions g : (w1)™ — C of continuous type (w;)™
we have
ez, m) < 16— [T 1 8(g.00m1)lls, o

By Lemma 6.4.2 exists a function 91 : kX [w;]" — & such that for all functions
g : (w1)™ — C of continuous type (wy)™

I((glcz,ym) = [@ = [T 1 6(g, 1)l (91 ([g)es, ) (@))]es, on, and

91 ([g)(@) < sup(sup g(5, an-1))*" /C5, @ k for all @ € [w]".
ke g
Since ran(91([g])) C supk(supgg(_), an-1)"/CS @ k there is a least k and a
club set D C wy such that for all @ € [D]™ we have

91 ([g)ez, ) (@) < (sup g(5, 1)) /C2, @ k.
<)

Now we use Lemma 6.4.3, so for @ € [D]™ there is a function ¢ : w; —

—

wy such that for C¥ ® k-almost all ¥ € [w;]” we have ﬁ}([g](cﬁl)m)(o?)(fy) <
9(6,5(%71),0@171))-

'With respect to the order < jex.
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If {(a) = l'(a) for CZ -almost all av, i.e., [(Jes = ['|cs , then the ¢ also does
the job, so for all & € [D]" there is a [f]cs € w such that for C ® k-almost all
7 € [wi)* we have 9 ([g])(@)(7) < 9(0, L(v-1), u-1)))-

And since cf(wg) > cf(wy) we can switch quantifiers, which means for all

functions ¢ : (w;)™ — C of continuous type (w1)™ there is a function £ : w; — wy
such that for all @ € [D]" we have

91 ([9)ee,ym)(@) < [7 = (0, (1), n1))]es, eh

The next step is again a partition argument. Let P be the set of pairs (g, f),
where g : (w1)™ — k is of continuous type (w;)™, f (wl)m — K is of discontinuous
type (w1)™ and g(8) < f(0) < g({) holds for all § <ex € € (w1)™. We partition
this set according to whether

19%([9](051)’”)(07) <F= f(67 Vk—han—ﬂ]c;ul@k

holds for C2 ® n-almost all @ or not.

There is a homogeneous club subset of x for this partition, without loss of
generality we can assume that C' is this club set. Suppose C' is homogeneous for
the contrary side. Fix a function ¢ : (w;)™ — C of continuous type (w;)™ such
that ﬂ%([g](cﬁl)m) is defined, i.e., J([g](cs ym) < [d — Tt [ 0(g, atn—1)lles, @n-

By a shifting argument we get functions ¢, f : (wy)™ — C' of continuous and
discontinuous type (w;)™, respectively, such that ran(g’), ran(f) C C, [¢’ ](Cﬁl)m —
[9licz,yms (7 = (0,71, @ 1)]es, en = [T = 9(0,€(3-1), an-1))lez, @k, and ¢ an
f are ordered as in P.

Now ¢' and f are functions of the required type and ordered as in P, but since
Y1([g]) depends only on the equivalence class of g, which is the same as that of
g', we get that for (C )"-almost all &

1)@ < [T = g(0, (1), n1))lez, e = [T = (0, -1, an1)leg, o

But this contradicts the homogeneity of C', so C' C x has to be homogeneous for
the stated side.
Now that we have our club set, we can define a function H : k — C-

H(a) := the wib element of C greater than a.

For functions ¢ : (wy)™ — C of continuous type (wy)™ let f : (wy)™ — C be
defined by
f(a) = the Wt element of C greater than g(a).

Then f is of discontinuous type (w;)™ and g and f are ordered as in P. So

by the partition we have for all g : (w1)™ — C of continuous type (w;)™, for
Cy, ® n-almost all &

—

91([g)icz, ) (@) < 7 = F(0, 71, n1)les, ek = [7 = H(g(0, 71, n1))]es, @k
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So there is a club set C' C k such that for all g : (w1)™ — C of continuous type
(wi)™
I([g)cz,ym) = [@ = |T" 1 6(g, an-1)| (91 ([g)ice, ) (@))]ez, ons

where for C¢ ® n-almost all &
I1((g)es, ) (@) < [ = H(g(0, -1, 1))z, ot

At the beginning of this proof we used a Martin tree to dominate the function
F', now we are in a similar position with the function H, but we can use a Kunen
tree instead of a Martin tree, since we are only interested in values of H at points
of cofinality w. So by Lemma 2.2.18 there is a tree K| on  such that for all
g : (w1)™ — C of continuous type and for C ® n-almost all &

I1(lg)es, ) (@) < [7 = KT 1 9(0, -1, 1) lles, i

which means for all g : (w;)™ — C' of continuous type and for C ® n-almost all
d there is a function 9} ([g]ce = )(@) : [w1]* — & such that

I1(lgles, ) )(@) = [T = KT 1 9(0, -1, 1) lles, i

and 93 ([g] (cz)m) (@) () < 9(0, Y_1, ap_q) for Cy. ®k-almost all 7. We can assume
that v;_1 is a limit ordinal, and since g is continuous at limit points we get that
for C, ® k-almost all ¥ there is a § < 71 such that

95([9l s,y ) (@) (F) < g(0, 6, cn1).

This ¢ depends only on the values of 7y to vx_2, in fact with Lemma 6.2.4 we can
conclude that it depends only on 7. In other words, for C ® k-almost all
there is a function ¢ : wy — wy such that ﬁ%([g](cxl)m>(62) (7) < 9(0, £(Yh—2), 1.
We call this behavior “g is pressing down on the (k — 1)th variable”.

This is nearly the same situation as we had for 9] before, only we dropped
down from k — 1 to k — 2. So we can iterate this process and get:

There is a club set C' C x such that for all g : (w)™ — C of continuous type

19([9](651)’") =[a—|T" f5(9:an—l)|(191([9](051)"1)(@))]051@’
where for C¢ ® n-almost all &
It ([9)es,ym)(@) = [T = |KT T 90,71, an-1) (95 ([9) eg, ym ) (@) (T))]es, eh
with

195([9]((1&)’”)@) =7 |K; fg((ja 7/?:—27an—l)’(ﬁé([g](Cﬂl)m)(O_z)(’?))}ijl@ku
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with

93([9) s,y )(@) = [7 = | K3 T 9(0, 33, an-1)|(@5([g) ez, ym) (@) (F)]ez, ok

Ih([g)icz,ym)(@) = [ = K3 1 9(0, 70, )| (911 (9], ) (@) (T)]es, @

7911c+1([9](051)m)(5) < [7+~ (0, 05 On—1)]cs, ok-

So g is pressing down on 7o, which means that there is a function 1 : w1 — &
with 7(as-1) < supgg(B, cn—1) such that ¥ ([g)ics y»)(@) < nan-1).

Now comes again a partition argument. We partition the set of function pairs
(g, f), where g : (w1)™ — & is of continuous type, f : w; — & is of discontinuous
type and g(6, a) < fla) < 9(1,0, «), according to whether 19,1€+1([g](551)m)(&) <
f(an—1) for C¥ ® n-almost all @ holds or not. Assume C' is homogeneous for the
contrary side and such that for all g : (wy)™ — C of continuous type, for C3 ®n-
almost all @ there is a 7(a,-1) € C such that V5 ([g](cs,)) (@) < n(an-1), with
n(an—1) < supgg(ﬁ, ap-1). Let g : (w)™ — C be such a function. Then a shifting
argument gives us a pair of functions (¢/, f) of the right type and the right order
with range in €' such that [¢']cs y» = [g](cs)m and f(a) > n(a) for CZ -almost
all a, which contradicts our assumption on C.

Now we repeat the argument that gives us the Kunen tree for, in this case,
Vr41([g] (¢, )m)(@). So let C' be homogeneous for the stated side, define

F(«) := the wth element greater than «,

and for g : (w))™ — C let f,(a) := the wth element greater than g(0, ). The
functions g and f, are then ordered in the right way, so by our partition we get
for C ® n-almost all &

Fiar([g)ics)m)(@) < fylan-1) = F(g(0, an-1).

Since (0, a) has cofinality w for C¥ -almost all a we can use Lemma 2.2.18 to get
a tree K., on k such that such that for all g : (w1)™ — C of continuous type,
for C5 ® n-almost all @

1911c+1([9](651)’")<07) < |K11+1 fg(ﬁ, 04n—1)|~

Which means we can introduce a new 9, ,([g] (cs,)m) such that for all g : (w1)™ —
C of continuous type, for C ® n-almost all &

Iiri([9)ice,)m) (@) = Ky 1900, )| (Fh42([g) ez, ) (@),
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with 19,1€+2([g](051)n»)(&) < g(0, ap_y) for Cy. ® n-almost all @. Since 9(0, ) =
SUP, ., gg(ﬁ, 7), for C3 ®n-almost all @ there is an ordinal v < av,_; such that
19,1€+2([g](051)m)(&) < supgg(g, 7), i.e., there is a function ¢ : w; — w; such that

19,1€+2([g](651)m)(d') < supﬁg(g, {(on—2)) for C& ® n-almost all a.

We use this £ in a partition argument similar to the one in Lemma 6.2.5: Let
P Dbe the set of pairs (g, f), where g : (w;)™ — & is of continuous type, f:w — K
is of discontinuous type, and (0, a) < f(a) < g(1,0, a) holds for all a < w;. We
partition this set according to whether

irallglics,m) (@) < flons)

for C ® n-almost all @ holds or not. As before, there is a homogeneous club set
C C & for the stated side and we use this C' to construct a function F(«) := the
wth element greater than a, so we get: For all g : (wy)™ — C of continuous type,
for C5 ® n-almost all &

ﬂi+2([g](cgl)m)(&) < F(s%p 9(B, an_2)).

Now we are in nearly the same situation as at the beginning of our proof, but
we dropped from o,,_; to a,_s. The next step is again finding a Martin tree, 72,
and then a finite number of Kunen trees, K2, etc., till we can drop down to a,,_3,
and so on. If we denote the variable k£ from step ¢ by k;, we arrive at: There
are Martin trees T',...,T" and Kunen trees K{, ..., K,;H, K?,...,K}! ., such
that:

There is a club set C' C & such that for all g : (w;)™ — C of continuous type

I([g)cz,ym) = (@ |T" 1 8(g, an-1)|(V1([g]ice, ) (@))]es, @ns

where for C ® n-almost all &

91 ([9)iez, ) (@) = 17 = 1KT 190301 )| (03[9 ez ym ) (@) (F))]es, ok

where for C ® n-almost all @

93([g)es ) (@) = [T = 1 K3 1 9(0, 7 -2, n-1)| (03[9 e, ) (@) (F)]ez,

where for C3 ® n-almost all &

i ([9)es )y )(@) = [T 7= 1G5, 1 90,70, 1) | (04, 11 ([9)ies, y ) (@) (D))]es, e

where for ¢ ® n-almost all @

Iy 1 (9)es, ) ) (@) = 1K 1 T (0, 1) (9,1 ([9) ez, ) (),
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where for C¢ ® n-almost all &

Irr2(lglicz ) (@) = |T? 1 8(g, ctn-2)| (97 ([g)(c, ) (@),

where for ¢ ® n-almost all @

-

91 ([9)icz, ) (@) = [T = |KT 1 90, ya-1: an2) (939, ) (@) (D)) les,

where for ¢ ® n-almost all &

— =

Uk, (l9lez m)(@) = [T = K, T 90,70, ao) (T, 1([g)ics, ) ) (@) ()]s, @k

where for C3 @ n-almost all @

O 1 (9)ee ) (@) = KL 41 1 9(0, a0)| (9, 42([g)cs, ) (@),

where for C ® n-almost all &

— —

Uk, +2(9lez ) )(@) < g(0,a0) = sup g(f,7).

y<ao,B

For all functions ¢ : (wy)™ — C of continuous type (w;)™ the function o —

supgg(g, @) is increasing and continuous, so by the second part of Lemma 6.3.2
there is an ordinal 7, € w; such that for Cg, ® n-almost all &

—

Zn+2<[9] (c::l)m)(&) < Sup 9(57 'Yg)'
g

With Lemma 2.2.15 we can assume without loss of generality that C' is closed
under C, @ n, i.e.,

[0k, +2([9)cz,ym)]es on < sup g(B,74 + 1) <supyg.
B

Now we can use Lemma 6.3.3 and get that [V} | »([g](cs )ym)]cs on is constant for
all g : (w1)™ — C of continuous type (w1)™, let ¢y : [w1|® — K represent that
constant with respect to C/, @ n

To summarize, we started with an element [J],wiem of [Gy],
analysis enables us to derive Martin trees 7%, ..., T", Kunen trees K7, ...,
K} 1, Ki, ..., K ., and a constant ¢y such that there is a club set C' C &

such that for all functions ¢ : (w1)™ — C of continuous type (wq)™

wiem and our
K

I({gles,m = @ — | | sup(sup 9(5, @n-1))"/ (C)*|(t1)]ez, ens where
B
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t% = [,7 = |K11 r9(67 ’7k1—1704n—1)|(t%)]651®k1a Where

t% = [7 = |K21 fg((i Vi1 -2, an—1)|(t§)]Cﬁ‘,’1®k17 where

th, = [7 = 1K, 1 9(0,70, an1)I(t, 11)]es, @k, where
tllc1+1 = |K111+1 rQ(O,Oénq)Kt;lgﬁz), where

by = |17 fSI;p(Sng(g, n—2)"/(C)"|(]), where
B

t% - [7 = |K12 rg(67 Vko—1, an—2)|(t§)]cu“jl®k27 where

e, = KL, ' 9(0, Yo, o) |(ty. +1), where

Znﬂ = |K1?n+1 [9(6, O‘O)|(tzn+2)a where

We are now at the point where we can define a surjective embedding 7 from
K/ (CYDCP™ N @n to [Gp] wiem: For F 1 k — K we define T([F](comcwem—1ygn)
to be [n(F)]

C

Cwl ®@m Wlth

m(E)([glicg,m) =

[d; = F(Fg(()’ OZ()), Slip g(ﬁa Cl/()), B 79(67 an—l)a Sllp g(ga O‘n—l)—l)]cg’l(@n
<) B

for functions ¢ : (w1)™ — kK of continuous type (w;1)™. First we have to show of

course that 7(F') is welldefined with respect to (C% )™-equivalence classes:
If g,9" - (w1))™ — & are functions of continuous type (wi)™ with [g]cs ym =
[9'](cs,ym then there is a club set D C wy such that for all & € D the set

{6: 9(B.0) = ¢'(B, )}

is in (C2 ). Let C' C & be a club set of k. If f: (w1)™ — C is a function of
continuous type (w;)™ and « € w; then the function f, : (w;)™ ' — C defined
by fa(g) = f(g, @) is of continuous type (w;)™ !. So by the above argument for
functions ¢,¢" : (w1)™ — C of continuous type (wy)™ with [g](c;ul)m = [g’](cgl)m
there is a club set D C wy such that [ga]cs ym-1 = [g0]cs ym—1 for all o € D.
Since the functions g, and g/, are increasing we get supgg(ﬁ, a) = supg g’ (ﬁ, a),
i.e., for all @ € [D]" and ¢ < n we have

—

9(07 ai) = g/<67 Oéz) and sup g(ﬁv Q; = sup g/<37 Oéz)
3 3
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So m(F)([g)ics,)m) is welldefined.
And it is an welldefined embedding: Assume

< (7] (CedCy®m H@n:

[ ](C;”@cz@m‘l)@n
This means there is a club set C' C k such that we have
F("[foles, - - - [fon—1](cs ym—17) ; F'("[foles, - - [fon—1)(cz ym—17)

(wl)m—l

for all fo € €4, ..., fon—1 € @Csupf%%

Let g : (w1)™ — C be a function of continuous type (w;)™, as mentioned before
for any o € wy the function g, : (w1)™ ' — C defined by g.(3) := g(3,a) is of
continuous type (w;)™ !, Furthermore, since g is increasing in the <je-order, if
a < o are limit ordinals then sup g, < go-

Let D be the set of limit ordinals less than w;, note that all its elements have
cofinality w. So for all functions g : (wy)™ — C' of continuous type (w;)™ we get

= n (wr)™ ! (w)™
that for all @ € [D]™ we have g,, € €5, ..., a, 1 € CCslupg%_Q'
Ifge cg”l)’" then there is a ¢’ € Cg”l)m such that supﬁg(ﬁ, ;) = [gévi](cdl)m’l’

which means we get the statement that for all g € Q:g‘”)m and all @ € [D]" we

have

F([_g(67 (1/0)7 s 7511199(57 O-/n—l)—l) ; F/(,_g(ﬁv aO)? s 7811pg(6’7 Oén—l)—l)-
B B

But since D C w; is a club set that means [1(F)] jwom - [ (F")] ger .

The only thing left to show is the surjectivity of w. Let [¢/] cer18m be an element
of [Gy]pwrem, we get Martin trees T',...,T", Kunen trees Ki, ..., K} ,;, K},
..., K3, 41 and a constant ¢y from our analysis of [{] wiem. Let

Fﬁ(l—ﬁm Qp, ... 7Oén_1j) = |T1 rOén_1|(| e |K£n+1 r ﬁo|(019) .. .),

then there is a club set C' C k such that for all g : wy — C' of continuous type w;
V([glicsym) =

(@ = T T sup g(, 5, an0)[(- - 1K 1 T 9(0,00)[(e9) - les, on
B
= 7(F)(g]cz,)m)-
«yem and thus 7 is bijective. From our induction assumption

So [0]gurom = [7(F)],

K /Cr@m=1) — (@) follows, as we remarked at the beginning of this section,
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the canonicity of our measure assignment up to height <“" '+, So we have
K5(CY @ C P ) @n = k"D which means

[Gn]c“ﬁ ®m = FQR/(C: S¥ C;:Jl@m_l) ®Xn = R(wmil'n—’_l).
We now can conclude the proof of the induction step with

K/H/C:l®m — (Sup[Gn]C:1®m)+ — (Sup ’i(wm/—l-n+1)>+ — K/(wm+1)

g.e.d.

From Theorem 6.4.4 follows directly that the next w many necessary con-
ditions for the canonicity of our measure assignment are proven. Analogous to
Corollary 6.3.6 we can conclude:

6.4.5. COROLLARY. Assume AD + DC. The 63, . ,-measure assignment for s
derived from GAgy  is canonical up to height (83,.1) ).

Proof. This is again an application of Lemma 5.2.4. From the Corollary 5.3.2
we have the necessary properties for germ(Sy) and germ(S;). Let n > 0, by

1
Theorem 6.4.4 we know that 5§n+162"“/( SL)E = (85,01)@" Y so we have
2n+1

1(83,,,1,7). Condition I1(83,,n) follows from Proposition 6.1.2 and condition
I11(83,, 1, n) from Lemma 6.4.1. q.e.d.

This result extends the measure analysis from [BoLd07], where canonicity
was shown only up to height (85, H)(WQ). We now can compute the values of

ultrapowers with respect to order measure sums of Cy;  and ( (“;11 yem,
2n+1 2n—+1

6.4.6. COROLLARY. Assume AD + DC. Let 8,,., > w; be an projective ordinal,
k > a natural number and ((n;,m;); i < {) a finite sequence of pairs of positive
natural numbers. Then

61 6%714»1/(60.11
2n+1 5%n+1

MY Ry ... & (CY

1
62n+1

®m€—1> ® Ny_1 @ ngl ® k
2n+1
= (8L, )@ Omo W L1 1)
n 9
and of course

51 w m w
Oopir H/(C T QgD ... B (Co

®me—1)
&l 8
2n-+1 2n+1

X np_q

= ((5% +1)(wm0'”0+---+wm€_1 ‘ng_1+1)
n .
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Proof. As in Corollaries 5.3.3 and 6.3.6 this is a simple application of the
canonicity of our measure assignment. g.e.d.

In order to proceed with the inductive proof of the canonicity of NMA, we
would have next to compute the value of the ultrapower with respect to the ws-
cofinal measure. This entails the use of Martin Trees that give upper bounds
for ordinals with higher cofinalities like wy, i.e., analogues of Theorem 2.2.19.
Note that if £ /C#2 is computed to be £““*1) we could use a simple derivation of
Theorem 6.4.4 to compute the ultrapowers with respect to measures of the form
C> @ Crem.



Chapter 7

Applications of the Canonical Measure
Analysis

If the natural measure assignment defined by Definition 4.5.1 is canonical up

to &5, +1(7) then we can compute the cardinal value of ultrapowers of measures

from the measure assignment up to Eén H(V) and get ultrapower representations for

successor cardinals between &3, 41 and 55, +1(7). We have proven in Corollary 6.4.5

that the natural measure assignment is canonical at least up to height &5, H(ww).

In Sections 7.1 and 7.2 we present results from the paper [JaL606] about the
cofinality of cardinals in the reach of a canonical measure assignment. We will
use these results in Section 7.3 to show that our canonicity result allows us to
enlarge the number of cardinals under AD for which we can show that they are

Jonsson.

7.1 Regular Cardinals

In this chapter we will work again with ordinal algebras, not with additive ordinal
algebras. We will compute regular cardinals by identifying special variables in the
set U of generators of an ordinal algebra. We call these variables normal, as they
will be the ones that are assigned normal measures by our recursive assignment.

7.1.1. DEFINITION. We say that Vy and V; are normal. In each of the itera-
tion steps from Ao e, to Ae,,, we identify those new variables as normal that
correspond to normal variables in Ao, :

For £ < 2 + e, the variable V¢ is normal if and only if it was designated as
normal in ™As,e,. For { = 24 e, +n for some n < e,,41, the variable V; is normal
if and only if 7 = o(v) for some normal variable v.

By Proposition 3.1.1, for infinite ordinals £, the function o is just & — W

Therefore we can easily compute the indices of the normal variables by the fol-
lowing algorithm: write down the 2"™! normal variables for ., , write down the

117
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values of o for these variables underneath the variables, then compute the 27+!
new normal variables as e,1 + o(v) for the values of o in your list. You can see
the first three steps of the algorithm in the following table:

Ay 0 1
0 0 1

A, 2=240 3=2+1
0 w w?

e, w=w+0 wH+l w2=wtw WwW=w+tuw”
0 e; Wt W W

It is easy to show that the normal variables give rise to normal measures:

7.1.2. LEMMA. Let k be a strong partition cardinal closed under ultrapowers. If
w is a normal measure on o < k and the ultrapowers k°/u and k" /1ift, (1) are
wellfounded then both lift, (1) and slift(lift,(u)) are normal measures.

Proof. This is just a summary of Lemmas 4.1.7 and 4.2.2. q.e.d.

7.1.3. THEOREM (JACKSON-LOWE). Assume AD+DC. The canonical measure
assignment from Definition 4.5.2 assigns normal measures to all normal vari-
1

ables. Consequently, éénﬂ%"“/measaénﬂ(v) is a reqular cardinal for all normal
variables v.

Proof. The first part of the claim follows immediately by induction from Lemma
7.1.2. The second part follows from the fact that, if there is a normal ultrafilter
an a cardinal, then that cardinal is regular, see Lemmas 1.2.4 and 1.2.6. qg.e.d.

Assuming that the measure assignment is canonical, we can now compute
these regular cardinals easily from the table given above by looking at the row
containing the o-values. In the following table, we list the first 32 of such cardinals
(up to &3):

1 1 1
8 = Ny Reo1 N 1 05 = Nywo g
1
56 = Nw“’w +2 Nw“’“’ +w+1 Nw“w +w@41 Ntlzd“’w~2+1
Nwww+l+1 Nwww-2+1 quww+1 57 = Nwwww“" 11
51 - N w w N w N w
8 w42 W Ll W w1 W w41
wwm‘*’w +wuw+l+1 www“’w +w““}'2+1 wu"-’ww +ww""w+1 we 241
ww(www+1) +1 Nww(www+w)+1 qu(www+ww)+1 Nww(“’ww‘2>+1
1
N w+1 w-2 N wW 6 — N ww
w1 W@ w4 ? w4

Note that we have not yet proved that these are the only regular cardinals.
This will be done in Section 7.2.
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7.2 Cofinalities

In this section we will show that the canonical measure assignment enables us
to compute the cofinality of all cardinals that are in the reach of the measure
assignment. We will do this by giving a concrete algorithm to compute those
cofinalities.

7.2.1. LEMMA. Let k be a weak partition cardinal closed under ultrapowers. Let
i be a measure containing end segments on o < k with cf(o) = §. Then there is
a cofinal embedding from k*/C? into k*/lift, (1), assuming those ultrapowers are
wellfounded.

Proof. We define a function 7 : k% /C° — k" /lift,(11) as follows: If F' € k*, let
G € k" be defined as:

1. If o = [g], for some g : 0 — & of continuous type p, let G(a) := F(sup(g)).
2. For all other a < & let G(«) := 0.

We set 7([Fles) = [Gliit, (). This is well-defined, for if [g1], = [g2], and g1,
g2 are both increasing, then sup(g;) = sup(gz) (since any p measure one set is
cofinal in p).

We have to show that 7 is indeed a cofinal embedding. Suppose [Fi]cs = [Fb]es.
Then there is a club set C' C k such that for all @ € C' of cofinality § we have
Fi(a) = Fy(a). So for any § < k represented by a function g : ¢ — C of
continuous type ¢ we have G1(5) = Fi(sup(g)) = Fa(sup(g)) = G2(f), since
sup g is an element of C' with cofinality ¢. This means [G1lug, (») = [G2lige,(u)
and 7 is an embedding from x%/C° into k" /lift,(11).

To see that the embedding 7 is cofinal we take an arbitrary H € x*. Define
the function F' € k" by

F(o) :==sup{H([g],); g € €2 with sup(g) = o}

for a < Kk of cofinality d, F'(a)) := 0 otherwise.
This is well-defined as k is regular and closed under ultrapowers. Then we
have for all functions g € €2 of continuous type o

G([g]) = F(sup(g)) = sup{H([¢'],.) ; sup(g’) = sup(g)} > H([g],)-

So by definition of 7 we get m([Fcs) > [H ]y, (1), which means 7 is cofinal. q.e.d.

As an immediate consequence, we can reduce the computation of the cofinality
of k" /lift,(germ(z)) for an arbitrary term x € 2, to the cofinalities of the basic
variables:
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7.2.2. COROLLARY. Letz € 2., be a term with trailing node v such that {,(v) =
v. If o(x) < eny1, write k= 84,1 and A := £"/meas,(v). Then

cf (k" /meas,(x)) = cf(N).

Proof. This is immediate from Lemma 7.2.1, keeping in mind that cf(ot(x)) =
cf(¢,(v)), as mentioned in Remark 4.1.2. g.e.d.

We shall now recursively define a function nor : ¥ — U assigning normal
variables to arbitrary generators in the algebra. Our recursion will go along
the tower of algebras 205, as in the definition of the measure assignment in
Definition 4.5.2.

In A5, all basic variables are normal, so the function nor will just be the
identity. Suppose that we have defined the function nor on ;.. and want to
extend it to 2, . Each of the generators V,, of A, ., was either already in Ay,
in which case we already have defined its nor value, or is of the form Vo, ¢ for
some & < ht(2saye,). By the recursive measure assignment from Definition 4.5.2,
this variable V, = Vaie,1¢ is linked to terms = € A5, such that o(z) = €. Let
x be such a term with representing tree (T, ¢,) and trailing node v € 7.

Then /,(v) is a generator of ™As,e,. We can now define for such o

IlOI‘(Va> = V2+en+o(nor(&; (v)))-

7.2.3. THEOREM (JACKSON-LOWE). Assume AD + DC. For each generator v
of A, and every odd projective ordinal Kk = 5§n+1 such that ot(v) < Kk, we have
that

cf (k" /meas,(v) = cf(k"/meas,(nor(v))).

Proof. The claim is proved by induction on n. Recall that the generators v
with ot(v) < 83, 41 are precisely those in 2y ,e,. The case n = 0 is trivial as nor
is the identity on the generators in 2, (i.e., Vo, Vi). Assume the theorem holds
for m, that is for 83,,; and Asye,, and we show it holds for n + 1, that is, for
85s and A .,

Let v be a generator in e, ,, s0 v = Vg e, 1¢ for some { < e, = ht(Aore,, )-
Fix 2 € 5, such that o(z) = &, let v be the trailing term of (T, ¢,), and v* :=
0, (v). By definition of nor, we have nor(v) = Voo, 4omor(v)- Let A := 83, 1. By
Corollary 7.2.2 and the induction hypothesis, we have that

cf(A\* /meas,(z)) = cf (A /meas) (v*)).

But cf(\/meas)(x)) = ot(v) and cf(\*/meas)(v*)) = ot(nor(v)). Now we can
apply Lemma 7.2.1 (with the  there being d5, ;) to finish the claim. g.e.d.
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7.2.4. COROLLARY. Assume AD+DC and let 83, be an odd projective ordinal.
All regular cardinals between 83, and 85,5 are of the form

51
83,1 fmeasyy  (v),

where v is a normal variable. Furthermore, every normal measure on 5%n+1 is of
the form meass  (v), with v being a normal variable.
n

Proof. The first part follows directly from Theorems 7.1.3 and 7.2.3. The
second from the recursive definition of normal variable and Theorem 1.6.2. g.e.d.

Using Corollary 7.2.2 and Theorem 7.2.3, we can now describe the algorithm
to compute the value of cof(z) := cf(k"/meas,(z)) recursively for arbitrary x.
Suppose that we have already computed cof, [, for all odd projective ordinals
K< 8, +1- We shall give an algorithm to compute cof, [, ,, for all K < 55, +3-

Given a term z € e, ., ask whether z € ., or not.
Case 1. v € Ay e, .

Then cof(x) has already been determined.

Case 2. v & Ase, .

Find the trailing term v of (T}, (,).

Set v := £, (v).

Compute nor(v).

Then cof,(x) = k" /meas,(nor(v)).

Figure 7.1: The algorithm to compute cofinalities.

7.2.5. COROLLARY. The algorithm described in Figure 7.1 correctly computes
the cofinality of k" /meas,(z).

Proof. Obvious from Corollary 7.2.2 and Theorem 7.2.3. q.ed.

Corollary 7.2.5 and the canonicity assumption give an algorithm for computing
the cofinality of any successor cardinal N,,; for a < ¢5. Namely, first find the n
such that e, < a < e,,11. Let o be such that « = e, +a’. Let x € 2, be a term

. 1
with o(z) = o/. Let v = nor(z). Then cf(R,y1 = (6§n_1)52n—1/mea555n71(v) =

Nen—l—o(v)—s—l .

7.3 Joénsson Cardinals

In Section 1.6 we introduced Jénsson cardinals. Kleinbergs Theorem 1.7.2 states
that if p is a normal measure on a strong partition cardinal x then all elements
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of the corresponding Kleinberg sequence are Jonsson. Under AD the projective
ordinals have the strong partition property and we know from Theorem 7.1.3
that the normal measures on &5, 41 are order measures that are included in our
canonical measure analysis. Which means that we can compute the cardinal
values of the elements of the corresponding Kleinberg sequence. So for every
normal measure on (Sén +1 we get a sequence of Jonsson cardinals with computable
values.

7.3.1. LEMMA. Assume AD + DC and that the measure assignment from Defi-
nition 4.5.2 is canonical. If C} is a normal ultrafilter on r = éénﬂ, then the

A
Kleinberg sequence on k derived from C is given by /ig“ =k and, for 0 <n < w,

KR = k" /C) @ n.
Proof. By Theorem 5.2.2 we know that taking iterated ultrapowers as in the
definition of the Kleinberg sequence corresponds to taking order measure sums.

g.e.d.

By Corollary 7.2.4 we know that the normal measures on an odd projective
ordinal are all generated by normal variables, and by Corollary 7.2.5 we have a
simple algorithm to compute the o-values of those normal variables. Therefore,
we can read off the values of the Kleinberg sequences as o(v) - n for a normal
variable v. As an example, we can read off the Kleinberg sequences on &; as
follows:

CLA)

_ c¥1 _ C¥2 _
Ky = Nw“’“’—i—n—i—lv Kp = Nw“’w +wn+tls By = Nw“w+w“~n+17
CRwt+1 cRut2 CRw2+1
Ry - Nw“’w n+1y By - Nww“’+1_n+17 n - Nww“‘Q.n+17

cRowt1
and &, = N e -

But our measure analysis allows us not only to compute the values of Kleinberg
sequences. In section 1.6 we defined Jénsson cardinals, a cardinal k is a Jonsson
cardinal if for every function F' : [k]<“ — k there is a set H of order type x and
an element 3 € k such that F(&) # 8 holds for all & € [H]<.

In 2005 Steve Jackson proved that all successor cardinals in the scope of a
special measure assignment are Jénsson if that measure assignment is canonical.
He presented this result at the workshop GLLC12 (“Games in Logic, Language
and Computation”) held in Amsterdam on June 14 2006 in a talk titled “Canon-
ical Measure Assignments and Jénsson Cardinals”. The measure assignment he
used in his argument is similar to our measure assignment from Definition 4.5.2,
Jackson’s measure assignment is defined using a lifting operation called wlift that
is nearly the same as the lift operation from Definition 4.1.4, the difference being
that it uses functions of discontinuous type instead of functions of continuous

type.
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7.3.2. THEOREM (JACKSON). Assume AD + DC and that the measure assign-
ment derived from the wlift operation is canonical up to &:. Then all infinite
successor cardinals below 83 are Jonsson cardinals.

The following is an adaptation of Steve Jackson’s arguments, based on the
slides of his talk at GLLC12. Since Steve Jackson’s measure assignment is defined
using a different lifting operation, the Theorem 7.3.2 does not directly apply to
our measure assignment, for which we have shown a certain degree of canonicity
by Corollary 6.4.5. In the following we will focus on cardinals in the reach of our
canonical measure analysis. We will show that cardinals that can be represented
as ultrapowers with respect to measures of the form ( ;’gﬂﬁ )®™ are in fact Jénsson
cardinals.

First we show that for odd projective ordinals x the set

D :={[fl.; [ : x = C is a function of discontinuous type x}

has order type " /u. We will need this result in the proof of Theorem 7.3.8 where
we present our Jonsson results.

7.3.3. LEMMA. Assume AD+DC, let k = 85, be an odd projective ordinal and
i a basic order measure on k, so u = lift,(v) with v a measure on some limit
ordinal A < k. If for a function f € k" there is a set A € p such that f restricted
to A is unbounded then f is p-almost everywhere increasing, i.e., there is a set
B € p such that f(a) < f(B) for all o, f € B with o < 3.

Proof. We partition the set of pairs (z,y) € €} x €} of functions with supx <
miny according to whether f([z],) < f([y],) or not. Using Corollary 1.9.2 we
get a homogeneous club set C' C k for this partition. Toward a contradiction,
assume f([y],) < f([z],) for all z,y € € with supz < miny. We know from the
unboundedness of f on A that there is a club set €’ C k such that for all @ < &
exists a z € €3, such that a < f([z],). Fix a function o € €},-. Then for all
o < k there is a y € €2, with supxg < miny such that

a < f([ylv) and f([ylv) < f([zolv)-

By taking the supremum over o < & follows that f([z],) is equal to k, a contra-
diction.

We now partition the set of pairs (z,y) € €} x € of functions with z(a) <
y(a) < z(a + 1) according to whether f([z],) < f([y],) or not. Like above we
get homogeneous club set for the stated side and can assume without loss of
generality that C' is that club set.

Let x and y be continuous functions of type A into C' with [z], less than
[y]l,. We either have supx < supy or supz = supy. In the first case, since
A is a limit ordinal there is some oy < A with supz < y(ap). If we define
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y A — C by ¢(a) := y(ag + ) then 3 is of continuous type A and we have
supz < miny’, so we know f([z],) < f([¢/],). But since ¢ is a simple shift of
y we have [y], = [y], and thus f([z],) < f([y],). In the second case we get in
the usual way functions 2’ and y’ with range in C' and [2'], = [z],, [¥'], = [y].
and also conclude f([z],) < f([y],), which proves that f is p-almost everywhere
increasing. q.ed.

7.3.4. LEMMA. Assume AD+DC, let k = 5;,”1 be an projective ordinal and i a
basic order measure on K, so u = lift,(v) with v a measure on some limit ordinal
A < k. Let f € k" be a function that is p-almost everywhere increasing, i.e.,
there is a set B € p such that f(a) < f(B) for all o, € B with o < 3. Then
there is a function f" € k™ with [f"], = [f], that is everywhere increasing.

Proof. We know that there is a club set C' C x such that for all x,y € Cé with
(2], < [y], we have f([z],) < f([y],). We can assume that C' is closed under v.
For functions x € x* we define 2’ € C* by 2/(a) := the z(a)th element of C.
Now let f" € k" be defined by f'(«) := f([2'],) when « < k is represented by [z],
and f’(a) := 0 otherwise. Since [2'], = [¢/], follows directly from [z], = [y], this
is welldefined.

Let C" C C be the set of closure points of C' we get from Lemma 1.3.10. So
for z € €}, we have that z(«) is equal to the x(a)th element of C, i.e., 2/(«), for
all o < A. That means f'([z],) = f([2'],) = f([z],) and so [f'], = [f],.

If x : A — k is a function of continuous type A then 2’ is also a function of
continuous type A and with range in C. Let z, y be functions in €}. If [z], < [y],
then [2], < [¢/],. Since 2’ and 3’ are in €} we get f([2'],) < f([¢/].,) and so
f'([z],) < f'([y],). That means on the set

H:={lz],;x € Q’C\}

the function f’ is increasing.

Now let m : kK — H be the increasing enumeration of H and define the function
1"k =k by f'(a) := f'(r(«)). Then the function f” is everywhere increasing,.
Let C" C & be a club set that is closed under 7, so supg_(,, 7(5) < [z],. Since

we have v < w(«) for all @ < k this means n([z],) = [z],. It follows that
f'([l) = f'(7([2],) = f/([z]) is true for all z € €, e, [, = [f'], = [fu
g.e.d.

7.3.5. LEMMA. Assume AD + DC, let k = &y, be an odd projective ordinal, p
a basic order measure on k, and C' C k a club set. Then the set

D :={[flu; [k — C is a function of discontinuous type K}

has order type k" /.
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Proof. From Lemmas 1.4.10 and 1.4.11 follows that x"/pu is the disjunct union
of k and and the set

U:={[flu; f € k"and f”(A) is unbounded in  for some A € u}.

So the set U has ordertype " /u. From Lemmas 7.3.3 and 7.3.4 we get a different
description of the set U,

U={[fl,; f € k"and f is increasing}.

If we can show that there is an order preserving injection 7 from the set U into
the set D we are finished with the proof, since then D must have ordertype " /.

We define the function 7 : U — 1%/ as follows: For f € s* let w([f],) == [f],i,
with f(c) := the (w - f(a) + w)th element of C. This is obviously welldefined
with respect to p, i.e., if [f], = [g], then [f], = [§],. If [fl. < lg], then
there is a set A € u such that f(a) < g(a) for all & € A. It follows that we
have w - f(a) + w < w - g(a) + w for all @ € A, i.e., [f], < [§],, meaning 7 is
orderpreserving.

We are finished if we can show that the range of 7 is a subset of D, i.e., if f
is in ¢ for all f in U. This is done in the following four steps:

1. Let f € k" be an increasing function. By definition of f for all @ < Kk we
have f(a) € C, so ranf C C.

2. If a < B < & then f(a) < f(B), since f is increasing. It follows that
flo) =w- fla)+w <w- f(B) +w = g(a), so f is an increasing function.

3. Define ¢ : kK X w — k by (a,n) := the (w- f((a) +n)th element of C'. Since
C' as a club set is closed under supremums we have sup,,_, (o, n) = the
(w- f(@) +w)th element of C, which is the definition of f(«). So ¢ witnesses
the uniform cofinality w of f )

4. Let A < k be a limit ordinal. Since f is increasing we have

sup(w - f(a) +w) =suwpw - fla) <w- f(N) <w-f(A) +w,

a<w

~

SO SUPy<y f(a) < f(X\), meaning f is discontinuous.

g.e.d.

Now we prepare ourself to prove that certain cardinals that can be presented as
ultrapowers are Jonsson. For that proof we will need to analyze the functions that
define the ultrapowers. Let k > w; be an odd projective ordinal and f : (wy)™ — Kk
a function of continuous type (wy)™. For i < m the ith invariant inv;(f) of f is
the function from (w;)* to x defined by

inv;(f)(@):= sup f(3,a).

Be(w)m—i
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So the mth invariant of f is equal to f and the Oth invariant of f is sup f.
For o« < k represented by f : (w;)™ — k of continuous type (w;)™, let also
inv;(a) = [inv;(f)](cg,)m- This is easily well-defined. For a function F': k — x of
discontinuous type k we define the ith invariant of F' by

inv; (F)([hcs ym) = sup{F([h’](cgl)m) B e €@ and inv;(R') = inv,(h)}.

7.3.6. LEMMA. Assume AD + DC, let k = 8},., be an odd projective ordinal,
m > 0 a natural number, and suppose that f,g : (w1)™ — K are functions of
continuous type (w1)™ with [fcs ym < [gics ym-

1. FEitherinvo(f) = sup(f) < sup(g) = invo(g). In this case there are functions
fhg s (w)™ — kwith [f'cs ym = [flics = [9)ce)m = [9lcs,ym, ran(f’) €
ran(f), ran(g’) C ran(g), and f'(@) < ¢'(6) for all @, 5 € ()™

2. Or there is an 0 < i < m such that [inv;_1(f)}cs -1 = [nvi-1(g)]icy yi-1

m — k with

and [inv;(f)]cs ) < [invi(9)](cs )i- Then there are f', g’ : (w1)
[fiesym = [flicgyms [9lcsm = [glcsm, ran(f’) C ran(f), ran(g’) <
ran(g), and for all &, 3,

-

f(&) < g( ) Zﬁ (aia s 7am—1) Srlex (6m—ia cee 7ﬁm—1)-

Proof. In case 1., define f' = f and ¢'(a) = g(ap + ) where «y is least such
that g(ap) > sup(f). Then obviously [f’](cgl)m = [f](cﬁl)m, ran(f') C ran(f),
ran(¢)) C ran(g), and f(@) < ¢'(f) for all @ 3 € (w;)™. Since the measure
(Cs,)™ contains end segments we also have [¢](cs ym = [g](cs,)m-

In case 2, we first deal with ¢« < m. Then there is a club set C' C w; such that
for all @ € (C)* we have

sup f(ﬁ, A1y Q1) =  SUP g(g,al,...,am_l)

ge(w)mﬂ‘ﬂ ﬁe(w)m—i+1

and

_‘SHp f(57a07‘-'705m—1)< _‘SU-p g(ﬁ7a07"-7am—l)-
Be(w)m—? Ge(w)m—i

For @ € (C)" let 35 be the <jec-least element of (w)™" such that

. sup f(ﬂva())'-'aam—l) <g(ﬁ&aa07”-aam—l>
BE(w)m?

and define §(3, @) := g(3x + 5, @). We now have for @, 5 € (C)™

-

f(&) < g(ﬁ) lﬁ (am—iy ce 7am—1) Srlex (ﬁm—i; o 7ﬁm—1)-
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All that is left is to extend this property from almost everywhere to everywhere.
We do this in the usual way and define

(o, ... am_1) == f(agth element of C,. .., a,,_1th element of C)
g (g, ..., am_1) := g(apth element of C, ..., a,,_1th element of C)

We get ran(f’) C ran(f), ran(g’) C ran(g) directly from the definition and if C"
denotes the the club set of closure points of C' that we get from Lemma 1.3.10
then the functions f’ and f, ¢’ and g, respectively, coincide on (C")™ and so
[Flegpm = [fles,m and [g')cz,m = l9les -

The argument for ¢ = m is a simpler version of the argument for ¢ < m, we
have from the assumption f(&) < g(&) for all @ € (C')™ and can go directly to
the definition of f" and ¢'.

q.ed.

7.3.7. LEMMA. Assume AD+DC, let k = 83, be an odd projective ordinal and
m > 0 a natural number. Let Fy,..., F, : Kk — k be functions of discontinuous
type with [Fi)c=1yem < [Fj]ce1yem for 0 <i < j <mn. Then there are FY,..., F),
with [F]]cevyom = [Fi]c1yem, ran(Fy) C ran(F;), and such that for all 1 < i <
7 < mn, there is a p such that for all o, 3 € Kk we have

Fi(a) < Fj(B)
iff
inv,(a) < inv,(F).
Proof. The general result follows directly if we can prove it for the case of two
functions F* and G, with [F]ce1jem < [G]ee1)om.

From [F]e1yem < [G]ee1)em we know that there is a club set ' C r such
that F([fcs ) < G([flics ) for all functions f : (wi)™ — C of continuous
type (wi)™. Let i be least such that [inv;(F)]ceryem < [invi(G)]ceryom. We
want to show that F([f]cs)m) < G([g]s)m) is true if and only if we have
inv;(f) < inv,(g) (C% )"-almost everywhere.

To prove our desired result we need to analyze pairs of functions f, g : (w1)™ —
C of continuous type (w)™. If [f]ics ym < [g]cs )= then we have inv,(f) < inv,(g)
(C¥ )*-almost everywhere and immediately get

F([flespm) < G([flies,m) < G(lgles,m)

from our assumption on C' and the fact that G is increasing. If [g](cs ym < [fl(cs, )m
then we have to consider the different ways that f and g can be interleaved, we
get those from Lemma 7.3.6. If the largest k& such that invg(g) = invy(f) almost
everywhere is smaller than ¢ then we get

F(lglesm) < Glgles)m) < G([flieg,)m)
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again from our assumption on C' and the fact that G is increasing. That leaves
pairs of functions f,g : (w1)™ — C of continuous type (w;)™ with inv;(g) <
inv;(f) almost everywhere for some j > i and invy(g) = invg(f) almost every-
where for k < j.

We partition pairs f,g : (w;)™ — & of functions of continuous type (w;)™,

-,

with g(@) < f(B) iff (am—j, -, m) <stex (Bm—j,-- -, Bm) according to whether

F([fleg)m) < G(lgleg,m)-

From Lemma 1.9.1 follows that there is a homogeneous club set C" C « for this
partition, we can assume C = (C’. Assume towards a contradiction that C is
homogeneous for the contrary side, i.e., that for all functions f, g : (wq)™ — C of
continuous type (wp)™ with

—

g(O?) < f( ) iff (am—j7 ce 705m—1) Srlex (ﬂm—ja o 76m—1)

we have
F([flcs,ym) = G(lglics,)ym)-

From our assumption [inv;(F)]ce1jem < [invi(G)]ceryem Wwe get a function h :
(w1)™ — C of continuous type (wi)™ with inv;(F)([h](cs )ym) < invi(G)([h](cs,)m),
1.€.,
sup F([Wesym) < sup G([W]cgym)-
inv; (h')=inv;(h) inv,; (h')=inv;(h)

That means there is a function ¢’ : (w1)™ — C of continuous type (w;)™ with

inv;(¢') = inv;(h) and supinvz,(h,):invi(h)F([h’](cgl)m) < G([g’](%l)m). Now take
a function [’ : (w1)™ — C of continuous type (wp)™ with inv;(f’) = inv;(h)
and inv;(f") > inv;(¢’) (C2 )""'-almost everywhere. Using Lemma 7.3.6 we get

functions ¢”,¢" : (w1)™ — C of continuous type (w;)™ with ¢"(a@) < f”(g) iff
(Oémfjﬁ s 705m71) Srlex (ﬁmfju s 7ﬁm71> and [f”](cu“jl)m = [f,](Cu‘*jl)m7 [g”](Cfgl)m =
[9')csym, i-e, F([f"]icsym) < G([g"](cs,)m)- From this contradiction follows that
C must be homogeneous for the stated side of the partition.

So if f,g: (w1)™ — C are functions of continuous type (wy)™ with inv;(g) <
inv;(f) almost everywhere and invy(g) = invy(f) almost everywhere for k < j

then from Lemma 7.3.6 we get functions f and ¢ with [f](cgl)m = [f](cgjl)m and
4] (Cs,)m = lq] (cz,ym so that by our partition we have

F([flezm) = F([flesm) < Glldles,m) = Gllgles, m)-

Since we now have considered all possibilities we know that there is a club
set C' C k such that for all functions f, g : (w;)™ — C of continuous type (w;)™
we have F([f]ce ym) < G([g](cs,)m) if and only if inv;(f) < invi(g) (CZ,)*-almost
everywhere.
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To finish the proof we define F'([f]cs =) = F([f]cs =) and G'([f](cg,)m) =
G([f'lcs,ym), where f'(d) = f(@)™ element of C. Then ran(F’) C ran(F),
ran(G’) C ran(G), using the set of closure points of C' we can show as usual
[F'eenyem = [Fleenyom, [G']coryem = [G]ee1)em, and for all a, 8 € x we have
F'(a) < G'(B) iff inv,(a) < inv,(B).

g.e.d.

If (Fy, ..., F,_1) is a sequence of functions from & to x of discontinuous type
with [F]cenyem < [Fj]ceryem for 0 <4 < j < n and such that for all i < j <n
there is a p; ; such that for all a, 3 € k we have Fj(a) < F;(8) iff inv,, (o) <
inv,, .(8), then we say that this sequence of functions has type 7 := (p;;; i <
j < n). The type determines how the functions interleave and that means we can
use a variation of Lemma 1.9.3 for sequences of functions that have such a type.

With Lemmas 7.3.3 to 7.3.7 we now can apply our main result Corollary 6.4.5
to our measures assignment based on functions of continuous type and determine
new Jénsson cardinals, going beyond the results of [L602] and [BoL607].

7.3.8. THEOREM. Assume AD+DC. Let k = 85, be an odd projective ordinal.
Then for all 0 < n < w the ultrapower X := k" /(C¥*)*™ is a Jonsson cardinal.

Proof. Let u = (C2*)®™. Define S, to be the set of n-tuples (F;; j < n) of
functions Fj : K — k of discontinuous type  such that the sequence is of type 7.
Now let J : [A]* — A be an arbitrary function. For n > 0 and ¢ < n let P, ., be
the partition of S, » according to whether or not

J([FO]LH SRR [Ff—l},ua [Fl—&-l]m SRR [Fn—l]u) 7£ [FZ];L

is true. By Lemma 1.9.3 exist a homogeneous club set (), , for this partition.
We can easily construct a sequence (Fj; j < n + 1) of functions F; : kK — Cy 1y
of discontinuous type s such that both sequences (F;; j <n+1,j # ¢+ 1) and
(Fj; j<n+1,j# () are of type 7. Since we cannot have both

J([Eol s - - s [Fo—1)ps [Fos2l s - - [Fuln) = [Felu

and
J([FU]IU SO [FZ—ILM [Fé—&—?]/m SRR [Fn]u) = [FE—H]N

the club set C), », must be homogeneous for the stated side of partition P, , .

Now let C' be the intersection (),_,,-, (r<n [ Cn.re, since club sets are closed
under countable intersections the set C' is also a club subset of k. Let D C C be
the club set of closure points of C' we get from Lemma 1.3.10. By Lemma 7.3.5
the set

H :={[F],; F : k — D is a function of discontinuous type x}
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has order type A\. Let G : kK — C\D be a function of discontinuous type &, it
follows that [G], # [F], holds for all functions F': kK — D of discontinuous type
k. Let (Fj; 7 < n) be a tuple of functions F; : K — D of discontinuous type &
with [F;], < [F}], for i < j < nj. Then we can “stick” [G], in this increasing
sequence, i.e., we can define a tuple (F;; j < n+ 1) such that [F}], < [F]], holds
fori <j <n+1and F; = G. By Lemma 7.3.7 we can assume that the sequence
(Fj; j < n+ 1) has some type 7. Since C' was homogeneous for the partition
P, 11,-0 we get (since by definition of the F] we have [F}], = [F]], for i < ¢ and
[Filu = [Fii]u for i > 0)

J(Folus - [Fn]u) 7 (Gl

That means there is no increasing n-tuple with elements in H whose J-image is
|G, in other words the function J : [H]<“ — X is not surjective and thus A is a
Jonsson cardinal. g.e.d.

7.3.9. THEOREM. Assume AD+DC. Let k = 8y, be an odd projektive ordinal.
Then the following cardinals are all Jonsson cardinals:
kM, gt @D e < w.

Proof. The first two sequences of cardinals are just the Kleinberg sequences we

get from C¥ and C', respectively. From Lemma 7.3.1 we know that the elements

of the Kleinberg sequences are ultrapowers with respect to order measure sums,

and Corollary 6.4.6 allows us to compute their values. The third sequence is

derived using Theorem 7.3.8, the values are again computed using Corollary 6.4.6.
g.e.d.

Now we know that under AD the following cardinals are Jénsson (for n > 1):
the sequence on &7, X,; the three sequences on dé, Noin, Npna1, and Nnyq;
the three sequences on 5%, N s Nww 4y, and Nwe o q; and so on. That
means even the first small steps of the canonical measure assignment enable us
get more Jonsson cardinals than before. If we look at the first of the newly proven
to be Jénsson cardinals we get:

7.3.10. THEOREM. Assume AD + DC. Then X n 1 is Jonsson (forn < w).

Proof. Special case of Theorem 7.3.9, with k = 6:1,). g.e.d.



[Be81al

[Be81b)]

[BeJa01]

[Bo02]

[BoL506]

[BoL507]

[Co96]

[Da64]

[DrShTu64]

Bibliography

Howard S. Becker, Determinacy implies that N, is supercompact,
Israel Journal of Mathematics 40 (1981), p. 229-234

Howard S. Becker, AD and the supercompactness of Ny, Journal
of Symbolic Logic 46 (1981), p. 822-842

Howard S. Becker and Steve Jackson, Supercompactness within
the Projective Hierarchy, Journal of Symbolic Logic 66 (2001),
p. 658672

Stefan Bold, AD und Superkompaktheit, Rheinische Friedrich-
Wilhelm-Universitat Bonn 2002, Diplomarbeit

Stefan Bold and Benedikt Lowe, The general inductive argument
for measure analyses with additive ordinal algebras, ILLC Technical
Notes X-2006-01

Stefan Bold and Benedikt Lowe, A simple inductive measure anal-
ysis for cardinals under the Axiom of Determinacy, in: [GaJaZh07,
p. 23-42]

Eoin Coleman, Jénsson groups, rings and algebras, Bulletin of
the Irish Mathematical Society 36 (1996), p. 34-45

Morton Davis, Infinite Games of Perfect Information, in:
[DrShTu64, p. 85-101]

Melvin Dresher, Lloyd S. Shapley, and Alan W. Tucker (eds.),

Advances in Game Theory, Princeton University Press 1964 [Annals
of Mathematical Studies 52]

131



132

Bibliography

[DrTuWo57] Melvin Dresher, Alan W. Tucker, and Philip Wolfe (eds.), Con-

[ErRa52]

[FoKaoo]

[GaSt53]

(GaJaZh07]

[Ja88|

[Ja99]

[Ja06]

[Jaoco]

[JaKhoo]

[JaL&06]

[Je02]

[Ka94]

[Ke78a]

tributions to the Theory of Games, vol. 3, Princeton University
Press 1957 [Annals of Mathematical Studies 39]

Paul Erdos and Richard Rado, Combinatorial theorems on clas-
sifications of subsets of a given set, Proceedings of the London
Mathematical Society (3)2 (1952), p. 417-439

Matthew Foreman and Akihiro Kanamori (eds.), Handbook of
Set Theory, to appear

David Gale and Frank M. Steward, Infinite games with perfect
information, in: [KuTub3, p. 245-266]

Su Gao, Steve Jackson, and Yi Zhang (eds.), Advances in Logic:
The North Texas Logic Conference, October 8-10, 2004, University
of North Texas, Denton, Texas, American Mathematical Society
2007 [Contemporary Mathematics 425]

Steve Jackson, AD and the Projective Ordinals, in: [KeMaSt88,
p. 117-220]

Steve Jackson, A Computation of &;, Memoirs of the Ameri-
can Mathematical Society 140 (1999), viii+94 pages

Steve Jackson, Canonical Measure Assignments and Jénsson Car-
dinals, presentation at the 12th Games in Logic, Language and
Computation (GLLC 12) workshop in Amsterdam, June 14, 2006

Steve Jackson, Structural Consequences of AD, to appear in:
[FoKaoc]

Steve Jackson and Farid T. Khafizov, Descriptions and Cardinals
below 6%, to appear in: Journal of Symbolic Logic

Steve Jackson and Benedikt Lowe, Canonical Measure Assign-
ments, submitted; (ILLC Publication Series PP-2006-05)

Thomas Jech, Set Theory, 3rd edition, Springer 2002

Akihiro Kanamori, The Higher Infinite, Large Cardinals in Set
Theory from Their Beginnings, Springer-Verlag 1994 [Perspectives
in Mathematical Logic]

Alexander S. Kechris, AD and Projective Ordinals, in: [KeMo78,
p. 91-132]



Bibliography

[Ke78b]

[KeMoT78]

[KeMaSt88)]

[K170]

(K177]

[KuTu53]

[L502]

[MySt64]

[Ox57]

[So78al

[So78b|

133

Alexander S. Kechris, Homogeneous trees and projective scales,
in: [KeMo78, p. 33-73]

Alexander S. Kechris and Yiannis N. Moschovakis (eds.), Cabal
Seminar 76-77, Proceedings, Caltech-UCLA Logic Seminar 1976
77, Springer-Verlag 1978 [Lecture Notes in Mathematics 689]

Alexander S. Kechris, Donald A. Martin, and John R. Steel
(eds.), Cabal Seminar 81-85, Proceedings, Caltech-UCLA Logic
Seminar 1981-85, Springer-Verlag 1988 [Lecture Notes in Mathe-
matics 1333]

Eugene M. Kleinberg, Strong partition properties for infinite car-
dinals, Journal of Symbolic Logic 35 (1970), p. 410428

Eugene M. Kleinberg, Infinitary Combinatorics and the Axiom
of Determinateness, Springer-Verlag 1977 [Lecture Notes in Math-
ematics 612]

Harold W. Kuhn and Alan W. Tucker (eds.), Contributions to the
Theory of Games, vol. 2, Princeton University Press 1953 [Annals
of Mathematical Studies 28]

Benedikt Lowe, Kleinberg Sequences and partition cardinals below
d:, Fundamenta Mathematicae 171 (2002), p. 69-76

Jan Mycielski and Stanistaw Swierczkowski, On the Lebesgue
Measurability and the Axiom of Determinateness, Fundamenta
Mathematicae 54 (1964), p. 67-71

John C. Oxtoby, The Banach-Mazur Game and Banach Category
Theorem, in: [DrTuWo57, p. 159-163]

Robert M. Solovay, The independence of DC from AD, in:
[KeMo78, p. 171-184]

Robert M. Solovay, A A} coding of subsets of w*, in: [KeMo78,
p. 133-150]






Summary

Cardinals as Ultrapowers

A Canonical Measure Analysis
under the Axiom of Determinacy

by Stefan Bold

This thesis is in the field of Descriptive Set Theory and examines some conse-
quences of the Axiom of Determinacy concerning partition properties that define
large cardinals. The Axiom of Determinacy (AD) is a game-theoretic statement
expressing that all infinite two-player perfect information games with a countable
set of possible moves are determined, i.e., admit a winning strategy for one of
the players.

By the term “measure analysis” we understand the following procedure: given
a strong partition cardinal x and some cardinal A > k, we assign a measure p on
k to A such that k"/u = A. A canonical measure analysis is a measure assignment
for cardinals larger than a strong partition cardinal x and a binary operation @ on
the measures of this assignment that corresponds to ordinal addition on indices
of the cardinals.

This thesis provides a canonical measure analysis up to the w*th cardinal af-
ter an odd projective cardinal. Using this canonical measure analysis we show
that all cardinals that are ultrapowers with respect to basic order measures are
Jonsson cardinals. With the canonicity results of this thesis we can state that, if
k is an odd projective ordinal, £, k@71 and "tV for n < w, are Jénsson
under AD.
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