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Chapter 1

Introduction

We investigate the properties of dependence logic (D) introduced by Väänänen
in [39]. We focus mainly on �nite structures. Dependence logic incorporates
explicit dependence statements into �rst order logic (FO) by means of so-called
dependence atoms. Dependence atoms are atomic formulas of the form

=(t1, . . . , tn) (1.1)

which have the intuitive meaning that the values of the terms t1, . . . , tn−1 deter-
mine the value of the term tn, or alternatively, the value of the term tn depends
only on the values of the terms t1, . . . , tn−1. The dependence atoms provide, sim-
ilarly to the so-called partially ordered quanti�ers [19], a way to express depen-
dence (independence) between variables that cannot be expressed in �rst-order
logic.

The research on partially ordered (branching) quanti�ers provides the histor-
ical background for dependence logic: Henkin initiated the research on partially
ordered quanti�ers in [19]. He considered formulas as below(

∀x1 ∃y1

∀x2 ∃y2

)
ψ(x1, x2, y1, y2) (1.2)

where the value of y1 depends only on x1 and the value of y2 depends only on x2.
The meaning of sentences as (1.2) can be given in terms of Skolem-functions:

∃fy1∃fy2∀x1∀x2φ(x1, fy1(x1), x2, fy2(x2)) (1.3)

Which again, has the following reformulation in dependence logic:

∀x1∃y1∀x2∃y2(=(x2, y2) ∧ ψ(x1, x2, y1, y2)) (1.4)

Ehrenfeucht was the �rst to show that branching quanti�cation properly extends
the expressive power of classical �rst order logic. He showed that the cardinality
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2 Chapter 1. Introduction

quanti�er Q0 expressing in�nity; Q0xφ(x) is true if and only if there are in�nitely
many x such that φ(x), is de�nable in terms of branching quanti�ers, see [19].

So-called independence friendly logic (IF logic), introduced by Hintikka and
Sandu in [20], [21] expresses the independence between variables in terms quan-
ti�ers of ∃y/∀x:

∀x1∃y1∀x2∃y2/∀x1 φ(x1, x1, y1, y2) (1.5)

In the formula (1.5), the value of y2 has to be chosen independently of the value of
x1. Hintikka and Sandu gave semantics for IF logic-sentences in terms of semantic
games. Later, Hodges gave a compositional semantics for all IF logic formulas in
terms of sets of assignments, so-called trumps [22].

The branching quanti�ers increase the expressive power of FO considerably as
indicated by Ehrenfeucht's result. It was shown by Enderton [8] and by Walkoe
[40] that �rst-order sentences with partially ordered quanti�er pre�xes are equiv-
alent to Σ1

1-sentences. Hodges showed that every formula of IF logic has can be
represented in an equivalent form in Σ1

1 with an extra relation symbol interpreting
the trump [22]. He also raised a question which teams are de�nable in IF logic by
means of identity only. Recently Väänänen and Kontinen showed that these are
exactly the teams which are de�nable in Σ1

1 with an extra predicate, occurring
only negatively, for the trump [31].

The semantics for dependence logic can be given in terms of sets of assign-
ments, so-called teams, and in terms of semantic games. In this thesis we consider
only the Team-semantics in which formulas are evaluated with respect to sets of
assignments. An alternative way to de�ne semantics for dependence logic formu-
las is in terms of semantic games. In game theoretic semantics the satis�ability of
a formula φ in a structure is represented as a game between two players, known
as "Veri�er" and "Falsi�er". Falsi�er doubts the verity of φ, while Veri�er tries to
show it to be true. Formula φ will be considered true when Veri�er has a winning
strategy, while it will be false whenever Falsi�er has a winning strategy.

The semantic games for dependence logic formulas are not determined, i.e. it
does not hold for every formula and structure that either of the players always
has a winning strategy. Another important feature of these games is the amount
of information available for the players during the game. A game is said to be of
perfect information when the players know all the previous moves of the game,
both their own and their opponents. Otherwise a game is said to be of imperfect
information. The semantic game for dependence logic formulas can be given both
as a game of perfect information and as a game of imperfect information (for
more details see [39]).

Teams and other central notions of D-formulas will be de�ned in Chapter 2
of this thesis. We will recall some properties and results concerning dependence
logic given in [39], which we will need later in the proofs.

In Chapter 3, we investigate so-called coherent formulas of dependence logic
which can be evaluated locally in teams. A k-coherent formula φ is true in a team
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X if and only if it is true in every k-element sub-team of X . This is an important
feature as the teams can be very large, even in�nite in in�nite domains. Thus it is
convenient to be able to restrict to some small �nite sub-teams when evaluating
the satis�ability of a formula. This becomes especially relevant when considering
the computational complexity of a formula.

We will go trough the connectives and quanti�ers of D and study the e�ect
they have on coherence of the formula. We will observe that the satis�ability of
all dependence atoms can be checked in restricting to two-element sub-teams. As
for all �rst-order formulas we can even restrict to singleton sub-teams. We will
show that the universal quanti�cation and the conjunction preserve coherence
whereas existential quanti�cation and disjunction do not. We will also give an
example of an incoherent formula. We introduce a way to interpret a given team
and dependence atoms into a multigraph so that the semantics of the disjunction
and the colorability of the graph match perfectly. This turns out to be very useful
way to represent teams when considering dependence atoms.

Furthermore, we will show that all coherent formulas are equivalent to �rst-
order sentences when given an additional relation interpreting the team. Co-
herence will be also essential notion in our classi�cation of the computational
complexity of quanti�er-free formulas in Chapter 4.

There are many interesting questions in computational complexity theory,
which can be approached by using logic. The �eld of �nite model theory that
studies the connection between computational complexity and logical de�nability
is so-called descriptive complexity theory. One central notion studied in this �eld
is the model checking problem of a logic. The model checking problem for a logic
L and a class of �nite structures M is the following: Given a structureM ∈M
and a formula φ ∈ L, determine whether or not it holds

M |= φ. (1.6)

On the other hand, if we �x φ and let the structure M vary, then φ itself
corresponds to a computational problem and the logic L to a class of problems.
We now arrive at the concept of a logic L characterizing a complexity class; we
say that a logic L characterizes a computational complexity class C if and only
if the classes of �nite structures de�nable in L are exactly the ones that can be
recognized in C under some uniform encoding of �nite structures into strings.

For most of the known computational complexity classes characterizing logics
has been discovered. The characterizations usually assume the presence of an
order over the domains of the structures. What is surprising is that we are not
able to distinguish many of these classes from each other although we have char-
acterizing logics for most of them. An important open question is the question if
the properties computable in polynomial time (PTIME) coincides with the prop-
erties computable in non-deterministic polynomial time (NP). Another important
open problem is to �nd a characterizing logic for polynomial time over all �nite
structures, i.e. not assuming the presence of an order.
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Fagin's classical result [9] establishes a perfect match between Σ1
1-formulas

and languages in NP, i.e the problems de�nable by Σ1
1-formulas over all �nite

structures are exactly the ones recognized in non-deterministic polynomial time.
There is a connection between Σ1

1-formulas and formulas de�ned with partially
ordered quanti�ers, namely everything that can be de�ned in Σ1

1 can be de�ned
also using partially ordered quanti�ers and vice versa. This was �rst shown by
Enderton [8] and Walkoe [40]. This equivalence holds also for dependence logic
[39]. In other words, the properties de�nable in dependence logic over �nite struc-
tures are exactly the ones that are computable in non-deterministic polynomial
time. This makes dependence logic a very interesting logic from the point of
view of descriptive complexity theory. Potentially all results on hierarchies of
fragments of dependence logic can give us valuable information about NP.

We seek to characterize the computational complexity of the model checking
problem for quanti�er-freeD-formulas. We will discover three thresholds insideD.
Namely, when the computational complexity of the model checking can be done
in logarithmic space (LOGSPACE), non-deterministic logarithmic space (NL) or
NP. We will also give complete instances for NL and NP. We will also give some
results on the combined complexity of the model checking of coherent formulas
over all �nite teams. We will mainly consider the e�ect of the disjunction on the
combined complexity of certain classes of coherent formulas. We will give some
boundaries when the combined complexity of the model checking is in NL and
when it becomes complete for NP.

In chapter 5 we will look into dependence logic and 0-1 law. A logic L is said
to have the 0-1 law if every sentence of L is either true in almost all �nite models,
or false in almost all �nite models, i.e. when the size of the structure n tends to
in�nity, the proportion of n-element structures which satisfy φ over all structures
of size n tends to 0 or 1. The 0-1 law is also a method for proving non-de�nability,
which can be di�cult to show otherwise on �nite structures. For example, when
a logic has the 0-1 law, one cannot de�ne even cardinality with a sentence of
that logic. The 0-1 law for �rst-order sentences was shown by Glebskii, Kogan,
Liogon'kii and Talanov [15] and later independently by Fagin [10].

We will show that the set of universal and existential sentences of dependence
logic have the 0-1 law. Furthermore we will show that all quanti�er-free formulas
of dependence logic have the 0-1. We will also point out the least fragment of D,
which is known to fail the 0-1 law.

In Chapter 6 of the thesis we will investigate whether the 0-1 law holds for
the logic Lk∞ω extended by a simple unary generalized quanti�er over uniform
distribution of �nite graphs. We concentrate on a speci�c class of quanti�ers of
the form ∃s/t, which allow us to express properties like for example " At least half
of the people in ILLC are interested in quanti�ers" or "At most �ve out of eleven
of mathematicians are interested in philosophy."

We will show that a dichotomy holds for the 0-1 law of the logics Lk∞ω(∃s/t),
i.e. when t is not of form 2m for any m ∈ N the logic Lk∞ω(∃s/t) has the 0-1 law.
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On the other hand, if t is of the form 2m for some m ∈ N, then Lk∞ω(∃s/t) has the
0-1 law if and only if log2t ≥ k, i.e. if the number of variables in the sentences is
less or equal to log2t.

In the last part of this thesis we will discuss a work in progress. We will discuss
the problem of �nding an axiomatization for fragments of dependence logic and
the the connection of dependence logic to database theory. The high expressive
power of dependence logic yields a consequence that the whole logic cannot be
e�ectively axiomatized. Thus, we will look for fragments of dependence logic
which are potentially axiomatizable. We will start from the dependence atoms
and build up the fragment by adding more connectives.

We use so-called Armstrong's axioms for functional dependencies to axioma-
tize the consequence relation between dependence atoms. Functional dependen-
cies play a important part in database designing as well as in database normal-
ization and denormalization in data base theory. The most common model for a
database is the relational model [5]. The model describes a database by a collec-
tion of predicates over a �nite set of predicate variables. A functional dependence
is a constraint over the values of two sets of variables, denoted with

X → Y (1.7)

If R is a relation over a set of variables U , such that X, Y ⊆ U , then R is
said to obey the functional dependence (1.7), if for all tuples s, s′ ∈ R, if the
tuples agree on the variables in X, then they also agree on the variables in Y .
Functional dependencies like (1.7) are expressible in dependence logic by means
of the dependence atoms in the following way.∧

y∈Y

=(X, y) (1.8)

Functional dependencies have a sound and complete axiomatization, so-called
Armstrong's axioms [1]. The Armstrong's axioms can be adopted for the depen-
dence atoms and with some additional rules they provide a sound and complete
axiomatization of dependence atoms. We will give the Armstrong's axioms and go
through the completeness proof and discuss the problem of �nding axiomatization
for fragments of dependence logic.

Another possible direction for future work is the study of other dependence-
type properties. In natural language there are several similar concepts and ex-
pressions to "dependence", e.q. "totally determines", "function of", "mutual
dependence", "liable to", etc., which one could try formalize and incorporate into
logic. We will consider one such notion what we call "mutual dependence": Two
variables x and y are mutually dependent if it holds that the value of x deter-
mines functionally the value of y and the value of y determines functionally the
value of x. We will show that mutual dependence is axiomatizable analogous to
Armstrong's axioms.





Chapter 2

Preliminaries

We will start by de�ning the elementary concepts like vocabulary and structures
and then proceed to de�ne the syntax and the semantics of dependence logic.
After this we will recall some fundamental properties of D from [39], which will
be used later in the proofs.

De�nition 2.0.1. A vocabulary τ is a set of constant, relation and function
symbols. Constants are denoted with ci, relations with Ri and functions with fi,
i ∈ N. The arity of the relation symbol R is denoted with #R and respectively,
#f for a function symbol f . We denote variables with xi, i ∈ N.

De�nition 2.0.2. Suppose τ is a vocabulary. A τ -structureM is de�ned to be
a non-empty set M , the domain of M, endowed with an element cMi of M for
each ci ∈ τ , an #R-ary relation on M for Ri ∈ τ , and fMi a #f -ary function on
M for fi ∈ τ .

De�nition 2.0.3. (Terms) Suppose τ is a vocabulary. Then all constant symbols
ci ∈ τ and variables are τ -terms. If t1, . . . , tn are τ -terms, then ft1 . . . tn is a τ -
term for each f ∈ τ of arity n.

The syntax of D extends FO with the dependence atoms. We assume the
negation normal form, .ie., negation is assumed to appear only in front of atomic
formulas.

De�nition 2.0.4. (Formulas) Suppose τ is a vocabulary. If t1, . . . , tn are τ -terms

7



8 Chapter 2. Preliminaries

and R a n-ary relation symbol in τ . Then

≈ titj,
=(t1, . . . , tn),

Rt1 . . . tn

¬ ≈ titj,
¬ =(t1, . . . , tn),

¬Rt1 . . . tn

are τ -formulas of D. If φ and ψ are τ -formulas of D, then

(φ ∨ ψ),

(φ ∧ ψ),

∀xφ,
∃xφ,

are τ -formulas of D. We de�ne > as the dependence atom = ( ) and ⊥ as the
negated dependence atom ¬ =( ). We denote the set of all τ -formulas of D with
D(τ) and the set of free variables of φ by Fr(φ).

The semantics �rst order logic formulas was de�ned by Tarski [36] in terms
of assignments. Semantics for D can be given in terms of sets of assignments, so-
called teams and in terms of semantic games [39]. We adopt the team-semantics
which is in analogue to Trump-semantics de�ned by Hodges for IF logic [22].

De�nition 2.0.5. (Assignments and Teams) Let V = {xi | i ∈ n}, n ∈ N, be
a set of variables and M a structure with domain M . Then, an assignment s
with domain V and range M is a function s : V →M . A team X with a domain
V , and range M is any set of assignments with domain V and range M . We
denote the domain of the teamM with dom(X ) and the range of a team X with
range(X ). We use the following notation when the team is given as a relation:

Rel(X ) = {(s(x0), . . . , s(xn−1)) | s ∈ X}.

De�nition 2.0.6. Suppose s : V →M is an assignment and W ⊆ V . Then

sdW = {(v, a) ∈ s | v ∈ W}.

Suppose X is a team on domain V . Then

XdW = {sdW | s ∈ X}.
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De�nition 2.0.7. Suppose M and N are structures, f : M → N a function
and X is a team with range M . Then

f [X ] = {f ◦ s | s ∈ X}.

The following two operations of teams, duplication and supplementation, cor-
respond to universal quanti�cation and respectively to existential quanti�cation
[39].

De�nition 2.0.8. (Supplementation) Suppose X is a team of domain V and
range M and F : X →M a function. Let X (F, xn) denote the supplement team

{s(F (s)/xn) | s ∈ X},

where s(F (s)/xn) is the assignment obtained by replacing (xn, s(xn)) in s with
(xn, F (s)).

De�nition 2.0.9. (Duplication) Suppose X is a team of domain V and range
M . Let X (M,xn) denote the duplicated team

{s(a/xn) | a ∈M, s ∈ X},

where s(a/xn) is the assignment obtained by replacing (xn, s(xn)) in s with (xn, a).

De�nition 2.0.10. (Semantics) Suppose τ is a vocabulary, X a team of domain
V and range M ,M a τ -structure and φ and θ formulas of D(τ). The semantics
of D-formulas are de�ned in the following way:

1. =( ) is assumed universally true.

2. M |=X =(t), i� for all s, s′ ∈ X it holds s(t) = s′(t). We will call such
terms constant dependencies.

3. M |=X =(t1, . . . , tn), n > 1, i� for all s, s′ ∈ X it holds that, if s(ti) = s′(ti)
for i ≤ n− 1, then s(tn) = s′(tn).

4. M |=X ¬ =(t1, . . . , tn) i� X = ∅.

5. M |=X ≈t1t2, i� for every s ∈ X , s(t1) = s(t2).

6. M |=X ¬ ≈t1t2, i� for every s ∈ X , s(t1) 6= s(t2).

7. M |=X R(t1, . . . , tn), i� for every s ∈ X , (s(t1), . . . , s(tn)) ∈ RM.

8. M |=X ¬R(t1, . . . , tn), i� for every s ∈ X , (s(t1), . . . , s(tn)) 6∈ RM.

9. M |=X φ ∧ θ, i�M |=X φ andM |=X θ.
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10. M |=X φ∨ θ, i� there exists Y and Z, such that Y ∪Z = X ,M |=Y φ and
M |=Z θ.

11. M |=X ∃xφ(x), i� there is F : V →M , such thatM |=X (F,x) φ(x).

12. M |=X ∀xφ(x), i�M |=X (M,x) φ(x).

Note that it follows from the de�nition that the empty team satis�es all for-
mulas of D. Sentences are evaluated in terms of the team {∅} containing just the
empty assignment.

Theorem 2.0.11. [39] For all sentences φ ∈ D, structuresM and teams X the
following holds:

M |=X φ⇔M |={∅} φ.

2.1 Properties of dependence logic

The properties introduced in this section are given in [39].

De�nition 2.1.1. (Logical consequence and equivalence) Let φ ∈ D and θ ∈ D.
Formula θ is a logical consequence of φ,

φ⇒ θ,

if for all structures M and teams X with dom(X ) ⊇ Fr(φ) ∪ Fr(θ), M |= φ
implies M |= θ. The formulas θ and φ are logically equivalent if φ ⇒ θ and
θ ⇒ φ.

The satis�ability of a D-formula depends only on the interpretation of the free
variables of the formula. It was shown by Nurmi in his dissertation [28] that the
proof needs the Axiom of Choice.

Theorem 2.1.2. [39] Let V be a set of variables, such that Fr(φ) ⊆ V . Then

M |=X φ⇔M |=XdV φ.

The other basic fact is that isomorphic structures satisfy the same formulas
of dependence logic.

Theorem 2.1.3. [39] SupposeM and N are isomorphic and f :M∼= N . Then
for all φ ∈ D the following holds:

M |=X φ⇔ N |=f [X ] φ.

Theorem 2.1.4. [39](Downwards closure) Suppose φ ∈ D and X and Y are
teams, such that Y ⊆ X . Then the following holds:

M |=X φ⇒M |=Y φ.
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There is a correspondence between dependence logic formulas and existential
second-order formulas, which bases on the result of Hodges [22].

Theorem 2.1.5. [39] For every formula φ(x1, . . . , xk) ∈ D(τ), there is a sentence
θ(R) ∈ Σ1

1(τ∪{R}), where R is k-ary, such that for all τ -structuresM and teams
X with domain {x1 . . . , xk} the following are equivalent:

1. M |=X φ(x1, . . . , xk).

2. (M, Rel(X )) |= θ(R).

The converse also holds:

Theorem 2.1.6. [31] For every formula φ ∈ Σ1
1(τ) there is a sentence φ∗ ∈ D(τ),

such that for all τ -structuresM the following holds:

M |= φ⇔M |= φ∗.

The translation from dependence logic to existential second-order logic yields
some important model theoretical results, e.q. Compactness theorem and Löwenheim-
Skolem theorem for dependence logic, see [39].





Chapter 3

Coherence

In this chapter we will investigate the notion of coherence in dependence logic.
The intuition behind coherence is that a coherent formula can be veri�ed locally in
a team. A k-coherent formula φ is true in a team X if and only if it is true in every
k-element sub-team of X . Väänänen de�ned so-called �atness of a formula, which
in terms of coherence is exactly the 1-coherence of a formula. It is shown in [39],
that any formula of dependence logic which is equivalent to a �rst-order formula
is �at, i.e. 1-coherent. An important point about coherence is that it allows us to
come down from potentially very large teams into �nite constant size sub-teams to
evaluate the satis�ability of the formula. A well-know fact in �nite model theory
is that every �nite structure (�nite team) can be characterized in �rst-order logic
up to isomorphism. For a �xed �nite cardinality and �nite vocabulary there are
only �nite number of di�erent isomorphism types of structures. This yields that
for every coherent φ ∈ D there is an equivalent �rst-order sentence with an extra
predicate interpreting the team.

The initial motivation to investigate coherence was it's implications on the
computational complexity of the model checking of the formula. It seemed that
every coherent formula could be veri�ed in polynomial time, however, the FO-
de�nability of coherent formulas yields a consequence that the computational
complexity of the model checking of coherent formulas can be checked in loga-
rithmic space. We will come back to this in the following chapter.

We will start by going through the atomic formulas, connectives and quanti-
�ers of D and study the e�ect they have on coherence. We will observe that the
satis�ability of �rst-order formulas can be done in restricting to singleton sub-
teams whereas dependence atoms can be checked in restricting to two-element
sub-teams. Furthermore, we will show that conjunction and universal quanti�ca-
tion preserve coherence. We will observe that disjunction and existential quan-
ti�er are more complex than the other connectives when it comes to coherence.
We will show that with both disjunction and existential quanti�er one can fail
coherence. We will give an example for both cases. We will also introduce a

13
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way to associate a multigraph to a team and a disjunction of dependence atoms
in such a way that the satis�ability of the disjunction in the team corresponds
exactly to the colorability of the multigraph.

De�nition 3.0.7. Suppose φ(x1 . . . , xn) is a quanti�er-free D-formula. Then φ
is k-coherent if and only if for all structuresM and teams X of range dom(M),
such that Fr(φ) ⊆ Dom(X ) the following are equivalent:

1. M |=X φ.

2. For all k-element sub-teams Y ⊆ X it holds thatM |=Y φ.
Notice that the direction 1 ⇒ 2 follows from downwards closure 2.1.4. Re-

call that the truth value of a sentence in a given structure depends only on the
structure and not the interpretation: All sentences can be evaluated just with re-
spect to the team with the empty assignment {∅}. Since {∅} has only one proper
sub-team, namely the empty team, all sentences are trivially coherent. Thus, the
notion of coherence in its general form does not give any new information about
sentences. It is convenient to assume the following normal form for formulas of
dependence logic [31]. Note that we do not consider quanti�er-free formulas to
be in the normal form.

Theorem 3.0.8. [31] Suppose φ ∈ D. Then φ is equivalent to a formula φ∗ ∈ D
of the following form:

φ∗ := ∀x1 . . . ∀xk∃xk+1 . . . ∃xmθ(x1, . . . , xm),

where θ a quanti�er free formula1.

We are not concerned on the form of the quanti�er-free part of the formula in
the last de�nition. We just need that the quanti�ers are in front of the formula and
that universal quanti�ers precede the existential ones. This way we ensure that
we are dealing with constant size sub-teams. We de�ne coherence for formulas in
the normal form in the following way:

De�nition 3.0.9. Suppose φ := ∀x1 . . . ∀xn∃xn+1 . . . ∃xmθ(x1, . . . , xm) ∈ D(τ),
where θ is quanti�er-free D-formula. We say that φ is k-coherent i� for all τ -
structuresM and teams X , such that the range(X ) = dom(M) and that Fr(φ) ⊆
X the following are equivalent:

1. M |=X ∀x1 . . . ∀xn∃xn+1 . . . ∃xmθ(x1, . . . , xm).

2. M |=Y ∃xn+1 . . . ∃xmθ(x1, . . . , xm)
for all k-assignment subsets Y ⊆ X ((M,x1)(M,x2) . . . (M,xn)).

Thus, we de�ne coherence in terms of the teams where all the universally
quanti�ed variables are duplicated. In the case of sentences, coherence is de�ned
with respect to a single team where all the universally quanti�ed variables are
duplicated.

1θ is as a conjunction of dependence atoms and a �rst-order formula
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3.1 Connectives and coherence

We will �rst show the coherence of all atomic formulas and that conjunction
and universal quanti�cation preserve coherence. After this, we will show that
disjunction and existential quanti�cation do not preserve coherence.

Proposition 3.1.1. First-order atomic formulas and negated atomic �rst-order
formulas are 1-coherent.

Proof. Let us recall the semantics of the atomic and negated atomic formulas.

• M |=X ≈t1t2, i� for every s ∈ X , s(t1) = s(t2).

• M |=X ¬ ≈t1t2, i� for every s ∈ X , s(t1) 6= s(t2).

• M |=X R(t1, . . . , tn), i� for every s ∈ X , (s(t1), . . . , s(tn)) ∈ RM.

• M |=X ¬R(t1, . . . , tn), i� for every s ∈ X , (s(t1), . . . , s(tn)) 6∈ RM.

Clearly, in the case of all atomic and negated atomic formulas we have to check
that each singleton subset {s} of the team satis�es the formula.

Proposition 3.1.2. All dependence atoms are 2-coherent.

Proof. Then semantics of the dependence atom was de�ned in the following way:

• M |=X =(t), i� for all s, s′ ∈ X it holds s(t) = s′(t).

• M |=X =(t1, . . . , tn), n > 1, i� for all s, s′ ∈ X it holds that, if s(ti) = s′(ti)
for i ≤ n− 1, then s(tn) = s′(tn).

It is easy to see that it is enough to just check all the 2-element subsets {s, s′} of
the team when evaluating the satis�ability of the formula in a team.

Next we will show that a conjunction of two coherent formulas stays coherent.

Proposition 3.1.3. Suppose φ and ψ are quanti�er-free formulas, such that φ is
k-coherent and ψ is l-coherent and l ≤ k. Then φ ∧ ψ is k-coherent.

Proof. Suppose X |= φ∧ψ. Then, by downwards closure, all subsets of X satisfy
φ ∧ ψ, especially the k-element subsets.

The other direction: Suppose all k-element subsets Y ⊆ X satisfy φ ∧ ψ.
Then, by 2.0.10 it holds that Y satisfy φ and ψ for all Y . Then, by the coherence
of φ it follows that X satis�es φ. By downward closure and the fact that all
l-element subsets of X are contained in some k-element subset, we conclude that
all l-element subsets of X satisfy ψ. Then by coherence of ψ, also X satis�es ψ.
Thus X satis�es φ ∧ ψ.

Also, the universal quanti�cation preserves coherence.
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Proposition 3.1.4. Suppose φ is a k-coherent formula. Then ∀xφ is k-coherent.

Proof. Notice that since φ is coherent it holds that ∀xφ is in the normal form.
Suppose φ is the formula ∀x1 . . . ∀xm∃y1 . . . ∃ynθ(x̄, ȳ, z̄, x). Since φ is k-coherent,
the following holds for all teams X on domain {z̄, x}:

X |= φ⇔ X ((M,x1) . . . (M,xn)) |= ∃y1 . . . ∃ynθ(x̄, ȳ, z̄, x).

Thus the equivalence above holds for all the teams of the form X (M,x), which is
exactly the coherence condition for ∀xφ.

As we showed above, by universally quantifying over the variable x in φ we
reduce the number of the teams with respect to we determine the coherence of φ.
When x is universally quanti�ed, we only consider teams where x is duplicated.
When x is free, we consider all teams with x (and the other free variables of φ)
in the domain. These teams naturally include the ones where x is duplicated.

Given a k-coherent formula we say that k is the coherence-level of the formula.
Note that the lower the coherence level is the more "easy" it is to check the
satis�ability of the formula. As we have established, combining atomic formulas
with conjunction do not increase the coherence-level of the formula. When we
look at the semantics of disjunction it is not clear if it preserves coherence.

• M |=X φ∨ θ, i� there exists Y and Z, such that Y ∪Z = X ,M |=Y φ and
M |=Z θ

Indeed, later we will show that even with one disjunction one can fail coher-
ence. First we will consider the cases where disjunction preserves coherence.

Proposition 3.1.5. Suppose φ and ψ are quanti�er-free D-formulas, such that
φ is 1-coherent and ψ is k-coherent for some k ∈ N. Then φ ∨ ψ is k-coherent.

Proof. Suppose it holds that X |= φ ∨ ψ, then by downwards closure 2.1.4 Xk |=
φ ∨ ψ holds for all k-element subsets Xk ⊆ X .

The other direction: Suppose that Xk |= φ∨ψ holds for all k-element subsets
Xk ⊆ X . Now the division of X into Y and Z, such that Y |= φ and Z |= ψ is
obtained in the following way:

• s ∈ Y i� {s} |= φ and s ∈ Z otherwise.

Clearly, it holds that Y |= φ. Let us show that Z |= ψ. By k-coherence of ψ
we have to check that for all k-element subsets Zk ⊆ Z, it holds that Zk |= ψ.
Suppose Zk ⊆ Z, such that Zk fails ψ. Since all the singletons s ∈ Zk fail φ
it holds that Zk 6|= φ ∨ ψ, which is a contradiction with the assumption. Thus
all the k-element subsets of Z satisfy ψ. Which means by k-coherence of ψ that
Z |= ψ. Thus Y ∪ Z |= φ ∨ ψ holds.
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As established in the previous proposition, combining a k-coherent formula
with a 1-coherent formula does not increase the coherence level. Thus we have to
have both disjuncts at least 2-coherent. Namely we have to consider disjunctions
over dependence atoms.

We denote the disjunction of size k over a single dependence atom =(x1, . . . , xn),
by
∨
k =(x1, . . . , xn). We will next show that disjunctions over the same depen-

dence atom increases the coherence-level, i.e. the coherence-level is increased by
1 for each disjunct.

Proposition 3.1.6.
∨
k =(x1, . . . , xn) is k + 1-coherent for k ∈ N.

Proof. Suppose X is a team of type
∨
k = (x1, . . . , xn). Then, by downwards

closure property all k + 1-element subsets of X satisfy
∨
k =(x1, . . . , xn).

Other direction: Suppose all k+1-element subsets of X satisfy
∨
k =(x1, . . . , xn).

Let S(a1, . . . , an−1) be de�ned in the following way for each (a1, . . . , an−1) ∈
Mn−1 :

S(a1, . . . , an−1) = {s ∈ X | (s(x1), . . . , s(xn−1)) = (a1, . . . , an−1)}.

Let |S(a1, . . . , an−1)|∗ be the number of di�erent values of xn under the assign-
ments in S(a1, . . . , an−1). We will show that the following are equivalent:

1. X |=
∨
k =(x1, . . . , xn).

2. |S(ā)|∗ ≤ k + 1 for each ā ∈Mn−1.

Suppose (2) holds. Then each S(a1, . . . , an−1) can be divided into k + 1 sets
S(a1, . . . , an−1)i, 1 ≤ i ≤ k + 1, such that xn is constant in each S(a1, . . . , an−1)i.
Now the following partition of X into sets Xi, 1 ≤ i ≤ k + 1, is what we are
looking for:

Xi =
⋃

ā∈Mn−1

S(a1, . . . , an−1)i.

Next we will show that Xi |= =(x1, . . . , xn) for each Xi, 1 ≤ i ≤ k + 1.
Suppose s, s′ ∈ Xi, such that s and s′ are from the same S(a1, . . . , an−1)i for

some (a1, . . . , an−1) ∈Mn−1. Now s and s′ will agree on xn since xn is constant in
each S(a1, . . . , an−1)i. Thus {s, s′} |= =(x1, . . . , xn) holds. Suppose s and s′ are
from di�erent sets, say s from S(a1, . . . , an−1) and s' from S(a′1, . . . , a

′
n−1). Then s

and s′ will disagree on the sequence (x1, . . . , xn−1). Thus {s, s′} |= =(x1, . . . , xn)
holds. Now Xi |= =(x1, . . . , xn) holds for each Xi, 1 ≤ i ≤ k + 1 by 2-coherence
of dependence atoms.

Other direction: Suppose (2) does not hold. Then, there exists (a1, . . . , an−1) ∈
Mn, such that |S(a1, . . . , an−1)| > k + 1. By pigeon hole principle2 it is not pos-
sible to divide S(a1, . . . , an) into k + 1 subsets S(a1, . . . , an−1)i, so that in each

2Formally it states that there does not exist an injective function on �nite sets whose

codomain is smaller than its domain.
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set xn would be assigned a constant value. Since all the tuples in S(a1, . . . , an)
agree on sequence x1, . . . , xn−1 it follows that =(x1, . . . , xn) will be failed in some
subset independent of the division of S(a1, . . . , an). Thus X does not satisfy∨
k =(x1, . . . , xn).
The original assumption was that each k + 1-element sub-team of X satis�es

φ. Thus it holds that there are no such k + 1-element subsets in X where the
assignments agree on the �rst n−1 terms and all disagree on the last term. Thus
for each tuple (a1, . . . , an−1) ∈ Mn−1 it holds that |S(a1, . . . , an−1)|∗ ≤ k + 1.
Thus the claim follows with the above established equivalence.

3.1.1 Incoherence

In this section we will show that disjunction and existential quanti�cation do not
preserve coherence. We will introduce a way to interpret a given team and dis-
junction of dependence atoms as a multigraph. Given a team X and a disjunction
of dependence atoms =(Xi, yi), i ∈ I, denoted by

∨
i∈I =(Xi, yi), we interpret the

team as a multigraph in such a way that the |I|-colorability of the multigraph
corresponds to X satisfying

∨
i∈I =(Xi, yi). Each assignment translates into a

vertex in the graph. Each dependence atom =(Xi, yi), induces edges between the
vertices in such a way that if two assignments fail the dependence atom, then the
corresponding vertices share the corresponding edge Ei.

De�nition 3.1.7. Suppose X = {s1, . . . , sn} is a team of domain V and range
M and φ ∈ D is of the form

∨
i∈I =(Xi, yi). For each X and φ we construct a

multi graph GφX = (V, {Ei| i ∈ I}) in the following way:

1. V = {vj | sj ∈ X}.

2. For each i ∈ I, if {sj, sl} 6|= =(Xi, yi), then (vj, vl) ∈ Ei.

The k-colorability of a multigraph is de�ned as an existence of a coloring
function σ : dom(GφX) → |I|, such that if two nodes share an edge Ei then
they cannot be colored both with the same color i. The existence of such a
coloring function on a graph matches exactly with the semantical condition of
the disjunction in Team-semantics under the interpretation 3.1.7.

Proposition 3.1.8. Suppose GφX is a multigraph de�ned as in 3.1.7 for a team
X and formula φ =:

∨
i∈I = (Xi, yi). Then the following two conditions are

equivalent:

1. There exists a function σ : V → I, such that if σ(vi) = σ(vj) = m, then
(vi, vj) 6∈ Em.

2. X |=
∨
i∈I =(Xi, yi).
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Proof. Suppose σ : V → I is a function, such that if σ(vi) = σ(vj) = m, m ∈ I,
then (vi, vj) 6∈ Em. Let Xi, 1 ≤ i ≤ m, be de�ned the following way:

Xi = {sn | sn ∈ X ∧ σ(vn) = i}.

Since σ is de�ned on the domain GφX , it holds that X =
⋃
i∈mXi. We will show

next that Xi |= =(Xi, yi) holds for each Xi 1 ≤ i ≤ m:

Suppose sl, sk ∈ Xi. Then, the corresponding vertices vl and vk are assigned
the value i under σ. Then, by assumption on σ, it follows that (vl, vk) 6∈ Ei.
Thus by 3.1.7, it follows that {sl, sk} |= =(Xi, yi). Further, it follows from the
2-coherence of the dependence atoms that Xi |= =(Xi, yi). Thus X |=

∨
i∈I =

(Xi, yi) holds.

The other direction: Suppose X |=
∨
i∈I = (Xi, yi) holds. Then, there is

a partition of X into sets Xi, such that Xi |= = (Xi, yi) for each i ∈ I, and
X =

⋃
i∈I Xi. Then, let σ be de�ned the following way:

• σ(vn) = i, if sn ∈ Xi.

Clearly, σ is well de�ned and it holds that, if σ(vi) = σ(vj) = m, then (vi, vj) 6∈
Em.

Next lemma will show that disjunction does not preserve coherence. An im-
portant detail to notice is whether the disjuncts share some variables or not. As
we will show later, disjunctions of the same dependence formula stay coherent.

Theorem 3.1.9. =(x, y)∨ =(z, v) is not k-coherent for any k ∈ N.

Proof. We will actually show that a stronger claim holds, namely that =(x, y)∨ =
(z, v) is not f(n)-coherent for any function f : N → N, such that f(n) < n, for
all n. Here the meaning of f(n)-coherence is, that a formula φ is f(n)-coherent,
if for all teams X , such that |X | = n, it holds that X |= φ ⇔ Y |= φ for every
Y ⊆ X , such that |Y| = f(n).

We will construct a team X for every k ∈ N so that every proper subset of
the team satis�es =(x, y)∨ =(z, v), but the whole team fails to satisfy =(x, y)∨ =
(z, v). We represent the team as a multigraph as in 3.1.7. Each of the vertices
correspond to an assignment of the team. Suppose sv, sw ∈ X . There are two
type of edges we assign between vertices in the following way.

• If {sv, sw} 6|= =(x, y), then we assign a smooth edge between the vertices v
and w.

• If {sv, sw} 6|= =(z, v), then we assign a wavy edge between the corresponding
vertices v and w.
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We will use "black" color to denote the vertices that do not allow wavy edge and
"white" color to denote the vertices that do not allow smooth edges. A coloring
of the multigraph will be a partition of the universe into two sets, black and white
vertices, such that the black vertices do not share any smooth edges and the white
vertices do not share any wavy edges. The graph in �gure 3.1 is such that every
proper subgraph is 2-colorable, but the whole multigraph is not.

a

c

b

x

y

v

f ge . . .

Figure 3.1: Graph GX

GX is not 2-colorable: Suppose both the nodes c and y are colored black.
Then vertices a, b, x, v should be colored white as they all share a wavy edge
either with c or y. But since there is a smooth edge between a and b as well as
between v and x and the fact that white color did not allow smooth edges, this
cannot be a proper coloring. Thus the only way to properly color the triangles
is to color both c and y white. The colors of a, b, x, v can be chosen black or
white as long as v, x and a, b are not both white. The two triangles {a, b, c} and
{x, y, z} are connected with a path (of even length). The path is such that the
edge alternates between smooth and wavy, which forces the proper coloring also
to alternate between black and white for the nodes on the path. Since the length
of the path is even, there cannot be a coloring for the whole graph as the color
of c totally determines the coloring of the whole path, in the same way as the
color of y. They both force di�erent colors on the path, thus making the proper
coloring impossible. Thus the whole graph is not 2-colorable.

Every proper subgraph of GX is 2-colorable: We will show that if we
remove a vertex from either of the triangles, then the coloring of the vertex c (or
y), which is connected to the path, can be chosen either black or white. Suppose
a is removed. Then we can choose so that c is colored black and b is with white.
The vertex y has to be still colored with white. Now, since c and y are colored
with di�erent colors and the path connecting them is even, it holds that the whole
graph can be colored. The cases where we remove any other vertex from the two
triangles are analogous to this one.

On the other hand, suppose one of the vertices from the path connecting the
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a
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Figure 3.2: Coloring of the graph GX

two triangles is removed. Then we have two components of the graph that are not
connected by edges. The coloring of the whole graph reduces to the coloring of
the two subgraphs for which there is a trivial coloring induced by the coloring of
two nodes c and y. The team, which corresponds to the graph GX is the following
table 3.1.

assignment x y z v

sa 0 0 0 0
sb 0 2 0 0
sc 1 2 0 1
se 1 1 1 2
sf 2 3 1 3
sg 2 4 2 4
.
.
.
sv 4 7 3 5
sx 4 6 3 5
sy 3 5 3 4

Table 3.1:

As one can observe the values of the whole path are not explicitly given in
the picture. If two vertices share a smooth edge, the corresponding assignments
in the team in table 3.1 are assign the same value for x and di�erent one for
y. Similarly, if two vertices share an wavy edge the corresponding assignments
assign the same value for z and di�erent one for v. When we choose the values
for the assignments that correspond to a vertex in the the path, we use always
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new values for the variables if possible. This way we ensure that there will be
no unintended edges between the vertices in the triangle and the vertices in the
path, just the ones that appear in the picture.

For example, for the assignment se the value of x is assigned the same as sc(x)
and se(y) is assigned di�erent to sc(y), but se(z) and se(v) can be chosen new
values. With the next vertex on the path, which is f , we can already assign the
new values for x and y. We have to take care that the values of sf (z) and sf (v)
are assigned so that the dependence =(z, v) is failed. At this point of the path
the values, which the assignment sa, sb and sc assign to variables x, y, z, v are
no more assigned when we go left in the path. Thus, the ranges of the variables
under the assignments corresponding to the vertices of the triangles are disjoint
with ranges of variables under the assignment that correspond to the vertices on
the path (excluding the endpoints of the path).

Let us show that the team in table 3.1 indeed translates into the graph in
�gure 3.1. Recall that smooth edges are generated when two assignments fail the
dependence =(x, y) and wavy edges when the =(z, v) is failed;

Smooth edges from vertex a: sa(x) = 0. It holds that sb(x) = 0 and since
sb(y) 6= sa(y) there is a smooth edge (a, b). All the other assignments assign other
value than 0 for x, thus there cannot be smooth edges from a to other vertices.

Wavy edges from vertex a: sa(z) = sc(z) = 0 and sa(v) = 0 6= 2 = sz(v), thus
there is a wavy edge (a, c). Indeed sb(z) = 0 but sb(v) 6= sa(v), thus there is no
wavy edge (a, b). All the other assignments assign a value di�erent to 0 for z,
thus there are no wavy edges between a and other vertices.

Smooth edges from vertex b: The only smooth edge from b is the one that
is shared with a. All other assignments assign a value di�erent to 0 for x, thus
there are no other smooth edges from b.

Wavy edges from vertex b: sb(z) = sc(z) = 0 and sb(v) = 0 6= 2 = sz(v), thus
there is a wavy edge (b, c). Again, sb and sa agree on z but disagree on v, thus
there is no wavy edge between them. All the other assignments assign a value
di�erent to 0 for z. Thus there are no other wavy edges from b.

Smooth edges from vertex c: Only assignment that assigns x as 1 is se. Also
they disagree on y. Thus there is smooth edge (c, e). As we earlier noted, after
the next vertex on the path, the values that are assigned by the assignments that
correspond to nodes that appear in the triangle do not appear in the ranges of
the assignments that correspond to the vertices that come later in the path. Thus
all the other assignments assign a value di�erent to 1 for x. Thus there are no
other smooth edges from the node c.

Wavy edges from vertex c: The edges (c, a) and (c, b) have been already es-
tablished. Again, the value that sc assigns for z does not appear as a value for z
under assignment corresponding the nodes which appear later in the path. Thus
there are no other wavy edges from z.

The other triangle {x, y, z} is isomorphic to that of {a, b, c, }. It can be checked
analogous that exactly the edges that appear in the graph will be generated under
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the translation 3.1.7.
Now we have given a construction of collection of graphs like in 3.1,which are

not 2-colorable, but for which hold that every proper sub-graph is. Now by 3.1.8
the following are equivalent:

1. GX is 2-colorable.

2. X |= =(x, y)∨ =(z, v).

Thus the whole team X as in table 3.1 does not satisfy =(x, y)∨ =(z, v), but
every proper sub-team of X satis�es =(x, y)∨ =(z, v). By increasing the length
of the path which connects the two triangles, we get the same counter example
for di�erent cardinalities.

It is not obvious that there are teams that interpret the graph in �gure 3.1
as there is no 1-1 correspondence between graphs and teams in terms of the
translation de�ned in 3.1.7. For example, no cycle larger than 5 corresponds to
any team.

Next we will show that existential quanti�cation does not preserve coherence.
We will show this by simulating disjunction with the existential quanti�er.

Theorem 3.1.10. The formula ∃x∃y∃z(6≈xy ∧ =(x)∧ =(y) ∧ ( 6≈xz∨ =(u, v)) ∧
(6≈yz∨ =(w, t)) is not k-coherent for any k ∈ N.

Proof.

supplemented part of X original team X

assignment x y z v u w t

s0 Fx(s0) Fy(s0) Fz(s0) ai0 bi0 ci0 di0
s1 Fx(s1) Fy(s1) Fz(s1) ai1 bi1 ci1 di1
s2 Fx(s2) Fy(s2) Fz(s2) ai2 bi2 ci2 di2
s3 Fx(s3) Fy(s3) Fz(s3) ai3 bi3 ci3 di3
. . . . . . . .
. . . . . . . .
. . . . . . . .
sm Fx(sm) Fy(sm) Fz(sm) aim bim cim dim

Table 3.2:

We will show that for all structures M, dom(M) ≥ 2, and teams X the
following are equivalent:

1. M |=X =(u, v)∨ =(w, t).

2. M |=X ∃x∃y∃z( 6≈xy ∧ =(x)∧ =(y) ∧ ( 6≈xz∨ =(u, v)) ∧ (6≈zy∨ =(w, t)).
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SupposeM |=X =(u, v)∨ =(w, t) holds. Then by 2.0.10, there are Y and Z, such
that X = Y ∪ Z and Z |= =(u, v) and Y |= =(w, t). Let a1, a2 ∈ M such that
a1 6= a2. We will de�ne the choice functions for z, x and z in the following way:

• Fx(s) = a1,

• Fy(s) = a2,

• Fz(s) = a1, if s ∈ Y ,

• Fz(s) = a2, if s ∈ Z.

Notice that the partition of X = Z ∪ Y induces a partition on the supplemented
team X (Fx, x)(Fy, y)(Fz, z). We denote this partition by Z ′∪Y ′. One can observe
that the following claims hold in the team X (Fx, x)(Fy, y)(Fz, z)

1. Fx(s) 6= Fy(s) for all s, thus X (Fx, x)(Fy, y)(Fz, z) |= 6≈xy

2. Fx is a constant function, thus X (Fx, x)(Fy, y)(Fz, z) |= =(x)

3. Fy is a constant function, thus X (Fx, x)(Fy/y)(Fz, z) |= =(y)

Now it holds that Z ′ |= 6≈xz and Y ′ |= =(u, v), which implies that Z ′ ∪ Y ′ |= 6≈
xz∨ =(u, v) holds. Furthermore it holds that Y ′ |= 6≈yz and Z ′ |= =(w, t), which
implies that Z ′ ∪ Y ′ |= 6≈ yz∨ =(w, t) holds.

Thus it holds that

M |=X ((Fx,x)(Fy ,y)(Fz ,z)) x 6= y ∧ =(x)∧ =(y) ∧ ( 6≈zx∨ =(u, v)) ∧ (6≈yz∨ =(w, t)).

Which implies that the following hods:

M |=X ∃x∃y∃z(6≈xy ∧ =(x)∧ =(y) ∧ (6≈xz∨ =(u, v)) ∧ (z 6= y∨ =(w, t)).

The other direction: Suppose it holds that

M |=X ∃x∃y∃z(6≈xy ∧ =(x)∧ =(y) ∧ ( 6≈xz∨ =(u, v)) ∧ (6≈yz∨ =(w, t)).

Then there are choice functions for x, y and z denoted with Fx, Fy and Fz
respectively, such that the following holds:

M |=X ((Fx,x)(Fy ,y)(Fz ,z)) 6≈xy ∧ =(x)∧ =(y) ∧ ( 6≈xz∨ =(u, v)) ∧ (6≈yz∨ =(w, t)).

Thus it holds that:

1. 6≈ xy ∧ = (x)∧ = (y) implies that Fx and Fy are two di�erent constant
functions.

2. 6≈ xz∨ =(u, v) implies that the set of assignments which agree on z and x
satisfy =(u, v).
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3. 6≈ yz∨ =(w, t) implies that the set of assignments that agree on z and y
satisfy =(w, t).

We will de�ne the partition of X into two sets in the following way:

• Z = {s ∈ X | Fz(s) 6= Fx(s)}.

• Y = {s ∈ X | Fz(s) 6= Fy(s)}.

Clearly, now it holds that Z |= =(u, v) and Y |= =(w, t).
One can observe that the disjunctions (6≈ yz∨ =(w, t)) and (6≈ xz∨ =(u, v))

are 2-coherent by 3.1.5. Thus the whole quanti�er-free formula ( 6≈xy ∧ =(x)∧ =
(y) ∧ (6≈xz∨ =(u, v)) ∧ (6≈yz∨ =(w, t)) is 2-coherent since conjunction preserves
coherence by 3.1.3. The whole existentially quanti�ed formula, however, is not
coherent, since it is equivalent to =(u, v)∨ =(w, t), which is incoherent by 3.1.9.

Corollary 3.1.11. The set of coherent formulas is not closed under existential
quanti�cation nor disjunction.

Proof. By 3.1.9 and 3.1.10.

As shown above, disjunctions of dependence atoms are not coherent in general.

3.2 Interpreting coherent formulas in terms of �rst-

order sentences

In this subsection we will show that every coherent formula is equivalent to a
�rst-order sentence when an additional relation symbol R is given interpreting
the team X .

De�nition 3.2.1. Suppose X is a team of domain {x1, . . . , xm}. Then let the
relation Rel(X) be the set of m-tuples de�ned in the following way:

Rel(X ) = {(s(x1), . . . , s(xm)) | {s ∈ X}.

A well-know fact in �nite model theory is that every �nite structure can be
characterized in �rst-order logic up to isomorphism. For a �xed �nite cardinality
and �nite vocabulary there are only �nite number of di�erent isomorphism types
of structures. Now the satis�ability of a k-coherent formula can be reduced to
satis�ability in k-element sub-teams, which there are only �nite many di�erent
ones (up to isomorphism). Thus we can just list the ones which satisfy φ and say
that all the sub-teams should be one of these types.
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De�nition 3.2.2. Suppose τ is a �nite vocabulary. A k-τ -type tkτ (x1, . . . , xk) is
a maximal consistent set of τ -atomic-, negated τ -atomic-, identity- and negated
identity formulas over {x1, . . . , xk}.

SupposeM is a τ -structure and ā is a k-tuple (a1, . . . , ak) ∈Mk. We say that
the tuple (a1, . . . , ak) realizes the k-τ -type t

k
τ (x1, . . . , xk) inM if it holds

(M, ā) |=
∧
φ∈tkτ

φ.

We denote the k-τ -type realized by the tuple ā inM by tMā .

De�nition 3.2.3. Suppose Rel(X ) ⊆Mm is a m-ary relation of size k. Let π be
an ordering of the tuples of Rel(X ). Then āπx is the concatenation of the tuples
in Rel(X ) in the order determined by π.

On the other hand, given a km-sequence (a1, . . . , akm), Rel(a1, . . . , akm) is the
relation obtained by cutting the km-tuple into m-tuples

(a1, . . . , am), (am+1, . . . , a2m), . . . , (am(k−1)+1, . . . , akm).

Given a team X with range M and domain V , let Img(X ) be the set of all
elements a ∈ M , such that s(v) = a, for some v ∈ V and for some s ∈ X . Given
a τ -structureM and a set S ⊆ dom(M) we letMdS be the sub-structure with
domain S endowed with relation RM∩Sn for each n-ary R ∈ τ , fM∩Sn for each
n-ary f ∈ τ , and cM, such that cM ∈ S, for each c ∈ τ .

Lemma 3.2.4. Suppose τ is a �nite vocabulary andM and N are τ -structures.
Suppose X and Y are teams of k assignments with domain {x1, . . . , xm}, such
that range(X ) = M and range(Y) = N . Let Img(X ) = A and Img(Y) = B.
Then the following conditions are equivalent:

1. (MdA,Rel(X )) ∼= (NdB,Rel(Y)).

2. There is an order π1 of the tuples of Rel(X ) and an order π2 of the tuples

of Rel(Y), such that t
MdA
x̄π1 = t

NdB
ȳπ2 .

Proof. Suppose (MdA,Rel(X )) ∼= (NdB,Rel(Y)) holds and let f be the isomor-
phism between the two structures. Let (a1, . . . , akm) be the sequence obtained
by concatenating the tuples of Rel(X ) in the order π1. Let tx̄ be the km-τ -type
realized by (a1, . . . , akm) inM. Since f is an isomorphism, it holds that the image
of the tuple (a1, . . . , akm) under f , (f(a1), . . . , f(akm)) realizes the same type tx̄
in N as (a1, . . . , akm) inM. Thus f induces an order π2 over tuples in Rel(Y),

such that t
MdA
x̄π1 = t

NdB
ȳπ2 . Thus the second condition is satis�ed.

Suppose there is an order π1 of the tuples of Rel(X ) and an order π2 of the

tuples of Rel(Y), such that t
MdA
x̄π1 = t

NdY
ȳπ2 . Clearly, the concatenation of the tuples

in the order of the π1 and π2 induce an order over the domains MdA and NdB.
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Now, let f : MdA → NdB, f(a
MdA
i ) = a

NdB
i , where aMi is the i:th element

of MdA in the order induced by π1 and respectively aNi of NdB in the order
induced by π2. Since the sequences x̄π1 and ȳπ2 realize the same type, it holds
that f : (MdA,Rel(X ))→ (NdB,Rel(Y)) is an isomorphism.

Theorem 3.2.5. Suppose τ is a �nite vocabulary, R an relation symbol inter-
preted as Rel(X ), and φ(z̄) = ∀x̄∃ȳθ(x̄, ȳ, z̄) is k-coherent D-formula for some
k ∈ N. Then there is a sentence φ∗ ∈ FO(τ ∪ {R}), such that the following
conditions are equivalent:

1. (M,Rel(X )) |= φ∗

2. M |=X φ(x̄, ȳ, z̄)

Proof. Suppose M is a τ -structure and X a team with domain z̄ and range M
and thatM |=X φ holds. Then it holds that

M |=X (M,x̄) ∃ȳθ(x̄, ȳ, z̄) (3.1)

By k-coherence of φ, (3.1) is equivalent to:

M |=Y ∃ȳθ(x̄, ȳ, z̄) (3.2)

for all k-element subsets Y ⊆ X (M, x̄). Further, (3.2) is equivalent to the fact that
every Y can be supplemented to satisfy θ(x̄, ȳ, z̄). We denote the supplemented
team by Y(Fȳ, ȳ). Each Y(Fȳ, ȳ) is a set of k distinct assignments. Note that
the domain of the team is �nite and of �xed size. Thus, each Y(Fȳ, ȳ) can be
characterized in FO up to isomorphism.

Let us denote the number of variables in the formula φ with #φ. Since τ
is �nite, there are only �nitely many di�erent (#φ · k)-τ -types. Now, let T φ be
the set of all (#φ · k)-τ -types t, such that there is a team X for which X |= θ
holds and that the sequence (a1, . . . , akm), obtained by concatenating the tuples
of Rel(X ) in some order, realizes the type t. Now φ∗ is the following sentence:

φ∗ =: ∀s̄1 . . . ∀s̄k((
∧
i∈k

s̄i ∈ R
∧
i 6=j

s̄i 6= s̄j)→

∀x̄1 . . . ∀x̄k . . . ∃ȳ1 . . . ∃ȳk
∨

tτ∈Tφ
tτ (s̄1, x̄1, ȳ1, . . . , s̄k, x̄k, ȳk, )),

where ∀s̄i is a shorthand for ∀zi1 . . . ∀zim , ∀x̄i for ∀xi1 . . . ∀xin and ∃ȳi for ∃yi1 . . . ∃yil ,
where n is the number of universally quanti�ed variables and l the number of ex-
istentially quanti�ed variables.

Let us show that that the following conditions are equivalent.

1. (M,Rel(X )) |= φ∗.
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2. M |=X φ(x̄, ȳ, z̄).

Suppose it holds that (M,Rel(X )) |= φ∗ and that Xk = {s1, . . . sk} ⊆ X (M, x̄)
is a k-element team. Let āi = (si(z1), . . . , si(zm), si(x1), . . . , si(xn)) for each as-
signment si ∈ Xk. It follows that for every k-element sub-team {s1, . . . sk} ⊆
X (M, x̄) the corresponding (m+ n)-tuples ā1, . . . , āk satisfy:

M |= ∃ȳ1 . . . ∃ȳk
∨

tτ∈Tφ
tτ (ā1, ȳ1, . . . , āk, ȳk, ).

Furthermore, there exists tuples ā′1, . . . , ā
′
k ∈M l, such that

M |=
∨

tτ∈Tφ
tτ (ā1, ā

′
1, . . . , āk, ā

′
k).

We denote the function si 7→ ā′i, i ≤ k, by Fȳ. Since the concatenation of the
tuples (ā1, ā

′
1), . . . , (āk, ā

′
k) realizes a type t in T

φ, it holds by 3.2.4 that Xk(Fȳ, ȳ)
is isomorphic to a team which satis�es θ(x̄, ȳ, z̄). Thus it holds Xk(Fȳ, ȳ) |=
θ(x̄, ȳ, z̄). Since this holds for every k-element sub-team Xk ⊆ X (M, x̄), it follows
that the coherence condition for the D-formula φ(x̄, ȳ, z̄) is satis�ed. ThusM |=X
φ(x̄, ȳ, z̄) holds.

Other direction. Suppose M |=X φ(x̄, ȳ, z̄) holds. Then by k-coherence of φ
it follows that

M |=X (M,x̄)k ∃ȳθ(x̄, ȳ, z̄)

for every k-element sub-team X (M, x̄)k of the duplicated team X (M, x̄).
Suppose {ā1, . . . , āk} are k distinct m-tuples of Rel(X ). Let us denote the

extension of tuple āi with n-tuple b̄i ∈ Mn with ā′i, i.e. ā
′
i = (āi, b̄i). Now each

such set of k distinct (m + n)-tuples ā′1, . . . , ā
′
k correspond to a k-element sub-

team of X (M, x̄)k. Since M |=X φ(x̄, ȳ, ȳ) holds, there exists a choice function
Fȳ for the variables ȳ, such that X (M, x̄)k(Fȳ, ȳ) |= θ(x̄, ȳ, z̄). It follows that the
concatenation of the tuples (ā′1, Fȳ(s), . . . ā

′
1, Fȳ(s)) realizes a type in T φ. Since

Fȳ exists for each k-element sub-team X (M/x̄)k it holds that

(M, Rel(X )) |= ∀s̄1 . . . ∀s̄k((
∧
i∈k

s̄i ∈ R
∧
i 6=j

s̄i 6= s̄j)→

∀x̄1 . . . ∀x̄k . . . ∃ȳ1 . . . ∃ȳk(
∨

tτ∈Tφ
tτ (s̄1, x̄1, ȳ1, . . . , s̄k, x̄k, ȳk, ))).
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Descriptive complexity

Descriptive complexity theory is a �eld of �nite model theory which studies the
connection between logical de�nability and computational complexity. Two cen-
tral problems considered in this �eld are the model checking and the satis�ability
testing. The satis�ability testing for a logic L and a class of �nite structures M
is the following problem: Given a sentence φ ∈ L, determine whether or not
there is a structure in M which satis�es φ. The model checking problem for a
logic L and a set of �nite structures M is to determine whether M |= φ holds
or not for a given formula φ ∈ L and a �nite structure M ∈ M. Closely re-
lated problem to the model checking problem is the query evaluation problem:
Given a formula φ(x1, . . . xk) and a structure M, it is to calculate the relation
de�ned by the formula φ(x1, . . . , xk), i.e. the set of tuples ā ∈Mk for which hold
(M, ā) |= φ(x1, . . . , xk). The query evaluation reduces to a polynomially many
model checking problems.

The complexities of these problems are measured as a function of the size of
the input. The taxonomy for measuring the computational complexity of di�er-
ent query languages was developed by Vardi in [37]. One usually di�erentiates
between three complexities: Data complexity ; The formula is �xed and the struc-
ture is given as an input. Expression complexity ; The structure is �xed and the
formula is given as a input. Combined complexity ; Both the structure and the
formula are given as input. Usually, combined complexity is exponentially higher
than the data complexity. The computational complexity of the query evaluation
for various logics is presented in the table 4.1 [38].

De�nition 4.0.6. Suppose M is a class of structures and Φ is a class formu-
las. The model checking problem for M and Φ, denoted with MC(M,Φ), is to
determine whetherM |= φ holds for givenM∈M and φ ∈ Φ.

When we �x the formula φ and the class of structures M is clear from the
context, we denote the model checking MC( M, {φ}) with MC(φ).

We will consider both data- and combined complexity of the model checking
problem of D-formulas over �nite teams. We will give a characterization of the

29
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logic data complexity expression complexity combined complexity

FO AC0 PSPACE-complete PSPACE-complete

FP PTIME-complete EXPTIME-complete EXPTIME-complete

Σ1
1 NP-complete NEXPTIME-complete NEXPTIME-complete

PFP PSPACE-complete EXPSPACE-complete EXPSPACE-complete

Table 4.1: Data- and combined complexity for di�erent logics.

data complexity for quanti�er-free formulas in terms of coherence and number
of conjunctions in the formula. We will observe that disjunction increases the
computational complexity of the model checking for dependence logic formulas.
In case of classical disjunction, the e�ect is linear, as you just have to check if one
of the disjuncts is satis�ed. In dependence logic, however, we have a weaker form
of disjunction and it is more complex than the classical one. We will show that
there is a leap in computational complexity between disjunctions of size one and
two when considering the combined complexity of the model checking problem
for dependence atoms.

4.1 Computational complexity theory

Computational complexity theory focuses on classifying problems according to
their inherent di�culty. One measures the di�culty of a given problem by the
amount of resources it take to solve it, such as the running time, or the memory
space used by the algorithm. The complexity is measured as a function of the size
of the input. A problem is regarded as inherently di�cult if all the algorithms
solving the problem require a large amount of resources. The following notation
is commonly adopted:

De�nition 4.1.1. Suppose f and g are functions from N to N. We write

f ∈ O(g(n)),

if there are positive constants c and k, such that 0 ≤ f(n) ≤ cg(n) for all n > k.
We write f ∈ o(g(n)) if

lim
n→∞

f(n)

g(n)
= 0.

De�nition 4.1.2. A function is called time-constructible, if there exists a Turing
machine M which, given a string consisting of n ones, stops after exactly f(n)
steps. Analogously, f is space-constructible, if there is a Turing machine M that
stops after using exactly f(n) cells.
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Notice that the de�nitions for time-and space constructible functions may
slightly vary depending on the source. Most of the commonly used functions
such as polynomial-functions are both time- and space-constructible.

We will denote the class of languages recognized by a deterministic Turing
machine working in time f(n), where n is the length of the input by TIME(f(n))
and languages recognized by a deterministic Turing machine using at most f(n)
memory cells, where n is the length of the input by SPACE(f(n)). And respec-
tively NTIME(f(n)) and NSPACE(f(n)) for the non-deterministic versions of
these classes.

De�nition 4.1.3.

LOGSPACE =
⋃
k∈N

SPACE(k · log(n)),

NL =
⋃
k∈N

NSPACE(k · log(n)),

PTIME =
⋃
k∈N

TIME(nk),

NP =
⋃
k∈N

NTIME(nk),

PSPACE =
⋃
k∈N

SPACE(nk),

EXPTIME =
⋃
k∈N

TIME(2n
k

),

NEXPTIME =
⋃
k∈N

NTIME(2n
k

),

EXPSPACE =
⋃
k∈N

SPACE(2n
k

).

It is known that

LOGSPACE ⊆ NL ⊆ PTIME ⊆ NP ⊆ PSPACE ⊆
EXPTIME ⊆ NEXPTIME ⊆ EXPSPACE.

The strictness of this hierarchy is open for most of the cases. The strictness of
some of the containments follow from the Hierarchy theorems for time and space
see [33] and [13]:

Theorem 4.1.4. [18](Deterministic Time hierarchy theorem) Suppose f(n) is a
time-constructible function. Then TIME(f(n)) ⊂ TIME(f 2(n)).

Theorem 4.1.5. [6](Nondeterministic Time Hierarchy Theorem) Suppose g(n)
is a time-constructible function, and f(n+ 1) = o(g(n)).
Then NTIME(f(n)) (NTIME(g(n)).
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Theorem 4.1.6. (Space Hierarchy Theorem) Suppose f(n) is a space-constructible
function, such that f(n) > log n and f(n)= o(g(n)). Then SPACE(f(n)) (
SPACE(g(n)).

Savitch's theorem establishes a relation between deterministic and non-deterministic
space.

Theorem 4.1.7. [34](Savitch's theorem) Suppose f(n) is a function, such that
f(n) > log n. Then NSPACE(f(n)) ⊆ SPACE(f 2(n)).

The Hierarchy theorems for time and space and Savitch's Theorem give the
following known inequalities:

Corollary 4.1.8.

NL ( PSPACE,

PSPACE ( EXPSPACE,

PTIME ( EXPTIME,

NP ( NEXPTIME.

The Hierarchy theorems for time and space give us the last three inequalities.
Savitch's Theorem shows that NL ⊆ SPACE(log2n), while the Space Hierar-
chy Theorem shows that SPACE(log 2n) ( SPACE(n). Thus giving us that NL
(PSPACE.

Measuring computational complexity using Turing machines as computational
model one has to encode �nite structures into strings. For this, one has to assume
some ordering of the structure. The encoding in it self is not relevant as long as
certain conditions are met. For example, the size of the encoding should be at
most polynomial to the size of the structure.

We denote all the �nite τ -structures with Mτ . Let us �x an encoding Bin of
�nite τ -structures into binary words. We denote the encoding of a structureM
with Bin(M).

De�nition 4.1.9. Let φ ∈ L(τ)-formula. Then let

K(φ) = {M | M ∈Mτ ∧M |= φ}.

De�nition 4.1.10. Suppose K is a class of τ -structures. Then L(K) is the
language de�ned by K under the encoding Bin;

L(K) = {Bin(M) | M ∈ K}.

Also each language can be seen as a class of structures in the following way.
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De�nition 4.1.11. Suppose L is a language over some �nite vocabulary τ . A
word w = v0 . . . vn ∈ L can be seen as a structure W(w) over vocabulary ≤
∪{Pv | v ∈ Σ} with universe {v0, . . . , vn} and with the natural interpretation for
≤ and Pa = {i | vi = a}. Now let W(L) be de�ned the following way for each
language L:

W(L) = {W(w) | w ∈ L}.

Thus, mathematical structures can be encoded into languages which can be
then given as inputs for Turing machines. On the other hand, languages can be
turned into classes of mathematical structures, which can be then characterized
using logic. When there is a perfect match between a de�nability in logic L and
computability in a complexity class C, we say that the logic L characterizes the
complexity class C:

De�nition 4.1.12. Let L be a logic and C a complexity class. We say that the
logic L characterizes a complexity class C, if for any vocabulary τ and any class
of τ -structures K the following two conditions are equivalent:

1. K is de�nable in L,

2. L(K) ∈ C.

We denote it by L ≡ C and ≡≤ for equivalence over ordered structures.

Fagin initiated the �eld of descriptive complexity theory in [9]. He showed that
Σ1

1 characterizes the non-deterministic polynomial time. Another classical result
is by Immerman and Vardi, that polynomial time is characterized by �rst order
logic extended by a least �xed point operator (FO(LFP)) over ordered structures
[23], [37]. It is considered an important open problem to �nd a characterizing
logic for PTIME over all �nite structures.

Theorem 4.1.13. ([9]) Fagin's theorem:

Σ1
1 ≡ NP.

Theorem 4.1.14. ([23], [37]) Immerman-Vardi theorem:

FO(LFP ) ≡≤ PTIME.

Many of the main classes are given logical characterizations, e.q. �rst-order
logic extended by deterministic transitive closure operator (FO(DTC)) char-
acterizes LOGSPACE over ordered structures and �rst-order logic extended by
the transitive closure operator (FO(TC)) characterizes NL over ordered struc-
tures. Second-order logic extended with second order transitive closure operator
(SO(TC2)) characterizes PSPACE over all �nite structures.

A problem L is said to be complete for a class C if every other problem in C
can be reduced to L. The theory of complete problems was initiated by Cook in
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[7]. He showed that determining the satis�ability of a given boolean �rst order
formula is complete for NP. Soon after, Karp showed the NP-completeness of
21 famous combinatoric- and graph-theoretic problems in [25]. For more NP-
complete problems see [12].

De�nition 4.1.15. A function f : A → B is C-computable if there is a Turing
machine M working in C, which for each input a ∈ A returns the value f(a).

De�nition 4.1.16. Suppose L1 ⊆ A and L2 ⊆ B. L1 is C-reducible to L2, if
there is a C-computable function f : A→ B, such that for all α ∈ A

α ∈ L1 ⇐⇒ f(α) ∈ L2.

We denote this by L1 ≤C L2.

De�nition 4.1.17. Let L be a language, ≤r is a reducibility relation and C is a
complexity class. We say that L is complete for C with respect to r-reductions if
the following two conditions are met:

1. L ∈ C,

2. for all L′ ∈ C, L′ ≤r L.

NP-complete problems are usually considered with respect to polynomial time
reductions.

De�nition 4.1.18. Boolean satis�ability problem (SAT) is a decision problem
to determine wether a given propositional �rst order formula is satis�able. The
variables are boolean and may occur positively or negatively in the formula. The
formulas are assumed to be in the conjunctive normal form. The problem is to
determine, whether there is an assignment, which evaluates the given formula
true. There are several variations of SAT from which we consider the following
two:

• 2-SAT: At most 2 disjuncts in each clause.

• 3-SAT: At most 3 disjuncts in each clause.

2-SAT is shown to be complete for NL( for proof see) [33] and 3-SAT complete
for NP [25]. Another well-know NP-complete problem is the 3-colorability of a
graph [12].

De�nition 4.1.19. k-colorability of a graph (k-COL) is a decision problem to
determine wether the vertices of a given graph can be colored with k colors in
such a way that, if two vertices share an edge, then they are colored with di�erent
colors. In other words, if there is a function ξ : V → {0, . . . 1, k − 1}, such that
if (v, w) ∈ E, then ξ(v) 6= ξ(w).

We will use reductions to 2-SAT, 3-SAT and k-COL to show completeness of
certain model checking problems of D-formulas.
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4.2 Computational complexity of dependence logic

formulas

We are interested in �nding a connection between the complexity of the model
checking problem and the syntactic form of φ. The model checking for all D-
formulas is in NP. We will show that coherent formulas can be veri�ed in loga-
rithmic space.

Recall, that the formulas of dependence logic are veri�ed in terms of sets of
assignments. A formula φ ∈ D de�nes a collection of pairs (M,X ), where M
is a τ -structure and X is a team with range M , such that Fr(φ) = dom(X ).
Thus every formula of dependence logic can be seen as a collection of τ ∪ {R}-
structures, where R is a |Fr(φ)|-ary relation symbol interpreting the team X .
When we consider sentences, the team is always the same team containing just
the empty assignment, {∅}, and it can be naturally left out, but for quanti�er-
free formulas, which we are mainly focused in, we have to take the team into
consideration. When given a structure M and a team X , the pair (M,X ) is
coded as a structure (M, Rel(X )).

Theorem 4.2.1. D ≡ NP.

Proof. Suppose φ ∈ D(τ) de�nes the class K(φ) of pairs (M,X ), whereM is a
�nite τ -structure and X is a team with rangeM and domain Fr(φ). By Theorem
2.1.5 K(φ) is de�nable in Σ1

1 as a collection of τ ∪ {R}-structures K(φ∗), where
R is interpreted as Rel(X ).

Furthermore by Theorem 4.1.13, it holds that ((M, Rel(X ))) ∈ K(φ∗) can be
decided in NP. Thus (M,X ) ∈ K(φ) can be decided in NP.

Other direction: Suppose K ∈ NP . Then by Theorem 4.1.13 K is de�nable
in Σ1

1 . By Theorem 2.1.6, K is also de�nable in D.

There are several related results on the computational complexity of fragments
of Σ1

1 and for partially ordered quanti�ers: Gottlob, Kolaitis and Schwentick
characterize Σ1

1-formulas with respect to their quanti�er pre�xes over directed,
undirected and undirected graphs with self-loops in [14]. Grädel considers certain
fragments of SO, which collapse to their existential fragments, which in the pres-
ence of a successor relation provide characterizations for LOGSPACE, NL and
PTIME [17].

Blass and Gurevich observe the connection between NP-computability and
de�nability with Henkin quanti�ers [2]. When the pre�xes of the FO formulas
are linearly ordered, it is just the classical quanti�cation of FO and the formula
can be veri�ed in LOGSPACE. They show that all non-linear Henkin quanti�ers
can express NP-complete problems as long as the existentially quanti�ed vari-
ables range over the whole universe. They impose constraints on the existentially
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quanti�ed variables and show that(
∀x11 . . . ∀x1k ∃y1

∀x21 . . . ∀x2k ∃y2

)
(4.1)

can express NP-complete problems as long as the variables y1 and y2 range over
at least a three element set. When y1 and y2 are boolean variables they can
be veri�ed in NL. Furthermore, they show that the following two quanti�ers are
enough to express NP-complete problems: ∀x1 ∃α1

∀x2 ∃α2

∀x3 ∃α3

 (4.2)

(
∀x1 ∃γ1

∀x2 ∃γ2

)
(4.3)

where, αi, i ≤ 3, are boolean and γi, i ≤ 2 range over three element domain.
One method for obtaining results for fragments of dependence logic would

have been to map the fragments of dependence logic into fragments of Σ1
1 or

into fragments of �rst-order logic de�ned with Henkin quanti�ers, for which the
computational complexity is known. We did not �nd this approach fruitful since
at least the straightforward translations of formulas did not seem to give any
non-trivial results.

It is known that the data complexity of the model checking of �rst order
formulas can be done in LOGSPACE( see [16] for proof).

Theorem 4.2.2. Suppose φ ∈ FO(τ). Then MC(φ) ∈LOGSPACE.

Theorem 4.2.3. Suppose φ ∈ D(τ) is a k-coherent formula for some k ∈ N.
Then MC(φ) ∈LOGSPACE.

Proof. Suppose φ ∈ D(τ) is a k-coherent formula and that it de�nes a class K(φ)
of pairs (M,X ), where M is a τ -structure and X is a team of range M and
domain Fr(φ). Then by 3.2.5 there is FO(τ ∪ {R})-sentence φ∗, where R is
|Fr(φ)|-ary relation symbol interpreted as Rel(X ), such that

(M,X ) ∈ K(φ)⇔ (M, Rel(X )) ∈ K(φ∗) (4.4)

By 4.2.2, it holds that (M, Rel(X )) ∈ K(φ∗) can be decided LOGSPACE. Thus
(M,X ) ∈ K(φ) can be decided in LOGSPACE.

4.3 Quanti�er-free formulas

We will give characterization for the data complexity of quanti�er-free formulas
in terms of numbers of disjunctions in the formula and coherence. We will point
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out three thresholds, namely when the complexity of the model checking is in
LOGSPACE, NL or in NP. We will also give complete instances for NL and NP.

Suppose φ(x1, . . . , xk) ∈ D is a quanti�er free formula. We will show that the
following claims hold:

1. If φ is coherent, then MC(φ) ∈ LOGSPACE by Theorem 4.2.3.

2. If φ =: θ ∨ ψ, where θ and ψ are 2-coherent formulas , then MC(φ) ∈ NL
and contains NL-complete instances.

3. Formulas of form θ ∨ ψ, where θ is 2-coherent and ψ a 3-coherent formula
contain NP -complete instances.

First, we will show that the model checking problem for disjunctions of 2-
coherent formulas can be reduced to 2-satis�ability problem.

Theorem 4.3.1. Suppose φ and ψ are 2-coherent D-formulas. Then

MC(φ ∨ ψ) ≤LOGSPACE 2− SAT.

Proof. Suppose we are given a team X = {s1, . . . , xk}. We will go through all
the two-element subsets {si, sj} ⊆ X , and construct an instance of 2-SAT in the
following way:

• If {si, sj} 6|= φ, then (xi ∨ xj) ∈ C.

• If {si, sj} 6|= ψ, then (¬xi ∨ ¬xj) ∈ C.

We let ΘX =
∧
φ∈C φ. Clearly, ΘX is a proper instance of 2-SAT. We will next

show that there is an assignment S, which satis�es ΘX if and only if X |= φ ∨ ψ
holds: Suppose there is an assignment S : V ar(ΘX) → {0, 1}, which evaluates
ΘX true. Let us de�ne the partition of X in the following way:

• Z = {si ∈ X | S(xi) = 1}.

• Y = X \ Z.

Clearly it holds that X = Z ∪ Y . Let us show that Z |= ψ and Y |= φ hold:
Suppose si, sj ∈ Z. Since S satis�es ΘX , (¬xi ∨ ¬xj) cannot be a clause

in CX . By the construction above, it follows that {si, sj} |= ψ holds. Now, by
2-coherence of ψ it follows that Z |= ψ.

Suppose si, sj ∈ Y . Since S was assumed to satisfy CX , (xi ∨ xj) cannot be a
clause in CX . It follows by the construction above that {si, sj} |= φ holds. Again,
from 2-coherence of φ it follows that Y |= φ holds.

The other direction: Suppose X |= φ ∨ ψ holds. Then, by De�nition 2.0.10 it
holds that there is a division of X into two sets Z and Y , such that X = Z ∪ Y ,
Z ∩ Y = ∅, Y |= φ and Z |= ψ . Let S be de�ned the following way:
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• S(xi) = 1, if si ∈ Z.

• S(xi) = 0, if si ∈ Y .

Clearly it holds that S : V ar(ΘX) → {0, 1} is a function. Let us show that
S satis�es ΘX : Suppose θ ∈ C of form (xi ∨ xj). Then {si, sj} fails φ by the
construction of ΘX . Then si and sj cannot be both in Y , since Y was supposed
to satisfy φ. Thus, either si or sj must be in Z. Then, it holds that S(xi) = 1 or
S(xj) = 1, which implies that S(xi ∨ xj) = 1.

Suppose θ is (¬xi ∨ ¬xj). Then, by the construction of ΘX , it holds that
{si, sj} fails ψ. Then, si and sj cannot be both in Z, since Z was supposed to
satisfy ψ. Thus either si or sj must be in Y . Then, it holds that S(xi) = 0 or
S(xj) = 0, which implies that S(¬xi ∨ ¬xj) = 1.

Last, the complexity of this reduction is in LOGSPACE: We go trough the
2-element subsets of the team X and check if they fail φ or ψ. Since φ and ψ
were coherent, the model checking for the sub-teams can be done in LOGSPACE
by Theorem 4.2.3.

Corollary 4.3.2. Suppose φ and ψ are 2-coherent D-formulas. Then

MC(φ ∨ ψ) ∈ NL.

Next we will show that the set of formulas of form φ ∨ ψ, where φ and ψ are
2-coherent contain NL-complete instances.

4.3.1 A complete instance for non-deterministic logarith-

mic space

We will reduce the problem 2-SAT to the model checking problem of the formula
=(x, y)∨ =(z, v).

Theorem 4.3.3. 2− SAT ≤LOGSPACE MC(=(x, y)∨ =(z, v)).

Proof. Suppose θ(p0, . . . , pm−1) is an instance of 2-SAT of the form
∧
i∈I Ei, where

each conjunct Ei = (Ai1 ∨ Ai2), i ∈ I, where Aij , j ≤ 1, are positive or negative
boolean variables.

We will construct a team X , such that the following are equivalent:

1. X |= =(x, y)∨ =(z, v).

2. θ(p0, . . . , pm−1) is satis�able.

For each conjunct Ei, i ∈ I, we create a team XEi where we code the information
required to satisfy Ei. Now, Ei will be satis�ed if one of the disjuncts will be true.
Thus it has two conditions for being satis�ed. We will code these conditions into
the team we construct in the following way:
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We will have a variable z denote the clause Ei, x denote the variables of the
clause, y the truth value of the corresponding variable and v that makes sure we
choose at least one of the assignments form each XEi into the sub-set of X which
eventually codes the assignment which evaluates θ true. Each disjunct Aij gives
a rise to one assignment. Now X is the union

⋃
i∈I XEi.

For example, the team XEi for a clause (pk ∨ pj) is the one in Table 4.2. The
team for the whole instance of 2−SAT:

(A01 ∨ A02) ∧ (A11 ∨ A12) ∧ . . . ∧ (AI1 ∨ AI2)

is the one in Table 4.3, where t(Ai) = 1 if Ai is a positive variable and t(Ai) = 0,
if Ai is a negated variable.

z x y v

i pk 1 1
i pj 1 2

Table 4.2: Team for (pk ∨ pj).

z x y v

0 A01 t(A01) 1
0 A02 t(A02) 2
1 A11 t(A11) 1
1 A12 t(A02) 2
2 A21 t(A21) 1
2 A22 t(A22) 2
. . . .
. . . .
. . . .
n AI1 t(AI1) 1
n AI2 t(AI2) 2

Table 4.3: Team
⋃
i∈I XEi.

Suppose θ(p0, . . . , pm−1) is satis�able. Then there exists an assignment F :
{p0, . . . , pm−1} → {0, 1}, such that F evaluates θ(p0, . . . , pm−1) true. We de�ne
the partition of the team X into two sets in the following way: For each s ∈ X ,
s ∈ X1 if the following condition holds:

(s(x) = pi)→ F (pi) = s(y). (4.5)

Otherwise s ∈ X2.
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Condition (4.5) guarantees that the tuples that agree with the assignment F
are chosen to X1. Since F evaluates

∧
i∈I Ei to true, it evaluates every conjunct

Ei true. As the satisfying conditions of each Ei are coded into XEi , the condition
(4.5) is satis�ed by at least one of the assignments in each XEi . Thus there will
be at most one tuple from each XEi in X2. Thus X2 trivially satis�es =(z, v)
since all tuples in X2 disagree on z. Next we will show that X1 satis�es =(x, y):
Let s, s′ ∈ X1, such that s(x) = s′(x) = pi. Then by (4.5) it follows that
s(y) = F (pi) = s′(y) holds. Thus X1 |= =(x, y).

The other direction: Suppose X |= =(x, y)∨ =(z, v). Then there is a partition
of X into X1 and X2, such that X1 |= =(x, y) and X2 |= =(z, v). We will de�ne
the assignment F : {p0, . . . , pm} → {0, 1} in the following way:

• If ∃s ∈ X1, such that s(x) = pi, then F (pi) = s(y).

• If ∀s ∈ X1 it holds s(x) 6= pi, then F (pi) = 1.1

Let us show that F : {p0, . . . , pm−1} → {0, 1} is a function, which evaluates
θ(p0, . . . , pm−1) true:

1. Clearly, Dom(F ) = {p0, . . . , pm−1} and Range(F ) = {0, 1}.

2. F is a function: Let pi ∈ {p0, . . . , pm}. Suppose there exists s, s′ ∈ X1, such
that s(x) = s′(x) = pi holds. Since X1 |= =(x, y) holds, it follows that
s(y) = s′(y) holds. Suppose there are no s ∈ X1, such that s(x) = pi. Then
by de�nition of F it holds that F (pi) = 1.

3. F evaluates ΘX true: Note that z is constant and v is assigned di�erent
value by each tuple in each XEi . Thus X1 contains at least one of the tuples
from each XEi . Let s0 ∈ XEi , such that s0 ∈ X1. Since each tuple codes a
satisfying condition of Ei it follows that F evaluates one of the disjuncts in
Ei true. Thus S(Ei) = 1.

Each conjunct of θ gives rise to a constant size team of two assignments with
domain {x, y, z, v}. Thus the team X can be constructed in LOGSPACE when
given θ.

The problem 2−SAT is complete for NL [33]. Thus we have the following
corollary.

Corollary 4.3.4. MC(=(x, y)∨ =(z, v) is complete for NL.

1If for all the assignments s ∈ X1 holds s(x) 6= pi, then the value of pi is not relevant to the

satis�ability of Θ. Thus the value of pi can be chosen 0 or 1.
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4.3.2 A complete instance for non-deterministic polyno-

mial time

We will show that the set of formulas of form φ∨ψ, where φ is 2-coherent and ψ
is 3-coherent formula contains NP-complete instances. We will show that 3-SAT
can be reduced to the model checking problem of the formula =(x, y)∨ =(z, u)∨ =
(z, v).

Recall that an instance θ ∈ 3-SAT is a �rst-order formula in conjunctive
normal form, where each conjunct has at most three variables:

∧
i∈I Ei, where I

is �nite. Each Ei is of form (Ai0 ∨ Ai2 ∨ Ai3), where Ai is either a positive or a
negated boolean variable. θ is accepted if there is an assignment, which evaluates
θ true. The reduction is analogous with the reduction given in Theorem 4.3.3.

Theorem 4.3.5. 3− SAT ≤LOGSPACE MC(=(x, y)∨ =(z, v)∨ =(z, v)).

Proof. Suppose θ(p0, . . . , pm−1) is an instance of 3-SAT with conjuncts Ei, i ∈ I.
We will construct a team X , such that the following are equivalent:

• X |= =(x, y)∨ =(z, v)∨ =(z, v).

• θ(p0, . . . , pm−1) is satis�able.

For each conjunct Ei, i ∈ I, we create a team XEi where we code all the satisfying
conditions of the clause Ei. Let X =

⋃
i∈I XEi . For example, a clause Ei =

(pl ∨ ¬pj ∨ ¬pk) will be satis�ed if pl = 1 or pj = 0 or pk = 0. The team for
(pl ∨ ¬pj ∨ ¬pk) is the one in Table 4.4.

z x y v

1 pl 1 0
1 pj 0 1
1 pk 0 2

Table 4.4: A team for (pl ∨ ¬pj ∨ ¬pk).

Suppose θ(p0, . . . , pm−1) is satis�able. Then there exists an assignment F :
{p0, . . . , pm−1} → {0, 1}, such that F evaluates θ(p0, . . . , pm−1) true. We de�ne
X1 in the following way: For all s ∈ X , s ∈ X1 if

s(x) = p) → F (pi) = s(y) (4.6)

Since F evaluates
∧
i∈nEi true, it evaluates every conjunct Ei true. Furthermore,

since we coded all the satisfying conditions of Ei into XEi , it holds that at least
one assignment from each XEi satis�es the condition (4.6). Thus X1 contains at
least one assignment from each XEi . Thus the two "leftover"-assignment form
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each XEi can be easily divided into X2 and X3 in such a way that =(z, v) holds
in both of them. We just place one of the assignments into X2 and one into X3.

Let us show that X1 |= =(x, y): Suppose s, s′ ∈ X1, such that s(x) = s′(x) =
pi. Then, by (4.6), it follows that s(y) = s′(y) = F (pi). Thus X1 |= =(x, y).

The other direction: Suppose X |= =(x, y)∨ =(z, v)∨ =(z, v) holds. Then by
the truth de�nition of the disjunction, it follows that X can be partitioned into
three sets X1, X2 and X3, such that X1 |= =(x, y), X2 |= =(z, v) and X3 |= =(z, v)
hold. Let F be de�ned in the following way for each variable pi.

• If ∃s ∈ X1, such that s(x) = pi, then F (pi) = s(y).

• If ∀s ∈ X1 it holds s(x) 6= pi, then F (pi) = 1.

Let us show that F : {p0, . . . , pm} → {0, 1} is a function, which evaluates
θ(p0, . . . , pm−1) true:

1. Clearly, F is well de�ned and the domain of F is {p0, . . . , pm−1} and the
range is {0, 1}.

2. F is a function: Let pi ∈ {p0, . . . , pm}. Suppose there exists s, s′ ∈ X1, such
that s(x) = s′(x) = pi holds. Since X1 |= =(x, y) holds, it follows that
s(y) = s′(y) = F (pi) holds. If there exists no s ∈ X1, such that s(x) = pi,
then it holds by the de�nition of F , that F (pi) = 1.

3. We will show that S evaluates each Ei, i ∈ I, true: Note that z is constant
and v gets di�erent value by each tuple in each XEi . Thus X1 must contain
at least one of the tuples from each XEi . Since each tuple in XEi codes a
satisfying condition for Ei it means that F agrees with one of the satisfying
conditions for Ei. Thus F satis�es Ei.

Each conjunct of theta gives rise to a constant size team of three assignments with
domain {x, y, z, v}. Thus given θ, X can be constructed in LOGSPACE.

By Theorem 4.2.1 it holds that MC(= (x, y)∨ = (z, v)∨ = (z, v)) ∈NP. It
is well-know that 3-SAT is complete for NP [25]. Thus we have the following
corollary.

Corollary 4.3.6. MC(=(x, y)∨ =(z, v)∨ =(z, v)) is complete for NP.

4.4 Combined complexity of dependence logic for-

mulas over �nite teams

We will study the combined complexity of classes of 2-coherent formulas over all
�nite teams and the e�ect of disjunction on these classes. We will show that
when we allow disjunction over two formulas the combined complexity of the
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model checking for these classes is in NL and that it becomes NP -complete
when we allow disjunctions over three formulas. When we measure the combined
complexity for a given set of formulas and set of structures, both the structure
and the formula are coded as input.

De�nition 4.4.1. Suppose M is a class of �nite structures and Φ is a class of
formulas. Let Di(M,Φ) be the decision problem with input (X , φ0, . . . , φi−1),
where X ∈ M and φj ∈ Φ for all j < i. Problem is to determine whether
X |=

∨
j∈i φj.

Theorem 4.4.2. Suppose C is a complexity class, such that LOGSPACE ⊆ C,
M is a set of �nite teams closed under sub-teams and Φ is a class of 2-coherent
formulas, such that MC(M,Φ) ∈ C. Then

D2(M,Φ) ≤C 2SAT.

Proof. Suppose X is a team, φ0 and φ1 ∈ Φ. Let Cl be the set of clauses de�ned
the following way: For each 2-element subset {si, sj} ⊆ X ;

• If {si, sj} 6|= φ0 holds, then (xi ∨ xj) ∈ Cl.

• If {si, sj} 6|= φ1 holds, then (¬xi ∨ ¬xj) ∈ Cl.

Let CX =
∧
φ∈Cl φ. Clearly, CX is a proper instance of 2SAT . Next we will show

that X |= φ0 ∨ φ1 holds if and only if CX is satis�able.
Suppose there is an assignment S : V ar(CX ) → {0, 1}, which evaluates CX

true. Let X0 and X1 be de�ned in the following way:

X0 = {sj | S(xj) = 0},

X1 = X \ X0.

Clearly, it holds that X = X0∪X1. Suppose si, sj ∈ X0. Since S was assumed
to satisfy CX , it holds that (xi∨xj) cannot be a clause in CX . Thus {si, sj} |= φ0

holds by the construction of CX . By 2-coherence of φ0, it follows that X0 |= φ0

holds. Suppose si, sj ∈ X1. Again, since S was assumed to satisfy CX , it holds
that (¬xi ∨ ¬xj) cannot be a clause in CX . Thus {si, sj} |= φ1 holds by the
construction of CX . Again, by 2-coherence of φ1, it follows that X1 |= φ1 holds.
Thus X |= φ0 ∨ φ1.

The other direction: Suppose X |= φ0 ∨ φ1. Then by De�nition 2.0.10, there
are X0 and X1, such that X = X0 ∪ X1 and Xi |= φi, for i ∈ {0, 1}. Let S :
V ar(CX )→ {0, 1} be de�ned in the following way:

• S(xi) = 0, if si ∈ X0.

• S(xi) = 1, if si ∈ X1.
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Clearly, S is well de�ned. Let us show that S satis�es CX . Suppose (xi ∨ xj) is
a clause in CX . Then {si, sj} fails φ0 by the construction of CX . Thus si and sj
cannot be both in X0. Thus xi or xj must be in X1. Thus S(xi) = 1 or S(xj) = 1.
In both cases, it holds that S(xi ∨ xj) = 1.

Suppose (¬xi ∨ ¬xj) is a clause in CX . Then by the construction of CX , it
follows that {si, sj} fails φ1. Then si and sj cannot be both in X1. Thus xi or
xj must be in X0. Thus S(xi) = 0 or S(xj) = 0. In both cases, it holds that
S(¬xi ∨ ¬xj) = 1.

Last, the complexity of the reduction is in C: We go trough the 2-element
subsets of the team X , which can be done in LOGSPACE. For each subset {s, s′}
we check if they fail φ0 or φ1. Since we assumed that M was closed under sub-
teams, especially the 2-element sub-teams and that MC(M,Φ) ∈C, {s, s′} |= φi
can be decide in C for each 2-element sub-team and for each φi, i ≤ 2.

The following corollary states that if the combined complexity of the model
checking for a pair MC(M,Φ) is already as high as NL, then allowing one dis-
junction over the formulas of Φ does not increase the combined complexity of the
model checking.

Corollary 4.4.3. Suppose M is a set of teams closed under sub-teams, Φ is a
class of 2-coherent formulas, C is a complexity class, such that NL ⊆ C and
MC(M,Φ) ∈ C. Then D2(M,Φ) ∈ C.

4.4.1 Dependence atoms

We will consider the combined complexity of the model checking for dependence
atoms over �nite teams. We will show that the combined complexity of disjunc-
tions of conjunctions of dependence atoms becomes NP-complete for disjunctions
larger than 2. Note, that we consider disjunctions of a single dependence atom.
Thus all the formulas considered in this section are coherent. It is essential to
the reduction that we have unbounded number of variables in use.

De�nition 4.4.4. Let Mk
n be the set of all teams with domain {x1, . . . , xk} and

range {1, . . . , n}. Let
M =

⋃
k,n∈N

Mk
n .

Let T be the set of all �nite conjunctions of dependence atoms over variables
{xi | i ∈ N}.

Theorem 4.4.5. MC(M, T ) ∈ LOGSPACE.

Proof. Suppose we are given a team X and some �nite conjunction of dependence
atoms

∧
i∈m =(Xi, yi). We use log(n) many memory space as a counter to go

through all the conjuncts of the formula. We will check for each i ∈ m whether
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X |= =(Xi, yi). If this holds, we increase the counter to i + 1 and check again
X |= =(Xi+1, yi+1). We proceed this way until some of the conjuncts fail or the
counter reaches m. If the counter reaches m, then all the conjuncts are satis�ed
and the machine accepts the input. If some conjunct is failed, the machine halts,
and does not accept the input.

Since the size of the conjunction m is always smaller than the input n (the
formula is part of the input), log(n) memory space is enough to go through all
the conjuncts. The model checking for a single dependence atom can be checked
in LOGSPACE by Theorem 4.2.3. The algorithm checking for a dependence in a
relation is the same for all dependence atoms, we just check from di�erent places
(for di�erent variables) with di�erent dependence atoms. Thus, MC(M, T ) is in
LOGSPACE.

Next we restrict the problem Dk(M, T ) so that we only consider disjunction
over a single formula. We denote this problem with D∗k(M, T ). Thus the the
problem is to decide if X |= φ ∨ φ for given X ∈ M and φ ∈ T . We will show
that k − COL can be reduced to D∗k(M, T )

Theorem 4.4.6. k − COL ≤LOGSPACE D∗k(M, T ).

Proof. Given a graph G = (V,E) we construct a team XG and a conjunction of
dependence atoms φ in the following way:

• For each v ∈ V we add an assignment sv ∈ XG.

• Suppose there is some order of the vertices of E. For the n:th pair (vi, vj) ∈
E we add a new conjunct =(xin , xjn) to φ, and extend all the assignments
in XG with variables xin and xjn . We let sv(xin) = sw(xin) and sv(xjn) 6=
sw(xjn), thus we assign values in a way that {sv, sw} 6|= =(xin , xjn). The
values for sv(x) and sw(x) for all other variables x are set to 0.

• Every time we process an edge (v, w) of the relation E, we use new variables
and assign new values (excluding 0), which have not been used before in
the construction.

We will show that the following two conditions are equivalent:

1. G is k-colorable.

2. XG |=
∨
k φ.

Suppose G is k-colorable. Then, there is a function ξ : V → {1, . . . , k}, such that
if (v, w) ∈ E, then ξ(v) 6= ξ(w). Let the partition of X into k subsets Xi, i ≤ k
be de�ned in the following way:

Xi = {sv | ξ(v) = i}.
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One can observe that XG =
⋃
iXi holds. Next we will show that Xi |= φ holds

for all Xi, i ≤ k.
Suppose sv, sw ∈ Xi and =(x, y) is a conjunct in φ. Suppose =(x, y) was

generated because (v, w) ∈ E. Then sv(x) = sw(x) and sv(y) 6= sw(y), which
means that {sv, sw} 6|= φ, which is a contradiction with the assumption. Thus
= (x, y) was not generated because (v, w) ∈ E. Then, by the construction of
XG, it holds that sv(x) = sv(y) = sw(x) = sw(y) = 0. Then it holds that
{si, sj} |= =(x, y).

The other direction: Suppose XG |=
∨
k φ holds. Then by the de�nition of

disjunction it follows that there are sets Xi, i ≤ k, such that XG =
⋃
iXi and

Xi |= φ for all i, i ≤ k. Let ξ be de�ned in the following way:

• ξ(v) = i, if sv ∈ Xi.

Clearly, ξ : V ar(X) → N is well de�ned. Suppose (v, w) ∈ E. Then, by the
construction of XG there is a conjunct in =(x, y) in φ, such that {sv, sw} 6|= =(x, y).
Then sv and sw cannot be in the same set Xi, thus ξ(v) 6= ξ(w).

We also show the other direction, i.e. D∗k(M, T ) can be reduced to k−COL.

Theorem 4.4.7. D∗k(M, T ) ≤LOGSPACE k − COL.

Proof. Given a team X and a k-disjunction of conjunctions of dependence atoms∨
k

∧
i∈m =(Xi, yi) we create a graph GX = (V,E) in the following way:

• For each si ∈ X we add vi ∈ V.

• If {sisj} fails one of the dependence atoms =(Xn, yn), we add the pairs
(vi, vj) and (vj, vi) into E.

Now, the following are equivalent:

1. GX is k-colorable.

2. X |=
∨
i∈k φi.

The proof is analogous to the proof of Theorem 4.4.6.

Corollary 4.4.8. D∗k(M, T ) is NP-complete for k > 2.



Chapter 5

The 0-1 law and fragments of dependence
logic

We consider only �nite relational vocabularies τ . We �x the atomic probability
to 1/2, i.e. for all k-tuples (a1, . . . ak) ∈ Mk and all k-arity relations Ri ∈ τ ,
(a1, . . . ak) ∈ RM

i with probability 1/2. This generates a uniform distribution of
structures.

Let Mn be the class of all τ -structures over domain {0, . . . , n− 1}. We assign
probability µn(φ) for each sentence of D in the following way:

µn(φ) =
|{M ∈Mn : M |= φ }|

|Mn|
(5.1)

We are interested in the limit behavior of the probability µn(φ) as the size of the
structure n tends to in�nity. We write µ(φ) for the limit limn→∞ µn(φ).

De�nition 5.0.9. A logic L has the 0-1 law if for all sentences φ ∈ L, µ(φ) exists
and is either 0 or 1.

The reason for to consider just relational vocabularies is the well-known fact
that both the constant- and the function symbols fail the 0-1 law as we can see
in the following example.

Example 5.0.10. Let c ∈ τ a constant-symbol, f ∈ τ a function-symbol and
R ∈ τ a k-arity relation symbol. Then

µ((c, . . . , c) ∈ R) = 1/2.

µn(∃x(f(x) = x)) = (1− 1/n)n →n→∞ 1/e.

0-1 law is a result about the expressive power of the logic. One cannot express
divisibility properties e.g. "the domain of the structure is divisible by n," n ∈ N,
in a logic with the 0-1 law. It was �rst shown by Glebskii, Kogan, Liogon'kii and
Talanov [15] and later independently by Fagin [9] that FO has the 0-1 law. 0-1
law has been widely studied over di�erent probability distributions for various
logics and their fragments.
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5.1 The 0-1 law for universal and existential sen-

tences

De�nition 5.1.1. We consider D-formulas only in the normal form (see De�-
nition 3.0.8). We denote a set of formulas with a quanti�er pre�x of the form
∀x1 . . . ∀xk∃y1 . . . ∃ym with ∀k∃mD. Thus ∀∗D denotes the set of D-sentences with
a pre�x of just universal quanti�ers and ∃∗D set of D-sentences with a pre�x of
just existential quanti�ers.

The whole dependence logic cannot have the 0-1 law. For example, one can
express even cardinality with the following sentence:

∀x0∀x1∃x2∃x3(=(x0, x2)∧ =(x1, x3)∧ 6≈x0x2

∧(≈x0x1 →≈x2x3) ∧ (≈x1x2 →≈x0x3))

This gives us the least known fragment of D, which fails the 0-1-law.

Proposition 5.1.2. 0-1-law does not hold for ∀∀∃∃D.

To be able to quantify over two functions makes ∀∀∃∃D a very strong fragment
of D. One can express NP-complete problems in ∀∀∃∃D, e.g. 3-colorability of a
graph can be expressed with the following sentence:

∀x1∀x2∃x3∃x4(=(x1, x3)∧ =(x2, x4) ∧ (=(x3)∨ =(x3)∨ =(x3)) ∧
(≈ x1x2 →≈ x3x4) ∧ (Ex1x2 →6≈ x3x4))

We will show that both ∀∗D and ∃∗D have the 0-1 law.

Proposition 5.1.3. 0-1-law holds for ∃∗D.

Proof. Recall that D-sentences φ are evaluated with respect to the team with
the empty assignment. When checking the truth value of the formula in a given
structure, we �rst supplement the team {∅} for each existentially bound variable.
After supplementing we have singleton team. Singleton teams satisfy trivially all
dependence atoms, thus all dependence atoms can be replaced with > in φ. After
replacing all dependence atoms we are left with an FO-formula φf , so-called
�attening of φ ( see [39] for more details), which is equivalent to the original
formula φ.

We will show that all formulas in the normal form without existential quan-
ti�ers have a de�nition in a fragment of existential second order logic, which has
the 0-1 law.

De�nition 5.1.4. Bernays-Schön�nkel class is the collection of �rst order sen-
tences of form ∃∗∀∗φ, where φ is a quanti�er-free �rst order formula.
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De�nition 5.1.5. Σ1
1(B-S) is the class of existential second-order formulas of

the form ∃S1 . . . ∃Skψ(x1, . . . , xk), where ψ(x1, . . . , xk) is a Bernays-Schön�nkel-
formula.

The following theorem is from [27].

Theorem 5.1.6. Σ1
1(B-S) has the 0-1 law.

We consider the following fragment of Σ1
1(B-S):

De�nition 5.1.7. Σ1
1(∀) is the class of existential second-order formulas of the

form ∃S1 . . . ∃Sk∀x1 . . . ∀xkψ(x0, . . . , xk), where ψ(x1, . . . , xk) is a quanti�er-free
�rst-order formula.

Lemma 5.1.8. Σ1
1(∀) is closed under the following operations:

1. conjunction

2. existential second-order quanti�cation

3. �rst-order universal quanti�cation

Proof. 1. Conjunction: Suppose φ and ψ in Σ1
1(∀). Let us denote φ

′
and ψ

′

for the sentences obtained by replacing all the variables in φ and ψ so that
the same variables do not occur in both formulas.

φ
′
=: ∃Rφ

1 . . . ∃R
φ
l ∀x

φ
1 . . . ∀x

φ
kθ0(R̄φ, x̄φ),

ψ
′
=: ∃Rψ

1 . . . ∃R
ψ
j ∀x

ψ
1 . . . ∀xψmθ1(R̄ψ, x̄ψ).

Then φ ∧ ψ is equivalent to

∃Rφ
1 . . . ∃R

φ
l ∃R

ψ
1 . . . ∃R

ψ
j ∀x

φ
1 . . . ∀x

φ
k∀x

ψ
1 . . . ∀xψm(θ

′

0 ∧ θ
′

1)(R̄ψ, R̄φ, x̄φx̄ψ).

2. Existential second order quanti�cation: Suppose φ(S) ∈ Σ1
1(∀) is of the

following form:

φ(S) =: ∃R1 . . . ∃Rl∀x1 . . . ∀xkθ(S, R̄, x̄).

Then clearly ∃S∃R1 . . . ∃Rk∀x1 . . . ∀xkθ(S, R̄, x̄) ∈ Σ1
1(∀).

3. Universal �rst order quanti�cation: Suppose φ(x) ∈ Σ1
1(∀) is of the following

form:
φ =: ∃R1 . . . ∃Rl∀x1 . . . ∀xkθ(R̄, x̄, x).

Let φ
′
be the formula obtained by replacing everywhere Rit1 . . . tn with

R
′
ixt1 . . . tn where R

′
i is of arity #Ri+1 for all i ≤ l. Now the following are

equivalent;
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• M |=S ∃R
′
1 . . . ∃R

′

l∀x1 . . . ∀xkθ
′
(R̄′, x̄, x).

• For all a ∈M ,M |=s(a/x) ∃R1 . . . ∃Rl∀x1 . . . ∀xkθ(R̄, x̄, x).

We use the following equivalence of �rst order formulas:

1. ∀x(φ) ∧ ψ is equivalent to ∀x(φ ∧ ψ), where x cannot appear free in ψ.

In the next theorem we use the translation from D to Σ1
1 given in [39].

Theorem 5.1.9. Suppose φ ∈ ∀∗D, then there is a sentence φ∗ ∈ Σ1
1(∀), such

that for all structures M and for all teams X ⊇ Fr(φ) the two conditions are
equivalent.

M |=X φ.
(M, Rel(X)) |= φ∗.

Proof. We use the translation from D to Σ1
1 given in [39] to construct φ∗. . We

use induction on the structure of the formula to show that φ∗ ∈ Σ1
1(∀).

• Suppose φ(xi1 , . . . , xik) is a positive or negated identity or relational atomic
formula. Then φ∗(S) is the following formula:

∀xi1 . . . ∀xik(Sxi1 , . . . , xik → φ(xi1 , . . . , xik).

Clearly it holds that φ∗(S) ∈ Σ1
1(∀).

• Dependence atom: Suppose φ is =(xi1 , . . . , xik)). Then φ
∗(S) is the following

formula:

∀xi1 . . . ∀xik∀x′i1 . . . ∀x
′
ik

((Sxi1 , . . . , xik ∧ Sx′i1 , . . . , x
′
ik

k−1∧
j=1

xij = x′ij)→ xik = x′ik)

• Negated dependence atom: Suppose φ(xi1 , . . . , xik) is ¬ = (xi1 , . . . , xik).
Then φ∗(S) is the following formula:

∀xi1 . . . ∀xik¬Sxi1 , . . . , xik .

Again one can observe that in both cases φ∗(S) ∈ Σ1
1(∀).

• Disjunction: Suppose φ(xi1 , . . . , xik) is a ψ(xi1 , . . . , xin) ∨ θ(xi1 , . . . , xim),
where {xi1 , . . . , xik} = {xi1 , . . . , xin} ∪ {xi1 , . . . , xim}. Then φ∗(S) is the
following formula:

∃R∃T (ψ∗(R) ∧ θ∗(T ) ∧ ∀xi1 . . . ∀xik(Sxi1 , . . . , xik →
(Rxi1 , . . . , xik ∨ Txi1 , . . . , xik))).
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By induction hypothesis, it holds that ψ∗(R) and θ∗(T ) are both in Σ1
1(∀).

Now, since Σ1
1(∀) is closed under conjunction and existential second order

quanti�cation by 5.1.8, and using the rule for universal quanti�er (1), we
can observe that φ∗(S) ∈ Σ1

1(∀).

• Universal quanti�cation: Suppose φ(xi1 , . . . , xik) is the formula
∀xik+1

ψ(xi1 , . . . , xik+1
). Then φ∗(S) is the following formula:

∃R(ψ∗(R) ∧ ∀xi1 . . . ∀xik(Sxi1 , . . . , xik → ∀xik+1
Rxi1 , . . . , xik+1

)).

By induction hypothesis ψ∗(R) ∈ Σ1
1(∀). Again by 5.1.8 and rule (1) it

follows that φ∗(S) ∈ Σ1
1(∀).

We used here the translation from D to Σ1
1 given in [39] to obtain the de�nition

φ∗(S) in Σ1
1 for each φ ∈ ∀∗D. The equivalence of φ and φ∗(S) is shown by direct

induction on the structure of the formula (more details see [39]).

Proposition 5.1.10. ∀∗D has the 0-1 law.

Proof. Suppose φ ∈ ∀∗D. Then, there is a sentences φ∗ ∈ Σ1
1(∀), such that for all

structuresM and for all teams X the two conditions are equivalent.

M |=X φ.

(M, Rel(X)) |= φ∗.

Thus by Theorem 5.1.6 it holds that µ(φ) = µ(φ∗) ∈ {0, 1}.

5.2 The 0-1 law for quanti�er-free formulas

We will consider the 0-1 law for quanti�er-free formulas over �nite teams. Usually
0-1-law is studied only for sentences as in previous subsection. Here however,
we consider quanti�er-free formulas instead of sentences and teams instead of
structures.

Let Kn
k be the set of all pairs (M,X ), whereM is a τ -structure of the domain

{1, . . . , n} and X is a team with domain {x1, . . . xk} and range {1, . . . , n}. Let
Dk(τ) be the set of all τ -formulas with variables {x1, . . . xk}.

De�nition 5.2.1. Suppose φ ∈ Dk(τ). Then the probability µn(φ) is de�ned in
the following way:

µn(φ) =
|{(M,X ) ∈ Kn

k : M |=X φ }|
|Kn

k |
(5.2)

We write µ(φ) for the limit limn→∞ µn(φ).

Theorem 5.2.2. Suppose φ is a quanti�er-free D-formula. Then µ(φ) ∈ {0, 1}.
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Proof. It follows from Theorem 5.1.9 that for each quanti�er free φ ∈ D(τ)k

there is a sentence φ∗ ∈ Σ1
1(∀) in vocabulary (τ ∪{R}), where R is interpreted as

Rel(X ), such that the following are equivalent:

M |=X φ.

(M, Rel(X )) |= φ∗.

Let us denote the set of (τ ∪ {R})-structures with domain {1, . . . , n}, where
#R = k by K∗nk . It holds that

µ(φ) =
|{(M,X ) ∈ Kn

k : M |=X φ }|
|Kn

k |

=
|{(M, Rel(X )) ∈ K∗nk : (M, Rel(X )) |= φ∗ }|

|K∗nk |
= µ(φ∗).

Now it holds that µ(φ) = µ(φ∗) ∈ {0, 1} by Theorem 5.1.6.
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Generalized quanti�ers and the 0-1 law

We investigate whether the 0-1 law holds for the extensions of logic Lω∞ω and it's
fragments Lk∞ω by a simple unary generalized quanti�er over uniform distribution
of �nite graphs. We concentrate on a speci�c class of quanti�ers, which allow
us to express things like " At least half of the people in ILLC are interested
in quanti�ers" or "At most �ve out of eleven of mathematicians are interested
in philosophy." More precisely, we will consider simple unary quanti�ers of the
following form:

∃s/t = {(M,PM) : |PM | ≥ s/t · |M |} (6.1)

Knyazev studied the probabilities of �rst-order sentences de�ned with quan-
ti�ers of form (6.1) in [26]. He showed that the sentences de�ned with quanti�ers
of form ∃s/t, where m 6= 2m has the 0-1 law. Kaila studied in his thesis in a more
general setting the 0-1 law and the convergence law for Lk∞ω(Q) [24]. We extend
these results with a complete characterization for the 0-1 law of Lk∞ω(∃s/t). We
establish a connection between the form of the quanti�er and the number of vari-
ables allowed in the formulas. We will show that a dichotomy holds for the 0-1
law of Lk∞ω(∃s/t), i.e. we will show that if t is not of the form 2m for any m ∈ N,
then the logic Lk∞ω(∃s/t) has the 0-1 law. On the other hand, if t is of the form
2m for some m ∈ N, then Lk∞ω(∃s/t) has the 0-1 law if and only if log2t is larger
or equal to k, i.e. if we allow less than log2t distinct variables in the formulas.

The �rst 0-1 law result is by Glebskii, Kogan, Liogon'kii and Talanov [15],
which is that the set of �rst order sentences has the 0-1 law. This was soon after
shown independently also by Fagin [10]. Fagin's proof for the 0-1 law for FO relies
on properties called Extension axioms. We will use a stronger version of these
axioms, so-called Strong extension axioms, which were introduced by Shelah in
[35]. Another method we use are so-called pebble games, which can be used to
show that given two structures are elementarily equivalent up to a certain degree,
or alternatively that they are not. We will show how the strong extension axioms
provide the second player a winning strategy in the monotone (k, {∃s/t})-pebble
game.
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6.1 Preliminaries

We consider only �nite graphs. We study the symmetric case, where the atomic
probability is 1/2, which means there is an edge between two vertex with proba-
bility 1/2. This leads to a uniform distribution of the graphs.

De�nition 6.1.1. Let [n] = {1, . . . , n} and Gn the class of all graphs with [n] as
universe:

Gn = {G | V G = [n]}.

Let probability µn : L→ [0, 1] be de�ned as follows for all formulas φ.

µn(φ) =
|{G ∈ Gn : G |= φ }|

|Gn|
.

We say that φ is true in random graph of cardinality n with probability µn(φ).
We are interested in the asymptotic behavior of µn(φ) as n grows. We let

lim
n→∞

µn(φ) = µ(φ),

if the limit exists. We say that φ is satis�ed by almost all graphs if µ(φ) = 1.

De�nition 6.1.2. A logic L is said to have the 0-1 law, if for all sentences φ ∈ L,
µ(φ) is de�ned and is either 0 or 1.

Lindström gave the following formalization for generalized quanti�ers in [32]:

De�nition 6.1.3. Let (r1, . . . , rn) be a tuple of natural numbers. A Lindström
quanti�er of type (r1, . . . , rn) is a collection Q of structures of relational vocabu-
lary τs = (P1, . . . , Pn) such that Pi is of arty ri for 1 ≤ i ≤ r, and Q is closed under
isomorphisms. The arity of a quanti�er Q is ar(Q) = max{ar(P1), . . . , ar(Pn)}.
Q is called simple if n = 1 and unary if ar(Q) = 1.

De�nition 6.1.4. A simple unary generalized quanti�er Q is monotone (in-
creasing), if for all structures (M,PM) ∈ Q and for all subsets X ⊆M such that
PM ⊆ X, then also (M,X) ∈ Q.

We focus on monotone simple unary quanti�ers of the following form:

De�nition 6.1.5. Suppose α ∈ R, 0 < α < 1. Let ∃≥α is de�ned in the following
way:

∃≥α = { (M,PM) : |PM | ≥ α · |M | } (6.2)

we consider quanti�ers ∃≥α, where α is a rational s/t in a reduced form1.

1s and t have no common factors.
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The logic Lω∞ω is an extension of FO, which allows in�nite disjunctions and
conjunctions. Each formula of Lω∞ω can use only �nite number of distinct vari-
ables. We write Lk∞ω for the set Lω∞ω-formulas with at most k variables. The
0-1 law for Lω∞ω was shown in [30]. We extend Lω∞ω by a single quanti�er ∃≥s/t.
We denote the obtained logic by Lω∞ω(∃≥s/t) and it's k-variable fragment with
Lk∞ω(∃≥s/t). The semantics of the logic Lk∞ω(∃≥s/t) extend the semantics of FO
for the in�nite conjunctinos and disjunctions as well as for the quanti�er ∃≥s/t.
In�nite conjunctions

∧
n∈ω φn are considered true if all of the conjuncts φn are

true, whereas in�nite disjunctions
∨
n∈ω φn are considered true if at least one of

the disjuncts is true. The semantics in the case of quanti�er ∃≥s/t is de�ned in
the following way:

M |= ∃≥s/txφ(x)⇔ (M, {a ∈M | (M, a) |= φ(x)}) ∈ ∃≥s/t (6.3)

6.2 Strong extension axioms

Models of the k-extension axiom are all elementarily equivalent with respect to
�rst order logic formulas up to k variables. In the case of Lk∞ω(∃≥s/t) the normal
extension axioms do not su�ce to characterize one equivalence class of≡Lk∞ω(∃≥s/t).
Shelah [35] introduced so called strong extension axioms, which naturally corre-
spond to the quanti�ers we are considering. We use the following concept of a
k-type of graphs to de�ne the strong extension axioms.

De�nition 6.2.1. A k−type t(x1, . . . , xk) over graphs is a maximal consistent set
of formulas E(xi, xj), ¬E(xi, xj) and identity and negated identity formulas with
variables {x1, . . . , xk}. A k-type t is proper if it includes all the negated identity
formulas (except of the form ¬ ≈xx). We denote the conjunction over formulas
in t(x1, . . . , xk) by φt(x1, . . . , xk).

De�nition 6.2.2. A k + 1−type s(x1, . . . , xk+1) extends k−type t(x1, . . . , xk),
if t ⊆ s. A k + 1−type s(x1, . . . , xk+1) extends t(x1, . . . , xk) properly, if (¬ ≈
xk+1xi) ∈ s for all i, 0 < i ≤ k.

De�nition 6.2.3. Suppose G is a graph and (v1, . . . , vk) a sequence of vertices
of G. We say that sequence (v1, . . . , vk) realizes the k−type t(x1, . . . , xk) in G, if

(G, v1, . . . , vk) |= φt(x1, . . . , xk).

We denote the type realized by (v1, . . . , vk) in G by tGv̄ .

De�nition 6.2.4. Suppose t(x1, . . . , xk) is a proper k−type and s(x1, . . . , xk+1) a
k + 1-type properly extending t(x1, . . . , xk). For all α ∈ R, 0 < α < 1, the strong
extension axiom SEAαk (t, s) associated to a pair of types (t, s) is the following
sentence:

∀x1 . . . ∀xk (φt(x1, . . . , xk) → ∃≥α/2
k

xk+1 φs(x1, . . . , xk, xk+1)).
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The strong extension axiom SEAαk over graphs is a conjunction of SEAαk (t, s)
over pairs (t, s), where s properly extends t.

When k distinct vertices (v1, . . . , vk) of a graph G are �xed, there is a natural
partition of the remaining n− k vertices into 2k disjoint sets by means of which
proper extensions of tGv̄ the vertices realize. Now the k-extension axiom says that
every set of the partition is nonempty whereas the strong extension axioms say
that every set of the partition contains almost the expected number of vertices,
i.e. at least |V G| · α/2k vertices,α < 1.

Shelah showed that the strong extension axioms have asymptotic probability
1 [35]. Blass and Gurevich have extended Shelah's work in [3]. The following
Lemma and Theorem can be found in [3].

Lemma 6.2.5. Fix numbers β,r in the open interval (0, 1). There is a constant
c ∈ (0, 1) such that the following is true for every positive integer m. Let X be the
number of successes in m independent trials, each having probability r of success.
Then probability P (X ≤ βmr) ≤ cm.

The limit probability of the strong extension axiom SEAαk is calculated in [3]
for α = 1/2. They also state that limit can be calculated similarly for all α < 1.

Theorem 6.2.6. For all k ∈ N and for all α ∈ R, 0 < α < 1, it holds that

µ(SEAαk ) = 1. (6.4)

Proof. The strong extension axiom SEAαk fails in a random graph G, if at least one
of the axioms SEAαk (t, t′) fail in G. Let n be the size of the graph and (v1, . . . , vk)
sequence of vertices of G, such that tGv̄ = t. There exists n− k vertices in G that
could extend t to t′. Let X be a random variable that gives the number of vertices
of G which extend tv̄ to t′. Suppose β ∈ (0, 1), β > α, such that for all large
n ∈ N holds αn ≤ β(n− k). Now 6.2.5 yields

P (X ≤ αn/2k) ≤ P (X < β(n− k)/2k)

≤ cn−k.

There are at most nk k-sequences (v1, . . . , vk) that could realize type t. Thus
the probability for SEAαk (t, t′) to fail in a random graph can be estimated in the
following way:

µn(¬SEAαk (t, t′)) ≤ nkcn−k

It holds that 0 < c < 1, so this bound tends to 0 as n → ∞. Since the number
of pairs of (t, t′) is �nite for �xed k and not dependent on the cardinality of the
graph n, also the probability that SEAαk fails tends to 0.
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6.3 Monotone (k,Q)-pebble game

The Ehrenfeucht-Fraïssé games are a family of methods considered in model the-
ory. They are used to determine whether or not given structures are elementarily
equivalent. Especially in �nite model theory, where many of the model theoreti-
cal tools to show inexpressibility results fail, the Ehrenfeuch-Fraïssé method stays
valid. The monotone (k,Q)-pebble game introduced in [29] characterizes the el-
ementary equivalence between two structures with respect to logics extended by
unary simple monotone generalized quanti�ers.

De�nition 6.3.1. Suppose G and G ′ are graphs and k is a positive natural num-
ber. Let m ≤ k and vertices v1, . . . , vm ∈ G and v′1, . . . , v

′
m ∈ G′. We write

(G, v1, . . . , vm) ≡Lk∞ω(∃≥s/t) (G ′, v′1, . . . , v′m)

if for every formula ϕ(x1, . . . , xm) ∈ Lk∞ω(∃≥s/t) the following holds

(G, v1, . . . , vm) |= ϕ(x1, . . . , xm) ⇔ (G ′, v′1, . . . , v′m) |= ϕ(x1, . . . , xm).

We say that G is Lk∞ω(∃≥s/t)-equivalent with G ′, denoted by

G ≡Lk∞ω(∃≥s/t) G ′,

if the graphs G and G ′ satisfy the same sentences of Lk∞ω(∃≥s/t).

The monotone (k,Q)-pebble game is de�ned for a setQ of monotone simple unary
quanti�ers.

De�nition 6.3.2. Suppose Q = {Qi : i ∈ I} is set of monotone simple unary
generalized quanti�ers and k is a natural number. The monotone (k,Q)-pebble
game on structures G and G ′ is played in turns between two players: Player I,
which we call Abelard and player II, which we call Eloise. Abelard moves �rst.
There are two possible types of moves for him.

1. Pebble move: Abelard chooses one of the structures G or G ′ , and plays a
pebble on an element of the structure he chose. After this Eloise plays a
pebble on an element of the other structure.

2. Quanti�er move: Abelard chooses one of the structures, say G, and a
quanti�er Qi ∈ Q and a set A ⊆ V G, such that (V G, A) ∈ Qi.

Eloise responds by choosing a subset B of vertices of the other structure G ′,
such that (V G′ , B) ∈ Qi. After this Abelard plays a pebble on an element
of B and then Eloise responds by playing a pebble on an element of A.
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There are k pairs of pebbles in the game. When all the pebbles are played, Abelard
can choose to remove one pair of pebbles and the game resumes. Winning
condition: Let vi be the vertices of G and v′i vertices of G ′ pebbled on the i:th
round. Eloise wins the game, if she is able to play so that the mapping vi 7→ v′i
is a partial isomorphism between G and G ′ after each played round. Otherwise
Abelard wins.

Theorem 6.3.3. Let Q = {Qi : i ∈ I} set of monotone simple unary generalized
quanti�ers, G and G ′ graphs and k ∈ N. Then the following are equivalent:

1. G ≡Lk∞ω(Q) G ′.

2. Eloise has a winning strategy in the monotone (k,Q)−pebble game on graphs
G and G ′.

Proof. [29]

6.4 The 0-1 law

We will show that the strong extension axioms SEAαk−1 provide a winning
strategy for Eloise in the monotone (k,∃≥s/t)-pebble game played on large graphs
when t 6= 2m for all m ∈ N, or when t = 2m for some m ∈ N and k ≤ m.

We de�ne two characteristics for a logic Lk∞ω(∃≥s/t). A lower bound nω for
the cardinality of the graphs and a lower bound αω for the parameter α of the
strong extension axiom SEAαk .

De�nition 6.4.1. Suppose k, s, t ∈ N. Let pk be the least natural number for
s/t and k, such that

pk/2
k > s/t.

Suppose M is a �nite structure and ai ∈ M , i ≤ k, distinct elements. Fur-
thermore, suppose that the elements of the domain are uniformly distributed over
the proper extensions of the type tMā . Now, the intuitive meaning of the char-
acteristic number pk is that, if we want to pick a set A ⊆ Dom(M) which is in
the quanti�er ∃≥s/t, then the set A must contain realizers to at least pk di�erent
proper extensions of the type tMā .

We want to be sure that the number of realizers of pk di�erent k-types given
us by SEAαk is big enough to be in the quanti�er ∃≥s/t. We also want that the
realizers of any (pk − 1) di�erent types plus the already played vertices not to be
big enough to be in ∃≥s/t. The following lemma shows that we can have that as
long as we consider large enough graphs.

Lemma 6.4.2. Suppose k ∈ N, ∃≥s/t a quanti�er as in 6.1.5, t 6= 2m for all
m ∈ N or t = 2m and k < m for some m ∈ N. Then there is αk ∈ R, 0 ≤ αk < 1,
and nk ∈ N, such that the following two conditions hold whenever α ≥ αk and
n ≥ nk :
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1. α · pk/2k ≥ s/t.

2. α · (pk − 1)n/2k + k + (1− α)n < s/t · n.

Proof. Suppose t 6= 2m for all m ∈ N, or t = 2m and k < m. Now it holds by
De�nition 6.4.1 and by the assumption on t that pk/2

k > s/t, thus we can choose
αk, such that α · pk/2k ≥ s/t, for all α ≥ αk. The second condition is equivalent
to:

(pk − 1)α · /2k + k/n+ (1− α) < s/t.

The left side of the equation tends to (pk − 1)/2k as n tends to in�nity and α
tends to one. By 6.4.1 and assumption on t, it holds that (pk − 1)/2k < s/t.
Thus we can choose nk and αk, such that also the second condition holds for all
α, αk < α < 1 and n ≥ nk.

De�nition 6.4.3. Let ni and αi, i ≤ k, be de�ned as in 6.4.2, such that conditions
1) and 2) in 6.4.2 hold. Then, let

nω = max{ni |i ≤ k},

αω = max{αi |i ≤ k}.

Eloise wins the monotone (k + 1,∃≥s/2k)-pebble game on graphs G and G ′, if
graphs G and G ′ are larger than nω and they both satisfy the strong extension
axiom SEAαk where α ≥ αω.

Theorem 6.4.4. Suppose t 6= 2m for all m ∈ N or t = 2m for some m ∈ N
and k ≤ m. Let G and G ′ be graphs, |V G|, |V G′ | ≥ nω, and suppose both satisfy
SEAαk for some α > αω. Then Eloise has a winning strategy in the monotone
(k + 1,∃≥s/t)-pebble game on graphs G and G ′.

Proof. The proof is by induction on the length of the game.
First move: Since the graph relation is irre�exive, it does not matter which

vertex Eloise pebbles.
Induction step: Suppose l pebbles have been played, l < k + 1, on ver-

tices v1, . . . , vl ∈ G and v′1, . . . , v
′
l ∈ G′, and it holds that vi 7→ v′i is a partial

isomorphism between G and G ′, i.e. tGv̄ = tG
′

v̄′
.

Suppose Abelard plays the ordinary pebble move, let us say a vertex v ∈ G.
Then Eloise plays a vertex v′ ∈ G ′ such that tGv̄,v = tG

′

v̄,v′ . SEA
α
k guarantees that

Eloise always �nds such v′.
Suppose Abelard plays a set A ⊆ V G, such that (V G, A) ∈ ∃≥s/t. By Lemma

6.4.2 A consists of vertices that realize at least pl di�erent proper extensions of t
G
v̄ .

The strategy for Eloise is to play a set B ⊆ V G′ , such that v′ ∈ B i� tG
′

v̄′,v′
= tGv̄,v

for some v ∈ A. Since G ′ satis�es the strong extension axioms SEAαωk , there
are realizers for every possible extension of tG

′

v̄′,v′
in B. Thus B consists of all

the vertices that realize these (at least pl) di�erent proper extensions of t
G′
v̄′
. It
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follows from from the fact that G ′ satis�es the strong extension axioms SEAαωk
with Lemma 6.4.2 that |B| ≥ s/t|V G′|, thus B is a legal move for Eloise. When
Abelard chooses some v′ ∈ B, Eloise �nds always a corresponding vertices v ∈ A,
such that tG

′

v̄′,v′
= tGv̄,v because of the way B was chosen.

The 0-1 law for the logics Lk∞ω(∃≥s/t), where t 6= 2m for all m ∈ N or t = 2m

for some m ∈ N and k ≤ m follows from the last theorem:

Theorem 6.4.5. The 0-1 law holds for the logics Lk∞ω(∃≥s/t), when t 6= 2m for
all m ∈ N or t = 2m for some m ∈ N and k ≤ m

Proof. Suppose t 6= 2m for all m ∈ N or t = 2m for some m ∈ N and k ≤ m.
Suppose φ ∈ Lk∞ω(∃≥s/t) is a sentence and G is a graph of cardinality larger than
n0, such that G |= SEAα0

k−1.
Suppose G |= φ. Then by Theorem 6.3.3 and Theorem 6.4.4 every large

enough graph(larger than nω) G ′, which satis�es SEAαk−1 also satis�es φ. Thus
by Theorem 6.2.6 µ(φ) = µ(SEAαk−1) = 1.

Suppose G 6|= φ. Then G |= ¬φ. By Theorem 6.3.3 and Theorem 6.4.4 every
G ′ which satis�es SEAαk−1 also satis�es ¬φ. Thus by Theorem 6.2.6 µ(¬φ) =
µ(SEAαk−1) = 1 ↔ µ(φ) = 0.

6.4.1 Sentence for breaking the 0-1 law

Next we will show that the 0-1 law does not hold for logics Lk∞ω(∃≥s/t), where
t = 2m for some m ∈ N and k ≥ m. We will construct sentences which have no
limit probability and therefore break the 0-1 law. We will �rst show two lemmas
we will use to calculate the probability of the sentences to be satis�ed in a random
graph.

De�nition 6.4.6. Suppose G is a graph and v ∈ V G. Let deg(v) denote degree
of v, i.e. the number of vertices w ∈ V G for which (v, w) ∈ EG hold.

We will �rst show the following lemma which we will need in the proof. Let
Xi, i ∈ N, be mutually independent random variables de�ned in the following
way:

• P (Xi = 1) = 1
2
.

• P (Xi = 0) = 1
2
.

Let us denote S(n) for the sum Σn
i=1Xi.

Lemma 6.4.7. For each k ∈ N the following holds:

P (S(2n− k) = n) =
1 +O(n−1)√

πn
(6.5)
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Proof.

P ((S(2n− k) = n)) =

(
2n− k
n

)
· 1

22n−k

Applying Stirling's formula n! ≈
√

2πn(n
e
)n · (1 +O(n−1)) yields

1 +O(n−1)√
πn

.

Let I(i, j) be the characteristic function of the edge relation EG:

• I(i, j) = 1, if (vivj) ∈ EG.

• I(i, j) = 0, if (vivj) 6∈ EG.

Except for the cases I(i, j) and I(j, i) the values are independent of each other.
Let

Ai =
2n−k∑
j=1

I(i,j) = n.

Thus Ai is the event that the vertex v is connected to exactly n vertices out of
2n− k vertices.

We want to show that one can �nd a vertex with degree exactly V G/2 in even
cardinality graphs even if every vertex has some k edges �xed.

Lemma 6.4.8. For each k ∈ N it holds that

P (
2n−k⋃
i=1

Ai))→n→∞ 1. (6.6)

Proof. Notice that the events Ai are not independent. The probability that both
of the events Ai or Aj are realized, P (Ai ∩Aj), can be calculated in the following
way:

P (Ai ∩ Aj) =
1∑

m=0

P (Iij = m)P

(
2n−k∑
k=1

Iik = n|(Iij = m)

)

=
1

2

[(
2n− k − 1

n

)
1

22n−k−1

]2

+
1

2

[(
2n− k − 1

n− 1

)
1

22n−k−1

]2

=
1 +O(n−1)

πn
.

We will use so-called Chung-Erdös equality [4] to give a lower bound for the
probability P (

⋃2n−k
i=1 Ai)).

P

(
N⋃
i=1

Ai

)
≥

[∑N
i=1 P (Ai)

]2

∑N
i=1

∑N
j=1 P (Ai ∩ Aj)

,
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which yields

P

(
2n−k⋃
i=1

Ai

)
≥

[
(2n−k)(1+O(n−1)√

πn

]2

(2n−k)(1+O(n−1))√
πn

+ (2n−k)((2n−k−1))(1+O(n−1))
πn

= 1−O(n−1/2).

Next we will show that the 0-1 law does not hold for the logic Lm+1
∞ω (∃≥s/2m).

We will construct a sentence which is true in almost all the graphs of cardinality
divisible by 2m and false in all other graphs. The idea is that when the cardinality
of the graph is divisible by 2m we can partition the universe into 2m disjoint sets
of size |V G|/2m with asymptotic probability 1. If the cardinality of the graph is
not divisible by 2m the division is clearly impossible. Thus the probability of the
sentence will oscillate between zero and some probability converging to one.

Theorem 6.4.9. Lm+1
∞ω (∃≥s/2m) fails the 0-1 law.

Proof. Let us �rst as an example consider the simplest case, that is the quanti�er
∃≥1/2. Then the sentence Φ1/2 is the following:

Φ1/2 =: ∃x(∃≥1/2y(Exy) ∧ ∃≥1/2y(¬Exy)) (6.7)

Let us look at the probability µn(Φ1/2). Clearly µn(Φ1/2) = 0 for graphs of odd
cardinality. For graphs of even cardinality µn(Φ1/2) = P (

⋃n
i=1 Ai), which has by

the asymptotic probability 1 by 6.4.8 with k = 1. Thus, when we look at the
sequence de�ned by µn(Φ1/2):

0, 0, µ2(Φ1/2), 0, µ4(Φ1/2), 0, µ6(Φ1/2), . . .

we can see, that it oscillates between 0 and the probability µn(Φ1/2) for even n:s,
which as a subsequence tends to 1. Thus µn(Φ1/2) does not converge to a limit.

Case Φ1/2m, m ∈ N: The idea is the same. We split the universe of the graph
into 2m disjoint sets of size exactly |V |/2m. Clearly if the graph is not divisible
by 2m, this cannot be done. The straightforward way of saying that there exists
m elements which partition the universe into exactly 2m sets of size |V G|/2m does
not seem to work. The probability of �nding such m elements decreases too fast
when m grows. This can be remedied by actually looking for 2m − 1 elements,
which partition the universe into 2m equally sized sets. The sentence gets the
following form:

Φ1/2m = ∃x1(
1∧

i1=0

∃x2(
1∧

i2=0

∃x3(
1∧

i3=0

. . . ∃xm(
1∧

im=0

∃≥1/2myφī(x̄, y))) . . .).
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The sentence always branches twice after each existential quanti�er. Each
branch of the sentence is characterized by a sequence ī = (i1, i2, i3, . . . , im) in
which the value of ij is determined in the conjunction after the j : th existential
quanti�cation in Φ1/2m . Thus ij is 1, if that branch "turns to right" at the j:th
conjunction and 0 if it "turns to left".

At the end of each branch we say that there are at least |V G|/2m many el-
ements satisfying φī =

∧m
j=1 φij , which is a conjunction of atomic and negated

{E}-formulas de�ned in the following way:

• φij =: E(xjy), if i(j) = 1.

• φij =: ¬E(xjy), if i(j) = 0.

We estimate the probability µn(Φ1/2m) as a product of the probabilities of
each split.

1. ∃x1: We look for v1 ∈ V G, such that deg(v) = |V G|/2. By 6.4.8, the
probability of �nding such v tends to 1 in even graphs when the size of the
graph tends to in�nity.

2. ∃x2 : We look v2 ∈ V G, such that the degree of v2 in the set {v ∈
V G | (v1, v) ∈ EG} is exactly |{v ∈ V G | (v1, v2) ∈ EG}|/2 = |V G|/4.
Also, we look for a v3 ∈ V G, such that the degree of v3 in the set {v ∈
V G | (v1, v) 6∈ EG} is exactly |{v ∈ V G | (v1, v) ∈ EG}|/2 = |V G|/4. By,
6.4.8 the probability of �nding such v2 tends to 1 when the size of the graph
tends to in�nity as well as �nding such v3.

3. ∃xm: Suppose we have already split the graph into 2m−1 sets. Now, we look
for a 2m−1 new elements, one for each set, to split the set into two halves
of equal size. Again, by 6.4.8 the probability of �nding a splitting element
for each set tends to 1 as the size of the graph tends to in�nity.

Now the probability of the sentence Φ1/2m can be estimated as the product of the
probabilities of each split to be successful. Since m ∈ N is �xed we get that also
the product of these probabilities tends to 1 in even domains as as the size tends
to in�nity. On the other hand, in domains odd cardinality the limit probability
is 0. Thus µn(Φ1/2m) is not de�ned.

Case Φs/2m . We will change the sentence Φ1/2m so that the set characterized
at the end of each branch of the formula are of size s/2m. We do it in the
following way. First note that each reduced2 rational number s/2m has a unique
representation in the following form:

s/2m = c1 · 1/21 + c2 · 1/22 + . . .+ cm · 1/2m,
22m and s have no common factors
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where c(j) is either 0 or 1 for j ≤ m. Note that Σci=12m−i = s. We denote the
sequence c̄ = (c1, . . . , cm) as the characteristic sequence of s/2m. Recall that each
branch of the formula was characterized by a sequence ī of 0s and 1s.

Now for each cj ∈ c̄, such that c(j) = 1 we create a sequence īj in the following
way:

1. īj(l) = ī(l), when l < j.

2. īj(j) = 0⇔ ī(j) = 1.

Lets consider the following case as an example: The rational 15/16 has a
presentation:

15/16 = 1 · 8/16 + 1 · 4/16 + 1 · 2/16 + 1 · 1/16.

Thus the characteristic sequence of 15/16 is (1, 1, 1, 1). Let us consider then a
branch (1, 1, 0, 0) in the sentence Φ1/16. For each cj ∈ c̄ we construct a sequence īj
as de�ned earlier by the conditions 1) and 2): ī1 = (0), ī2 = (1, 0), ī3 = (1, 1, 1)
and ī4 = (1, 1, 0, 1). Thus the characteristic formulas are the following:

φī1 = : ¬Ex1y,

φī2 = : Ex1y ∧ ¬Ex2y,

φī3 = : Ex1y ∧ Ex2y ∧ Ex3y,

φī4 = : Ex1y ∧ Ex2y ∧ ¬Ex3y ∧ Ex4y.

Now the characteristic formula for the branch (1, 1, 0, 0) will be a disjunction of
the formulas φīj, j ≤ 4.

Ψ(1,1,0,0) =:
4∨
j=1

φīj.

In this way we change the characteristic formula of each branch. Now Φs/2m

gets the following form:

Φs/2m = ∃x1(
1∧

i1=0

∃x2(
1∧

i2=0

∃x3(
1∧

i3=0

. . . ∃xm(
1∧

im=0

∃≥s/ty(Ψī(x̄, y))) . . .))).

Let us �rst show that Φ1/2m ⇒ Φs/2m : Suppose G |= Φ1/2m . Then there are
a1, a2, a3, . . . , a2m−1 ∈ V G such that they split the graph into 2m disjoint sets. Let

φī,Gā = {a ∈ V G | (G, ā, a) |= φī(x̄, y))}.
Ψī,G
ā = {a ∈ V G | (G, ā, a) |= Ψī(x̄, y))}.
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Let ī = (i1, . . . , im) be a characteristic sequence of a branch in the sentence
Φ1/2m and let c̄ = (c1, . . . , cm) denote the characteristic sequence of s/2m. We

will show that each Ψī,G
ā is a union of s di�erent φī,Gā .

When we construct the characteristic formula Ψī(x̄, y))) from ī we go through
all the cj ∈ c̄, such that cj = 1. For each cj = 1 ∈ c̄ the new j-sequence
īj = (i1, . . . , |1− ij|) corresponds to all the m-sequences of the following form:

(i1, . . . , |1− ij|, ∗, . . . , ∗),

where * means that the parameter can be either 0 or 1. One can observe that
the �rst j parameters are �xed, but the last (m − j) parameters can be either
0 or 1. Thus, for each cj = 1 the new sequence īj corresponds to 2m−j di�erent
m-sequences. Now it follows from the de�nition of the characteristic sequence of
s/2m that

Σcj=12m−j = s.

Thus it holds that |Ψī,G
ā | ≥ s/2m · |V G|.

Suppose the cardinality of G is not divisible by 2m, but still the sentence φs/2m
is true in G. Then there is a sequence (a1, . . . , a2m) of vertices of G, such that for
each binary sequence (i1, . . . , im) it holds:

|Ψī,G
ā | ≥ |V G| · s/2m.

Since |V G is not divisible by 2m it holds actually that

|Ψī,G
ā | > |V G| · s/2m (6.8)

We already showed earlier that each Ψī,G
ā is a union of s di�erent φī,Gā . Since these

sets are all disjoint, it means that each element is contained in exactly s di�erent
Ψī,G
ā . Thus

Σī|Ψī,G
ā | = s · |V G|.

But by (6.8) it holds that

Σī|Ψī,G
ā | > 2m · |V G| · s/2m > s · |V G|,

which is a contradiction.

Now we can give the following characterization for the 0-1 law of the logic
Lk∞ω(∃≥s/t).
Theorem 6.4.10. The logic Lk∞ω(∃≥s/t) has the 0-1 law if and only if one of the
conditions is met :

1. t 6= 2m for all m ∈ N.

2. k ≤ log2 t.

Proof. When 1 or 2 holds, see Theorem 6.4 When neither 1, nor 2 holds, see
Theorem 6.4.9.
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Future work

Gödel's completeness theorem establishes a perfect match between the truth and
provability in �rst-order logic. This means that there is a mechanical way of
generating precisely those �rst-order sentences that are true in all models, i.e the
set of valid FO-sentences is recursively enumerable. Such perfect match between
semantics and syntax is generally not possible for extensions of �rst-order logic
like dependence logic. This is an immediate consequence of the high expressive
power of these logics. For example, one can express in D that the domain of the
structure is in�nite:

Φ : ∃x4∀x0∃x1∀x2∃x3(=(x2, x3)∧ 6≈ x1x4 ∧ (≈ x0x2 ↔≈ x1x3)) (7.1)

The sentence (7.1) asserts the existence of a bijective mapping between the do-
main and a proper subset of the domain. This is only possible if the domain is
in�nite (for more details see [39]). Now for all FO-sentences ψ, the fact that ψ is
true in all �nite structures is equivalent to the fact that D-sentence Φ∨ψ is valid.
If D would be axiomatizable it would yield a recursive enumeration of valid FO-
sentences over �nite structures. This contradicts Trakhtenbrot's theorem, which
states that the set of valid FO-sentences is not recursively enumerable over �nite
structures.

As the axiomatization of the whole D is not possible, we look for fragments of
D which are potentially axiomatizable. Naturally, we turn our attention to the
fragment of coherent formulas, which indeed could have an axiomatization as the
whole fragment is contained in FO.

We will start o� by characterizing the consequence relation of the dependence
atoms. Some connected work has been done in the context of functional depen-
dencies by Armstrong [1] in database theory, which we will use as our starting
point. Armstrong gave a �nite set of axioms and inference rules and showed
that a given set of functional dependencies Σ entails a functional dependence if
and only if it can be derived from Σ by using Armstrong's axioms. The Arm-
strong's axioms can be adopted for dependence atoms and with few additional
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rules they are complete for dependence atoms. The set of dependence atoms
extended with identities and conjunction and negation can be also axiomatized
without bigger problems. However, when we try to add disjunctions it becomes
more complicated. We propose inference rules for disjunctions of dependence
atoms and conjecture that the axiomatization is sound and complete.

Another interesting concept in the context of functional dependencies is so-
called Armstrong relation. Armstrong relations are canonical models which arise
naturally in proofs in database theory. Given a set of functional dependencies Σ,
an Armstrong relation for Σ is a relation R, which satis�es exactly the functional
dependencies that logically follow from Σ and fails all other functional depen-
dencies. Armstrong relations exist for any given set of functional dependencies
[1]. We are interested in the existence of Armstrong relations for fragments of
dependence logic.

Another possible direction for future work is the topic of other dependence-
type properties. In the natural language there are several similar concepts and
expressions to "dependence", e.q. "totally determines", "function of", "mutual
dependence", "liable to", etc., which one could try to formalize. We will give an
example what we call "mutual dependence": Two variables x and y are mutually
dependent if it holds that x determines functionally the value of y and y deter-
mines functionally the value of x. We will show that this simplest case has a
complete axiomatization.

7.1 Functional dependencies

Functional dependencies play a important part in database designing as well as
in database normalization and denormalization in data base theory. The most
common model for a database is the relational model [5]. The model describes
a database by a collection of predicates over a �nite set of predicate variables.
Functional dependencies are expressions of the form

X → Y, (7.2)

where X and Y are set of variables. If R is a relation over a set of variables U ,
such that X, Y ⊆ U , then R is said to obey the functional dependence (7.2), if
for all tuples s, s′ ∈ R, if the tuples agree on the variables in X, then they also
agree on the variables in Y .

As one can observe, the relationship between the relation R and a functional
dependence (X → Y ) is almost identical to that of a team X and a dependence
atom =(x, y). Functional dependence like in the equation (7.2) can be expressed
in dependence logic with the following formula:∧

y∈Y

=(X, y) (7.3)
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7.1.1 Armstrong's axioms

In this section we will introduce the Armstrong's axioms and go trough the com-
pleteness proof [1].

De�nition 7.1.1. (Armstrong's axioms) Let U be a set of variables and X, Y,
Z ⊆ U.

1. (Re�exivity): If Y ⊆ X, then X → Y .

2. (Augmentation): If X → Y , then XZ → Y Z.

3. (Transitivity): If X → Y and Y → Z, then X → Z.

Given a set of functional dependencies Σ, we write Σ |= X → Y when all the
models of Σ are also models of X → Y . We writeΣ ` X → Y , when X → Y can
be derived from Σ using the Armstrong's axioms.

Proposition 7.1.2. (Soundness) If Σ ` X → Y , then Σ |= X → Y .

Proof. Easy

Lemma 7.1.3. If X → Y and X → Z hold, then also X → Y Z holds.

Proof. Easy

The following closure set is used to show the completeness of the axioms.

De�nition 7.1.4. Suppose Σ is a set of functional dependencies over a set of
variables U and X ⊆ U . The closure of X with respect to Σ, X∗, is the set of all
attributes y ∈ U , such that X → y can be derived from Σ using the Armstrong
axioms.

Lemma 7.1.5. Suppose Σ is a set of functional dependencies over a set of vari-
ables U and X, Y ⊆ U . Then the following are equivalent:

1. Σ ` X → Y .

2. Y ⊆ X∗.

Proof. Suppose Σ ` X → Y and y ∈ Y . Then by (A1) it holds that Σ ` Y → {y}.
Further, by (A3) holds Σ ` X → {y}. Thus Y ⊆ X∗.

Suppose Y ⊆ X∗. Then X → {y} holds for every y ∈ Y . Then, by 7.1.3 it
holds that T ` X → Y .

We will give the proof for completeness of the Armstrong'a axioms [1].

Proposition 7.1.6. (Completeness) Suppose Σ is a set of functional dependen-
cies over a set of variables U . If Σ |= X → Y , then Σ ` X → Y .
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(X ⊆)X∗ (y ∈)U \X∗

1 1 1 . . . 1 1 1 0 0 0 . . . 0 0 0
1 1 1 . . . 1 1 1 1 1 1 . . . 1 1 1

Table 7.1: R

Proof. Suppose Σ |= X → Y but Σ 6` X → Y . By 7.1.5 it holds that Y ( X∗.
Thus, there is y ∈ Y , such that y 6∈ X∗. Now let R be the database in table 7.1.

We will show that R satis�es each functional dependence in Σ, but fails X →
Y . First, it is easy to see that R 6|= X → Y holds, since both rows agree on X
but disagree on Y .

Suppose Z → W ∈ Σ. If Z ⊆ X∗, then by 7.1.5 it holds that Σ ` X → Z.
By (A3) Σ ` X → W holds. Then W ⊆ X∗ by de�nition of X∗. Thus, both of
the rows in R agree on W . Thus R |= Z → W holds.

Suppose Z 6⊆ X∗. Then both of the rows in R disagree on Z and again it
follows that R |= Z → W holds.

In context of functional dependencies there has been interest in canonical
structures called Armstrong relations. Given a set of functional dependencies Σ,
an Armstrong relation is a relation, which satis�es exactly the functional depen-
dencies which logically follow from Σ and fail all the others functional dependen-
cies. It was shown by Armstrong that these structures exist for any given set of
functional dependenciesm[1].

De�nition 7.1.7. Suppose Σ is a set of functional dependencies over attribute
set U and Σ∗ is the set of all functional dependencies that can be inferred from Σ
by using the Armstrong axioms. An Armstrong relation for Σ is a relation RΣ,
such that the following hold:

• R |= φ, for all φ ∈ Σ.

• R 6|= φ, for all φ 6∈ Σ∗.

Theorem 7.1.8. [1]An Armstrong relation RΣ exists for each set of functional
dependencies Σ.

7.2 Dependence atoms

We would like to �nd deductive system for as large fragment of dependence logic
as possible. Before even considering quanti�ers we would like to characterize
the logical consequence of atomic level expressions of D. It turns out that the
Armstrong's axioms work well for dependence atoms and when extending this
with identity, conjunction and negation the completeness can be shown analogous
to the Armstrong's completeness proof.
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De�nition 7.2.1. Let D1 be the following set of D-formulas:

• =(xi0 , . . . , xik) ∈ D1 for all i0, . . . , ik ∈ N.

• ≈xixj ∈ D1 for all i, j ∈ N.

• ¬ ≈xixj ∈ D1 for all i, j ∈ N.

• If φ, ψ ∈ D1, then (φ ∧ ψ) ∈ D1.

We will denote X, Y , Z . . . for sets of variables and x, y, z, . . . for single vari-
ables. We use the set notation for dependence atoms; we write =(X, y) instead of
=(x1, . . . , xk, y) as the ordering of X does not have any e�ect on the satis�ability
or provability of =(X, y).

De�nition 7.2.2. We propose the following rules for dependence atoms:

1. =(X, x), for all x ∈ X.

2. If X ⊆ Y and =(X, z), then =(Y, z).

3. If =(X, y), then =(π(X), y) for all permutations π : X → X.

4. If i < k, =(x1, . . . , xn, yi) and =(y1, . . . , yk), then
=(y1, . . . yi−1, x1, . . . , xn, yi+1, . . . yk).

5. If =(X, y, y, z), then =(X, y, z).

It is quite straightforward to show that these rules are all sound. The com-
pleteness of the rules for dependence atoms can be shown analogously to the
Armstrong's axioms. When we allow identity formulas and negation we extend
the rules in the following way:

1. Identity relation ≈ is re�exive, symmetric and transitive.

2. Substitution: If φ(x) and ≈xy , then φ(x/y), where x/y means that some
occurrences of x are replaced by y in φ.

3. If φ ∧ θ, then θ.

4. If φ ∧ θ, then φ

5. If φ and θ, then φ ∧ θ.

6. If ≈xy and ¬ ≈xy, then ⊥.

The proof of the completeness of this axiomatization is again analogous to that
of the Armstrong's axioms.

We can show that the armstrong relation can be constructed for any set de-
pendence atoms and identity formulas.
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7.3 Disjunction

The disjunction in dependence logic is more complex than the disjunction in
classical �rst order logic. Notice that if φ and ψ are both FO-equivalent formulas,
then the disjunction φ ∨ ψ is just the classical disjunction. However, when we
take disjunctions over non-FO-formulas, for example over dependence atoms, it
is more complex. Recall, that a disjunction of two formulas is satis�ed by a team
if and only if the team can be divided into two sub-teams, such that one of the
sub-teams satis�es the �rst disjunct and the other sub-team satis�es the second
disjunct. Now some intuitively clear entailments which hold with the classical
disjunction fail when it comes to the disjunction in dependence logic.

Example 7.3.1. =(x, y)∨ =(x, y) does not imply =(x, y): One can observe that
the following team as in table 7.2 satis�es =(x, y)∨ =(x, y), since {s0} |= =(x, y)
and {s′} |= =(x, y) hold, but the whole team does not satisfy =(x, y).

assignment x y

s 0 0
s′ 0 1

Table 7.2:

De�nition 7.3.2. Let D2 be de�ned the following way:

• =(xi0 , . . . , xik) ∈ D2 for all i0, . . . , ik ∈ N.

• If φ, ψ ∈ D2, then (φ ∨ ψ) ∈ D2.

De�nition 7.3.3. Suppose φ, θ, ψ ∈ D2. We propose the following inference
rules for disjunctions of dependence atoms:

E1. If φ ∨ θ, then θ ∨ φ.
E2. If φ, then φ ∨ θ.
E3. If φ ` θ with the rules 7.2.2+E1+E2, and φ ∨ ψ, then θ ∨ ψ.

Showing the soundness of these rules is quite straightforward. The complete-
ness on the other hand is not. For each given set of formulas T and a formula φ,
which is not derivable from T , we construct a relation which satis�es all formulas
in T , but fail φ. The problem comes with constructing these relations. In the
cases of dependence atoms and identities it was enough to consider just two tuple
relations. With disjunctions this is not anymore he case. We are at the moment
able to show completeness only in certain restricted cases when we restrict the
size of the formulas and allow only one distinct dependence atom to appear in a
formula.



7.3. Disjunction 73

Conjecture 1. The rules 7.3.3 with the rules 7.2.2 are complete for disjunctions
of dependence atoms.

Next theorem states that dependence atoms that follow logically from a set
T ⊆ D2 follow already from the set of dependence atoms in T .

Theorem 7.3.4. Suppose T ⊆ D2, Ta is the set of dependence atoms in T and
φ a dependence atom. Then the following are equivalent:

1. T |= φ

2. Ta ` φ

Proof. Idea of the proof: Suppose that there is a T ⊂ D2 and a dependence atom
φ such that T |= φ holds, but T ` φ does not hold. Then we can construct a two
row relation RT,φ (like in Theorem 7.1.6), which satis�es all dependence atoms in
T and fails φ. Since RT,φ has only two rows it trivially satis�es all the disjunctions
of dependence atoms, thus is a model for T . Then φ can not logically follow from
T .

We consider that this result supports our conjecture 1. The intuition behind
conjecture 1. is that every logical consequence of a disjunction of dependence
atoms is actually obtained by combining the consequences of the disjuncts. This
is essentially what the rule E3 says. As we stated in Theorem 7.3.4, this indeed
holds for the dependence atoms. All the functional dependencies that logically
follow from a given set of disjunctions of dependence atoms T , actually follow from
the dependence atoms in T . Thus, no combination of disjunctions of dependence
atoms can generate a new dependence. It would seem natural that similar law
would hold not just in the atomic level, but also in the case of disjunctions.

The Armstrong relations do not exists in general when we allow disjunctions
of dependence atoms.

Proposition 7.3.5. Let T be the following set of formulas: {= (x)∨ = (x),=
(x, y)}. Then, there is no Armstrong relation for T .

Proof. The formula =(x)∨ =(x) implies that x gets at most two di�erent values.
Furthermore, since =(x, y) holds, also y gets at most two di�erent values. Thus,
there are three di�erent "types" of teams, which satisfy T : tables 7.3, 7.4 and
7.5.

assignment x y

s0 0 0
s0 0 0

Table 7.3:
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assignment x y

s0 0 0
s1 1 0

Table 7.4:

assignment x y

s0 0 0
s1 1 1

Table 7.5:

One can observe that each of the three types of relations satisfy T . Also, that
all the three types satisfy either =(y) or =(y, x). Relation types 7.3 and 7.5
satisfy =(y, x) and 7.4 satis�es =(y). If we would have an armstrong relation for
T it would be one of these types. Thus it would satisfy one of the formulas =(y)
or =(y, x). But neither of these formulas can be derived from T .

7.4 Example: Mutual dependence

Another possible direction for future work is the topic of other dependence-type
properties. In fact, database theory recognizes several di�erent types of depen-
dence, e.q. Multi valued dependence, which in contrast to the functional depen-
dence, requires that certain tuples are present in a relation [11]. On the other
hand one can consider "mutual dependence of variables" i.e. dependence in which
several variables each determine each other. In the simplest case this means the
mutual dependence of two variables x and y on each other: x determines func-
tionally y and y determines functionally y. We will show that this simple case
permits a complete axiomatization ala Armstrong:

De�nition 7.4.1. {∼}-formulas are formulas of form ∼(x, y) over a set of vari-
ables V ar. The semantics of the relation can be given in terms of D1-formula

X |= ∼(x, y)⇔ X |= =(x, y)∧ =(y, x) (7.4)

De�nition 7.4.2. (Axioms) The relation ∼ is an equivalence relation:

1. Symmetry; If ∼(x, y), then ∼(y, x).

2. Re�exivity; ∼(x, x) for all x.

3. Transitivity; If ∼(x, y) and ∼(y, z), then ∼(x, z).

We will show next that 7.4.2 are sound and complete for.
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Theorem 7.4.3. Suppose T is a set of {∼}-formulas over a set of variables
V ar(T ). Then the following are equivalent:

1. T |= ∼(x, y).

2. T ` ∼(x, y).

Proof. Soundness follows immediately from the semantics of the conjunction and
dependence atoms.

Completeness: Suppose T |= ∼(x, y), but T 6` ∼(x, y).
We denote the equivalence classes of the binary relation ∼T de�ned on V ar(T )

by condition T ` ∼(x, y) with [x]. To show counter example, we just separate
two classes [x] and [y]. We join all the other classes with [y]. Now let X be the
following team of table 7.6: Clearly, X fails ∼(x, y) as =(x, y) does not hold.

[x] [y]

1 1 1 . . . 1 1 1 0 0 0 . . . 0 0 0
1 1 1 . . . 1 1 1 1 1 1 . . . 1 1 1

Table 7.6: Team X .

Next we will show that X satis�es all formulas in T .
Suppose ∼(z, v) ∈ T , such that z and v are in di�erent equivalence classes, say

z ∈ [x] and v ∈ [y]. Then, ∼(x, z) and ∼(v, y) can both be derived by symmetry.
Then, by transitivity we can derive ∼(x, y), which is a contradiction with the
assumption that T 6` ∼(x, y). Thus z and v are in a same class [z]. Then X
satis�es ∼(z, v).

The general case, where the mutually dependent variables are �nite sets of
�rst-order variables is also interesting. It should also allow axiomatization anal-
ogous to the Armstrong's proof, as it is de�nable with dependence atoms and
conjunction.





Chapter 8

Conclusions

Dependence logic as a whole is a powerful and complex language. On �nite
models, which have been our main concern in this work, dependence logic covers
all of non-deterministic polynomial time (NP). Indeed, one can consider it as
an alternative language for NP. Thus any result on hierarchies or fragments of
dependence logic have a potential of giving interesting information about NP.

We studied here relatively simple fragments of dependence logic. We showed
that even in these simple fragments one �nds NP-complete problems. Finding the
borderline between PTIME and NP inside dependence logic seems like an inter-
esting general problem. Ideally one would �nd large fragments with a dichotomy
results, i.e. in this fragment every problem is either PTIME or that it contains
NP-complete problems. Another concept that we used to draw watershed lines
inside dependence logic is that of coherence. Again we found that the dividing
line between coherence and incoherence can be met already in a relatively simple
fragment of dependence logic. A third criterion we have used to �nd structure
inside dependence logic is asymptotic probability and the 0-1-law.

In Chapter 3 we gave a characterization to the k-coherence of a formula.
It turned out that universal quanti�cation and conjunction preserve coherence
while disjunction and existential quanti�cation do not. Further, we showed that
disjunction of two distinct dependence atoms is not coherent and that one can
de�ne this also with using existential quanti�ers. We also showed that all coherent
formulas are equivalent to �rst-order sentences when an additional relation symbol
is given interpreting the team.

In Chapter 4 we studied the computational complexity of the model check-
ing for quanti�er-free dependence logic formulas. We gave a characterization for
the complexity in terms of number of disjunctions and the coherence of the dis-
juncts. All quanti�er-free formulas without disjunctions are coherent, and there-
fore equivalent to �rst order sentences. Thus they can be veri�ed in LOGSPACE.
When we allow one disjunction in the formulas, the model checking is NL. We
also show that the model checking of the formula =(x, y)∨ =(z, v) is complete for
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NL. Finally, we showed that by allowing two or more disjunctions we can already
express team properties, which are NP-complete.

We also gave some results on the combined complexity on the model check-
ing for dependence atoms over all �nite teams. We showed that the combined
complexity of the model checking for dependence atoms over all �nite teams is in
LOGSPACE. If we allow disjunctions one disjucntion, we get that the combined
complexity can be done in NL and in fact is complete for NL. Lastly, the com-
bined complexity of the model checking will become NP-complete when we allow
two or more disjunctions. The notable di�erence to the data complexity results
was that here we considered disjunctions over a single formula.

In chapter 5, we studied the 0-1 law for dependence logic sentences in the
normal form. We showed that the set on universal and existential sentences have
the 0-1 law and that with sentences of pre�x ∀∀∃∃ already fail the 0-1 law. We
also showed that all the quanti�er-free formulas have the 0-1 law over uniform
distribution of teams.

In Chapter 6, we studied the 0-1 law for Lk∞ω(∃s/t). We showed that a di-
chotomy holds for the 0-1 law of Lk∞ω(∃s/t) in terms of the number of variables
in the language and the form of the quanti�er.

In the last part of this thesis we described brie�y a work in progress and a
direction for future work. We discussed the problem of �nding an axiomatization
for fragments of dependence logic. We pointed out that dependence atoms can
be axiomatized analogously to the functional dependencies and that when we
consider disjunctions over dependence atoms we are not yet able to show the
completeness of our axiomatization. We considered as an alternative direction
for future work the study of other dependence-type properties. We considered
one explicit example, which we called "mutual dependence". We showed that it
allows sound and complete axiomatization.
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Samenvatting

In dit proefschrift bestuderen wij de eigenschappen van fragmenten van de afhanke-
lijkheidslogica D [39] genomen over eindige structuren. Een belangrijk con-
cept voor het maken van een onderscheid tussen formules is de zogenaamde k-
coherentie van een formule. Het gelden van een k-coherente formule in alle teams
kan worden teruggebracht tot het gelden in de k-element sub-teams. We beschri-
jven de coherentie van kwantorloze D-formules, en we geven een voorbeeld van
een formule die niet k-coherent is voor elke k ∈ N. We laten zien dat alle coher-
ente formules equivalent zijn aan eerste-orde zinnen wanneer een extra predicaat
het team interpreteert.

We beschrijven de rekenkundige complexiteit van het testen van modellen
voor D-formules. Een klassiek voorbeeld in de beschrijvende complexiteitstheorie
is Fagin's theorema [9], welke een verband aangeeft tussen Σ1

1-formules en talen
in NP. D-formules hebben een de�nitie in Σ1

1 en vice versa [39]. Gegeven Fagin's
resultaat, betekent dit dat de eigenschappen die de�nieerbaar zijn in D over
eindige structuren precies die eigenschappen zijn welke herkend worden in NP.
We gebruiken het concept van coherentie om de rekenkundige complexiteit van
het testen van de modellen voor D-formules te kenmerken. We bepalen drie
drempels in de rekenkundige complexiteit van het testen van modellen: 1) het
testen kan plaatsvinden in logaritmische ruimte (L), 2) het kan plaatsvinden in
niet-deterministische logaritmische ruimte (NL), 3) het testen is compleet voor
niet-deterministische polynomiale tijd (NP). Voorts geven we complete gevallen
voor NL en NP.

Een ander criterium dat we gebruiken om structuur te vinden in afhankeli-
jkheidslogica is asymptotische waarschijnlijkheid en de 0-1-wet. We laten zien dat
de 0-1-wet geldt voor universele en existentiële D-zinnen en ook voor kwantorloze
formules, gegeven de atomische waarschijnlijkheid van 1/2.

In het tweede deel van het proefschrift kenmerken we de 0-1-wet voor propor-
tionele kwantoren genomen over een uniforme distributie van eindige gra�eken.
We zullen een precieze drempel geven voor wanneer de 0-1 wet geldt voor Lk∞ω(∃s/t)
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en voor wanneer deze niet geldt.



Abstract

We study the properties of fragments of dependence logic D [39] over �nite struc-
tures. One essential notion used to distinguish between D-formulas is so-called
k-coherence of a formula. Satisfaction of a k-coherent formula in all teams can be
reduced to the satisfaction in the k-element sub-teams. We will characterize the
coherence of quanti�er-free D-formulas and give an example of a formula which is
not k-coherent for any k ∈ N. We show that all coherent formulas are equivalent
to �rst-order sentences when there is an extra predicate interpreting the team.

We also seek to characterize the computational complexity of model checking
of D-formulas. A classic example in the �eld of descriptive complexity theory is
the Fagin's theorem [9], which establishes a perfect match between Σ1

1-formulas
and languages in NP. D-formulas are known to have a de�nition in Σ1

1 and vice
versa [39]. When we combine this with Fagin's result we get that the properties
de�nable in D over �nite structures are exactly the ones recognized in NP.

We use the notion of coherence to give a characterization for the computational
complexity of the model checking for D-formulas. We establish three thresholds
in the computational complexity of the model checking, namely when the model
checking can be done in logarithmic space (L), in non-deterministic logarithmic
space (NL) and when the checking becomes complete for non-deterministic poly-
nomial time (NP). We give complete instances for NL and NP.

Another criterion we use to �nd structure inside dependence logic is asymp-
totic probability and the 0-1-law. We show that the 0-1-law holds for universal
and existential D-sentences as well as for all the quanti�er-free formulas in the
case of atomic probability 1/2.

In the second part of the thesis we give a characterization for the 0-1-law for
proportional quanti�ers over uniform distribution of �nite graphs. We will give a
precise threshold when the 0-1- law holds for Lk∞ω(∃s/t) and when it does not.
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