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Chapter 1
Introduction

“When I use a word,” Humpty Dumpty said, in a rather scornful tone, “it
means just what I choose it to mean, neither more nor less.”
“The question is,” said Alice, “whether you can make words mean so many
different things.”
“The question is,” said Humpty Dumpty, “which is to be master – that’s all.”

Through the looking glass
Lewis Carroll

Carroll’s puzzling dialog illustrates the questions to which this thesis is
devoted: What makes words mean something? And why do they mean what
they mean? From this perspective, my interest in the argument between
Humpty Dumpty and Alice does not concern whether Humpty Dumpty can
make words mean so many different things, as Alice questions, but rather
whether Humpty Dumpty can make words (phrases/sentences/. . .) mean
something at all.

Humpty Dumpty’s problem, as I like to understand it, is one about what
makes words of a public language mean what they mean in that language. I
do not want to understand it as a problem about what a speaker can mean
and I also do not want to understand it as one about words which belong
to an individual’s idiolect. On the basis of this understanding, the problem
is the following. Humpty Dumpty claims that he can make words mean
what he wants them to mean. But it seems that he can’t do that. It’s
not just Humpty Dumpty who can’t do that. No single person can make a
word mean something. Consequently, this holds for each person. Hence, no
person can make a word mean something. This is counterintuitive: For who
but us makes the words mean something and, in particular, mean what they

1



2 Chapter 1. Introduction

actually mean? That is, something about Humpty Dumpty’s claim must be
right. So clearly, the above reasoning must be faulty.

The problem makes us aware of the fact that words mean something
and that this is so because of certain other facts. Why should we care for
these facts and why should we try to find out more about their relations?
To a certain extent, I think that there is no point at all to pondering such
questions. Language, after all, is a tool, and to the extent that it serves our
purposes, there is simply no need to investigate it. We can leave it as it is,
it seems.

However, even our everyday language use is full of questions concerning
the meaning of our talk. We wonder what someone wanted to convey when
she uttered the words she uttered. Were they a remark or rather a criticism?
A question or a suggestion? Often, we wonder what someone meant when
she said something (or didn’t). We question whether someone really has
said what he wanted to say. We are also interested in questions about
“meaning” in a wider sense of being about something and being informative
about something. We want to know where the words and their meanings
come from. We’re curious what their uses tell us about the persons using
them. We think of some uses as being colloquial, of others that they are
pretentious. Some indicate that the speaker belongs to the upper class and
others that he doesn’t. Sometimes, the use of a certain word is enough to
figure out the region the speaker is from, and so on and so forth.

That is, even if we treat language as a tool, we want to know more
about its inner workings. Questions about meaning belong here. Let me
explain why. Language is so pervasive that it might seem that almost all
our conscious activities involve it. If we think about it, then we realize that
language is an incredibly complex form of social behavior. We can do many
things by using language – like informing someone about something, asking
someone a question, making a promise, or telling a story. Clearly, what we
can do by using language depends – to a large extent – on what the words
therefor used mean. A simple and rough same-saying test assures us of that:
What I can do by uttering “I see a bachelor right now” is roughly the same
as what I can do by uttering “I see an unmarried man right now.” This is so
because “bachelor” means the same as “unmarried man.” And that’s why I
can’t do the same by uttering “I see an unmarried woman right now.” For
“bachelor” does not mean “unmarried woman.” In short, questions about
meaning are at the center of the phenomenon of language use.
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So meaning is important and a better understanding of it would be
helpful. But Humpty Dumpty’s problem shows that our understanding
based on common sense is not good enough since seemingly contradicting
opinions are part of it: (i) No one (of us) can make a word mean something
in a public language and yet (ii) it is us who make them mean what they
mean. Yet, we shouldn’t abandon common sense too quickly.

A problem in the reasoning towards (i) was that only particular indi-
viduals were considered and not groups of them. However, linguistic com-
munication is social. It typically involves at least two persons: a speaker
and a hearer. – And to remind you, the way I want to understand Humpty
Dumpty’s problem is about languages used in public and not just by a Robin-
son Crusoe and his Friday who have their own language. Hence, the typical
case is communication in a bigger social group and more precisely, two per-
son-communication with a speaker and a hearer who are part of the group.
– With this in mind, a rejoinder to the reasoning can be formulated as a
question: Can two persons make a word mean something? The inclination
seems to be a clear “no.” But, there is something strange about this way of
asking. For could three persons make a word mean something? The answer
seems to be still “no” but how many persons are required, then? Hence,
Humpty Dumpty’s problem is better understood as providing a systematic
answer to this question. To this end, we need a principled explanatory
theory.

What should the theory be about? What should it explain? I under-
stand these questions as a question about the kind of project one is engaging
in when one tries to solve Humpty Dumpty’s problem. I will call the project
the “conventionalist project” since conventions play a central role in it. I
will take up this point in the next section and provide here a short outlook
about what is to come in this thesis.

Outlook In this thesis, I discuss the conventionalist project. I present and
improve on theories from three different research paradigms, namely “Sig-
naling Games,”1 “Actual Language Relations,” and “Evolutionary Theo-
ries.” It turns out that none of the current theories has the conceptual
resources to solve Humpty Dumpty’s problem adequately. Hence a better
theory is called for.

1I refer to research paradigms by capitalizing their names. I refer to the notion of a signaling
game as defined in game theory by using small caps; likewise for the other paradigms.
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According to the account I develop, it’s true that it’s our use and under-
standing of words (and other linguistic expressions) that determines their
meanings. But not every use determines meaning. It’s the use we convene
on by means of conventions or the use that is regulated by social norms.
The notion of a social norm is then what should be added to conventional-
ist theories to address Humpty Dumpty’s problem. One of the differences
between conventions and social norms, I’m going to claim, is that the latter
are sensitive to social structure in an important way: Not every party to
a social norm is on equal footing; some have power while others don’t. In
terms of power Humpty Dumpty’s problem can be solved.

On my account meaning is determined in a rather different way than
people claiming that “meaning is conventional” or that “use determines
meaning” have thought. For social structure is usually not taken into ac-
count and conventionalists don’t distinguish between conventions and social
norms. This assessment is naturally sketchy but we will work towards a
fuller understanding in due time.

1.1 The conventionalist project

The conventionalist project consists in providing an answer to the question
“What makes the sentences of a semantic theory true?” Semantic theories
entail sentences of the following kind:2

2This relates as follows to (i) Davidsonian theories of meaning and (ii) intensional seman-
tics. Ad (i): My way of describing the semantic theories seems to rule out Davidsonian
theories of meaning. But clearly it shouldn’t. Traditionally, Davidsonian theories of
meaning are understood as Tarskian truth theories. Hence, meaning sentences are not
part of such a theory. But one can understand Davidsonian theories of meaning so that
they contain at least one further axiom that justifies the transition from T-sentences to
sentences of the form “e means m in L” under certain conditions. This has been proposed
by Kölbel (2001:618), following a suggestion by Larson and Segal (1995:560 fn. 15). On
this understanding Davidsonian theories of meaning also contain meaning sentences (but
only for sentences and not for sub-sentential expressions). Another way is simply to stick
to the traditional understanding of Davidsonian theories of meaning and to modify the
explanandum for such theories: A conventionalist theory for such a semantic theory has
to explain what makes the sentences of a Tarskian truth-theory true. Ad (ii): Intensional
semantics use abstract entities such as functions as meanings. But one shouldn’t think
that their meaning assignments do not have the form of meaning sentences. For I leave
open what the entities are to which the names in the m-position refer. If an intensional
semantics is used, they refer to their respective abstract entities.
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(1) “Die Türe ist zu” means that the door is closed among German speakers.

(2) “Howdah” means the reading seat on the back of an elephant, currently in
English among English speakers.

The examples illustrate a common pattern. They are of the form “expression
e means m at C.” An expression is mentioned in the e-position. A meaning
is referred to in the m-position. In the at-C-position is something serving
as a coordinate The coordinate can be a language like English or be more
complex, involving a social group, a time, a history, or a world.

We can learn different things about meaning. If you don’t know what
“howdah” means, then you learn its meaning when someone tells you what
it means. Yet, even if you’re perfectly informed about its meaning, you
might be uninformed about the kind of facts in virtue of which “howdah”
means what it does.

Conventionalists provide a theory about this second kind of informa-
tion. Their question is one about the constitution of meaning of words and
other sorts of linguistic expressions (phrases, clauses, sentences) in a public
language. Hence, their question is not: “What does ‘howdah’ mean?”, but:
“Why (in virtue of what) does ‘howdah’ mean what it means?”. Thus the
question is a meta-semantic question and the goal is to provide a founda-
tional theory of meaning. The distinction here is between semantic theories
and foundational theories of meaning. The goal of the former is to provide
a theory which entails for each sentence of a language a meaning sentence.
The goal of the latter is to explain what makes meaning sentences true.3

Not any kind of foundational theory of meaning is accepted by con-
ventionalists. They want to explain the meanings of expressions in terms
of their use. Hence, conventionalists commit themselves to the following
thesis:

U. For all expressions e, meanings m, coordinates C: The use of e at C deter-
mines that e means m at C.

U leaves a lot to be desired: (i) What is meaning?, (ii) What is use?, (iii)
What is it to determine an expression’s meaning?, and (iv) How might use
do so? I’ll return to these questions below. The thing to observe here is
that different accounts give different and sometimes no answers to these
questions. But without making the thesis more precise one could object

3See (Speaks 2010) for a recent discussion of the distinction.
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that conventionalists do not even hold a thesis with a determinate content.
However, we should not expect that all conventionalists answer these

questions in the same way. There are alternatives and there is no reason
to restrict the conventionalist project to a particular choice. Consequently,
the task of answering these questions is at the level of individual accounts
and not at the level of the project. But we can say at least the following
about the use of expressions: it is a social one in a group and not a purely
individualistic one. Consequently, conventionalist accounts are a kind of a
(social) use theory of meaning. Their characteristic claim is that the use is
conventional:

C. For all expressions e, meanings m, coordinates C: The conventional use of
e at C determines that e means m at C.

A further thesis which often comes up in debates about meaning is that
meaning is normative:

N. For all expressions e, meanings m and coordinates C: If e means m at C,
then utterances of “e means m at C” can be used to express an ought with
a demanding character.

I return to the N-thesis below in §1.1.3. So I’ll be brief here. Like C, N
is put in a noncommittal way. We’ll have to refine them while working
towards a serious account. The thesis is interesting for the conventionalist
project since plausibly, if meaning is normative, then because of the way
it is determined – e.g. because of certain “conventions.” I return to this
principle in chapter 2 where I also argue for a version of N.

The combination of C and N yields four basic positions:

C−N−. Meaning is neither conventional nor normative.

C−N+. Meaning is not conventional but normative.

C+N−. Meaning is conventional but not normative.

C+N+. Meaning is both conventional and normative.

A conventionalist claims that one of the last two positions is true. This is
in need of an argument (see below in §1.3). But we can only start arguing
when it has been made clear what the content of the claims is. This re-
quires a clarification of the central notions of meaning (§1.1.1), (semantic)
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normativity (§1.1.3), and conventions and social norms (§1.2).
A conventionalist has two ways to proceed: She can start with the con-

viction that the conventionality thesis C and the – still to be stated –
normativity thesis are analytic truths and stipulate the central notions in a
way that the theses come out as analytic truths, no matter what it requires.
This is the stipulative way.

The other way is the explicative way. It consists in using explications of
the central notions which are independent of the project (and in particular,
the respective notions of a convention and a social norm should be applicable
to non-linguistic phenomena). The question is then: “Are the C/N-theses
true under the used explications (or are there at least good reasons in favor
or against them)?”. Importantly, the answers might be: “No, they are false
under the most plausible explications of these notions.”

So, the interesting way seems to me to be the explicative one, especially
since there is, prima facie, no reason against it. Hence, I’d like to understand
the conventionalist project as one which relates meaning, conventions, and
social norms as three independently characterized notions. If the project
succeeds, an informative explanation is provided.

The plan is now as follows. In the remainder of this section, (i) I elabo-
rate on the relevant notion of meaning, namely literal meaning. (ii) I explain
how to understand the talk of “determination.” (iii) I provide a pre-theoretic
characterization of (semantic) normativity. (iv) I provide an overview about
current research paradigms within the conventionalist project.

Subsequently, I offer in §1.2 pre-theoretic characterizations of what is
commonly called a “convention.” They are used subsequently in §1.3 to
execute the argument that meaning is conventional. In §1.4 I introduce
an adequacy condition for conventionalist accounts and return to Humpty
Dumpty’s problem. In §1.5, the chapter ends with an overview about what
is to come.

1.1.1 Literal meaning

Conventionalists claim that somehow, conventions determine the meanings
of expressions. Let us focus on that what is determined by conventions:
meanings of expressions. The conventionalist project, as I like to understand
it, is about literal meanings. Hence, we should say more about what literal
meaning is.
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One could be tempted to say that literal meaning is conventional mean-
ing.4 But a conventionalist shouldn’t claim this. For it would not only
be uninformative but also trivialize the conventionality thesis C. Hence,
another way of defining literal meaning is required. In a first step, I tenta-
tively suggest a minimal characterization of a literal meaning. But even the
minimal characterization has issues. In a second step, I describe a better
way to define literal meaning.

It’s common to distinguish different kinds of meanings, in particular (i)
speaker-meaning and linguistic meaning and (ii) literal meaning and non-
literal meanings. Literal meaning is a kind of linguistic meaning. Hence,
the conventionalist project is about literal linguistic meanings. Linguistic
meaning has at least the following two marks:

First, in contrast to speaker-meaning, linguistic meaning is a property
of words and other kinds of linguistic expressions while speaker-meaning is
a property of utterances.5

Second, sentences which have a linguistic meaning (typically) also have
truth conditions (or rather satisfaction conditions) in context.6 This is
not to claim that everything about meaning consists in truth or satisfaction
conditions. Grammatical mood (like indicative or imperative) are often also
counted as an aspect of meaning, and so is social information (like social
class) that is associated with an expression. I set these aspects aside and
focus on the truth-conditional aspect.

A literal meaning is then something that is a linguistic meaning which
has the following mark: It is akin to the dictionary meaning of a word,
e.g. the literal meaning of “piglet” is small pig. Moreover, it contrasts with
non-literal meanings, among them being the meanings of metaphors (“You
are a piglet” in the sense of You are a dirty child),7 hyperboles (“You are a
genius” in the sense of You are very smart), and malapropisms (“I take for
granite” in the sense of I take for granted).

There are issues with this minimal characterization of a literal (linguis-

4For example Recanati (2004:68) claims this.
5I use “utterance” in the wide Gricean sense of “utterance” including all sorts of tokening
events, among them non-verbal behaviors and planted evidence.

6For a recent defense of the claim that meaning is truth conditional, see Lycan (2004). It’s
contested whether evaluative expressions like “Murder is wrong!” have truth conditions
in a substantial sense. But at least in a minimal or deflationary sense such expressions
can be said to be “true” or “false”, cf. (Schulte 2008:§5.6).

7The example is from (Sperber and Wilson 1986:154).
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tic) meaning of an expression. In particular, the property of expressions
to have satisfaction conditions is contested (the second mark of linguistic
meaning). For among those who loosely accept the minimal characteriza-
tion,8 there is disagreement about key properties. In the so-called “border
war” in the semantics/pragmatics debate various notions of literal meaning
have been produced that don’t share a common core. Neo-Griceans – like
Borg (2006) – claim that sentences should be assigned a meaning which is
truth-evaluable. Others – like Sperber and Wilson (1995) – deny that sen-
tences have such a meaning and assign them something which needs to be
“enriched” in order to be truth-evaluable. This is to say that there is dis-
agreement about how to understand the second mark of linguistic meaning
and there is disagreement whether its preciser versions should be accepted or
not. Moreover, the preciser versions have subtle consequences for the mark
of literalness. If one allows for more a context-sensitive notion of a linguis-
tic meaning (as Sperber and Wilson do), then more linguistic meanings are
classified as literal meanings (and vice versa if one proposes less context-
sensitivity). Given this disparity in key properties, it seems hopeless to find
a common characterization.

So, we need to be more specific to make the talk of literal meanings
precise but can’t just easily factor out a common core. My proposal to fix
the notion of literal meaning (for conventionalist purposes) is to use the
following recipe:

The aspiring conventionalist goes to the pragmaticist of her choice who is
in the possession of a theory of linguistic communication. Such a pragmatic
theory explains minimally (i) what it is to mean something by uttering an
expression, (ii) what it is to understand an utterance, (iii) what it is to
successfully communicate, and other things like: what implicatures are and
how they can be understood and so on.

The conventionalist asks the pragmaticist two things: (i) about her
pragmatic theory and (ii) about her use of the term “literal meaning.” The
conventionalist uses the answers as follows. The first is used to define a
mini-communication model. In terms of this model, the conventional use of
expressions is described. On the basis of the description we can fix the use

8Davidson (1978:31 ff.) arguably rejects my characterization since he’s not inclined to
distinguish metaphorical meanings from literal meanings. He holds the thesis “that
metaphors mean what the words, in their most literal interpretation, mean, and nothing
more.” But Davidson also rejects the conventionalist project (see chapter 3). So, I think
we can put his position aside.
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properties of expressions that enter the determination claim expressed by
the conventionality thesis C. The answer to the second question is used to
derive a role description for “literal meaning.” Such a description captures
the role of literal meaning in communication. Arguably this is not the only
use of the notion but it is an important one. (Below I provide an example.)

This recipe makes sure that a conventionalist is doing the right thing,
namely defining an interesting kind of meaning which is faithful to the
minimal characterization and for which a foundational theory of meaning
is provided. This is part and parcel of stating the conventionality thesis
with a determinate content. Moreover, it creates harmony between her
theory and the use of the so determined meanings in the pragmatic theory.
For suppose that contrary to the recipe, the conventionalist account used
a mini-communication model that is not coherent with the one used in the
pragmatic theory of the overall framework.9 – Such an approach is hard to
evaluate in abstract. It seems to me to be very odd. Figure 1.1 illustrates the
relevant relationships between the theories and characterizes a framework
for literal meaning.

One popular theory-combination that fits this framework results from
using a Gricean pragmatic theory. Such a theory explicates the use and
understanding of expressions in terms of the Gricean notions (in some ver-
sion) of speaker-meaning and -understanding. Successful communication
is (roughly) analyzed as the hearer’s recognizing the speaker’s communica-
tive intention. Non-literal meaning (implicatures, meanings of metaphors,
. . .) are explained in terms of general communicative principles and literal
meanings. A conventionalist that is asking such a Gricean would define
her mini-communication model accordingly by using the Gricean notions of
speaker-meaning, understanding, and successful communication. A literal
meaning of an expression is then whatever kind of meaning that can system-
atically play the roles in the Gricean pragmatic theory. One of these roles
is to be something that explains together with the general communicative
principles non-literal meanings. Another role is that it has an explanatory

9The mini-communication model and the pragmatic theory do not have to be identical.
Arguably, mutual consistency in general is too weak. For two non-overlapping theories
trivially satisfy this condition. Coherence seems to be right, which is roughly mutual
consistency between theories that are conceptually connected. In our case, coherence
between the mini-communication model and the pragmatic theory amounts to (i) be mu-
tually consistent and to at least sharing the notions of (ii) meaning something by uttering
an expression, (iii) understanding an utterance, and (iv) successful communication.
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role in successful linguistic communication.
If one endorses this position, then one is committed to the underlying

assumptions of the used theories. The prominent examples are the conven-
tionalist accounts of Lewis (2002), Schiffer (1972), and Bennett (1976). One
of the crucial commitments is that the first step of Grice’s program – the
step to analyze a basic notion of speaker-meaning in terms of propositional
attitudes – can be carried out without depending on expressions’ already
having a literal meaning. (I’ll argue against this position in §6.2.4.)

..
If there is a convention to use and
understand e in the m-way at C,
then e means m at C.

.Foundational theory of meaning

.

“aardvark” means aardvark at C.
. . .
. . .
“zygote” means zygote at C.

.Semantic theory

.
To mean m by uttering e is to . . .
To understand an utterance . . .
To communicate is to . . .

.Mini-communication model

.

To mean m by uttering e is to . . .
To understand an utterance . . .
To communicate is to . . .
An implicature is . . .

.Pragmatic theory

.uses

.determines the truth .should be coherent

.uses

Figure 1.1: A theoretical framework for literal meaning

1.1.2 Determination

The central thesis C of the conventionalist project – that conventional use of
expressions determines their meanings – is stated in terms of determination.
Sometimes, I’ll also say that “there is meaning in virtue of conventions” to
express the same thesis. Let me elaborate on what I mean by “determina-
tion”. Generally, it’s taken to be a cover term for different kinds of onto-
logical dependency relations between properties or facts. Here, I propose to
understand it in terms of global supervenience. Global supervenience has
been studied in the debate about physicalism – the thesis that everything is
physical. To make this thesis precise, it is usually stated as the thesis that
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everything supervenes on the physical. The latter thesis is commonly ac-
cepted as a necessary condition for the former; it’s contested that the latter
is also sufficient for it. The idea of supervenience is that there are different
“levels” or “descriptions” of reality, e.g. the mental and the physical. Let
me define the global-supervenience relation and then show how it connects
to the conventionalist project.

Global supervenience is a binary relation that holds between sets of facts
(or properties). For two sets of facts A and B, the A-facts supervene globally
on the B-facts just in case different A-facts imply different B-facts. In a
first approximation, we can define the relation in terms of duplicates of a
world:

(3) A-facts supervene globally on the B-facts iff any two worlds that are B-
duplicates are also A-duplicates.

More precisely, for some set of facts F , being-an-F -duplicate is an equiva-
lence relation over the set of possible worlds: For any two possible worlds
w and w′, w′ is an F -duplicate of w iff w′ is with respect to F -facts indis-
cernible from w.

However, (3) has an unwelcome consequence: it’s too strong. Its in-
stances are of the form “A-facts supervene globally on B-facts,” for some
sets A and B. But they shouldn’t be necessary claims but contingent claims
about our world. For we don’t want to rule out that there are metaphys-
ically possible worlds that are inhabited by Cartesian souls or immaterial
ghosts. We just want to rule out that our world is among these worlds:10

(4) A-facts supervene globally on B-facts iff any world which is a B-duplicate
of our world is also an A-duplicate of our world.

But this is still not correct. It rules out that there are B-duplicates of our
world that also contain a lot of A-like stuff that is sustained in non-B-like
stuff, e.g. worlds that are physically just as ours but that are inhabited also
by immaterial ghosts. But we don’t want to rule out that such worlds are
possible. We just want to make sure that aminimal B-duplicate of our world
which duplicates just the B-facts but nothing else is also an A-duplicate.11

10See (Jackson 1998:11 ff.).
11Cf. (Jackson 1998:12). My definition of global supervenience is weaker than Jackson’s

since not all instances of GS do not entail that everything supervenes globally on the
physical.
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Hence, let us define global supervenience as follows:

GS. A-facts supervene globally on B-facts iff any world which is a minimal
B-duplicate of our world is also an A-duplicate of our world.

Meaning determination in terms of global supervenience GS re-
lates as follows to the conventionalist project: Let A be the set of meaning
facts – facts of the sort that emeansm at coordinate C – and let B be the set
of facts that there are conventions at these coordinates concerning the use
of the expressions mentioned in the meaning sentences. Instantiating GS in
this way amounts to the thesis that meaning supervenes globally on conven-
tions. This seems a plausible way of explicating the conventionality thesis
C. So, I suggest to understand the conventionalist project as endorsing GS.

Yet, this instance of GS alone does not capture the conventionalists’
determination-claim. On the one hand, GS only entails that the B-facts
covary with the A-facts and not that the A-facts depend on the B-facts.12

On the other hand, GS does not explain why the covariation holds (or, in
other words, what the nature of the covariation is).

So, GS is not sufficient to capture the essential claim of conventionalists.
In the debate on physicalism, people have defended stronger theses; among
them is the conceptual-entailment proposal by Frank Jackson (1998) which
I find plausible.13

The conceptual-entailment proposal consists in the claim that there is
a conceptual connection between the A- and the B-facts: the set of B-
propositions conceptually entails A-propositions. This is to say that, at
least in principle, the A-propositions are a priori derivable from the B-
propositions.14

Jackson’s proposal is elegant since it cashes out the desired dependence
between the A- and the B-facts and also explains why the B-facts covary

12See (Kim 1998:9–13) for a helpful discussion.
13For a defense of it, see also (Chalmers and Jackson 2001). Schulte (2010) offers a helpful

clarification with respect to reductive explanations from this perspective.
14(i) GS is stated in terms of facts; entailment is a relation between propositions. So, we

have to relate them. We can do so, by requiring that the facts are described in a canonical
way in some favorite vocabulary, cf. Schulte (2010) on basic descriptions: Let p be a basic
description of a fact, then the fact that p corresponds to the proposition that p. (The use
of basic descriptions is required for other reasons, cf. (Schulte 2010).) (ii) Conceptual
entailment claims are conditional; their antecedents can be contingent like the instances
of GS are.
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with the A-facts. It offers a particularly clear conception of a reductive ex-
planation. But it is not generally accepted.15 I allow myself not to enter the
debate since our topic is not whether and how meaning can be “naturalized.”
While, as far as I can see, all theories discussed in this thesis are compatible
with it, we shouldn’t commit conventionalists to Jackson’s proposal. The
deal I propose is this: If a conventionalist rejects Jackson’s proposal, then
she owes us a proposal to turn GS into a proper dependence-thesis; pending
a word of protest, conceptual entailment is endorsed.

1.1.3 Normativity and semantic normativity

“Normativity” has rather opaque meanings and seems to lack a use in or-
dinary language. In theoretical contexts, something is called “normative”
if there is an ought involved. To make the normativity thesis clearer, we
need a better understanding of such oughts. I proceed by first considering
a general notion of normativity and then turning to semantic normativity.

People generally agree that moral duties and prudential oughts are
paradigm cases of oughts:

(5) Moral duties: We have a cleaning plan and I promised to do my part. Ac-
cording to the plan, I have to clean the kitchen today. So, I must (morally)
clean the kitchen today.

(6) Prudential oughts: It’s four o’clock and I am sitting in my office. I want
to catch the 16:34 train to Duisburg. To do so, I have to leave my office
now. Thus, I ought (instrumentally) to leave my office now.

Stemmer (2008:15) provides a particularly clear characterization of norma-
tivity in terms of what he calls “normative musts” (I typically use “ought”
instead of “must”). I want to use a simplified version. According to his pro-
posal, normative musts have the following three characteristics (my literal
translation of Stemmer’s proposal):

N1. It’s a practical must. The object of the must are actions. Sometimes, the
object can also be a state, the possession of a property, or the attaining
of something, on condition that it is one’s own acting that gets oneself in
such a state or in the possession of the properties.

15Alternative positions are prominently discussed in the debate about physicalism, among
them being a posteriori and non-reductive physicalism; see (Stoljar 2009:§8, §9).
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N2. A normative must does not rule out that one acts differently than how one
must. A normative must is not a force that inevitably moves (or will or
would move) a person all the way to action.16

N3. Normative musts are tied to a pressure to act. It presses its addressee to
do certain actions.

A few remarks about these characteristics are in order:
(i) Stemmer has in addition to N1–N3 also N4 which I don’t want to

endorse for the pre-theoretic characterization. For it seems that its sole func-
tion is to rule out certain (arguably implausible) conceptions of normativity
according to which there are normative musts (or oughts) as ontologically
basic entities sui generis:

N4. The normative must is always ontologically subjective. Its existence de-
pends on thinking, feeling, and wanting of humans (or other living crea-
tures).

(ii) What Stemmer considers to be actions in N1 is clearly more inclusive
than actions. A better description for the object of a must is “something
that a person can influence.”

(iii) The pressure mentioned in N3 expresses a variant of motivational
internalism according to which the following holds: If an agent believes that
a norm to do X applies or accepts a norm to do X, then she feels a pressure
to do X or is motivated to do X.

With these remarks in mind, I want to return to examples (5) and (6).
Both are cases of a normative must. Yet, their oughts are of different kinds,
as we know from the distinction in ethics between so-called “prudential”
and “moral” oughts:17 Prudential oughts have a recommending character
while the oughts of moral have a demanding character. This distinction will
be of some importance for my argumentation. Here I just want to observe
that there is a clear distinction.

Semantic normativity Let us turn now to semantic normativity. I sug-
gest to focus on selected communicative functions of meaning sentences.

16My wording is different from Stemmer. He writes that normative musts are not “action-
determining”. I prefer my wording which I borrow from Frankfurt (1971:8).

17See (Schulte 2009) for an elucidating norm expressivist analysis of the different kinds of
oughts involved. The distinction is Kantian, cf. (Kant 1968; Pink 2004). I return to it in
§8.2.1.
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This helps us to find out whether we are somehow “talking oughts” when
we are using these sentences. Some of the important communicative func-
tions of meaning sentences are the following:

(7) To report an established (or conventional) use of an expression. Exam-
ple: “zeitgleich” means at the same point in time among many people in
Germany.

(8) To report a social norm about how one ought to use an expression. Example:
“zeitgleich” means in the same amount of time while “gleichzeitig” means
at the same point in time in German.

(9) To recommend a certain use of an expression. Example: When someone
used “zeitgleich” but meant “gleichzeitig,” one can utter “‘zeitgleich’ means
in the same amount of time while ‘gleichzeitig’ means at the same point in
time in German” to recommend a certain use.

(10) To demand a certain use of an expression. Example: When someone used
“zeitgleich” but meant “gleichzeitig,” one can utter “‘zeitgleich’ means in
the same amount of time while ‘gleichzeitig’ means at the same point in
time in German” to demand a certain use. The utterer of such a meaning
sentence can only demand such a use if she has a certain authority over
the addressee (e.g. being a teacher and the addressee being her pupil).

These uses of meaning sentences have different characteristics:
(i) If the first use is truthful, then there is a practice of using a certain

expression in a certain way. The second use can be truthful without there
being a practice of using an expression in a certain way. It’s enough that
there is a social norm according to which one ought to use it in a certain
way. In contrast, there needn’t be an ought involved for the first use.

(ii) In contrast with the latter two uses, the first two uses by themselves
don’t put the audience under pressure to behave in a way conforming to
the practice or social norm, respectively. Such a pressure might still arise.
E.g. if I want to behave in an inconspicuous way, then I react to a report
about a practice or a social norm by adapting a conforming behavior. But
the pressure wouldn’t be present, if I hadn’t also the desire to behave oppor-
tunistically. In contrast, the latter two uses create this pressure to conform
whether I have such a desire or not (at least in normal circumstances where
the hearer takes into account what the speaker has said and thinks that the
speaker is sincere etc.).
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(iii) While the first two uses can vary quite freely in the coordinate, the
latter two cannot. I cannot recommend or demand how to use an expression
in the past. This indicates that there is a difference between the first two
uses and the last two uses.

(iv) The last two uses differ in their normative character – to recommend
is something different than to demand. This seems to be the same distinc-
tion we observed above. (But on further inspection it is not. One doesn’t
make a moral demand if one demands to use an expression according to its
meaning; see chapter 2 and §8.1.2.)

Let us focus on the fourth point. The fact that we can express oughts
(or normative musts) with a demanding character by uttering a meaning
sentence is central for the preliminary version of the normativity thesis N.
Having recommendable character, I’ll argue in chapter 2, is not sufficient.
For what is recommendable to someone depends on her beliefs and desires,
but I can be demanded to use an expression in a certain way, whether I
want or not. Hence N is stated as follows as a conceptual claim:

N. For all expressions e, meanings m and coordinates C: If e means m at C,
then utterances of “e means m at C” can be used to express an ought with
a demanding character.

If N weren’t understood as a conceptual claim, it would be too weak for an
authority relation can hold contingently. Hence, the oughts with a demand-
ing character wouldn’t necessarily depend on the fact than an expression
means something. N deliberately leaves open in virtue of what there is an
ought. In chapter 2, this question will be settled.

1.1.4 Research paradigms

Conventionalism about meaning has historically and systematically played
an important role in philosophy and linguistics. Probably the first serious
discussion of the thesis that meaning is conventional is by Plato in his dialog
Cratylus dated from 360 B.C.E., where Hermogenes, one of the figures in
the dialog, endorses a version of the conventionality thesis:

I [. . .] cannot convince myself that there is any principle of correctness
in names other than convention and agreement; [. . .] there is no name
given to anything by nature; all is convention and habit of the users;
– such is my view. (Plato 1969:384c–d)
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Important for the understanding of Hermogenes’ claim is that in those
times, a convention was understood as a verbal agreement. Consequently
we already need a meaningful language to express the agreement. But if
the meanings in that language are also conventional, then a regress starts.
This is a serious objection and will be addressed when I discuss Signaling
Games in §5.3.3.

The early modern discussion improved the outlook. In his book An
essay concerning human understanding John Locke introduced the notion
of a tacit (or implicit) agreement which brings about a state of affair which
is as if an explicit agreement has taken place.18 But as Rescorla (2007)
observes, the main difficulty is then to explain what it is to tacitly agree as
if. Hume proposed in his A treatise of human nature that it is a system of
mutual expectations and a common interest which induces people to behave
in a way as if they agreed and which meets their interest.19

However, it was not before the twentieth century that the conventionalist
project gained momentum. For until then, a better understanding of literal
meaning was still missing. In particular Paul Grice’s analysis of so-called
“speaker-meaning” is notable. Speaker-meaning is a psychological notion
defined in terms of beliefs, desires, and intentions. Grice thought that this
notion can serve as a basis for theories about other kinds of meanings. He
sketched in a series of papers an ambitious project: he wanted to analyze
(literal) linguistic meaning in terms of regularities in speaker-meaning.20

Many current conventionalist proposals are strongly influenced by
Grice’s work. And so is the standard account which was developed by
David Lewis in his book Convention (Lewis 2002). A popular version runs
as follows: There are conventional regularities in the use and understanding
of expressions among speakers and hearers of a linguistic community. These
regularities determine what the expressions mean.

Today, there are three broad research paradigms:

Signaling Games (chapter 5) Signaling games form a family of formal
models in game theory. They have been applied to the study of communi-
cation. The standard model was developed by David Lewis. It is arguably

18Locke expressed his view about tacit agreements in his Second Treatise of government, as a
thesis by what money has value, namely by tacit agreement of men (Locke 1970:V.36–37).

19Hume’s characterization of a convention can be found in (Hume 2003:III.II.II).
20A collection of Grice’s papers on philosophy of language can be found in (Grice 1989a).

He stated his ambitious project in (Grice 1989b).
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the simplest model that is still interesting. According to it, speakers can
send signals to hearers, who in turn can react to the signals. Certain conven-
tional regularities amount to what we could call “successful communication.”
The model allows us to derive the signal meanings from such regularities.
Usually, such an account is not proposed as a conventionalist account of
meaning since it is too limited to explain the rich phenomena of our actual
language use. For one thing, signals have no linguistic structure.

Actual Language Relations (chapter 6) Accounts of this kind also go
back to Lewis. They employ a relation “Population P actually uses language
L” to assign a language (understood as a mapping from signs to meanings)
to a community of language users. The relation holds iff among members
of P certain conventions prevail. The conventional use typically consists in
meaning and understanding expressions in certain ways.

Evolutionary Theories (chapters 7 and 9) In contrast to the accounts
of the other two paradigms, Evolutionary Theories don’t deem language
use to be an Intellectual activity (“Intellectual” with a capital “I” is used
as a technical term to characterize something as requiring rationality or
being rational in a demanding way). The main proponent is Ruth Millikan.
According to her, linguistic communication is not analyzed in Gricean terms.

1.2 Conventions and social norms
The word “convention” has many dictionary meanings – as in a “convention
of people” (synonym: meeting) and the “National Convention” in France
(the official name for the French government during the French Revolution
between 1792 and 1795). The relevant meaning in our context is a different
one which relates to a phenomenon which people call “customs,” “tradi-
tions,” or “established practices.” These different words indicate that the
phenomenon is not fully homogeneous. For the conventionalist project, a
distinction between conventions and social norms is sufficient.

Conventions According to the sense of “convention” I want to explicate,
the following famous cases from Lewis (2002:5–8) count as paradigmatic
examples of conventions:
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(11) You and I are talking on the phone and the connection is interrupted in
the middle. We have a common interest to reestablish the connection.
One of us has to redial and the other has to wait. If we both dial or both
don’t dial, then the interest is not satisfied. We both settle on on the
“caller-redials” strategy.

(12) You and I sit in a boat and want it to glide in one direction while speed
is not important to us. As long as we both row with the appropriate
frequency and strength, we will satisfy our interest. There are many com-
binations of individual frequencies and strengths which are in this sense
equally good. We both row in a way satisfying the shared goal.

(13) Car drivers share an interest in efficient and safe conduct on the streets
they drive. Among the many ways they could behave when they drive, two
of them are particularly simple: Crossing drivers drive on their respective
right (or left – the second option). By doing so, they further their common
interest. They drive on their respective right.

In these examples, the agents somehow manage to act in a way conform-
ing to the convention. But their description leaves open how the agents
act convention-conformingly, e.g. by deliberating about what to do or by
habit. This lends itself to a natural classification of the class of conventions
into three types of conventions, depending on the mechanisms sustaining
them: (i) rationalistic conventions, (ii) rationally justifiable conventions,
and (iii) dispositional conventions. Their names are suggestive: In case of
(i), the agents rationally deliberate about what to do and this results in
their convention-conforming behavior. In case (ii), the agents could delib-
erate but don’t; rather non-deliberative mechanisms like habits elicit their
convention-conforming behavior. Finally, the case of (iii) allows for non-
rational agents that behave conformingly. This distinction will help us to
evaluate different theories about conventions. Lewis’ theory (chapter 4), for
example, oscillates between (i) and (ii). Millikan’s theory (chapter 7), in
contrast, allows also for conventions of type (iii).

The examples have several important properties in common. They in-
volve a group. The members of the group are interacting in specific ways
with each other to satisfy a common interest: There is a pattern of activity
which is realized and according to which some members behave. The struc-
ture of the situation is such that there is an alternative way to satisfy the
common interest. The satisfaction of the common interest requires coordi-
nation. Whatever one does, it is only optimal to do so if other members of
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the group also behave in a suitable way. At least some uncoordinated ways
of behaving lead to outcomes which are less optimal. This is an important
trait of all examples: That what is optimal for a member to do depends on
what the others do. Also, in the examples there was a regularity in the indi-
vidual behavior. The regularities depend on the others acting suitably over
some period of time. Acting according to the pattern has a self-enforcing
effect. It is optimal for each agent who is doing her part to realize the full
pattern to do so and this reinforces everyone to behave accordingly in new
situations of a similar kind.

This description entails that the parties to a convention face a coordina-
tion problem. They “solve” it by having suitable behavioral dispositions21

together forming a group-level “coordinative disposition”:
A group has a coordinative disposition iff
1. its members behave in a way which tends to bring about a certain outcome

which is optimal for them;
2. each of its members would behave differently if enough other members be-

haved differently;
3. if the members behaved as in description 2, they would behave in a way

which tended to bring about a certain other optimal outcome; and
4. if a member behaves differently but the rest as in description 1, then the

outcome tends to be worse for the deviating member.

The group level disposition is realized by suitable behavioral disposi-
tions of its members. The individuals’ behavioral dispositions share some
of the marks of a coordinative disposition. In particular, (i) the members
tend to have different behavioral dispositions iff enough other members had
also different behavioral dispositions (in case of deliberation) or (ii) the
members tend to have acquired different behavioral dispositions iff enough
other members had also acquired different behavioral dispositions (in case
of dispositions that are by and large innate).

Coordinative dispositions can be realized in different ways. “Dumb”
agents could be guided by reactive behavioral mechanisms (think of the
behavior of ants, e.g. the way they signal by using pheromones). In case
of humans, arguably different mechanisms are at work. Their dispositions
can be realized by sophisticated deliberation systems. They can also be
realized by habits. Hence, optimal outcomes can be realized in different

21“Behavioral disposition” should be understood throughout the thesis in the wide sense
including also dispositions to behave in a certain way – like coming to believe something
– which, strictly speaking, are not dispositions to act.
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ways. In case of non-rational agents, “being optimal” amounts to being an
evolutionary beneficial way of behaving in the situation the agent is in. In
case of rational agents, it amounts to being a rational thing to do in the
situation the agent is in.

Let’s call a coordinative disposition “effective” if it brings about an opti-
mal outcome often enough. Such effective coordinative dispositions capture
the core of conventions. In terms of them and the important properties
pointed out above, we can characterize conventions as follows:

C0. A convention is social: there is a group G of agents.

C1. A convention involves a pattern of activity: (i) there is a pattern R of
individual activities of members of G, (ii) R determines for a range of
activities whether they are conforming or deviating, and (iii) at least on
some occasions, members of G would behave in a way conforming to R.

C2. A convention requires coordination: Members of G have (together) an
effective coordinative disposition to behave in a way conforming to R.

C3. A convention is relatively robust: in all near futures, it exists as well.

From conventions to social norms Not all cases that are ordinarily
called convention satisfy neatly the characterization offered above. Consider
again the rule of the road of many countries: to drive right on public roads.
The case has some of the characteristic marks both of conventions and social
norms. The case relates to conventions since the underlying strategic situa-
tion is a coordination problem which is characteristic for conventions. The
case relates to social norms since drivers resent non-conforming behavior and
there is a sanction mechanism – policing –, both being characteristic traits
of social norms. This indicates that social norms should be distinguished
from conventions, even if they are closely related to each other.22

In the literature, there are three conceptions: (i) conventions are social
norms, (ii) social norms are conventions, and (iii) conventions are identical
to social norms.23

22I’m not the first to observe this ambiguity of “convention”. See e.g. (Kemmerling
1997:81–83) or (Hartogh 2002:viii) – but the way I explicate the difference is novel.

23Lewis (2002:97) endorses the first claim but surprisingly he also claims that conventions
“may be a species of norms”. Marmor (2009) and Glüer and Wikforss (2009) clearly
endorse the first claim. Conventionalists about ethics endorse the second. Burke and
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My proposal is to endorse a conception according to which conventions
are not identical to social norms. There are at least three reasons for it: (i)
Examples of what we ordinarily call a “convention” or “social norm” have
different properties. I’ll turn to them below. (ii) Accepting my proposal
clarifies the normativity debates about conventions (next paragraph) and
meaning (chapter 2). (iii) My conception offers a theoretically fruitful per-
spective for the use-determines-meaning slogan. On the one hand, it allows
us to clearly distinguish two cases: meaning in virtue of conventions and
meaning in virtue of social norms (§1.3). On the other hand, it allows us
to give a detailed answer to Humpty Dumpty’s problem since a social norm
effects a social power structure among the parties to it while parties to a
convention are all on an equal footing. (I return to the reason relating to
the normativity debate about “conventions” in §8.2.3. I return to Humpty
Dumpty in §9.4.)

The normativity debate about conventions All positions are taken
in the debate about the normativity of conventions. Lewis (2002:97) holds
that conventions are not normative. He faces the opposition of Margaret
Gilbert (1989:§VI.5) and people following Hart’s analysis of a rule (Hart
1997). They claim that conventions are normative.24 The position of Davis
(2003:§9) amounts to the thesis that conventions are normative OR not (the
definition is made flexible by using an OR-clause).25

It seems that these positions cannot be true together. But I think no
one is simply wrong. I’d like to suggest that it is a verbal dispute. The
reason is that they are not focusing on the same examples. Lewis, for
example, is focusing on coordination problems where the parties’ interests
in them seem to be exhausted by bringing about coordination. Gilbert, in
contrast, is discussing various social settings in which there is a custom or
practice where people have normative expectations directed to each other
about what to do (and what not); her examples do not seem to be such that
the parties’ interests are exhausted by bringing about coordination. But if
so, the proponents in the normativity debate about conventions could all
be correct if we distinguish the different cases, namely conventions, social
norms, and normative conventions. I think that we should do so. (I return

Young (2009) endorse the third claim and thus also the first two.
24Among the “Hartians” are Glock (2010), Kemmerling (1976), and Savigny (1988).
25Davis’ position is not entirely clear. I think he is inadvertently noncommittal.
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to this dispute in §8.2.3.)
I should say more about the relevant sense of being normative for a

convention or a social norm. It’s uncontested that conventions imply pru-
dential oughts. Hence, we couldn’t explain the dispute by understanding
“normative” in this way. It’s also not about moral oughts. For only a few
conventions are morally relevant; this is already enough to rule out moral
oughts as a candidate. I propose that a convention (or social norm) is said
to be normative iff some party to it is in a position to demand conformity. It
turns on the demanding-character some normative utterances about social
norms have (see below). The proposal leaves open who is in a position to
demand conformity; in particular it does not require that every party is in
such a position.

Contrasting social norms with conventions The next four pairs of ex-
amples bring out differences between what we ordinarily call a “convention”
or a “social norm.” I first present the examples and then observe important
differences between them. I suggest to call the a-examples “conventions”
and the b-examples “social norms.”

(14) Utility of conformity
a. Hume’s boat: You and I sit in a boat. We want to get the boat move

in one direction but the speed is not important to us.
b. The mischievous boss: In each staff meeting, the mischievous boss

makes a nasty joke about his assistants. Since he has power, they are
expected to play along nicely. But actually they detest his behavior.

In (14-a) conformity is individually beneficial on condition the other
conforms as well. This contrasts with social norms. In (14-b), it does not
individually make sense to conform.

(15) Existence of a good alternative
a. Battle of Sexes: A couple would rather spend the evenings together

than do something separately. The options are going to football
matches or going to operas. The wife would rather go to football
matches than to operas; her husband has it the other way round.
They convene on going to football matches.

b. Basic moral norms: Don’t cause avoidable harm!

In (15-a), there is a good alternative, namely going to the opera together. A
good alternative to some behavior is not just another pattern of activity; it’s
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a pattern of activity that is in a sense equally good and could have prevailed
as well. The existence of a good alternative is part and parcel of there being
a convention. But in case of a social norm, a good alternative needn’t exist.
Examples are hard to find but basic moral norms, whatever they may be,
are a case in point. Suppose, as in (15-b), not causing avoidable harm is
such a basic moral norm. Then it seems there is no good alternative; for
example, causing harm isn’t one.

(16) Normative character and existence of sanctions
a. Signaling: People from Denver and Dallas want to recognize each

other. To do so, the people from Denver wear a green button and
those from Dallas a red button. Nobody demands that the others
conform to the pattern. But it is individually rational to conform to
the pattern.

b. Opening doors for women: People demand that men open the doors
for women. Usually the men do so. Moreover, non-conformity is
punished.

In (16-a), conformity can be recommended but one cannot demand that a
party conforms (unless rationality is itself a norm). Sanction mechanisms
need not exist for there to be a convention. In (16-b), conformity can be
demanded. A sanction mechanism exists. Sanctions neither have to be
severe nor formal – a certain look can suffice.

(17) Role of social structure
a. Signaling (again): People think about what is the thing to do and con-

clude that one ought to conform to the shirt-buttoning-convention.
b. Legislators and the police: The legislators thought hard about what

the people ought to do and came up with a norm that determines what
is allowed, prohibited, and the like, for a certain range of activities.
The police enforce the norm.

In this last pair of examples, the role of social structure is at stake. In
(17-a), social structure is not relevant. For there to be a convention, the
existence of (a certain) social structure seems to make no difference. In
(17-b), however, social structure is relevant. It has various roles, among
them being: who is to act how, who is to sanction whom, and who is to
decide how to act. In particular, we can distinguish three groups which
are determined by such a social norm. First, there are the enforcers who
enforce that the behavior of the addressees of the social norm conforms to
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it. Second, there are the arbitrators who are in a position to decide what
it is to conform to (and to deviate from) the social norm. Third, there are
the addressees who ought to conform to the social norm.

A pre-theoretic characterization of social norms The examples of
what I call “social norms” are in some respects similar to and in others
distinct from conventions. There are three similarities. (i) They are social
in that they involve a group of agents. (ii) Social norms involve a pattern
of activity. (iii) Social norms are also relatively robust.

But there are also differences between social norms and conventions.
(i) A social norm does not need to have a point. That is, it need not
individually make sense to conform to it. The case with the mischievous
boss illustrates this. (ii) A social norm does not need a good alternative.
The moral norm about avoiding harm is a case in point. (iii) Social norms
have a feature conventions don’t have: They prescribe, forbid, and/or allow
certain certain conducts. (iv) In case of a social norm, conformity can be
demanded, while in case of a convention, conformity is recommendable,
it can not be demanded (unless rationality is itself a norm). This seems
to be so because a sanction mechanism exists which enforces the accepted
norm. (v) Social structure can be relevant for social norms, while not for
conventions.

Informed by these considerations, I propose the following five properties
to characterize social norms:

S0. A social norm is social: there are various not necessarily disjoint groups
including (i) a group E of enforcers and (ii) a group G of addressees.

S1. A social norm involves a pattern of activity: (i) there is a pattern R of
individual activities of the addressees, (ii) R determines for a range of
activities whether they are conforming or deviating, and (iii) at least on
some occasions, the addressees would behave in a way conforming to R.26

S2. A social norm is prescriptive: A social norm is, in part, constituted by
a norm N which determines for a range of activities whether they are
prescribed, forbidden, or allowed. The norm N prescribes to conform to

26By clause (iii) I rule out that there is a social norm that is never and would never be
conformed to since I wouldn’t want to call it a social norm. I think that it’s a common
feature of the examples I provided and for this reason we should make it part of the
characterization. Otherwise, the point is purely terminological. So I won’t argue for it.
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R. N is enforced by the enforcers who accept it and have power over the
addressees.

S3. A social norm has a demanding character: The enforcers are in a position
to demand conformity to R from the addressees.

S4. A social norm is relatively robust: in all near futures, the enforcers accept
the same norm and at least on some occasions, the addressees behave in a
way conforming to R.

S2 might invite confusion. I distinguish between social norm and norm.
They are used as technical terms (see chapter 8).

I offer a theory of social norms in chapter 8. I’ll argue there that con-
ventions and social norms can exist independently of each other. But their
existence is compatible with each other. Moreover, I will also introduce an
interesting hybrid notion: normative conventions.

Let’s say (by means of stipulation) that there is a stable social behavior
iff there is either a convention, a social norm, or a normative convention.
A stable social behavior whose pattern of activity consists in using and
understanding an expression is called a “stable use.”

1.3 The case for meaning conventionalism
The viability of the conventionalist project depends on the conventionality
of meaning. So, we better motivate the claim that meaning is conventional.
My argument proceeds in four steps: First, by arguing that meaning globally
supervenes on use; second, by arguing that this use is conventional; third by
arguing that conventional use determines meaning; and fourth, by discussing
meaning in virtue of social norms. The argument is not meant to be decisive
but to motivate the conventionalist project.

First step: From use to supervenience Let us consider the following
scenario:

(18) Suppose that for (almost) all English users the word “apple” meant orange
and the word “orange” meant apple.

In (18), we seem to be inclined to say that these English users use the words
“apple” and “orange” differently, namely “apple” when it’s about orange and
“orange” when it’s about apple.



28 Chapter 1. Introduction

If so, then you accept the following (counterfactual) conditional:

(19) If among (almost) all English users the word “apple” meant orange and
the word “orange” meant apple, then they would also use the words “ap-
ple” and “orange” differently, namely “apple” when it’s about orange and
“orange” when it’s about apple.

But this is to say that a difference in meaning implies a difference in use. The
claim can be generalized, since we have no reason to believe that anything
about the scenario depends on the particular expressions or the language
chosen. A reflection about what would be the case if we were to consider
other kinds of words – adjectives, adverbs, verbs, . . . – assures us of that.
Hence, meaning supervenes globally on use.

Second step: From use to conventional use We have to show that
the use in (19) satisfies the pre-theoretic characterization of a convention
(§1.2): the use is social (C0), involves a pattern of activity (C1), requires
coordination (C2), and is relatively robust (C3):

C0. The use is social since there is a community of language users.
C1. The use involves a pattern of activity: there is a specific pattern in the use

and understanding of the words “apple” and “orange” and there are ways to
use and understand them conformingly and deviatingly.

C2. The use requires coordination: The language users have an effective coor-
dinative disposition. It’s effective since they have a practice of using the
words in a certain way. The description of the scenario is under an implicit
ceteris-paribus clause: unless stated otherwise, things are as they actually
are. Hence, the description of the scenario entails that the conditions of a
coordinative disposition are satisfied:

1. Using and understanding “apple” in a way that secures successful com-
munication is optimal for us, not least because apples are relevant for
us in our lives. They are liked and disliked, grow on trees around us
and are healthy. It’s beneficial to have a word for something that is
relevant in our lives. So, we have reason to believe that having an ex-
pression to communicate about something which is relevant in our lives
is generally something useful.

2. If enough English users used and understood “apple” and “orange” as
in (19), then others would follow their use.

3. If we compare the use of “apple” and “orange” in (19) to their actual
use in English, then it seems that both uses are equally optimal.

4. If some deviated from the prevailing use and understanding of the
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words, then successful communication would not be secured anymore.
Hence, ceteris paribus, everyone would be worse off by deviating from
the prevailing use.27

C3. The use is relatively robust: Given somewhat rational or stubborn language
users, we have reason to believe that the prevailing use continues to exist in
all near futures.

Therefore, the use of “apple” and “orange” is conventional. Again, noth-
ing seems to depend on the particular words chosen. So, we can generalize
to all expressions: their use is conventional. Since this is the use on which
meaning globally supervenes, we can restrict the supervenience-base to con-
ventional use facts. Hence, the meanings of expressions supervene globally
on their conventional uses. Consequently, we have reason to believe that C
is true:

C. For all expressions e, meanings m, coordinates C: The conventional use of
e at C determines that e means m at C.

There will be two changes to this thesis. A first one is to allow for meaning
in virtue of social norms (next paragraph). The second is to address the
meaning-without-use problem (think of very long or complicated sentences
that would never be uttered but are meaningful nevertheless). The problem
indicates that the supervenience-base consisting of facts about the conven-
tional use of expressions is not large enough. For the time being, we may
safely ignore this complication. I’ll return to it in §6.1.5.

Third step: From global supervenience to conceptual entailment
So far, a global supervenience claim has been established. But convention-
alists want to make a stronger claim: Certain conventional uses of expres-
sions in certain communities conceptually entail that the expressions have
certain meanings among the members of the respective community. There
are good reasons to believe that also the conceptual-entailment claim is
true. For it is well supported: (i) By the above argumentation, a differ-
ence in the use of expressions implies a difference in their meanings. (ii)
The particular conventionalist accounts that are discussed in the following

27The ceteris-paribus clause is necessary to make room for non-conforming uses; depending
on the conception of these uses, occasional lies and non-literal uses count as such uses.
They are tolerable if they don’t occur too often and/or are detectable, cf. §6.2.2.
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chapters explain how a proposition that an expression has a certain mean-
ing is a priori derivable from propositions about its conventional use. (iii)
The conceptual-entailment claim is further supported by my reflections on
meaning in §7.3.2. (iv) The conceptual-entailment claim resists counterex-
amples and objections (see §2.1.2, chapter 3, and §6.1.5) – excluding the
one to which I turn now.

Fourth step: meaning in virtue of social norms There is an objec-
tion against C: Some meanings of some expressions are not determined by
conventions but by social norms. Since social norms are not conventions,
this is incompatible with the truth of C. Hence, C has to be restricted. To
justify these claims, let us consider some language-use scenarios:

(20) In many countries there are laws – implemented as social norms – concern-
ing the correct use of the trade name “milk;”28 violations are forbidden
and can be punished. One can be demanded to use and understand the
word accordingly. The addressees of the social norm are persons using the
trade name “milk” for the purpose of doing business. The punishments
(sanctions) create an incentive for them to conform to the regulations, that
is, to apply “milk” only to milky liquids with at least 3% fat etc.

In this scenario, it seems that we’re inclined to say that one of the meanings
of “milk” is milky liquid with at least 3% fat among, say, all British people,
even if the conventional use and understanding of “milk” in accordance with
the meaning milky liquid with at least 3% fat is confined to a much smaller
group of legislators who know the regulations and have power over all British
people by means of a social norm. Plausibly, it’s the use and understanding
of these legislators (and not the use of all British people) which determines
this meaning of “milk.” A similar argumentation as the one offered above
for meaning in virtue of conventions establishes this. Consider the following
scenario:

(21) Suppose for the sake of the argument that (i) there is no convention con-
cerning the use and understanding of “milk” and that (ii) its meaning were

28At the level of the European Union, the European Food Safety Authority makes rec-
ommendations for the member states of the EU relating to food products, see http:
//www.efsa.europa.eu/. At the national level, many countries have institutions with
regulating power. E.g. in Germany, it is the Bundesamt für Verbraucherschutz und
Lebensmittelsicherheit, see http://www.bvl.bund.de/. And finally, there is the law: the
German law MilchFettG, §11(1), demands milk to have at least 3% fat.

http://www.efsa.europa.eu/
http://www.efsa.europa.eu/
http://www.bvl.bund.de/
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milky liquid with at least 4% fat and non-conforming use effects demands
to use it conformingly.

Plausibly, there would be a social norm regulating this use and understand-
ing of “milk” which determines its meaning milky liquid with at least 4%
fat.

The existence of a convention couldn’t explain two marks of this case:
First, “milk” has this meaning among all British people. Second, one can be
demanded to use and understand the word in accordance with its meaning.

Two additional scenarios support the case of meaning in virtue of social
norms:

(22) Many people in Germany use “zeitgleich” as a synonym for “gleichzeitig.”
However, “zeitgleich” means in the same amount of time while “gle-
ichzeitig” means at the same point in time in German.29

(23) The word “camera” was once used in the sense Apostolic camera naming
the (then existing) treasury department of the papacy. This is not common
usage anymore but still listed as the first entry in Merriam Webster Online
Dictionary (2010) and known to some, e.g. Hanks (2009:302).

In (22), the established (or conventional) use does not distinguish between
the two meanings. Yet one can be demanded to use the words as indicated.
Again, conventions cannot explain this.

With respect to (23), one who is using “camera” in the marginal sense of
Apostolic camera does not seem to make any linguistic mistake. He can well
be called a bragger or a weirdo for it. But this is neither to say that he isn’t
using a meaningful word nor that he’s using it not in accordance with one
of its meanings. It seems that “camera” still means Apostolic camera, even
if there is no convention for it anymore. Moreover, it seems to be wrong to
say: “Then it meant Apostolic camera but now it has lost this meaning.”
Rather, I think, we should say that in the 18th century “camera” didn’t
have that meaning and that nowadays, the word is ambiguous. In §7.3.2.2,
I’ll suggest that there are special social norms among us according to which
it is allowed to use and understand an expression now as it was used and
understood in the past.

29Cf. Sick (2004) who claims so. Some native speakers contest that the words have these
meanings; this does not undermine the point since it is sufficient that it is a possible
scenario.
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So, the claim that there is meaning in virtue of social norms is justified.
But then the conventionality thesis C should be restricted.30 We can

restate C as C′ in terms of stable use (including social norms and normative
conventions which are a combination of conventions and social norms) as
follows:

C. For all expressions e, meanings m, coordinates C: The conventional use of
e at C determines that e means m at C.

C′. For all expressions e, meanings m, coordinates C: The stable use of e at C
determines that e means m at C.

C′ is supported by the argumentation above and addresses the difficulty re-
sulting from meaning in virtue of social norms. Hence, we have a good rea-
son to believe that it is true (with the proviso due to the meaning-without-
use problem).

1.4 An adequacy condition
To evaluate conventionalist accounts we need an adequacy condition. The
adequacy condition I propose consists of desiderata belonging to three
groups: (i) Desiderata for an account of conventions, (ii) desiderata for
an account of social norms, and (iii) desiderata for a conventionalist ac-
count of meaning. A conventionalist account is adequate iff the desiderata
of (i-iii) are satisfied.

In short, developing a conventionalist account is a very ambitious
project. It shouldn’t surprise us if candidate accounts fail to be adequate.
Satisfying some desiderata is better than satisfying none. When comparing
different proposals, tricky issues could arise, if two candidates satisfied dif-
ferent but not all desiderata. Which should then count as better? I think
that there is no answer in general. But this tricky situation does not ob-
tain. The evaluation of the central proposals I consider is straightforward
and yields a clear result.

Conventions An account of conventions has to satisfy the following
desiderata in order to count as adequate:

30I discuss meaning in virtue of social norms in more detail in §9.3 on the basis of my
account of social norms.
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DesC1. The account must be faithful to the pre-theoretic characterization of a
convention (C0–C3 in §1.2).

Of particular importance from the pre-theoretic characterization is that
conventions are relatively robust. This is to say that it must be possible
(i) that a system S of conventions with the goal g persists unchanged over
time and (ii) that such a system can continue to prevail in a population in
which non-conformance occurs quite often.

DesC2. The account must provide an answer to the question what conven-
tions are (e.g. behavioral regularities, rules, patterns).

As we will see later, there is no agreement what kind of thing conventions
are. Some say they are a kind of regularity in behavior. Others say that
they are a sort of rule, and so on and so forth. Thus, for reasons of principle
and clarity, it has to be said what conventions are.

DesC3. The account must provide a taxonomy of the kinds of conventions there
are.

A taxonomy is part and parcel of good scientific practice. Of particular
concern is the classification of linguistic conventions. In practice, I will
restrict my attention to differences, if there are any, between conventions in
general and linguistic conventions.

DesC4. The account must provide an answer to the question whether (and if so
which) epistemic states are involved among the parties to a convention.

In the debates about conventions, one of the questions is whether conven-
tions require common knowledge, mutual knowledge, and the like. It is
contested whether parties to a convention need to be in certain epistemic
state, and if so, in which kind of state exactly. Hence, an answer to this
question is important.

DesC5. It must be possible that in a human population conventions are created,
learned, sustained, and changed.

DesC5 makes an adequate account of conventions to be an account of con-
ventions for humans – which is, after all, what we are interested in. While
the topic of learning is very important, I won’t discuss it in depth.

DesC6. The dynamics of conventions must be explained.
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Conventions can be created (come about) which did not prevail before. They
can cease to exist. Likewise, a system S of conventions with the goal g can
change to a different system S′ with the same goal g without breaking down
during the transition. DesC6 requires an explanation of the basic operations
of creation, death, and change of conventions.

Social norms The desiderata for conventions apply mutatis mutandum
also to social norms, basically by substituting “social norm” for “conven-
tion.” There is a complication: We can talk about “norms” in two ways,
one of them being about norms an individual accepts, the other way being
about social norms existing in a group. The thing to demand from an ac-
count of social norms seems to me that it accounts for both ways and puts
them in relation. With this in mind, let me present the list of desiderata
for social norms:

DesN1. The account must be faithful to the pre-theoretic characterizations of a
social norm (S0–4 in §1.2) and of normativity (N1–3 in §1.1.3).

DesN2. The account must provide an answer to the question what (social) norms
and normativity are.

DesN3. The account must provide a taxonomy of the kinds of (social) norms there
are.

DesN4. The account must provide an answer to the question what kind of epis-
temic states are involved in a (social) norm.

DesN5. It must be possible that in a human population social norms are created,
learned, sustained, and changed.

DesN6. The dynamics of (social) norms must be explained.

Conventionalist accounts of meaning A conventionalist account of
meaning is adequate iff it satisfies the following desiderata:

DesM1. The account must be coherent with an explanation of the communicative
functions of meaning-sentences.

DesM2. The account must explain the meanings of expressions in terms of their
stable uses (conventions, social norms, and normative conventions).

DesM3. The account must provide a plausible notion of a semantic mistake.
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DesM4. The account must allow for a plausible conception of a public language.

DesM5. The account must explain the usual meaning facts.

DesM6. The account must provide a solution to Humpty Dumpty’s problem.

DesM1 and DesM2 are consequences of the task to provide a conventionalist
account of meaning in the sense explained in §1.1.

Ad DesM1: Meaning sentences are, as we have seen in §1.1, of special
interest.31 The fact that they can be used to recommend and to demand
a certain use of an expression is theoretically important. For they involve
normative musts and have consequences for the explanatory architecture of
the resulting account (i.e., we need a notion of a social norm, see chapter
2).

Ad DesM3: We can make mistakes when we use a word not in accor-
dance with its meaning. This fact is theoretically interesting. For making
a mistake is something one ought not to do. An adequate account explains
what it is to make such a mistake.

Ad DesM4: Public languages are up to a certain degree vaguely individ-
uated; one word more or less does not make for a different language. An
adequate conventionalist account must be coherent with such a conception
of a language.

Ad DesM5: There are many interesting facts about meaning: some phys-
ical objects are meaningful; the semantic description of a language requires
recursive semantic rules; there are systematic semantic relations between
expressions; there can be expressions in languages which have a meaning
but are not used; and more of the like.32 A conventionalist account must
explain such facts.

Ad DesM6: The way I’d like to understand Humpty Dumpty’s problem
is as follows. Humpty Dumpty claims that he can make words of a public
language mean what he wants them to mean. E.g. “Apfel” actually means
“apple” in German. But if Humpty Dumpty wants that “Apfel” in German
means orange, then “Apfel” means orange in German. Alice is appalled and
denies that he can do that. Both seem to have a point: Humpty Dumpty

31I ignore to a large degree questions about “higher-order” conventions depending on more
basic conventions, like conventions of use as Morgan (1978) has introduced them, e.g. con-
ventions about how to use words to perform so-called “indirect speech acts.” I think that
these questions should be answered in speech act theory, cf. (Staudacher 2007).

32Cf. (Lycan 2008:65).
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in that it is we who make the words mean something; Alice in that a few
members of a linguistic community are in general not sufficient to determine
the meaning of an expression. Humpty Dumpty’s problem is thus:

HD. If it’s the use of expressions in a community which determines their mean-
ings, then in which way does this determination depend on the members
and the circumstances?

The problem is to provide an answer to the question. There are two guiding
constraints on an answer. First, the determination seems not always to
depend on everybody’s use. Second, the determination actually depends on
more than just a few (1, 2, 3, . . .) individuals. The first guiding constraint
has the consequence that meaning in virtue of conventions cannot be the full
answer to the problem. For then the determination would always depend
on every party to the convention. (There is no notion of social structure
used in the characterization of a convention.)

1.5 Overview
In this chapter, I’ve argued for a distinction between conventions and social
norms. This has consequences for the conventionalist project. I’ve argued
that expressions mean what they do in virtue of stable uses (conventions,
social norms, and normative conventions). Hence, the explanatory archi-
tecture of an adequate conventionalist account must be so as to allow not
only meaning in virtue of conventions but also meaning in virtue of social
norms (and normative conventions).

In chapter 2 I discuss the normativity thesis. According to the proposal
I defend, social norms – but not conventions – explain the normativity
of meaning. Hence, whether an expression’s meaning is normative or not
depends on what determines an expression’s meaning.

In chapter 3 I defend the conventionalist project against a fundamental
objection from Davidson who argued that conventions are not essential for
meaning. In the subsequent chapters, I critically discuss and improve on
different conventionalist accounts.

In chapter 4, I introduce Lewis’ theory of conventions and defend it
against the known objections. Yet, the theory is not fully adequate since
dispositional conventions cannot be explained by it. Lewis’ theory is used
in the two subsequent chapters 5 and 6 where I discuss conventionalist
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accounts of two paradigms: Signaling Games accounts and Actual Language
Relations accounts.

Due to the lack of syntactic structure, Signaling Games accounts are too
limited to yield an adequate account. Actual Language Relation accounts
do better since they are sensitive to syntactic structure. But they have sev-
eral inherent problems which are difficult to solve: (i) As standard Signaling
Games accounts, they lack an account of social norms. Consequently, they
can explain neither meaning in virtue of social norms nor semantic norma-
tivity, nor can they solve Humpty Dumpty’s problem. (ii) Standard Actual
Language Relation accounts are committed to the sentential primacy the-
sis. This is problematic. For one thing, it leads to highly underdetermined
meanings for words. (iii) Standard Actual Language Relation accounts make
linguistic communication too Intellectual. They define the use and under-
standing of expressions in terms of Grice’s notion of speaker-meaning (and
a Gricean notion of understanding). Hence, I plead for a theory of the third
paradigm: Evolutionary Theories. In chapters 7 and 9, I turn to them.

In chapter 7, I present and evaluate the Evolutionary Theories of Mil-
likan and Huttegger. They solve the third problem by not using Grice’s
notions; the other two problems reoccur.

In chapter 8, I offer an account of social norms. Thereby, the first
problem remaining from chapter 7 is addressed.

In chapter 9 I offer an improved Evolutionary Theory. I follow Millikan
to address the third problem. The second (and last remaining) is solved
by treating sentences on a par with sub-sentential expressions. The “trick”
is to define the meaning-determination claim directly for words and other
kinds of expressions.

The thesis ends in chapter 10 with a positive conclusion: The conven-
tionalist project makes a strong case for the conventionality of meaning.
Different accounts remain viable; in particular my conventionalist account
comes close to being adequate.





Chapter 2
Semantic normativity

What is surprising is that despite extensive discussions of the topic
it remains obscure exactly what the normativity thesis amounts to
and why it should be endorsed.

Semantic normativity
Åsa Wikforss

“Semantic normativity,” or the “normativity of meaning,” seems to be
one of these modern mantras in philosophy: repeated over and over but
often devoid of any reportable content since the reader is not told what it is
all about. Nevertheless, it’s deemed to be a deep and serious insight about
the nature of meaning. Some philosophers consider this feature of meaning
even as a “litmus test”1 for the adequacy of a theory of meaning. According
to these philosophers, if a candidate theory of meaning does not pass the
test, then it’s no good in the first place. Case closed. That matters are not
so easy is clear if we remind ourselves what it is to be normative or, at least,
what it is for meaning to be normative. It’s just not very obvious what an
answer would be. To make progress, we first have to clarify what to make
out of the talk about semantic normativity.2

1The expression is from (Wikforss 2001:203).
2Historically, the modern debates started probably with Wittgenstein’s thesis that “the
meaning of a word is constituted by the rules for its employment” (Wittgenstein and
Waismann 2003:143). Subsequently, Winch (1963:33) pointed out that “the notion of
following a rule is logically inseparable from the notion of making a mistake. If it is
possible to say of someone that he is following a rule that means that one can ask whether
he is doing what he does correctly or not.” One way to understand this is that if there is
a rule, then one can make mistakes by not following it; this is to behave incorrectly; one
behaves incorrectly iff one ought not to behave so-and-so; hence there are the normative

39



40 Chapter 2. Semantic normativity

On the basis of the characterization of normative musts in §1.1.3, we
can say as a first approximation that semantic oughts are a kind of practical
must which come with a motivational force to do what one ought to do. As
such, they apply to action-like things: behaviors and reasonings. Moreover,
as I observed in the introduction, the relevant expressions of the oughts
have a demanding character: By expressing an ought, one can demand that
something (not) be done.

But so far there is nothing semantic about the oughts. The obvious
suggestion is to say that the oughts are about the meanings of expressions
and that is what is semantic about it. But understood in this way, how
could meaning be normative? Meaning is taken to be an abstract object
defined by the roles it plays in theories of linguistic communication (§1.1.1).
What could be action-like about meaning and involve an ought? This is
the first question of this chapter and the answer I’ll submit is that under
certain conditions, meaning sentences can be used to express oughts with a
demanding character. In §1.1.3, I put it in a tentative and noncommittal
way as follows:

N. For all expressions e, meanings m and coordinates C: If e means m at C,
then utterances of “e means m at C” can be used to express an ought with
a demanding character.

The demanding character of the expression of the ought should remind us
of the distinction between conventions and social norms. While conventions
necessarily have a recommending character, social norms need not (although
some can have a recommending character). And while social norms neces-
sarily have a demanding character, conventions do not necessarily have a
demanding character (and if they have it, then it is in virtue of something
else; see §1.2 and §2.2.3). Moreover, there is meaning in virtue of both
conventions and social norms (§1.3). From this perspective, there seems to
be an interesting connection between semantic oughts and the demanding
character of social norms (and normative conventions). It suggests a the
following conceptual claim (to which I return in §2.1.1):3

oughts. Kripke returned to the topic of rule following in his famous book Wittgenstein on
rules and private language (Kripke 2000) where he endorses the slogan that meaning is
normative (see p. 37).

3This also relates to a distinction made by Glüer and Wikforss (2009) between two kinds
of theses about normativity which they call “meaning engendered normativity” (ME)
and “meaning determining normativity” (MD). The normativity thesis N is about ME:
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MD-ME. If meaning is normative, then this is because of the way it is constituted
(determined).

Meanings of expressions are determined by conventions and social norms
(in the sense of “determination” explained in §1.1.2, amounting to at least
global supervenience, or as I prefer, conceptual entailment). Conventions
have a recommending character. Hence, their oughts are not of the right sort
for N. But the oughts of social norms are. So, plausibly, if an expression e
meansm at C in virtue of a social norm, then the meaning sentence “emeans
m at C” can be used to express an ought with a demanding character. In
contrast, if the expression’s meaning is determined by convention, then its
meaning sentence can only be used to express an ought with a recommending
character. This proposal is further substantiated by providing an account
of conventions (chapters 4 and 7) and an account of social norms (chapter
8 and §9.3).

A second question of this chapter is: Given an understanding of the
normativity thesis, is the thesis true? As has been pointed out by Gibbard
(1994) and Glüer and Wikforss (2009), the normativity thesis expresses
a conceptual claim about the notion of meaning. Thus, N has a modal
strength – it’s claimed to be a conceptual truth (and not just a material
truth) and N’s truth in this sense is in dispute. I’ll argue that N is too strong
and hence false. But if N is appropriately restricted to cases of meaning in
virtue of social norms, then it is true.

The third question is what the consequences are for the conventionalist
project. I suggest answers to these questions on the basis of first considering
arguments against and in favor of N (§2.1 and §2.2) – and then discussing
the dialectic situation (§2.3). Thereby I execute the main argument of this
chapter:

P1. There are good reasons to believe that meaning is not normative.

P2. There are good reasons to believe that meaning is normative.

normativity that results from meaning; in other words, ME is a thesis that relates semantic
oughts to meaningful expressions and describes the character of these oughts. In contrast,
the claim that social norms can determine an expression’s meaning is about MD: (social)
norms that are in some sense constitutive for an expression’s meaning something. If
the suggested claim is true (if meaning is normative, then it is because of the way it is
determined), then the conventionalist project bears upon both ME and MD normativity:
It explains ME in terms of MD.
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C1. There are good reasons to believe that meaning is normative and that
meaning is not normative.

P3. If an expression’s meaning can be determined in different ways, one of them
normative and another non-normative, then the tension in C1 is resolved.

P4. P3 is a good explanation for P1 and P2 and the tension that results from
their conjunction.

C2. Meaning is determined or constituted in different ways.

P1 and P2 are established by the arguments against and in favor of N, re-
spectively. C1 is a problematic intermediate conclusion which is simply the
conjunction of P1 and P2. P3 is introduced as an explanation of what is
going on. I consider some objections and suggest that P3 is a good expla-
nation that is tenable. I think it’s worth exploring it and will tentatively
endorse C2. But if C2, then the conventionalist should develop a mixed
C+N+ account which is both conventional and normative (§1.1).

Before I go on, I should adjust expectations. Anyone who has followed
the debates about semantic normativity knows that they are difficult and
that the claims are highly contested. In contrast with many other areas
of modern philosophy, there is still no systematic treatment of the subject.
For example, there are no textbook introductions or handbooks about it.4
I won’t close this gap. I suggest a way to think about semantic normativity
with a very limited focus, namely on N. The proposal should be judged on
its merits. There is also a pragmatic reason for my being opinionated and
selective at places: the space of possibilities one should still organize and
explore is too big. For this reason, I omit the question whether (semantic)
normativity can be naturalized.

2.1 Arguments contra
Many accounts of meaning do not even mention normativity as a topic. Con-
sider for example the following widespread linguistic frameworks: Lexical
Functional Grammar, Head-Driven Phrase Structure Grammar, Categorial
Grammar, or Chomsky’s theories. In none of them does semantic norma-
tivity play a role which would be relevant for the normativity thesis N. And

4Only recently has there been an addition to the Stanford Encyclopedia of Philosophy, see
(Glüer and Wikforss 2009).
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the situation is similar in some areas of philosophy of language (e.g. the
many semantic frameworks that deal with Frege’s puzzle).5 Is this attitude
justified? Up to a certain point, it is. I consider two arguments against the
slogan that meaning is normative. The first relates to an on-going debate
around the views of Anandi Hattiangadi, the second to Akeel Bilgrami.

2.1.1 The Hattiangadi debate
In recent years, the slogan “meaning is normative” has been scrutinized
by Hattiangadi, and later also Kathrin Glüer and Åsa Wikforss, opening a
wider debate about candidates for the normativity thesis and their truth.6
Their chief contribution was to ground the normativity debate initiated by
Saul Kripke by formulating precise theses stating how meaning might be
normative.7 For Kripke (2000) never explained how his claim that meaning
is normative is to be understood. Is it about speaker-meaning, meaning in
an idiolect (“idiolectal meaning”) or meaning in a public language (“linguis-
tic meaning”)? What kind of ought is at stake? What is its nature?

The contribution of Wikforss et al. should be understood in this context.
I think that they object by and large rightly against the theses they consider.
But it seems to me that they discuss the wrong kind of normativity theses.
These have roughly the following form:8

(1) Necessarily, if S means m by e, then there is some action S ought (not) to
do or some action S may (not) do.

(1) is not very precise about the kind of oughts involved. Several ways to
make it more precise have been considered. Among them are the following
two versions for its consequent:9 (i) S ought to apply e to object o iff o is
(has) feature f (yielding a thesis called “prescriptivity”) and (ii) S applies
e correctly to o iff o is has f (“correctness”). Hattiangadi rejects both

5I mean the puzzle that statements of the form “a = b” can be informative while “a” and
“b” are coreferential.

6The first wave of articles consists in: (Hattiangadi 2006, 2007; Glüer and Wikforss 2008).
7They are, of course, not the only ones. Notable are also Gibbard (1994) and Millar (2002).
8More specific claims of this form can be found in, e.g.: Kripke (2000), Boghossian (1989),
Boghossian (2005), Hattiangadi (2006), Glüer and Wikforss (2008). That the theses
should have modal strength is, however, often not considered. An exception is Gibbard
(1994).

9The names are from Hattiangadi (2006:224 ff.). A related discussion is also in (Hattiangadi
2007:51 ff., 181 ff.).
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of these and so do Glüer and Wikforss. But rather than retracing their
argumentation, I’d like to consider another question. Let us grant that
they have successfully refuted (1) and its siblings. Does it follow that the
normativity thesis N has been refuted, too?

I think that in an important sense the truth of (1) and its siblings are
irrelevant for the truth of N. The reason is that theses like (1) are either
about idiolectal meaning or about (Gricean) speaker-meaning. So, they are
not about linguistic meaning as N is. Hence, even if the trio is correct, they
reject the wrong thing. Thereby I do not want to say that the contribution
of Glüer, Hattiangadi, and Wikforss is not important or commendable – I
think the contrary for the reasons I’ve stated above. But still, they miss the
target.10 At least from the perspective of the conventionalist project, what
counts is linguistic meaning.

This assessment might be too quick. I’ll consider three moves on their
behalf. The first move consists in saying that while (1) looks as if it were
about speaker-meaning (or idiolectal meaning), it’s really about the speak-
ers’ beliefs about linguistic meaning. But this move would miss the target,
too. Suppose that meaning is normative. Then what a language user ought
or ought not to do just doesn’t seem to depend on what she believes. She
would also violate an alleged semantic norm if she were misinformed about
the meaning of an expression. Maybe it would excuse her behavior but it
would be a mistake nevertheless. So, arguing against normativity theses
which are about what speakers believe to be the case doesn’t seem to be
relevant for the question whether meaning is normative or not.

A second move can be put in question form: Wouldn’t it be strange if
speaker-meaning (or idiolectal meaning) were not normative but linguistic
meaning were? After all these notions are semantic notions and thus belong
to the same family. While I agree that this reasoning is prima facie plausi-
ble, I think that it is not very conclusive. With respect to speaker-meaning
the reply is this: The impression that they belong to the same family is
probably just a peculiarity of the English language. English just has the
verb “(to) mean” to express both for a speaker to mean something and
for an expression to be in the linguistic-meaning relation with a meaning.
Other languages are not ambiguous in this way. German, for example, has

10Interestingly Whiting, who defends the normativity theses against the criticism of Glüer,
Hattiangadi, and Wikforss, always states the antecedent in terms of linguistic meaning,
see e.g. (Whiting 2007, 2009). This went unnoticed in the debate.
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two verbs, “meinen” (for speaker-meaning) and “bedeuten” (for linguistic
meaning), which cannot be used interchangeably. There are also obvious
differences between the two notions. Speaker-meaning is analyzed as a re-
lation in which a speaker and an utterance figures. In contrast, linguistic
meaning features neither a speaker nor an utterance. Moreover, the rela-
tions obtain in virtue of different facts. For a speaker to mean something,
having a certain complex intention while uttering something is sufficient.
In case of linguistic meaning, this wouldn’t do and it’s even contested that
such intentions are necessary (see §6.2.4 and chapter 7). The point is that
in general, there is little reason to expect that if speaker-meaning has some
feature, then linguistic meaning has it, too.

The case for idiolectal meaning is similar. A normativist is not commit-
ted to analyzing linguistic meaning in terms of idiolectal meaning. More-
over, an expression means something in a speaker’s idiolect in virtue of
different facts than those in virtue of which an expression means something
in a public language. For the former it’s a matter of the speaker’s psychol-
ogy, while for the latter it’s a matter of the stable uses (convention, social
norms, normative conventions) that exist in a community (§1.3).11 Hence,
the arguments by Wikforss et al. are at best incomplete. So, let us end in the
same way we began the move, namely with a question: Why shouldn’t we
expect further differences between speaker-meaning (or idiolectal meaning)
and linguistic meaning, also with respect to their normativity?

Suppose for the moment that speaker-meaning is constitutive for linguis-
tic meaning. If Glüer, Hattiangadi, and Wikforss are right, then speaker-
meaning is not normative. This would be an important result. For, if lin-
guistic meaning is normative, then its normativity cannot derive from state-
ments about what a speaker means. This move is interesting. Consider, for
example, a neo-Gricean account of linguistic meaning which analyzes lin-
guistic meaning in terms of conventions about speaker-meaning. If Glüer,
Hattiangadi, and Wikforss are right as we suppose, then the following is
the case: If meaning were normative, then its normativity would have to be
attributed to the conventions. For there seems nothing else in the account
that could do the explanatory work. The reasoning behind this thought is
the following claim (which I’ve already mentioned in the introduction to
this chapter):

11I put here the issue of semantic externalism aside. It wouldn’t change the argument much
and not a lot would be gained for considering the point.
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MD-ME. If meaning is normative, then this is because of the way it is constituted
(determined).

From a conventionalist perspective, this makes perfect sense. Linguistic
meaning is not taken to be an unexplainable or unanalyzable notion. And
it seems that if one claims that one can say in virtue of what an expression
has a meaning, then one ought also to accept MD-ME. For then, it seems,
all semantic features, including the normative, ought to be explained in
terms of their determinants (i.e. stable uses of expressions). This brings me
to my criticism of this move. Conventions are but one possible determi-
nant of meaning we’ve considered so far, normative conventions and social
norms being the other two (§1.3). Only the latter two have the relevant
demanding character which can be used the explain the oughts of the nor-
mativity thesis. The question whether meaning is normative then depends
on what determines a word’s meaning. So, an argument would be needed
to show why the determinants are necessarily of the relevant normative sort
– or why they are not. (Bilgrami’s argument below can be understood as
providing this argument.) A second objection is that a Gricean speaker-
meaning is not required to analyze linguistic meaning (as I’ve pointed out
above). Consequently, for non-Gricean accounts, the arguments by Glüer,
Hattiangadi, and Wikforss are not relevant. Thus, the third move fails to
convince without further additions. (In fact, the alternative account I sug-
gest in chapter 9 can be understood as supplying these additions without
relying on Gricean speaker-meaning. The point here is that these additions
are substantial and that Gricean speaker-meaning is not obviously consti-
tutive for linguistic meaning.)

So, to conclude, while the Hattiangadi debate improved the dialectical
situation by formulating precise normativity theses, the criticisms against
these theses fail to be relevant for the normativity thesis N – with the
exception of the last move turning on conventions and social norms, to
which I’ll return below.

2.1.2 Bilgrami’s argument from regularities

Bilgrami (1993:129–138) argues against the normativity thesis by making
the point that norms about meaning are not constitutive or in some other
way essential for meaning because we can explain linguistic behavior without
having to appeal to norms. Bilgrami does not deny that there are norms



2.1. Arguments contra 47

relating to meaning but he claims that we could do well without them.
According to him, we need more than the existence of “extrinsic” (p. 129)
norms to establish the normativity thesis.

In a first step Bilgrami points out that if meaning were to be normative,
then there would need to be norms that have “[. . .] a high philosophical
or constitutive profile, i.e. what might be called intrinsic norms” (Bilgrami
1993:129). Simplifying, we can say that the norms in question must be
constitutive for the notion of meaning. In terms of an analysis of “meaning,”
the claim is thus:

P1. Meaning is only normative if one must analyze it in terms of norms about
meaning.

But even if a norm pertains to meaning such as: “If you want to be under-
stood, then you ought to use the words in their standard meanings,” this
doesn’t entail that such a norm has a high profile (pp. 136–137). This raises
the question how we can tell norms without such a profile apart from norms
that have a high profile. Bilgrami proposes the following test for not hav-
ing a high profile: If the candidate norm is derived from regularities in an
individual’s behavior, then it does not have a high profile. Or in Bilgrami’s
words:

[I]f something which appears to be a norm is attributed merely on the
basis of regularities in an individual’s behaviour, then it is not a norm
in any interesting sense. If it is not derived from or attributed on the
basis of such regularities, if it is autonomous from such regularities,
then it has more of a right to be called a norm.

(Bilgrami 1993:129–130)

Bilgrami uses this test to argue that the meanings of lexical expressions
are not constituted by such norms:

But when it comes to the lexicon, it is perfectly possible to attribute
concepts and meanings on the basis of observation of regularities in
the behaviour of agents. As I have been saying there is no compul-
sion, therefore, to impose the norms dictated by social practice on an
individual agent’s concepts and meanings. We do have a choice in the
matter. We do have a choice as to whether Bert has the concept of
arthritis or tharthritis. We do have a choice as to whether KWBert
has the concept of arthritis first and then later tharthritis or whether
he has had the concept of quarthritis all along. It is possible to account
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for their behaviour no matter which of these alternatives we attribute
to them. It is possible, therefore, to think of our attribution of such
concepts as something done (holistically, of course) on the basis of ob-
served regularities. Normativity, thus, simply does not have the same
grip in this domain. (Bilgrami 1993:130)

I think one should distinguish between mental content and linguistic
meaning. Bilgrami’s examples about Bert and KWBert are about the at-
tribution of concepts. But actually, he wants to make a claim about the
meaning of lexical expressions. So, I think what Bilgrami wanted to claim
is this: We can attribute meanings to expressions based only on observations
of regularities in the linguistic behavior. In particular, for the attribution
we don’t require norms. These claims have their natural ontological coun-
terparts: Regularities in the use of expressions determine their meanings,
not requiring the existence of (social) norms. In terms of an analysis of
“meaning,” we can state the premise P2 of the argument and conclude:

P2. Meaning can be analyzed in terms of regularities in the behavior of agents
without having to make use of norms about meaning.

C. Meaning is not normative.

The line of argument seems right if we put aside two complications, namely
meaning without use (no use, no regularities!) and meaning in virtue of
social norms. But we must strengthen P2. For regularities alone are not
sufficient; they need to be conventional (at least in the weak dispositional
sense; §1.2). First, it seems to be a conceptual truth about meaning that
an expression could have meant something else.12 But there just being a
regularity in the use of an expression does not guarantee that it could have
been different. For the regularity could be a law-like matter, like the thunder
that follows the lightning. And we wouldn’t want to say that thunder means
lightning.

Second, if there is only a regularity in the use of an expression, it is
possible that it ceases to exist in the near future. But it seems inconsistent
to say that an expression means something but in its near future it means
nothing anymore or something completely different.

Hence, we should strengthen P2 to P2′:
12The “could” is not to be understood in the sense that we could switch the meaning of a

word at will – that might well not be feasible – but in the sense that things could have
evolved differently.
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P2′. Meaning can be analyzed in terms of conventional regularities in the
behavior of agents without having to make use of norms about meaning.

P2′ is warranted by the argument for meaning in virtue of conventions (§1.3).
Thereby, also the two objections can be addressed: First, the existence of
a convention in the use of an expression entails that there is a regularity
between the uses of the expression and some state of affairs.13 Thereby, the
expression gets its meaning (which is definable in terms of the regularity’s
state of affairs). Second, a convention has an alternative which could have
prevailed equally well. Third, a convention continues to exist in its near
future. Fourth and finally, conventional use patterns are patterns in which
the participants communicate. Such conventions pick out behaviors which
lead to successful communication. So, we have good reasons to claim that
in virtue of such conventions expressions have a meaning.

This is still good news for Bilgrami. For conventions are not normative
in the demanding-sense. Thus, together with Glüer, Hattiangadi, and Wik-
forss’ arguments that speaker-meaning is not normative, there is nothing
normative about conventional meaning. Hence, we have good reasons to
believe that the normativity thesis N is false.

2.2 Arguments pro
In this section, I discuss three arguments that have been offered in support of
the normativity thesis, namely: (i) Boghossian’s argument from correctness,
(ii) Itkonen’s argument from common knowledge, and (iii) the argument
from mistakes. The first is popular. The second is interesting since it
relates to conventions. I argue that both arguments fail. The third finally
establishes a weaker version of the normativity thesis.14

2.2.1 Boghossian’s argument from correctness
There is a somewhat popular argument for normativity reasoning from an
expression’s having correctness conditions to the normativity of meaning.
The classic statement is in Paul Boghossian’s article The rule-following con-
siderations:

13The nature of such regularities is the topic of §4.3.3.
14The list of pro-argument is not exhaustive; some additional arguments are mentioned in

(Glüer and Wikforss 2009:§2.1.3).
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Suppose the expression “green” means green. It follows immediately
that the expression “green” applies correctly only to these things (the
green ones) and not to those (the non-greens). The fact that the
expression means something implies, that is, a whole set of normative
truths about my behaviour with that expression: namely, that my use
of it is correct in application to certain objects and not in application
to others. [. . .]

The normativity of meaning turns out to be [. . .] simply a new name
for the familiar fact that, regardless of whether one thinks of meaning
in truth-theoretic or assertion-theoretic terms, meaningful expressions
possess conditions of correct use. (On the one construal, correctness
consists in true use, on the other, in warranted use.)

(Boghossian 1989:513)

The argument goes roughly as follows:15

P1. For any speaker S, expression e, meaning m, and object o: If e means m,
then S applies e correctly to o iff o is (has) m.

P2. For any speaker S, expression e, and object o: S applies e correctly to o
iff S ought to apply e to o.

C. For any speaker S, expression e, meaning m, and object o: If e means m,
then S ought to apply e to o iff o is (has) m.

The argument is valid. P1 captures that meaningful expressions have cor-
rectness conditions. P2 expresses what it is to apply an expression correctly.
C is the desired conclusion: in this sense, meaning is normative. Observe
that C is ambiguous since the scope of “ought” is not fixed but the different
precise versions don’t change my evaluation.16 It is generally agreed that P1
is uncontested. The contested premise is P2 in which correctness conditions
play a central role.

The notion of a correctness condition for an expression is the one which
we find in truth-theoretic semantics.17 According to such a semantics, a

15Boghossian rejects the argument in (Boghossian 2003). Glock (2005:228–230) defends a
similar argument. My objection against the argument is informed by Hattiangadi (2006,
2007) who raises similar objections. A systematic discussion of various versions of the
argument can be found in (Glüer and Wikforss 2009:§2.1.1).

16The precise versions of C effect changes of P2 as well.
17In the debate, people discuss two conceptions of correctness conditions. I focus here on

the conception of them as truth conditions. I do not discuss the construal of correctness
conditions in terms of assertability conditions; again it’s generally agreed that it wouldn’t
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predicative expression like “table” is applied correctly to some object o iff
o is a table. So, the notion of correct application of an expression in P1 is
the one of predication (Glüer and Wikforss 2009:§2.1.1). Likewise, a declar-
ative sentence is applied correctly in a situation s iff the sentence is true
in s. So, correctness conditions are nothing else but the familiar satisfac-
tion conditions. The central job of these satisfaction conditions (ignoring
complications like ambiguity, vagueness, and indexicality) is classificatory:
They partition a space of things into two sets, say into the set of things to
which the word “table” applies and into the set to which the word doesn’t
apply. One of these sets is labeled “correct application,” the other “incorrect
application.”

In the quote, Boghossian seems to suggest that P2 is true since cor-
rectness is a normative concept. But if this justification is compelling at
all, then it is only because it turns on an ambiguity of the word family
“(in)correct(ly)”. The word has at least two prominent uses, an evaluative
and a classificatory one. Even if the evaluative one were sufficient to make
the normativity thesis true, the one that is at stake is the classificatory
one. But classifying something is not somehow to express an ought. It’s
just a separation of things. Something else is needed in addition: an ought,
prescription, obligation, or the like. It’s then this addition which yields an
ought. In other words, the fact that an expression has correctness conditions
by itself does not make the normativity thesis true.

What seems to be required in addition is something like: “One ought to
apply words correctly!” And while this might be something which we gen-
erally demand, the demand is not obviously semantic anymore. One might
generally demand that we ought to apply words correctly; for otherwise suc-
cessful communication wouldn’t be secured. But even if one granted such a
proposal, the sources of the oughts are not of the right sort: they should be
semantic but they are not. To summarize, so far it seems that the argument
from correctness conditions to normativity is by itself incomplete and the
obvious ways to fix the argument result in non-semantic oughts.

Recently, Whiting (2009) has defended the argument in ingenious ways.
He observes that the anti-normativists grant a normative sense of “correctly”
and then goes on in a sequence of steps to create room for the possibility
that having conditions of correct application (P1) establishes that one ought

make a difference for the problems with the argument, see e.g. (Hattiangadi 2006; Glüer
and Wikforss 2009; Whiting 2009).
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to apply expressions correctly (P2). Therefore, he claims, meaning is nor-
mative (pp. 537–540). But as far as I can see, he’s not making a compelling
case for the positive claim that P1 (and hence P2) is normative in this sense.
What he does is blocking the moves against the conclusion C and shifting
the burden of proof to the anti-normativists (pp. 539 ff.). Whiting sees the
debate as one between anti-normativists and normativists. He is simplifying
matters. I, for one, am just interested in the argument and not interested
in calling myself a normativist or not.

Whiting’s “opponents” – Glüer and Wikforss in particular – disagree
with Whiting’s claim about where the burden of proof is. They think that
the call is on the normativist (Glüer and Wikforss 2009:§2.1.1).

I think at this point we should simply concede that Boghossian’s argu-
ment is not compelling for either side. It’s too contested to settle matters.
For this reason, I agree with Glüer and Wikforss (2009:§2.1.1) who write:
“The debate over the simple argument might seem to suggest a basic clash of
intuitions. The anti-normativist denies what the normativist asserts [. . .].”

2.2.2 Itkonen’s argument from common knowledge

Esa Itkonen argues at different places that language is normative and that
linguistics should be understood as a normative enterprise. From his recent
book chapter “The central role of normativity in language and in linguistics”
(Itkonen 2008), we can reconstruct the following argument:

P1. Common knowledge is constitutive for meaning.

P2. Common knowledge is normative.

C. Meaning is normative.

Let’s grant that the argument is valid. I think we should reject it on
the basis that there are good reasons to believe that the premises are not
true. To begin with, the truth of P1 is contested. For example, if we en-
dorse Millikan’s account (chapter 7), then P1 is false. But at least within
the Lewis/Schiffer/Bennett tradition, this premise is considered to be true.
Thus, if one accepts the argument, then one commits oneself to a contested
position about the role of common knowledge. But I am more interested
in the premise which introduces normativity: P2. Why should it be true?
Itkonen illustrates his point using a simple example about me (A) wanting
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to cash a check at a bank (p = that I want to . . .) and a clerk (B) (p. 288).
In such a case, Itkonen claims that A knows-1 p, A knows-2 that B knows-1
p, and A knows-3 that B knows-2 that A knows-1 p.

Itkonen now reasons as follows: “[T]hree-level knowledge of this kind
necessarily occurs in all institutional encounters” (ibid; using language and
meanings is such an encounter). Moreover:

A’s three-level knowledge about B is not about what B knows in fact,
but what A is “entitled to expect” B to know: Given the surroundings,
I was entitled to expect that the bank teller whom I was approaching
knew his business, i.e. had the requisite three-level knowledge about
me. Hence, common knowledge turns out to contain a normative ele-
ment. (Itkonen 2008:288 ff.)

So Itkonen’s claim is this: If there is higher order mutual knowledge of a
proposition, then everyone in the group is entitled to expect that the others
know it, too. But this still does not establish P2. The missing premise is that
entitlements and (normative) expectations are clearly normative concepts
and whatever necessarily involves such a concept is normative, too. This
seems plausible.

Nevertheless, Itkonen’s argument seems to be based on a misunderstand-
ing. If we describe a situation to be such that there is some kind of mutual
knowledge among members of a group, then we attribute a certain complex
epistemic state to each member of this group. But from this attribution
or the member’s being in such a state it does not follow that they have
certain rights or duties. Hence, Itkonen’s claim that we are “entitled to
expect” something is unwarranted. What he seems to mean is not common
knowledge but rather a system of mutual normative expectations.

The misunderstanding is understandable. Lewis, who introduced the
notion of common knowledge, used “expectation” in one of his definitions
of a convention in a context relating to common knowledge.18 But there
are two senses of “(to) expect”: (i) (to) believe to some degree (epistemic
sense) and (ii) (to) demand (normative sense). The relevant one for mutual
and common knowledge is the first one. Importantly, while one can expect
something in both senses, one can expect something in the believe-sense
without expecting it in the demand-sense. It seems that Itkonen did not
pay attention to this distinction.

18See (Lewis 2002:78) and my §4.3.1.
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Itkonen’s argument would go through if institutional phenomena were
constituted by such systems of mutual normative expectations. But is it
really the case that necessarily, in an institutional situation, there is such
a system? And is language in this sense still obviously an institutional
phenomenon? I think not. The crucial problem is, however, that if one sub-
stitutes “a system of mutual normative expectation” for “common knowl-
edge,” then P1 presupposes in an uninteresting way what the argument
should show.19 Thus, I conclude that Itkonen’s argument from common
knowledge does not establish that meaning is normative.

2.2.3 The argument from mistakes

Another argument in support of the normativity thesis builds on the obser-
vation that we can make (semantic) mistakes when we use and understand
meaningful expressions.20 While it’s not a knockdown argument, it’s quite
appealing. Consider the English users Sally and Ryan. Ryan wants some

19Suppose that (i) there is a social norm according to which one may demand that others
have such common knowledge and that (ii) there is a social norm according to which one
can be demanded to act rationally in making one’s action depending on such common
knowledge. If these social norms were also constitutive for meaning, then meaning would
be normative in the required sense. But first, I think that these social norms are not
constitutive for meaning because I hold common knowledge not to be constitutive of
meaning in the first place (I argue against it in §4.3.1 and the accounts in chapters 7–9
show how meaning can be determined without assuming common knowledge). So, the
assumption that there are such social norms and that they are constitutive for meaning
would need to be justified and I don’t think that such a justification is forthcoming.
Second, meaning would then not be normative because of common knowledge, which is
the argumentative idea Itkonen uses, but because of these additional social norms.

20The argument is based on an argument by Lars Dänzer developed in a term paper titled
“How meaning might be normative.” I had access to a draft version in February 2009.
Many authors have discussed the connection between mistakes and semantic normativ-
ity, among them being Winch (1963:33), Kripke (2000), Wikforss (2001:209–212), Millar
(2002:58–62), Glock (2005:228–230), Hattiangadi (2006:229), and Glüer and Wikforss
(2009) – the final reference providing the most complete bibliography on the topic. A
detailed evaluation of the different versions of these arguments is outside the scope of this
thesis. Typically, the notion of a semantic mistake is based on correctness conditions and
leads to a Boghossian-style argument (§2.2.1). Millar was one of the few who emphasized
that there is another notion of correctness based on using an expression in accordance
with its meaning. The argument offered here is based on his insight. Moreover, many
arguments do not conditionalize on what an expression means in a public language to
express what language users ought (not) to do with it. Rather, they conditionalize on
what a speaker means/believes/intends (§2.1.1).
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oranges and utters to Sally: “Sally, can you give me some apples?”. It seems
natural to say: “Ryan made a linguistic mistake.” He used the word “ap-
ples” incorrectly for oranges. For “apples” means apples and not oranges.
Because Ryan used the word incorrectly, he made a linguistic mistake. He
used the word not in accordance with its meaning in English. I’ll call such
linguistic mistakes that depend on an expression’s meaning “semantic mis-
takes.”

So, it seems that there is a close connection between (i) using a word
in accordance with its meaning and using it correctly and (ii) using a word
not in accordance with its meaning and using it incorrectly. Counterfactual
reasoning supports this claim: First, if Ryan had used the word “apples” for
apples, then he would have used it correctly, and this is to say in accordance
with its meaning. Second, suppose, as before, Ryan wants some oranges
and utters to Sally: “Sally, can you give me some apples?” but Ryan didn’t
make a semantic mistake. If this were so, then “apple” must have meant
something else, plausibly oranges. We may summarize these considerations
as follows:

P1. To make a semantic mistake is to use an expression not in accordance with
its meaning (in a language).

Consider now a continuation of the initial scenario. Suppose that Sally gives
Ryan what he asked for – apples – and Ryan reacts irritatedly by pointing to
a bowl with oranges saying: “I wanted these!” Then, it seems natural and
not inappropriate if Sally points out to him: “You said something else!”, or
if she tells him: “You made a mistake because you said ‘apples’” or simply:
“You are wrong!”, if she corrects him, or if she demands that he use the
words correctly, namely by using the word “oranges” instead of “apples.”
For the communicative purposes of Ryan, it would have been better if he
used “oranges.” So, it would have been optimal (and rational) to do so. But
it would also have been the correct thing to do. It was a semantic mistake.
While they happen, they ought not to happen. One may expect that people
use language correctly and demand such a use and understanding, at least
in some circumstances. This suggests the following claim:

P2. One can be demanded not to make a semantic mistake.

Moreover, in the introduction (§1.1.3) I made the following observation
about the communicative functions of meaning sentences:
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P3. One can be demanded not to make a semantic mistake by someone’s ut-
tering a meaning sentence. Thereby, one expresses an ought with a de-
manding character.

The chain of reasoning is now as follows. By P1 to make a semantic mistake
is to use an expression not in accordance with its meaning (in a language).
Hence:

C1. For all expressions e, meanings m and coordinates C: If e means m at C,
then one can be demanded to use e in accordance with its meaning m at
C.

C2. For all expressions e, meanings m and coordinates C: If one can be de-
manded to use e in accordance with its meaning m at C, then utterances
of “e means m at C” can be used to express an ought with a demanding
character.

C3. For all expressions e, meanings m and coordinates C: If e means m at C,
then utterances of “e means m at C” can be used to express an ought with
a demanding character.

C2 follows from C1 and P3. C1 and C2 entail C3, which is identical to the
normativity thesis N. While this argument seems plausible, it’s too quick:
it gives the impression that anyone can demand to use an expression in
accordance with its meaning. But this seems wrong. Moreover, I didn’t
pay attention to the distinction between meaning in virtue of conventions
and meaning in virtue of social norms. Hence, we will have to weaken
the conclusion. Let us correct this by justifying the premises. I do so by
providing an explanation.

Explanation of the premises According to the conventionalist project,
uses of expressions that are conventional or governed by social norms de-
termine their meanings. It seems that we should understand “use” here in
the wide sense not only including a speaker’s use of an expression but also
including the ways hearers understand expressions. So, certain uses and
understandings determine an expression’s meaning. This suggests a way
to explicate what it is to “use an expression in accordance with its mean-
ing”: A speaker S is using an expression e in accordance with its meaning
in language L iff what S is expressing by using e is what e means in L.
Likewise, a hearer H is understanding an expression e in accordance with
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its meaning in language L iff, when H recognizes e as an expression of L,
H is understanding it in the meaning it has in L. From this perspective,
it seems plausible to say that one is making a semantic mistake iff one is
using or understanding an expression of a language not in accordance with
its meaning in the language.21

On this proposal, the truth of P1 and P2 is explained if the use of the
expression in question is constituted by a social norm. For the existence of
a social norm to use and understand an expression in a certain way implies
that its enforcers can demand that an addressee of the social norm use and
understand the expression conformingly. This explains who can demand
of whom to use an expression accordingly. We can express such a demand
by uttering: “You ought to use the expression so-and-so!” wherein the
“ought” has a demanding character as required for the normativity thesis.
Importantly, this is not implied if the use of the expression is constituted
only by a convention. This is the reason why P1 has to be weakened, leading
to according changes in the rest of the argument:

P1′. To make a semantic mistake is to use an expression – which has a meaning
in a public language in virtue of a social norm – not in accordance with
this meaning.

P2′. For all expressions e, meanings m and coordinates C: If e means m at
C in virtue of a social norm, then the enforcers of the social norm can
demand that the addressees not make a semantic mistake.

P3′. An enforcer can demand not to make a semantic mistake by uttering a
meaning sentence. Thereby, she expresses an ought with a demanding
character.

C1′. For all expressions e, meanings m and coordinates C: If e means m at
C in virtue of a social norm, then the enforcers of the social norm can
demand that the addressees use e in accordance with its meaning m at
C.

C2′. For all expressions e, meaningsm and coordinates C: If one can demand to
use e in accordance with its meaning m at C, then utterances of “e means
m at C” can be used to express an ought with a demanding character.

21As Millar (2004:162 ff.) and Glüer and Wikforss (2009:§2.1.2) point out this covers both (i)
performance errors (like slips of the tongue) and (ii) false beliefs about what an expression
means.



58 Chapter 2. Semantic normativity

C3′. For all expressions e, meanings m and coordinates C: If e means m at C in
virtue of a social norm, then the enforcers of the social norm can demand
that the addressees use e in accordance with its meaning m at C (by
uttering “e means m at C” which expresses an ought with a demanding
character).

C3′ is the normativity thesis that I endorse. But what’s the status of P2
and P3 on this proposal? There are different notions of (semantic) mistakes
and only on some of them are P2 and P3 true. We have to make sure that
we use the same notion throughout the argument.

Semantic mistakes At this point I suggest that we take a step back and
ask the question: “What is it to make a mistake?” By reflecting on our
linguistic practice of calling things “mistakes,” we gain an insight about
what it is to make a mistake: When we call something a “mistake”, then
often it is because someone did something he shouldn’t have done. So, one
might give the following analysis:

(2) Agent A’s behavior B is a mistake iff A should not do B.

(3) Agent A makes a mistake by doing B iff A’s doing B is a mistake.

These analyses do not seem to be fully convincing. A better one would rel-
ativize them to circumstances and, maybe, take care of exempting factors.
Let us assume that we can address these worries somehow and move on
since nothing bears on these details. A more serious defect of (2) (and con-
sequently (3)) is that it seems that there are behaviors B which A shouldn’t
do but, in some sense, A’s doing B is still not a mistake. For example, there
might be a moral (social) norm to marry before one engages in an intimate
relationship and if so, it is a mistake to be in such a relationship while not
being married. But yet, it might be the rational thing to do and not be
morally demanded. In this sense, it can be that someone should not behave
in a certain way while it’s not a mistake to do so: The “should” is the moral
should while the “mistake” relates to the oughts of rationality. The issue
here is that we’re changing the meanings of “mistake” and “should” in sub-
tle ways. But they should be kept coordinated (indicated, say, by a shared
index). Among the different ways to explicate the “should” in (2) are:

• Instrumental rationality: All things considered, A should do behavior C
rather than B since C’s expected utility for A is higher than B’s expected
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utility for A.22

• Ought of a social norm: It’s a social norm (in a relevant situation and for A)
not to do C.

Before I argue for a notion of a semantic mistake in terms of oughts of
social norms, some remarks are in order. First, we can distinguish different
kinds of mistakes by distinguishing the different ways to understand the
“should” in (2). In other words, the different “sources” of oughts correspond
to different kinds of mistakes one can make.

Second, the list is incomplete; e.g. there are things one should (not)
do for aesthetic reasons, there are things which violate the norms a person
individually accepts, there are things that morality demands, and there are
things which go against the teleological purposes of something. However,
these don’t seem to be relevant for the explication of the ought of a semantic
mistake. Recall that the oughts in question (i) should be semantic in the
required way and that they (ii) should have a demanding character. These
conditions are not satisfied by these other kinds of oughts. For example,
while it’s wrong to make a semantic mistake, it’s in general not wrong in
the moral sense; so moral demands are not semantic in the required way.
Neither are personal norms. For semantic mistakes depend on an expres-
sion meaning something in a public language (P1′). This is, obviously, a
social affair while individually accepted norms are not necessarily so. This
judgment is confirmed by the following conditional: Even if one used “en-
tomologist” for etymologist in English and thought one ought to use and
understand “entomologist” in this way in English, one would be making a
semantic mistake in English. It seems natural to accept the conditional. By
doing so, also personal norms can be ruled out since they are not semantic
in the required way for meaning something in a public language.

Third, the oughts of conventions are prudential oughts, the oughts of
instrumental rationality. They have a recommending character – but not
necessarily a demanding character.

Fourth, it seems to me that prudential oughts are only oughts with a
demanding character in virtue of a further ought: the ought to be rational.
This ought is a very general one and at least in many situations we want
to be rational and our peers want and demand us to be rational.23 The

22Expected utilities are introduced in §4.2.1. The things taken into consideration can include
what someone else wants A (not) to do.

23Schulte (2008:207–224) develops and defends this position in detail.
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point is that just because an action has a maximal expected utility for an
agent, there is no ought with a demanding character to do the action. Only
if there is a further ought to be rational, is there such an ought. Arguably,
there must be a social norm for this.

My suggestion is that the notion of a semantic mistake which is used in
the argument is the one that is constituted by social norms. My argument
proceeds by elimination of the other proposals and makes use of the ob-
servation that if someone makes a semantic mistake, then one may correct
him and demand that he use the expressions correctly. That one may do
so is not to say that one must do so. We correct each other and make such
demands only under special circumstances, e.g. when we are in a language
learning situation. Among so-called “competent” language users this kind
of behavior occurs much less. But this is not decisive for the matter. What
is important is whether one may rightfully behave so, even if one is thereby
behaving in a nitpicking or bossy way. That the ones who made a mistake
perceive the situation so when they are corrected or demanded to talk cor-
rectly might also be the explanation why adults don’t correct that often:
politeness demands not to.

This leaves the two kinds of mistakes listed above: mistakes of rational-
ity (or mistakes of conventions), and mistakes of social norms. Again, this is
not to deny that there may be other kinds I haven’t considered but it seems
implausible to me that they should be relevant for what is at stake. The
two options are related to the ways an expression’s meaning in a language
is determined. Above, we’ve observed that whether a use of an expression
is a semantic mistake or not depends on its meaning in a certain language.
On a conventionalist account, meanings are determined by stable uses (con-
vention, social norm, normative convention; §1.3). So, what one should say
is that whether a use of an expression is a semantic mistake or not is deter-
mined by that which determines the meaning of the expression in question
– essentially a convention or a social norm. Corresponding to these, there is
a difference with respect to the normative character they have. Only social
norms (and normative conventions which are in part constituted by a social
norm, see chapter 8) imply that some members of the groups in which they
prevail are in a position to demand conformity.

Moreover, if there were a linguistic convention, then a member would
behave foolishly or stupidly or against her interests by not using an expres-
sion in a way conforming to the convention. But this is something else than
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to make a semantic mistake. It seems to me that the instrumentalist loses
this distinction. This is another argument against analyzing the notion of
a semantic mistake in terms of prudential oughts.

Hence, it follows that semantic mistakes are constituted by social norms.
The reasoning is this. First, normative conventions are constituted by social
norms and the demanding character they have is due to their social norm.
Second, as observed in the first step, at least sometimes, one can demand
from someone to use and understand an expression in accordance with its
meaning. Therefore, by inference to the best explanation, semantic mistakes
are constituted by social norms.

There is one caveat. In the second step, I’ve observed that it can be
the case that one ought to be rational. If this is the norm, then one can
be demanded to be rational. One could thus object to the conclusion just
reached that the “semantic” demands to use and understand expressions
in accordance with their meanings needn’t be explained in terms of social
norms but could also be explained in terms of conventions, or more generally,
in terms of instrumental rationality. This objection can be answered, I think.
First, when I considered that to be rational “is the norm,” then “the norm”
must be understood as a social norm. The entomologist/etymologist case
should have convinced us that the relevant oughts cannot be personal. Thus,
semantic demands are again explained in terms of social norms. For, we’ve
just added an intermediate means-end step. One would say now that to
use and understand expressions in accordance with their meanings is the
rational thing to do and this is what one ought to do because there is a
social norm to do so. There is a second rejoinder: It just doesn’t seem
to be prima facie plausible to claim that every use and understanding of
an expression in accordance with its meaning is the rational thing to do.
Maybe the claim can be defended against all the cases where one might, at
first, think otherwise. But it seems to be an open question whether such a
defense succeeds. For this reason, it seems to me, the explanation offered
above which was directly in terms of social norms is in the better position
to be true.

Summary The upshot is that if one can make semantic mistakes by using
a certain expression, there is a (linguistic) social norm (relating to it). We
can make semantic mistakes. Thus, there are (linguistic) social norms. In
contraposition this means that if there are no social norms, one cannot make
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semantic mistakes. In particular, if there are only conventions, then one
cannot make semantic mistakes. One can make a mistake of rationality but
this is something else – it lacks the demanding character semantic mistakes
have. Closely related to making mistakes is to correct someone for uttering
something which was not in accordance with the meanings of the words
used. Mutatis mutandum, correcting a semantic mistake also depends on
there being certain (linguistic) social norms.

Thus, to conclude, insofar as an expression means something in virtue of
a social norm, one can make semantic mistakes by using it. In this sense, the
argument establishes that meaning is normative. But insofar as a meaning
of an expression can be determined solely by a convention (and not also
by a social norm), the argument does not apply. I take the plausibility
of the conventionalist accounts in the subsequent chapters to be sufficient
to establish that a meaning of an expression can be determined solely by
a convention. Moreover, Bilgrami’s argument established that conventional
meaning is not normative (§2.1.2). For this reason, the conclusion should be:
the normativity thesis N cannot be true in general since its truth depends
on the expressions’ having meanings in virtue of a social norm and that’s
not guaranteed because of the possibility of meaning in virtue of convention.

2.3 Discussion
The critical discussion of the arguments against and in favor of the norma-
tivity thesis raised issues to which I’d like to return now. First, we should
establish the dialectic situation and thereby return to the main argument
I presented in the introduction to this chapter. I use the opportunity to
suggest an interpretation of what is going on and to return to the questions
of this chapter (the normativity thesis? its truth? its consequences?).

P1. There are good reasons to believe that meaning is not normative.

P2. There are good reasons to believe that meaning is normative.

C1. There are good reasons to believe that meaning is normative and that
meaning is not normative.

P3. If an expression’s meaning can be determined in different ways, one of them
normative and another non-normative, then the tension in C1 is resolved.

P4. P3 is a good explanation for P1 and P2 and the tension that results from
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their conjunction.

C2. Meaning is determined or constituted in different ways.

The summary of the argumentations in the previous sections is as follows:
Contra arguments: The Hattiangadi debate reminded us that we should

focus on linguistic meaning. In the discussion, we arrived at the insight that
if meaning is normative, then this is because of the way it is determined
(MD-ME). Thereby a relation is established between (i) what determines
an expression’s meaning and (ii) its normativity. In short: That in virtue of
which an expression means something is that in virtue of which utterances
of meaning sentences can be used express an ought with a demanding or
recommending character. Bilgrami’s argument from regularities established
that conventional meaning is not normative and hence P1.

Pro arguments: Boghossian’s argument from correctness is not com-
pelling. Neither was Itkonen’s argument from common knowledge. But the
argument from mistakes established that meaning in virtue of social norms
is normative and hence P2.

The dialectic situation is now that we have good reasons in favor of and
against meaning being normative (C1). But there is no contradiction. The
reasons in favor of and against meaning being normative are conditional on
an expression’s meaning’s determinant (conventions, social norms, norma-
tive conventions). This observation is premise P3 of the main argument.
This goes against an implicit assumption that seems to be part of many
foundational meaning theories. According to them, the task is to come up
with an explanation why (in virtue of what) expressions mean what they
do and the explanans is taken to be something uniform for all expressions,
for example conventions, rules, intentions, mentally realized grammars, . . .
It seems to me that this assumption is not well supported.

There being such a uniform explanation would be appealing. But why
should we think that there is such an explanation? The argument that
meaning is conventional in §1.3 suggests that use theories of meaning are
on the right track. From that perspective, it should not come as a surprise
that the ways languages can be used are multifarious. The argument also
supports the claim that the meanings of expressions should be explained in
terms of conventions or, distinctly, in terms of social norms. Moreover, in
§7.3.2 and §9.3.1 I’ll discuss in depth several cases which strongly suggest
that there is not a single “thing” that explains why expressions mean what
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they do. For these reasons, I think that the null-hypothesis should be that
there is no uniform explanation of the “meaning in virtue of . . .”-question.
This is consistent with what P3 says. The justification of P3 is by means
of its success: It explains the seemingly contradictory positions on semantic
normativity.

Moreover, by distinguishing between conventions and social norms we
can also explain our ambivalence in endorsing and rejecting the claim that
meaning is necessarily normative.24

Let us consider an objection against P3: only (certain) normative con-
ventions determine an expression’s meaning. Consequently, meaning is nor-
mative. The impression that there can be meaning in virtue of conventions
is wrong. If there were such non-normative conventions, then the expres-
sions wouldn’t mean anything. Moreover, we have the impression that it can
be that there is meaning without normativity because semantic oughts can
be overridden. The claim about meaning in virtue of non-normative con-
ventions boils down to an intuition: Are we inclined to say that a linguistic
expression can mean something and yet there are no semantic oughts? I’d
say so and so would the adherents of the subsequent accounts in the next
chapters. For they make a compelling case that non-normative conventions
can determine an expression’s meaning. Part of my reason to be so inclined
is that the notion of meaning I’m interested in is defined by its roles in a
theory of linguistic communication (see §1.1.1). It seems to me that such a
notion needn’t necessarily be related to oughts with a demanding character.
This is not to claim that it can’t or shouldn’t be so related. Rather, it seems
to me that we should allow for this possibility as well. But if one accepts
my position that an expression’s meaning can be determined or constituted
in different ways, then the objection fails.

So, it seems that P3 is a good explanation (P4) and at least tenable. I
don’t want to claim that it’s the best explanation. But since it offers an
interesting perspective, I think we should tentatively endorse it and develop
the consequences. This is what I will do. Hence, I accept the thesis that an
expression’s meaning is determined or constituted in different ways (C2).

24This is one of the reasons why we should separate conventions from social norms; §1.2.
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2.4 Summary

Let us return to the three initial questions of this chapter. The first con-
cerned the normativity thesis and what about meaning is action-like and
involves an ought. The argument from mistakes suggested an answer: It’s
using an expression in accordance with its meaning that is action-like. In
case of meaning in virtue of social norms, one can be demanded to use the
expression accordingly. This is about meaning since (i) using an expres-
sion in accordance with its meaning consists in using and understanding
the expression in certain specific ways and (ii) such use-patterns, if they
are conventional or governed by a social norm, determine the expression’s
meaning. The key insight for (ii) was that if meaning is normative, then
this is because of the way it is determined (MD-ME).

On the basis of the arguments considered, we have good reasons to claim
that the meaning of an expression is not normative if it means what it does
in virtue of (non-normative) conventions. Hence, we should abandon N and
accept the revised N′:

N. For all expressions e, meanings m and coordinates C: If e means m at C,
then utterances of “e means m at C” can be used to express an ought with
a demanding character.

N′. For all expressions e, meanings m and coordinates C: If e means m at
C in virtue of a social norm, then the enforcers of the social norm can
demand that the addressees use e in accordance with its meaning m at C
(by uttering “e means m at C” which expresses an ought with a demanding
character).

To make an even stronger case for N′, I provide an account of social norms
in chapter 8 which is used to explain semantic normativity in §9.3. This
brings me to the second question concerning the truth of the normativity
thesis. I’ve argued that N is false and that N′ is true. For this reason, it
seems that the causa of semantic normativity should not be considered to
be a “litmus test.” The third question was about the consequences for the
conventionalist project. In short, what we need is an account according to
which an expression can mean something in virtue of conventions or social
norms and that entails N′ is true (i.e. a C+N+ account; see §1.1).
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2.5 Using language solely in virtue of conventions
The distinction between conventions and social norms has further conse-
quences: If only the former existed in a population using a language, then
their use would be limited. To overcome these limits, social norms are re-
quired – or so I’ll argue. While this topic is not directly related to semantic
normativity, it highlights the explanatory limits of a conventionalist account
that lacks a notion of a social norm.

Let me start by being more precise about what the difference is between
using a language solely in virtue of conventions (for short: C-using a lan-
guage) and using a language in virtue of conventions and social norms (for
short: using a language). Once we have a better understanding about this,
it becomes evident what plausible explanations could be. Consequently, I’ll
elaborate on what I mean by “C-using a language” and “using a language.”
This allows me to observe certain limitations of the former that the latter
doesn’t have.

In a first approximation, we can say that the C-use of a language is
one that is not constituted by social norms. It’s thus conceptually possible
for beings not capable of having social norms to use language in this way.
In other words, there is a conceptually possible world, call it wc, in which
members of a community use a language but there are no social norms
among them. In contrast, the use of a language is one which is at least
partly constituted by there being social norms. Consequently, the members
of the community in wc couldn’t use a so constituted language.

Along these lines, “the use of a language is constituted by social norms”
means at least this: There must be certain social norms for certain purposes.
Whatever the purposes of language are, one is simply to use it. To use
language is to perform speech acts, or in Austin’s words “to do things with
words” (Austin 1975). Consequently, the distinction we’re exploring can be
analyzed in terms of actions one can perform in virtue of there being social
norms which one couldn’t perform if they didn’t exist.

With this in mind, let me present some ordinary things one uncontest-
edly can do by C-using a language:

• Speakers can use expressions in accordance with their conventional meanings
as parts of basic speech acts of expressing attitudes like beliefs, desires, and
intentions.

• Hearers can understand expressions in accordance with their conventional
meanings as parts of the same speech acts.
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• One can express one’s judgment to speakers and hearers whether their behav-
ior was rational or not. In particular, one can express one’s judgment that
it was not and one can express one’s desire that they behave conformingly.
(We might call such an act a “quasi-correction.”)

In contrast, there are some ordinary things one can’t do:

• To make a linguistic mistake
• To correct someone (in the strong sense of the word)
• To promise something to someone
• To inform someone about something

I’ve already argued for the first two claims in §2.2.3. The last two claims
have still to be established.

Part of what it is to (sincerely) promise to do some action a is to in-
tend to undertake the commitment to do a (Searle 1969). For someone
to undertake a commitment is more than her having certain intentions to
do something. For she can also be blamed for not living up to what she
has herself committed to. Moreover the addressee can claim a right. So,
plausibly, to undertake a commitment is to be analyzed in terms of a social
norm that redistributes rights and duties by certain means. The social norm
could be one whose pattern of activity is for the speaker as follows: if she
produces an utterance of the form “Hereby I promise to do a” under certain
circumstances, then she undertakes a commitment to do a. Enforcers of the
social norm can demand conformity to this pattern. Typically, her hearers
are among them. This is why the addressee of a promise can rightly protest
if the speaker promised to do a but didn’t do it and that’s why the speaker
should accept the blame.25

The case for to inform someone is more contested. Eike Savigny (1983,
1988) explicated what it is to inform someone that something is the case
in terms of redistributing rights and duties between the speaker and the
hearer.26 The rights and duties are redistributed in virtue of there being
social norms. In particular, the redistribution consists in the speaker per-
mitting the hearer to rely, at the expense of the speaker, on the speaker’s

25Observe that by claiming that we need social norms for promises one does not make a
claim whether it is rational to keep a promise or not. I think it is but this is a different
issue.

26In this respect, von Savigny’s proposal is similar to (Brandom 1994).
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claim that p (Savigny 1988:§5).27 Thereby, a hearer that has been informed
that p by a speaker, in case that not-p, is in the position to demand com-
pensation from the speaker.

I think von Savigny’s explication does not capture all kinds of informing
someone. Yet, I believe that it’s an ordinary sense of informing someone.
An influential counterproposal is the theory developed by Kent Bach and
Robert Harnish in their book Linguistic communication and speech acts
(Bach and Harnish 1980). According to them, to perform a speech act
is (just) to express a certain attitude, at least for a broad class of speech
act types (but not all, e.g. not the legalistic ones considered above). For
example, to inform the hearer that p is to express the belief that p and to
express the intention that the hearer form the belief that p (pp. 39–42).

Given the simple conception of speech act types of Bach and Harnish,
one might well wonder who’s right about the case of informing someone: Is
it von Savigny or Bach and Harnish, or yet someone else? As von Savigny
points out in connection with his explication of asking, it’s hard to argue
that some particular analysis of a speech act is adequate or the right one
(Savigny 1983:§35). In part, this is so because it’s an empirical matter what
individuals mean by, say, “informing” and whether all individuals share a
meaning corresponding to one of the proposals, be it von Savigny’s, Bach
and Harnish’s, or someone else’s.

There seem to be ordinary cases where someone expresses what Bach
and Harnish claim, namely a belief that p and the intention that the hearer
form the belief that p, but yet don’t inform someone. The point is that
the expression of a belief and of a certain intention is not sufficient for
performing the speech act of informing. For example, if you ask me whether
the swimming pool at the other end of the city is open and I inform you
that it is, then it seems part and parcel of my informing you that you may
rely, at my expense, on the claim that the pool is open and that I owe you
something, if you cycle to the other end of the city to find the swimming
pool closed. I find such cases of informing someone important and natural
uses of language. Moreover, on the one hand, the fact that I have certain

27Von Savigny uses the term “convention” where I use the term “social norm.” Using my
terminology, I think my use of “social norms” for von Savigny’s “convention” is justified
since what von Savigny calls “conventions” is a version of Hart’s analysis of a rule (Hart
1997) which does not differ from my analysis of a social norm in the relevant respect that
it has a demanding character. That is, that some members of the relevant group in which
the social norm prevails can demand something in virtue of its existence.
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duties by having informed you and the fact that you thereby have certain
rights are not explained by Bach and Harnish’s proposal. On the other
hand, von Savigny’s proposal explains these facts nicely. This suggests that
informing someone in the sense of our explication is on the right track and
should be considered to be ordinary.

The crucial point is the redistribution of rights and duties. While it can
directly be explained in terms of social norms, the alternative account by
Bach and Harnish cannot. For this reason, also an alternative explanation
in terms of the speaker’s credibility wouldn’t work. While it can explain
why a hearer should or shouldn’t trust the speaker’s information, it cannot
explain in virtue of what the speaker has incurred a duty and in virtue of
what the hearer has earned a right.

Moreover, it seems impossible to change Bach and Harnish’s proposal in
a way that both avoids social norms and yet explains the redistribution of
rights and duties. The obvious move which stays true to their central idea
that to perform a speech act is to express an attitude would be to make the
expressed attitude more complex. One could propose that S’s informing
H that p also consists (i) in S’s expressing her belief that H may rely, at
her expense, on the fact that p is the case and (ii) in S’s expressing her
willingness to pay for H’s expenses if p is not the case. Such an amended
explication of informing someone seems to me to be implausible. First, it
seems wrong to say that one expresses these attitudes when one informs
someone. Second, while it is now the case that the hearer is paid for her
expenses if p is not the case, it’s still not explained that the hearer has such
a right. For these reasons it seems not possible to get a Gricean proposal
of informing someone with the features it should have.





Chapter 3
Davidson’s malapropisms

[W]e should try again to say how convention in any
important sense is involved in language; or, as I think, we
should give up the attempt to illuminate how we
communicate by appeal to conventions.

A nice derangement of epitaphs
Donald Davidson

In this chapter, a standard objection by Davidson is the topic. Fa-
mously, Davidson argued against linguistic conventions on the basis of a
phenomenon called “malapropisms”.1 The argument is part of his article
A nice derangement of epitaphs, which continues the line of attack of his
earlier article Communication and convention.2 In the article, Davidson
pursues two goals: he argues against conventionalists and he develops his
alternative account. For the purposes of this chapter, I limit myself to a
discussion of what I take to be Davidson’s argument. Only in passing will
I mention his positive account. Moreover, I won’t discuss Davidson’s argu-
ment from novel expressions (a hearer can understand novel expressions).
But, there is an immediate problem: Davidson has never given a concise
statement of what he takes to be his main argument.

Unsurprisingly, what has been concluded from Davidson’s writing also
varies. Some recent examples are Kemmerling (1993), Reimer (2004), Tiel-

1Davidson doesn’t distinguish conventions from social norms as I do but his points apply
equally to social norms. To streamline the discussion, I won’t talk about social norms in
this chapter. One should understand the points about conventions here as points about
stable uses (i.e. conventions, social norms, and normative conventions) in general.

2See Davidson (2005) and Davidson (2001), respectively. Within this chapter, references
by page alone refer to (Davidson 2005).
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mann (2005), Horowitz (2007), and Lepore and Ludwig (2007). Of the six
mentioned authors, all but Horowitz reject “the argument” but for different
reasons. Kemmerling wants to defend a conventionalist account in which
the notion of a public language is a necessary part. Tielmann defends an
“idiolect first” position and thus might be expected to join Davidson’s at-
tack but nevertheless, he thinks that Davidson is wrong. Lepore and Lud-
wig provide a balanced discussion but reject some of the stronger claims
of Davidson. Reimer disagrees with Davidson about what malapropisms
mean. And finally, there is Horowitz who endorses Davidson’s argument
and also thinks that Davidson’s positive view is correct. Since none of these
authors give a concise statement of Davidson’s argument, I will reconstruct
the argument independently.3

Talking about “the argument” without giving some indication what it
is, is not very satisfying. What is at stake? Suppose you and I are engaging
in a conversation and at some point I utter the words:

(1) I take for granite that you will come to my housewarming party.

You don’t protest and have understood my words as saying that:

(2) I take for granted that you will come to my housewarming party.

Without much ado, you corrected my linguistic mishap of uttering “granite”
instead of “granted.” Davidson’s question is how we can explain the com-
municative success in cases of such linguistic mishaps, or “malapropisms”

3I recommend (Tielmann 2005:101–155) for a scholary assessment and (Lepore and Lud-
wig 2007:§17) for a discussion of important issues. Tielmann provides a reconstruction
and a thorough and critical discussion of Davidson’s article (without explicitly stating
what I take Davidson’s argument to be). It’s by far the most complete discussion link-
ing Davidson’s article to other ideas he had. Lepore and Ludwig focus in chapter 17
on Davidson’s claim about the reality of language and discuss not only the argument I
discuss but also several others (but also without explicitly reconstructing Davidson’s ar-
gument in normal form). I agree mostly with what they say, the difference being mostly
in style. I was interested in a reconstruction of Davidson’s argument. They are more
interested in a systematic approach than in the details of Davidson’s development of his
argument. Kemmerling (1993) clarifies many underlying issues of Davidson’s attack on
conventionalists. He makes the communicative role of meanings explicit by discussing
Davidson on the basis of a model of communication. He links this model to the so-called
“standard account” of language and linguistic communication which is inherent in many
conventionalist accounts, see (Kemmerling 1993:87–88). One of the merits this approach
is that the model illuminates what the issues are (but Tielmann (2005:145–151) rightly
disagrees with parts of the model).
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as he calls them. According to Davidson, malapropisms are interesting
since it turns out that (the notion of) a convention is neither necessary
nor sufficient to explain successful communication in instances of linguistic
communication with them. Hence, classical conventionalist accounts cannot
explain communicative success in such cases. But thereby, conventionalists
have to give up an important part of their project, namely that (the notion
of) conventional meaning is part and parcel of an explanation of linguistic
communication.

The reason why conventionalists can’t explain communicative success in
cases of malapropisms is this: A conventionalist about meaning claims that
an expression’s literal (or conventional) meaning is something learned in
advance of actually using it. However, in cases of successful communication
with a malapropism, it seems that what the speaker’s utterance means is
not the learned meaning of the words uttered. Nevertheless, hearers often
understand such utterances in the speaker’s intended meaning. Hence con-
ventionalists cannot explain that hearers actually understand malapropisms.

Arguably, linguistic mishaps often happen to language users. Hence,
malapropisms are theoretically important since one cannot just ignore these
cases by claiming they are marginal. So, conventionalists either have to
restrict the applicability of their accounts and provide an additional account
to close the explanatory gap, or their accounts are wrong because they give
the wrong results in important cases. I’ll argue that the applicability of
conventionalist accounts doesn’t have to be restricted. Yet, an additional
account is required to close the explanatory gap.

In short, we have a prima facie threat against conventionalists in general,
not only against a particular account like Lewis’. But so far, it’s not yet
an argument. Hence, it will be of interest to see how Davidson proceeds to
develop the threat into an argument.

3.1 Reconstruction
Let us begin with the end of Davidson’s article and reconstruct how he
ended up there. This is what I take to be the main conclusion of A nice
derangement of epitaphs:

We must give up the idea of a clearly defined shared structure which
language-users acquire and then apply to cases. And we should try
again to say how convention in any important sense is involved in
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language; or, as I think, we should give up the attempt to illuminate
how we communicate by appeal to conventions.

(Davidson 2005:107)

What Davidson means by a “clearly defined shared structure” is a system
of rules which can be used to derive what linguistic expressions mean. His
favorite way to express such a system is as a Tarskian truth theory. But, as
far as I understand, nothing depends on the particular choice. Davidson’s
point is that language users do not apply such a clearly defined shared
structure when they engage in linguistic communication. That is, linguistic
communication is not like applying a code book where the speaker encodes
what she wants to say as a message which the hearer then decodes. This
picture seems to be inherent in many conventionalist accounts (at least, in
Signaling Games and Actual Language Relation accounts).

The conclusion already indicates some ingredients of Davidson’s argu-
ment: It’s about instances of communication and about explaining the com-
municative success (or failure) in terms of linguistic competence. Appar-
ently, conventionalists get it wrong when they make a claim about what
the communicative role of conventions is.

To get some such argument for Davidson’s denial off the ground, we need
a claim what successful linguistic communication is, assumptions about the
role of conventions in linguistic communication, and cases which convince
us that conventions cannot have this role. Thus, we have a template of the
structure of the argument. Davidson provides such an argument. Before I
will state it in §3.2, I reconstruct its ingredients: A characterization of a
notion of meaning tied to successful linguistic communication called “first
meaning” (§3.1.1), its communicative role – also with respect to the conven-
tionalist’s claim (§3.1.2), and the troublesome phenomenon: malapropisms
(§3.1.3).

3.1.1 First meaning

Davidson characterizes the role of linguistic conventions in communication
by characterizing the role of conventional meaning in communication. To
this end, he introduces two different notions of meaning which he calls “first
meaning.” One of them is used to capture what successful communication –
but not necessarily linguistic communication – consists in. The other notion
applies only to linguistic communication, successful or not. It is supposed to
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be an explicit characterization of so-called “literal meaning” or, equivalently
in this context, “conventional meaning.” I will refer to the former notion as
“generic first meaning” and to the latter as “specific first meaning.”

Generic first meaning Unofficially, “generic first meaning” is so called
because it’s the first meaning a hearer arrives at in the interpretation of an
utterance. The official characterization is as follows:

The concept applies to words and sentences as uttered by a particular
speaker on a particular occasion. [. . .]. Roughly speaking, first mean-
ing comes first in the order of interpretation. [. . .] But “the order of
interpretation” is not at all clear. [. . .] And of course it often happens
that we can descry the literal meaning of a word or phrase by first
appreciating what the speaker was getting at. A better way to dis-
tinguish first meaning is through the intentions of the speaker. The
intentions with which an act is performed are usually unambiguously
ordered by the relation of means to ends. [. . .] The order established
here by “by” can be reversed by using the phrase “in order to.” In
the “in order to” sequence, first meaning is the first meaning referred
to. (“With the intention of” with “ing” added to the verb does as
well.) (Davidson 2005:91–92)

What Davidson considers here are different ways of expressing a means-
to-end relation, i.e. in the following two ways: (i) “agent S did γn by doing
γn−1. . . . S did γ2 by γ1” and (ii) “agent S did γ1 with the intention of
γ2-ing. . . . S did γn−1 with the intention of γn-ing.”

When the means-to-end relation is about communication, then S is a
speaker and her action γ1 is the uttering u of some expression. Davidson’s
claim is that the intentions of a speaker are usually ordered unambiguously.
Below, I will use the “with the intention of”-formulation because it mentions
intentions explicitly.

On the basis of this means-to-end relation, Davidson illustrates generic
first meaning as follows:

Suppose Diogenes utters the words “I would have you stand from be-
tween me and the sun” (or their Greek equivalent) with the intention
of uttering words that will be interpreted by Alexander as true if and
only if Diogenes would have him stand from between Diogenes and the
sun, and this with the intention of getting Alexander to move from be-
tween him and the sun, and this with the intention of leaving a good
anecdote to posterity. Of course these are not the only intentions
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involved; there will also be the Gricean intentions to achieve certain
ends through Alexander’s recognition of some of the intentions in-
volved. Diogenes’ intention to be interpreted in a certain way requires
such a self-referring intention, as does his intention to ask Alexander
to move. In general, the first intention in the sequence to require this
feature specifies the first meaning. (Davidson 2005:92)

So, when Diogenes utters these words with these complex intentions or-
dered by a means-to-end relation, the first intention in this order determines
the generic first meaning of the words uttered on that particular occasion
of use.

With this in mind, we can characterize generic first meaning as follows:
It is a concept that applies to expressions on a particular occasion of use.
The first meaning of an expression on a particular occasion of use is what
the speaker intends the expression’s words to mean for a certain audience
on a particular occasion of use.4 More precisely, it’s the speaker’s first com-
municative intention in the means-to-end relation which determines what
the speaker’s words mean. According to Davidson (p. 92), it should be
the first intention in this relation since a speaker might also have further
Gricean intentions to achieve some ends by the hearer’s recognizing some of
the speaker’s intentions. But these further intentions should not determine
the expression’s generic first meaning. (I’ll return to this point later.)

As Davidson observes, the application of generic first meaning is not re-
stricted to words (see p. 93). It can also be applied to cases of non-linguistic
communication. Hence it wouldn’t be different from speaker-meaning in this
respect.5

But Davidson wanted to uphold the distinction between speaker-
meaning and literal meaning (see p. 91). Literal meaning should apply
to linguistic expressions and only to them. Hence, Davidson needs another
notion of meaning to have something akin to so-called “literal meaning.”

4On p. 92, Davidson offers another characterization of first meaning in terms of the hearer’s
knowledge or the abilities she must have if she is to interpret a speaker. I’ll focus on the
first characterization.

5More precisely, I agree with the judgment of Kemmerling (1993:99 fn. 19): “It is much
more like a hybrid between what Grice calls utterer’s occasion meaning and what he calls
applied timeless sentence meaning” in the speaker’s idiolect.
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Specific first meaning As a candidate for a notion of literal meaning,
Davidson introduces the notion of specific first meaning.6 According to
Davidson, the notion is supposed to capture the conventionalists’ commit-
ments about literal (or conventional) meaning (p. 91). An expression’s spe-
cific first meaning is its generic first meaning which satisfies the following
three conditions (p. 93):7

FM1. First meaning is systematic. A competent speaker or interpreter is able to
interpret utterances, his own or those of others on the basis of the semantic
properties of the parts, or words, in the utterance, and the structure of
the utterance. For this to be possible, there must be systematic relations
between the meanings of utterances.

FM2. First meanings are shared. For speaker and interpreter to communicate
successfully and regularly, they must share a method of interpretation of
the sort described in FM1.

FM3. First meanings are governed by learned conventions or regularities. The
systematic knowledge or competence of the speaker or interpreter is learned
in advance of occasions of interpretation and is conventional in character.

Davidson was aware that “there are difficulties with these conditions”
(p. 93), but let us focus on the important points. First, the specific notion
is one which applies to linguistic communication involving words, phrases,
and sentences – and only to them. Non-linguistic communication, like Em-
manuel Rahm’s mailing a rotting fish to someone hated, is thereby ruled
out.8 This is the effect of FM1. Second, a necessary condition for success-
ful linguistic communication is that generic first meaning is shared between
the speaker and the hearer. Third, an expression’s specific first meaning is
determined before it is actually interpreted on a particular occasion of its
use (FM3). Generic first meaning also determines a meaning on a particular
occasion of use. As I will argue, this leads to problems (§3.1.4). Fourth,

6In later writing, Davidson confesses that he sometimes used the expression “first meaning”
when he really meant “literal meaning”: “I confess that having explained what I meant, I
have sometimes allowed myself to substitute the phrase ‘literal meaning’ for ‘first mean-
ing.’” (Davidson 1993:118) Thus, my terminological separation of generic first meaning
and specific first meaning (aka “literal meaning”) has the merit of avoiding possible mis-
understandings.

7Except for the labels FM1–3, the conditions are literal quotations from Davidson’s article.
8See (Kintisch 30.11.1999). Rahm has been appointed by Obama in 2008 as his new White
House Chief of Staff.
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specific first meaning is conventional (FM3).
We can now state a first ingredient of Davidson’s argument. According

to conventionalist accounts, the literal meaning of an expression on a par-
ticular occasion of use is its conventional meaning (when relativized to a
particular context, as Reimer (2004:320) points out). We can express this
claim as follows:

I1. According to conventionalist accounts, the literal meaning of an expression
on a particular occasion of use is its specific first meaning.

Ingredient I1 is an identity claim about literal meaning being specific first
meaning which he puts in the mouth of conventionalists. The claim turns
out to be false and requires a slight revision (cf. §3.1.4).

3.1.2 The role of first meaning in communication

Davidson’s characterization of specific first meaning entails a claim about
its communicative role in the context of successful linguistic communication.
The claim is crucial for his argument. I take Davidson’s condition FM2 of
specific first meaning to express such a claim about the communicative role
of first meaning. But more clear is perhaps the next quotation:

Because a speaker necessarily intends first meaning to be grasped by
his audience, and it is grasped if communication succeeds, we lose
nothing in the investigation of first meaning if we concentrate on the
knowledge or ability a hearer must have if he is to interpret a speaker.

(Davidson 2005:92)

This quotation occurs in the context of Davidson’s move from the
speaker’s linguistic knowledge to the hearer’s. I want to focus on that part
of the quotation which says, roughly, that if communication succeeds, then
first meaning is grasped. Since this quotation occurs in the text before
Davidson introduces what I call “specific first meaning,” “first meaning”
refers to generic first meaning. So, paraphrasing the condition in my ter-
minology, we can express the second ingredient of Davidson’s argument as
follows:

I2. A necessary condition for successful linguistic communication is that the
hearer understands the expression the speaker uttered in its generic first
meaning.
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An issue with the quotation above is that what I’ve paraphrased is em-
bedded in the clause beginning with “Because a speaker necessarily intends
first meaning to be grasped by his audience.”9 But other quotations in
Davidson’s article support my interpretation.10

3.1.3 The cases: Malapropisms
The phenomenon of malapropisms consists in a certain kind of linguistic
mishap, an “incorrect” and possibly novel use of an expression, which is such
that linguistic communication nevertheless often succeeds, that is, hear-
ers often successfully understand the speaker’s words. Linguistic mishaps
should be contrasted with factual errors (e.g. when someone is misinformed
and, because of that, says something which is not true). But Davidson does
not give an explicit definition of the phenomenon.11 Thus, the best we
can do is to consider some examples and point out some of their important
properties.12

The first example is from Sheridan’s play The rivals in which
Mrs. Malaprop says that something is “a nice derangement of epitaphs” but
she intended her words to mean that it is a nice arrangement of epithets
(Sheridan 1775). Another example is from Marga Reimer who reports:

One of my students insists that “for all intensive purposes” we are at
war with al Qaeda. (Reimer 2004:317)

Surely, the student wanted to say that for all intents and purposes we
are at war with al Qaeda. Plausibly, this was a slip of the tongue. But

9There are other issues with this quotation which are discussed by Tielmann (2005:115 ff.).
10On p. 93, Davidson writes: “[I]f the speaker is understood he has been interpreted as

he intended to be interpreted.” We can restate the antecedent of the quotation “If the
speaker is understood” as “If linguistic communication is successful.” For the quotation
occurs in the context of thinking about linguistic communication and “to be understood”
just seems to mean that linguistic communication is successful. The consequent of the
quotation plausibly expresses that the meaning the hearer grasped when she understood
the speaker’s words is the words’ generic first meaning. If so, also this second quotation
supports my interpretation. A third quotation supporting my interpretation occurs in
the context of Davidson’s positive proposal in terms of prior and passing theories on
p. 102. There, Davidson proposes a success condition for linguistic communication that
is stronger than I2. For the argument, I2 is sufficient.

11On pp. 89–91 and pp. 94 ff. he provides a lengthy characterization.
12But it’s unclear whether what has been called “malapropisms” is a homogeneous phe-

nomenon; cf. also (Schulte 1993). George (1990:278 ff.) seems to be more optimistic and
distinguishes between different kinds of malapropism.



80 Chapter 3. Davidson’s malapropisms

malapropisms needn’t be unwittingly produced. The examples Davidson
cites from Mark Singer about Goodman Ace illustrate this point nicely.
Ace was a radio sitcom writer who often talked the way Singer wrote:

Rather than take for granite that Ace talks straight, a listener must
be on guard for an occasional entre nous and me . . . or a long face no
see. In a roustabout way, he will maneuver until he selects the ideal
phrase for the situation, hitting the nail right on the thumb.

(Davidson 2005:89)

Davidson’s point is that hearers can – and actually do – successfully
understand malapropisms. This observation is the argument’s third ingre-
dient:

I3. There are cases (occasions) of successful linguistic communication with
malapropisms.

Davidson’s twist to his observation is that he claims that these cases are
cases of successful linguistic communication where what the hearer under-
stands is the words’ literal meaning (p. 102). This claim is best understood
as a theoretical stipulation about “literal meaning”. If I understand David-
son’s enterprise correctly, then the stipulation is justified by the theoretical
role literal meanings are supposed to play in a theory of linguistic com-
munication: it’s a “notion of what words, when spoken in context, mean”
(p. 91). Moreover, it’s that which a hearer grasps in case of successful
communication (I2).

According to Davidson’s characterization of the conventionalist, the
words’ literal meaning is their specific first meaning. This is the fourth
ingredient:

I4. According to conventionalist accounts, in case of successful linguistic com-
munication with a malapropism, a hearer understands the malapropism the
speaker uttered in its specific first meaning.

3.1.4 Towards the argument
The problem for the conventionalist is now this. Consider the utterance of
(3):

(3) “Something is a nice derangement of epitaphs.”
a. Generic first meaning: that something is a nice arrangement of epithets
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b. contextually-relativized conventional meaning: that something is a nice
derangement of epitaphs

Let us assume that on this occasion, linguistic communication is success-
ful with the malapropism (I3). According to the success condition (I2),
linguistic communication is only successful if the hearer understands the
malapropism in its generic first meaning.

For the sake of the argument, let us agree that the generic first meaning
on that particular occasion of use is (3-a).13 The malapropism’s conven-
tional meaning is learned in advance of its use. It amounts roughly to
what is said by it (in the everyday sense of “what is said” and not in one
of the theoretically loaded senses). Let us agree that the malapropism’s
contextually-relativized conventional meaning is (3-b). This brings us to a
general observation:

I5. In cases of successful communication with malapropisms, the malaprop-
ism’s generic first meaning is not identical to its contextually-relativized
conventional meaning.

According to Davidson, successful communication in such cases cannot be
explained, as the conventionalist claims (I4), on the basis of the malapropism
in its contextually-relativized conventional meaning. The hearer has to
understand the malapropism in its generic first meaning for communication
to be successful. Since Davidson tacitly makes the following additional
assumption,14 the conventionalist has a problem:

I6. In cases of successful communication with malapropisms, if a hearer under-
stands an expression a speaker uttered in its generic first meaning, then she
doesn’t understand it in its (contextually-relativized) conventional meaning
(and vice versa).

This seems to be a fair restatement of what Davidson declares to be the
problem:15

13This is by no means obvious, as Kemmerling (1993:101) points out since what the speaker-
meaning of an utterance is depends on many highly contextual factors of the case and on
background assumptions about force and content.

14Davidson makes this assumption by defining generic first meaning in terms of the first
communicative intention (cf. §3.1.1). Thereby, understanding an expression in one mean-
ing by means of understanding it in another meaning is ruled out.

15A hearer’s passing theory is the semantic theory she actually uses to interpret the speaker’s
utterance (cf. p. 101). The interpretation the theory entails for the uttered expression
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Stated more broadly now, the problem is this: what interpreter and
speaker share, to the extent that communication succeeds, is not
learned and so is not a language governed by rules or conventions
known to speaker and interpreter in advance; but what the speaker
and interpreter know in advance is not (necessarily) shared, and so
is not a language governed by shared rules or conventions. What is
shared is, as before, the passing theory; what is given in advance is
the prior theory, or anything on which it may in turn be based.

(Davidson 2005:105–106)

However, we cannot yet state Davidson’s argument. For I presented
the problem in terms of conventional meaning and not, as Davidson does,
in terms of specific first meaning. Doing so uncovers a problem in David-
son’s rendering of the conventionalist’s position. For in cases of successful
communication with malapropisms, there is no generic first meaning that
satisfies conditions FM1–3 required for specific first meaning.

The reason is this. Specific first meaning is defined as generic first
meaning satisfying conditions FM1–3. I’ve already pointed out that generic
first meaning is determined by the first communicative intention in the chain
of intentions the speaker has on particular occasions. However, it seems that
conditions FM1–3 determine on their own something akin to conventional
meaning, independently of generic first meaning. In particular, there is
condition FM3: “First meanings are governed by learned conventions or
regularities.” Thus, a plausible reading of FM3 is that specific first meanings
of expressions are determined by learned conventions or regularities.

This leads to an inconsistency if we unpack the definition of specific first
meaning. The reason is that it has two meaning-determining components
which might not coincide. Consider again the example of Mrs Malaprop.
The example illustrates that the malapropisms’ contextually-relativized con-
ventional meaning (3-b) is not identical to its generic first meaning (3-a). By
definition, specific first meaning is generic first meaning and conventional
meaning. Hence, specific first meaning is not defined because there is no way
to satisfy its definition as being generic first meaning satisfying conditions
FM1–3. Either conditions FM1–3 are satisfied or the generic-first-meaning

needn’t coincide with the interpretation the hearer has learned before having started to
interpret the utterance. A passing theory is a theory “geared to the occasion” (ibid.).
For example, the learned interpretation for “take for granite” might be take for granite –
which amounts to nonsense – but the typical hearer will likely interpret an utterance of
it as take for granted. This latter interpretation is then based on the passing theory.
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part is satisfied. This is so whenever the two meaning components do not
coincide, as in cases of malapropisms.

This outcome suggests strongly to me that Davidson’s statement of the
conventionalist position is not faithful to the conventionalist. For conven-
tionalists do not claim that malapropisms are meaningless. They just claim
that the meaning is a different one than Davidson proposes. But for the
problem Davidson observed, it is not crucial that we state it in terms of spe-
cific first meaning. Hence, I propose to reconstruct Davidson’s argument in
terms of conventional meaning (thereby we give up I1 and I4).

3.2 The argument
The ingredients I1–4 have served us well so far. But it will be helpful to
formulate the premises differently to state Davidson’s argument:

P1. According to conventionalist accounts, a hearer understands the mala-
propism the speaker uttered in its (contextually-relativized) conventional
meaning.

P2. A necessary condition for successful linguistic communication is that the
hearer understands the expression the speaker uttered in its generic first
meaning.

P3. There are cases (occasions) of successful linguistic communication with
malapropisms.

C1. In such a case, the hearer understands the malapropism the speaker uttered
in its generic first meaning.

P4. In such a case, (contextually-relativized) conventional meaning is not iden-
tical to generic first meaning.

P5. In such a case, if a hearer understands an expression a speaker uttered in its
generic first meaning, then she doesn’t understand it in its (contextually-
relativized) conventional meaning (and vice versa).

C2. Conventionalist accounts cannot be correct.

P1 characterizes the relevant conventionalist claim about meaning. It has
the status of an assumption to derive a contradiction. P2 and P3 are I2 and
I3 from above. C1 is a consequence about what is the case when a speaker
successfully (linguistically) communicates with a malapropism. C1 follows



84 Chapter 3. Davidson’s malapropisms

from P2 and P3. Finally, P4 and P5 are I5 and I6 from above. This entails
a contradiction. For by C1 the hearer understands the malapropism’s in its
generic first meaning. Hence, by C1 and P5, she understands the malaprop-
ism not in its conventional meaning. But according to the conventionalist,
she does (P1). Consequently, we reject the assumption P1 by reductio ad
absurdum. Since P1 is part and parcel of conventionalist accounts, they
cannot be correct.

So, it is clear how Davidson arrived at his conclusion that convention-
alists either have to come up with a better proposal or, as he favors, to
give up conventionalist accounts altogether. For if Davidson’s argument is
sound, then it shows that conventional meanings of expressions cannot be
identical to what the speaker intends the hearer to understand. But this is,
according to Davidson, constitutive for literal meaning and required for ex-
plaining communicative success. Hence, conventional meaning can neither
be (a kind of) literal meaning nor explain communicative success.

3.3 Evaluation of the argument

Davidson’s argument is valid and its conclusion removes the possibility of
an adequate conventionalist account. I’ll argue that it is not sound. First,
let me observe that independently of Davidson’s argument, conventions are
not required for successful communication. A speaker can get across what
she wants whether or not conventions exist. This has, however, not so much
to do with linguistic communication but with communication in general: To
get across what one means, it can be sufficient that that hearers recognize
the speakers’ intention. This much is uncontested.

It seems to me equally uncontested that the intention-recognition alone
isn’t sufficient to explain linguistic communication. For how could one ex-
plain that language users can reliably and easily communicate complex and
unexpected contents by uttering expressions? To do so, another explanation
is required. For the ordinary cases of “literal communication,” convention-
alists offer a convincing explanation. Without conventions it seems very
difficult to offer a plausible explanation of this feat. So, one shouldn’t deny
that conventions play a role in ordinary cases.

The critical cases are malapropisms. Successful communication in these
cases is not explained by the hearer’s understanding the malapropism in its
conventional meaning. Hence, a more modest conclusion from Davidson’s
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argument would be that conventionalist accounts cannot explain successful
communication in these cases.

But even this conclusion is too strong. What goes wrong is, I think, the
assumption of P5. According to it, if a hearer understands an expression
in one meaning, then she doesn’t understand it in another meaning. But
a malapropism can also be understood in its generic first meaning if the
hearer bases her understanding on the malapropism’s conventional mean-
ing.16 This amounts to something like an extended Gricean strategy to
explain non-standard meanings: the hearer notices that the conventional
meaning makes no sense and, possibly guided by contextual clues and an
inference to the best explanation, she concludes that she should understand
the speaker’s words in their generic first meaning.

This explanation seems plausible. First, it’s coherent with usual Gricean
explanations for implicatures and the like. Second, successful communica-
tion with malapropisms seems to depend on background information about
phonetic, syntactic, semantic, and pragmatic similarities of utterances of
expressions. For example in the “take for granite” case, there is a phonetic
similarity between “granite” and “granted.” There is also syntactic simi-
larity between “take for granite” and “take for granted.” A conventionalist
can explain why these similarities exist and why they are – in some sense –
known to the dialog partners: They supervene globally on the conventional
use of the expressions in the language. Without assuming conventions, such
an explanation is not readily available.

For these reasons P5 should be rejected. But then, the problematic
conclusion does not follow.

3.4 Summary
Contra Davidson, there are good reasons not to accept the conclusion that
is problematic for the conventionalist project. Nevertheless, Davidson has
a point when he draws attention to malapropisms: To explain successful
communication with them, a conventionalist would need an additional ex-
planation.

But if my characterization of the conventionalist project is correct, then
16To make this work, we have to define “generic first meaning” in another way. For it’s

then not necessarily the meaning fixed by the first communicative intention but maybe
by another intention the speaker had.
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conventionalist accounts should not be understood as theories of linguistic
communication. A conventionalist account primarily makes claims about
the determination of expressions’ meanings. In doing so, some commitments
about language use and linguistic communication are incurred. But they are
relatively unspecific. In particular, it’s compatible with a conventionalist
account that novel expressions are used in whichever way. A conventionalist
has nothing to say about such uses. A conventionalist’s claim is conditional:
If an expression has a conventional use, then it has a certain meaning.
Problematic are thus cases where expressions have established uses but are
nevertheless used non-conformingly on particular occasions. Here, it’s a
matter of proportion: How often do such cases occur? Are they recognized
as deviations? Only if such cases occur quite often and are not recognized as
deviations, the conventionalist has a problem. For then it’s unclear whether
she is able to assign meanings to these expressions.

Hence, we shouldn’t dismiss Davidson’s insights too easily. As we will see
in chapter 6, in the first version of his account, Lewis ignored Davidsonian
uses (i.e. mistakes, non-literal, and novel uses of expressions).17 The initial
omission was a disfavor to the conventionalist project.

Moreover, even if Davidon’s argument fails, the second horn of its con-
clusion – his advise to “try again to say how convention in any important
sense is involved in language” is very much to the point: Conventionalists
need to commit themselves to a pragmatic theory (i) to define what they
mean be “literal meaning” (see §1.1.1) and (ii) to indicate how Davidsonian
uses are explained.

Another lesson we should learn from Davidson (cf. also (Savigny 1985)
and (Sperber and Wilson 1995)) is that the linguistic behavior is flexible and
allows for variation. The challenge for a conventionalist (as I understand
it) is then to make elbow room for variations in the linguistic behaviors of
communicating language users.

17In Lewis’ Convention (Lewis 2002) words like “(linguistic) mistake,” “non-literal” and its
cognates do not even occur. I used Amazon OnlineReader to establish this claim. In his
later article Languages and Language (Lewis 1975:395 ff.), Lewis’ account is extended to
Davidsonian uses. I will return to this topic in chapter 6.
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Lewis conventions

Conventions are regularities in action, or in action and belief,
which are arbitrary but perpetuate themselves because they
serve some sort of common interest.

Languages and language
David Lewis

Reassured by the defense of conventionalism in the last chapter, it is time
to discuss what has become the standard analysis of conventions, namely
the one Lewis started to develop in the 1960s, succinctly summarized above.
After forty more years of analytic philosophy, Lewis’ analysis is still one of
the landmark pieces of analytic philosophy. Both exposition as well as
analytic insight make it a marvel. Geniality notwithstanding, the analysis
has been found by many to be utterly implausible. But more often than
not, the harsh judgment is based on misunderstandings. In this chapter,
my concern is thus to present and motivate Lewis’ analysis and to discuss
some objections.

The analysis is put to use subsequently in my discussion of conventional-
ist theories of two research paradigms, namely Signaling Games and Actual
Language Relations.

In §4.1 I present Lewis’ account. In §4.2 I provide its game theoretical
foundations and a simpler analysis considered by Lewis. The account is
evaluated in §4.3. The chapter ends with a summary in §4.4.

87
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4.1 Lewis’ account

Lewis set out to provide a definite analysis of the notion of convention
in a series of writings to which notably Convention (Lewis 2002) belongs.
To fix the notion, Lewis presents a list of central cases of social situations
in which people coordinate. Lewis invites us to call these central cases
“conventions.” Among the central cases are the ones I used to introduce
the pre-theoretic notion of a convention (§1.2). Thereby, Lewis’ notion
(unsurprisingly) satisfies my pre-theoretic characterization. To remind you
of two of Lewis’ examples:

(1) Rowing a boat: You and I sit in a boat and want it to glide in one
direction while speed is not important to us. As long as we both row with
the appropriate frequency and strength, we will satisfy our interest. There
are many combinations of individual frequencies and strengths which are in
this sense equally good. We both row in a way satisfying the shared goal.

(2) Driving right: Car drivers share an interest in efficient and safe conduct
on the streets they drive. Among the many ways they could behave when
they drive, two of them are particularly simple: Crossing drivers drive on
their respective right (or left – the second option). By doing so, they further
their common interest. They drive on their respective right.

Cases like these exhibit several interesting properties. First, there are at
least two agents involved who might be drawn from a population as (2)
illustrates. Second, every agent has at least two available ways of acting in
the situation. In (1) each individual has a range of actions at her disposal
which are different ways of rowing (individuated by strength, frequency,
direction, . . .). Third, in a particular situation of the relevant type, the
outcome of the action of each agent depends on the actions of the other
involved agents. In (1) one’s rowing either results in gliding straight or in
circles. Fourth, all involved agents have a common interest in attaining a
certain goal, e.g. gliding straight. Fifth, there are at least two ways to attain
the goal. Both are in a sense equally desirable: when attaining the goal in
one way, each prefers doing one’s part of it to not doing it; but if the others
do their part of another way, then one prefers to do one’s part of that way.

If a situation satisfies these five conditions, then each involved party
faces a problem: There is more than one way to attain the goal. Each
requires one to act differently. But only if one coordinates with the others,
is the goal attained. Since this is the case for every agent, it’s a difficult
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problem to solve.
Let us say that such a situation has the “structure of a coordination

problem” or simply, that it is one. Typically, such situations are not one-off
problems. They reoccur. Lewis’ proposal is to conceive of conventions as
regularities bringing about coordination in such situations.

Lewis’ two definitions of a convention There are two definitions of
a convention which Lewis has endorsed at some point. The first defini-
tion was published in Convention (Lewis 2002), the second in Languages
and language (Lewis 1975). Both are of interest. The former helps to ex-
plain certain features of Lewis’ Signaling Games theory and why the latter
definition is as it is. The first definition is:

A regularity R in the behavior of members of a population P when
they are agents in a recurrent situation S is a convention if and only
if it is true that, and it is common knowledge in P that, in almost any
instance of S among members of P ,

1. almost everyone conforms to R;
2. almost everyone expects everyone else to conform to R;
3. almost everyone has approximately the same preferences regard-

ing all possible combinations of actions;
4. almost everyone prefers that any one more conform to R, on

condition that almost everyone conform to R;
5. almost everyone would prefer that any one more conform to R′,

on condition that almost everyone conform to R′, where R′ is
some possible regularity in the behavior of members of P in S,
such that almost no one in almost any instance of S among mem-
bers of P could conform both to R′ and R. (Lewis 2002:78)

Example: Consider the population of Dutch car drivers (P ). Among
them is a regularity to drive right on public roads (R). When they drive on
public roads (S), then they drive right (clause 1). They expect the others
to drive right (clause 2). They have approximately the same preferences
regarding all combinations of actions in the coordination problem (e.g. both
driving left; both driving right; one driving left, the other right; one driving
right, the other left; and more complex combinations). With respect to
driving, they prefer to drive right, on condition that others do, but dislike
to drive right, on condition that the others drive left. They also prefer to
drive left, on condition that the others do, but they dislike to drive left, on
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condition that the others drive right (clause 3).1 They prefer that the others
also drive right, on condition that they drive right (clause 4). They would
prefer to drive left, on condition that the others did so as well (clause 5).
Finally, whenever they drive on public roads, they know that the clauses 1
to 5 are satisfied, they know that the others know, they know that the others
know that they know, and so on (the common-knowledge assumption).2

That does not sound too implausible. But the definition has problems
which led Lewis to propose a second. Let me mention some of the issues:

First, if we want to count regularities of linguistic communication as
conventions, then the notion of a regularity in action is too narrow. As
Bennett (1973:150) pointed out, plausibly such regularities consist in (some-
thing like) a speaker’s meaning something and a hearer’s understanding it.
But neither the speaker’s meaning something nor the hearer’s understand-
ing are actions. A wider notion of regularity is needed. Bennett proposed
regularities in action and belief ; Lewis (1975:11 ff.) accepted. But there is
no good reason to limit the regularities to action and belief – every mental
state for which one can have reasons will do; so I suggest to generalize the
proposal to regularities in action and attitude.3

Second, the talk about “expectations” has not really been made precise
and invites misunderstandings of it as a normative concept (as in: “I expect
(=demand) you to conform”).4

Third, according to the first definition, almost all members of a possibly
large population must have “approximately” identical preferences. This
is much too demanding and luckily not required. It suffices that there is
enough common interest to realize a certain goal.

Lewis improved on the earlier definition in Languages and language,
yielding what I call his “official” definition:

1Conditional preferences are neither conditionals about preferences (“If p, then I prefer a
to b”) nor preferences among conditionals (“I prefer a → b to c → d”). Rather, to prefer a
to b, conditionally on c is to prefer the combination of c and a to the combination of c and
b; to prefer a on condition that p is to prefer a to non-a, conditionally on p. Cf. (Lewis
1976:117 ff.) on conditional preferences, arguing against (Jamieson 1975:75 ff.).

2Strictly speaking, additional assumptions are required, see §4.3.1.
3Thereby the conception of game theory is not (strictly) behavioristic anymore since mental
activities can be part of the regularities. However, the relevant mental activities are
expressed in systematic ways; hence, the regularities still have an important behavioral
part.

4E.g. Itkonen (2008) is guilty of such a misunderstanding (§2.2.2). Lewis (2002:97) is very
clear to point out that his definition is not defined in normative terms.
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[A] regularity R, in action or in action and belief, is a convention in a
population P if and only if, within P , the following six conditions hold.
(Or at least they almost hold. A few exceptions to the “everyone”s
can be tolerated.)

1. Everyone conforms to R.
2. Everyone believes that the others conform to R.
3. This belief that the others conform to R gives everyone a good

and decisive reason to conform to R himself. [. . .]
4. There is a general preference for general conformity to R rather

than slightly-less-than-general-conformity – in particular, rather
than the conformity by all but any one. [. . .]

5. R is not the only possible regularity meeting the last two con-
ditions. There is at least one alternative R′ such that the belief
that the others conformed to R′ would give everyone a good and
decisive practical or epistemic reason to conform to R′ likewise;
such that there is a general preference for general conformity to
R′ rather than slightly-less-than-general conformity to R′; and
such that there is normally no way of conforming to R and R′

both. [. . .]
6. Finally, the various facts listed in the conditions [1.] to [5.] are

matters of common (or mutual) knowledge: they are known to
everyone, it is known to everyone that they are known to every-
one, and so on. The knowledge mentioned here may be merely
potential: knowledge that would be available if one bothered to
think hard enough. [. . .] (Lewis 1975:5–6)

The two most important changes are, arguably, the relaxation with re-
gard to the regularities and the preference structures. The regularities can
now also in action and belief (or as I propose: in action attitudes) and
not only be in action. The agents’ preferences needn’t coincide anymore; it
suffices that there are two combinations of actions (and attitudes) that are
generally preferred (clauses 4 and 5 of the second definition).

By these relaxations, the second definition is more inclusive than the
first.5 Now there can be a convention in a population whose members
have mostly opposing preferences but which coincide with respect to two

5There is one proviso: The second definition might also be more restrictive as to what
counts as a convention. In the first definition, what is called “common knowledge”
amounts to common reason to believe. In contrast, common knowledge is according to
the second definition a kind of knowledge; see my discussion of common knowledge below
in §4.3.1.
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combinations of actions.
Not having introduced the concepts the two definitions use – regularities,

preferences, alternatives, it remains unclear what the conditions amount
to. In particular, what is a “general preference for general conformity”
(condition 4)? What is a “good and decisive reason”? And what is it to
give someone such a reason? I turn to these questions in the next two
sections.

4.2 Theoretical foundations: Game theory
Lewis’ account has its roots in (classical) game theory, wherein the notions
of preference, alternative, and common knowledge are explicated.6

Moreover, using game theory, Lewis suggested and rejected a simpler
definition of a convention than the two we’ve considered above. I think it
can be rehabilitated. Also Signaling Games make use of games. For these
reasons, I introduce the basics of game theory with a focus on coordination
problems and reconstruct the simpler definition.

A central notion in game theory is the notion of a strategic game. By
means of a special class of strategic games, so-called “coordination games,”
the notion of a coordination problem can be formalized. A strategic game is
defined in terms of agents, strategies, and preferences over outcomes of pos-
sible strategy combinations. An example of a strategic game is the following
version of the so-called “Battle of Sexes” (“BoS”):

(3) Judith and Marc individually deliberate about what to do. They want to
have lunch together and join their respective friends who eat at different
places. They have to choose where to go. Judith prefers joining her friends
with him to joining his friends with him. Marc has it the other way round.
They don’t care about whom they join, if they don’t have lunch together.

What should you do if you were in exactly the same situation as one of them?
If they are rational agents, which course of action is expected? What is it

6Lewis’ account is inspired by the work of Schelling (2005). By “(classical) game the-
ory” I mean a version of game theory using a Savage-style decision theory with von
Neumann/Morgenstern utility functions and an epistemic equilibrium interpretation, see
(Neumann and Morgenstern 1953; Nash 1952; Savage 1972). Since Lewis’ account uses
game theory, it also faces the foundational issues of game theory; I won’t go into this
debate. But see (Resnik 2002) for a criticism of decision theory and (Alexander 2009:§3)
for a criticism of classical game theory.
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to act rationally anyway? Game theory answers questions of these sorts.
The first question relates to a normative interpretation of game theory. So
understood, the task of game theory is to establish standards of rational
agency. Having a standard allows us to evaluate cases of agency with re-
spect to their rationality – their “rational goodness” or “recommendability.”
The second question relates to an explanatory interpretation of game theory.
If we expect that the agents in question are rational agents, then we can ex-
plain their behavior and make predictions about their future behavior. The
third question relates to a conceptual interpretation. According to it, the
role of (decision and) game theory is to explicate notions like desirabilities
and subjective probabilities.

I will assume this last interpretation. Lewis endorsed it for decision
theory (Schwarz 2009:16 ff.) and plausibly also for game theory. Moreover,
I only consider two-player games without cooperation (i.e. the agents cannot
make binding agreements) since this is all we need to study common cases
of linguistic communication.7

Let us now develop the required theory by answering the following ques-
tions: (i) What is it to answer one’s desires? (ii) What is a game and what
is it to solve one? (iii) What are coordination games? (iv) What is common
knowledge?

4.2.1 Decision theory

Decision theory studies decision problems. Decision problems are abstract
representations of scenarios in which agents can choose what to do – or
“can answer their desires.” Agents are assumed to (i) be able to act, (ii) to
have desires, and (iii) to deem events more or less likely. Their behavioral
repertoire includes different kinds of behaviors which I will call, suiting
the context, “action,” “strategy,” “contingency plan,” or simply “behavior.”
Actions have consequences, or as one says in game theory, they lead to
outcomes. The outcome an action leads to depends on the state the world

7Arguably, cooperation in the sense of game theory requires a meaningful language to reach
agreements (and something like coinciding interests or vast sanctioning power). Hence
cooperation should not be assumed. Otherwise, an explanatory circle would result if
meaning in the agents’ language is explained by means of another meaningful language
(§5.3.3). If one wanted to use cooperative game theory, then one should disallow com-
munication and only allow agreements reached by silently reflecting upon the strategic
situation.
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is in. Agents deem such states more or less likely. An outcome can be more
or less desired or, synonymously, preferred by an agent in comparison to
other outcomes. An agent’s preferences can vary with place and time. For
simplicity, I will treat them as constant. In general, we assume that an
agent either prefers an outcome to another or is indifferent between them.
An agent is indifferent between two outcomes iff she equally wants or would
want that the respective other outcome obtains. In the BoS-example (3),
if Judith has lunch alone with her friends, then she would equally want to
have lunch alone with Marc’s friends, and vice versa.

In a decision problem, some actions can be better than others; some are
in a certain sense even optimal. Decision theory explains an action’s opti-
mality in terms of its expected utilities. They depend on the desirability and
the subjective probability8 of action’s outcomes. To this end, a series of def-
initions is provided for (i) preferences over outcomes, (ii) expected utilities
of actions, and (iii) a principle stating which action is optimal (“maximize
expected utility!”).

From preferences to expected utilities States of preferring outcomes
to outcomes or being indifferent between them can be represented by a
“preference relation”. A preference relation is a (non-strict) weak order
over the set of outcomes O (i.e. a binary relation on outcomes that is
transitive and complete and thus reflexive).9 Ordinal utilities u are nu-
merical representations of preference relations. An ordinal utility uo is a
function from outcomes O into reals R such that for every two outcomes
o1, o2 ∈ O: (i) uo(o1) = uo(o2) iff the agent is indifferent between o1 and
o2. (ii) uo(o1) > uo(o2) iff the agent prefers o1 to o2. Ordinal utilities u
and u′ are equivalent iff for all outcomes o1, o2 ∈ O: uo(o1) = uo(o2) iff
u′o(o1) = u′o(o2) and uo(o1) > uo(o2) iff u′o(o1) > u′o(o2). Ordinal utilities
are unique up to order-preserving transformations. Hence, only the order
but not the differences between utility values are meaningful.

Comparative strength of preferences can be represented by cardinal util-
ities.10 A cardinal utility u is a function from outcomes O into reals R

8A (subjective or objective) probability p is a function from the set of states T into R such
that (i) ∀t ∈ T : 0 ≤ p(t) ≤ 1 and (ii)

∑
t∈T p(t) = 1.

9A binary relation R ⊆ O × O is called complete iff for all a, b ∈ O: aRb or bRa. This
means that all elements in O are comparable. Since preference relations are non-strict,
it’s not implied that they are linear (i.e. that no two elements in O can be equally good).

10A discussion of the construction can be found in (Jeffrey 1990:41–58) where an alternative
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satisfying conditions (i) and (ii) above and (iii) for outcomes o1, o2, o3 ∈ O:
if u(o1) > u(o2) > u(o3) with the differences d12 = u(o1) − u(o2) and
d13 = u(o1) − u(o3), then d13 = d × d12 iff the agent’s preference of o1 to
o3 is to the degree d stronger than her preference of o1 to o2. Cardinal
utilities u and u′ are equivalent iff there is a positive m and b such that for
all outcomes o ∈ O: u(o) = m× u′(o) + b. Cardinal utilities are unique up
to positive linear transformations. Hence, also the comparative differences
between utility values are meaningful.

In general, ordinal utilities are not enough to explain the optimality of
an action. Example:

t1 t2
a1 1500 € 200 €
a2 0 € 300 €

p(t1) = .05
p(t2) = .95

Suppose that in this decision problem, the agent prefers more money to
less money in proportion of the difference. Yet the following two ordinal
utilities are equivalent representations of her preferences:

(4) uo(1500 €) = 1500, uo(300 €) = 300, uo(200 €) = 200, uo(0 €) = 0

(5) u′
o(1500 €) = 400, u′

o(300 €) = 3, u′
o(200 €) = 2, u′

o(0 €) = 0

One could be tempted to consider a1 as the optimal action since it has the
highest utility value. This, however, would ignore the agent’s subjective
probability p according to which she deems state t2 much more likely to
obtain than t1. But in t2, a2 yields a better outcome. So, the optimality
of an action should depend both on a utility and a probability. It should
maximize an agent’s expectation of its current utility, given her preferences
and her subjective probability. “Optimality” in this sense is an expression
of an action’s expected utility.

At this point, it becomes clear why ordinal utilities won’t do. Suppose we
use them to construct the expected utilities as follows (the official definition
follows below): For each state, we multiply the utility value of an action’s
outcome by the state probability (p) and then we sum the results, as in (6)
and (7):

to von Neumann/Morgenstern is proposed. It is inspired by the work of Ramsey and
requires less assumptions.
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(6) “Expected utility” according to uo

a1: uo(1500 €)× .05+uo(200 €)× .95 = 1500× .05+200× .95 = 75+190 =
265

a2: uo(0 €)× .05 + uo(300 €)× .95 = 0× .05 + 300× .95 = 0 + 285 = 285

(7) “Expected utility” according to u′
o

a1: u′
o(1500 €)×.05+u′

o(200 €)×.95 = 400×.05+3×.95 = 20+1.8 = 21.8
a2: u′

o(0 €)× .05 + u′
o(300 €)× .95 = 0× .05 + 2× .95 = 0 + 2.65 = 2.65

The problem is that uo and u′o are ordinally equivalent but according to
uo and p, a2 is optimal while according to u′o and p, a1 is optimal.11 This
consequence is not acceptable. But we can use cardinal utilities to calculate
the expected utility of an action given the probability the agent ascribes to
the relevant states.12 (The problem of the example is now solved as follows:
Suppose that uo and u′o are cardinal utilities. (i) they are not cardinally
equivalent since there is no positive linear transformation of one into the
other. (ii) Of uo and u′o, only the former represents the agent’s preferences
adequately; the utility values of u′o do not reflect the comparative strength
of her preferences.)

The example is a decision problem under uncertainty. In general, there
is a finite set of actions A, a finite set of states T the world can be in, a
probability p over T , and a set of outcomes O. To each action a ∈ A in
a state t ∈ T , an outcome a(t) ∈ O is associated. We assume that the
actions in A are feasible for the decision-making agent in question, that
she has a cardinal utility u over the outcomes O and that p represents how
likely she deems the states of T . Then the expected utility of an action a,
denoted as EU(a), is defined as the sum of the utilities for the outcomes
of a in the different states weighted by the probability of the state, that is,
EU(a) =

∑
t∈T p(t)× u(a(t)).

The instrumental principle The way we’ve fixed the expected utility
of an action suggests how the agent should answer her desires. If the value
she ascribes to action a2 is 285 but that for a1 is only 265, then she ought
to choose a2. That is, an agent ought to choose an action whose expected
utility is maximal. This decision principle is called the “instrumental prin-

11This is so since ordinal utilities are not additive.
12This is so since cardinal utilities and probabilities are additive. A so-called “Dutch book”

argument shows that they should have this property (Jeffrey 2004:4–9).
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ciple.” It is the conjunction of SRB (for “subjectively rational behavior”)
and NDP (for “normative decision principle”):

SRB. An action a in a decision problem under uncertainty is subjectively rational
for its agent iff a is among the actions with the maximal expected utility,
that is, a ∈ {a′| ¬∃a′′ : EU(a′′) > EU(a′)}.

NDP. An agent in a decision problem under uncertainty ought to perform a sub-
jectively rational strategy.

The normative decision principle highlights that we’re dealing here with
prudential oughts. This is of importance for Lewis’ analysis of conventions.
For these are the only oughts entailed by his proposal.

4.2.2 Strategic games

In the simple setting we’ll use, a (strategic) game consists of (i) a set of
agents (usually called “players”), (ii) for each player, a set of strategies, and
(iii) a payoff function over strategy profiles. It is assumed that every player
acts in a certain situation according to one of the strategies available to
her. A strategy profile assigns to each player one of her strategies. Payoff
functions are a special kind of utilities that satisfy the expected utility
axiom.13 Cardinal utilities satisfy this condition.

The BoS-example (3) is a strategic game. The players are Judith and
Marc. Each of them has two strategies: Judith can go to Marc’s friends
(“U”) or go to her friends (“D”). Marc can go to her friends (“L”) or to
his friends (“R”). Payoff functions that respect what I’ve said about their
preferences are:

(8) uJ(⟨U,L⟩) = 2, uJ(⟨D,R⟩) = 1, uJ(⟨U,R⟩) = uJ(⟨D,L⟩) = 0

(9) uM (⟨D,R⟩) = 2, uM (⟨U,L⟩) = 1, uM (⟨U,R⟩) = uM (⟨D,L⟩) = 0

These claims determine a game since we have a set of agents, their strategies
and their payoff functions. We can depict the game as follows (a so-called
“normal form”):

13The expected utility axiom states that the utility of a gamble between two outcomes o1
and o2 with the objective probabilities p and 1 − p equals the sum of the utility of o1
weighted by p and the utility of o2 weighted by 1− p.
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L R
U 2, 1 0, 0
D 0, 0 1, 2

The figure is to be read as follows. Judith is the “row-player.” Her
actions U and D appear as the headings of the rows. Marc is the “column-
player.” His actions L and R appear as the headings of the columns. Each
cell of the table body represents a strategy profile which is determined by
taking the headings of its row and its column as Judith’s and Marc’s ac-
tion, respectively. The tuple of numbers of each cell denotes the respective
payoffs. For example, the entry “2, 1” in the top left cell corresponds to the
strategy profile ⟨U,L⟩ and means that Judith’s payoff is 2 while Marc’s is
1.

In a game, the individual decision problems (typically) depend on each
other. Hence, optimality is ascribed to strategy profiles and not just to
individual strategies. A central notion of optimality is the Nash equilibrium.
According to it, a strategy profile is considered to be optimal in a game if
no player can individually bring about a better outcome by doing her part
of another strategy profile. Formally, this amounts to the following:

NE. A strategy profile s is a Nash equilibrium iff for all other strategy profiles
s′ which agree on what player 1 does in s, u2(s) ≥ u2(s

′), and for all other
strategy profiles s′′ which agree on what player 2 does in s, u1(s) ≥ u1(s

′′).

In a Nash equilibrium, no one can improve her situation by individually
deviating from the action performed in the strategy profile, or equivalently,
no one has an incentive to perform another action. A related equilibrium
notion is the strict Nash equilibrium in which the ≥-signs are exchanged for
>-signs:

SNE. A strategy profile s is a strict Nash equilibrium iff for all other strategy
profiles s′ which agree on what player 1 does in s, u2(s) > u2(s

′), and
for all other strategy profiles s′′ which agree on what player 2 does in s,
u1(s) > u1(s

′′).

In a strict Nash equilibrium, each agent would do worse if she were to
deviate. Obviously, every strict Nash equilibrium is also a Nash equilibrium.

The BoS-example has two strict Nash equilibria: ⟨U,L⟩ and ⟨D,R⟩.
Judith prefers the first to the second and vice versa for Marc. Nevertheless,
both strategy profiles are strict Nash equilibria.
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If a game has more than one Nash equilibrium, then this has conse-
quences for coordination. Doing one’s part in a Nash equilibrium is a neces-
sary condition to bring about an optimal outcome.14 But it is not sufficient:
the strategy profile ⟨U,R⟩ satisfies the condition but is not optimal.

This illustrates an important point about classical game theory: it has
little to offer in games with multiple equilibria since the equilibrium notions
do not single out exactly one equilibrium.15 An account of conventions
can be understood as a contribution to this problem. It’s not a complete
solution since conventions exist only in situations in which common interest
dominates.

4.2.3 Coordination games

An obvious proposal to explicate what it is to be in the common interest
is this: strategy profiles that are SNEs are in the common interest. For in
an SNE, no one wants to deviate. Lewis demanded more: a strategy profile
has to be an SNE in which nobody wants anyone else to act differently while
oneself acts as one does:16

PCE. A strategy profile s is a proper coordination equilibrium iff for all other
strategy profiles s′ which agree on what player 1 does in s, u2(s) > u2(s

′)
and u1(s) > u1(s

′), and for all other strategy profiles s′′ which agree on
what player 2 does in s, u1(s) > u1(s

′′) and u2(s) > u2(s
′′).

In other words, a proper coordination equilibrium (PCE) is a strategy profile
in which everyone wants everyone to act as they act. No one wants that
someone else deviates. A good example to illustrate the difference between
PCEs and SNEs is the game of chicken (figure 4.1(b)). One story for that
game goes like this. Two guys want to prove themselves and do so by driving
their cars towards a cliff. The one who stops first is then the “chicken”
because he has chickened out (“C”). The one who speeds longer (“S”) wins.
In this game, it is for each driver better if the other chickens out first, but
both prefer that both chicken out to both speeding longer. For otherwise,

14There is another sense of “optimal” in which it might not be necessary. The Prisoner’s
Dilemma illustrates this; see (Kuhn 2007). For this reason, one should probably rather
speak of “stability” to characterize the role of NEs.

15This problem is known as the equilibrium selection problem (Alexander 2009:§3.1).
16Cf. (Lewis 2002:8–24). He gives a more general definition for n-player games.
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both cars would fall down the cliff.17

L R
U 2, 1 0, 0
D 0, 0 1, 2

(a) The BoS-game

C S
C 8, 8 2, 9
S 9, 2 0, 0

(b) The game of chicken

A B
A 2, 2 0, 0
B 0, 0 1, 1

(c) A coordination game

Figure 4.1: Contrasting PCEs (a) with SNEs (b) and with (c) Pareto-
optimality.

The game of chicken has two SNEs, namely ⟨C,S⟩ and ⟨S,C⟩. But in
every equilibrium, one of the agents wants the other to change her action.
For example, if I am about to chicken out and you’re about to speed longer,
then we end in the equilibrium ⟨C,S⟩. Nevertheless, I still want you to
chicken out since I prefer the strategy profile ⟨C,C⟩ to ⟨C, S⟩. Hence in
such a game there is no PCE. Clearly, in chicken-like situations, there is a
strategic incentive to deceive and to deviate in the SNEs.

Observe that a PCE is not the same as a Pareto-optimal NE.18 In the
game 4.1(c), both strategy profiles ⟨A,A⟩ and ⟨B,B⟩ are PCEs but only
the former is Pareto-optimal.

From PCEs it’s only a short step to Lewis’ formalization of a coordi-
nation problem. If a strategic game has at least two PCEs, then there is
common interest and a need to coordinate. Let us define a “coordination
game” as a strategic game having two or more PCEs.19

Lewis is not very explicit about his motivation to define coordination
games in terms of PCEs. The best Lewis offers is in Convention where
he says that he wants “to confine [his] attention to situations in which
coincidence of interest predominates” (Lewis 2002:14). From this it does
not follow that SNEs wouldn’t do. I think they do and count the SNEs in
chicken as ways to bring about coordination. Here, Lewis and I disagree

17This and other popular versions of this game can be found in (Wikipedia 11.03.2009).
18Among the NEs in a game, an NE ⟨s1, s2⟩ is Pareto-optimal iff there is no other NE
⟨s′1, s′2⟩ in the game such that either (s′1 ≥ s′1 and s′2 > s′2) or (s′1 > s′1 and s′2 ≥ s′2).

19PCEs in coordination games relate as follows to his official definition of a convention: If
we reconstruct a normal form game from the description of R, its alternatives, and the
constraints imposed on the members’ preference structure in clauses 3, 4, and 5 of the
official definition, then the game is a coordination game in which R corresponds to a
strategy profile which is a PCE.
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about what it is to be in the common interest or, in other words what it is
to coordinate.20 The consequence of my proposal is that I’m willing to say
that in the chicken game there can be conventions. One could be that the
younger driver always chickens out first. As long as one gains something by
playing the game compared to not playing it, it’s still individually beneficial
to enter the game.

4.2.4 Conventions in game theory
Suppose that there are recurrent situations realizing a coordination game.
In these situations, the players always conform to a particular PCE. It seems
apt to call this regularity a “convention.” But the characterization is not
general enough as the car driving example (2) illustrates: While typically
two drivers coordinate in a realization of a game, it is not always the same
two who coordinate; they are drawn from a bigger population.21

To accommodate such cases, a subtle reinterpretation of the game theo-
retic formalism is required: The set of agents of a game is now understood
as the set of roles agents can have if they play the game.22 So, for every
play of a game we need now an assignment of roles to the agents playing
it.23

Now we can define with Lewis the game theoretic notion of a convention:

A regularity R in the behavior of members of a population P when
they are agents in a recurrent situation S is a convention if and only
if, in any instance of S among members of P ,

1. everyone conforms to R;
20Some economists go further and do not only count SNEs in games with at least two SNEs

as ways to bring about coordination. Robert Sugden (1998:381) reports that economist
are willing to say that any NE (that perhaps satisfies some further stability condition) in
a game with more than one NE can be a convention (and hence is a way to bring about
coordination). This fits evolutionary accounts that use the notion of an evolutionary
stable strategy; see §7.2.

21Lewis implicitly assumes that the members of a population don’t change over time. This
is restrictive. But for simplicity I follow him.

22The point is obvious but I know of no text on game theory where it is made explicit.
23The assignment is restricted with regard to two conditions: (i) The players need to be

equipped with strategies enabling them to play the role and have strategies of the form
“If I am in role of the row player R, then I do . . .. But if I am in role of the column player
C, then I do . . .”. (ii) An agent can only play a role if her preferences are equivalent to
those associated to the role in the game.
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2. everyone expects everyone else to conform to R;
3. everyone prefers to conform to R on condition that the others

do, since S is a coordination problem and uniform conformity to
R is a proper coordination equilibrium in S. (Lewis 2002:42)

This definition seems simpler than the ones Lewis proposed (§4.1). Yet
Lewis gave it up since it rules out cases which should count as a convention.
His example is (Lewis 2002:46 ff.):

(10) A product is produced by two companies. Both companies have a common
interest in profitable prices, yet no one wants to be much more expensive
than the other. An agreement to sell at the highest price would be optimal
for them. But by law, they may not do so. So, they have to adopt an
informal scheme of fixing prices, one of them being: “Follow the company
fixing the price first and set a slightly lower price.” Such an informal
scheme is a convention between the two companies.

In this scenario, setting prices is a continuous activity possibly requiring
slightly different price setting actions in different situations. According to
the current proposal, we have to divide the life time of the convention into
a series of independent realizations of a coordination game. But is that
possible? If we choose a small period of time for each realization, say a
business day where both companies set the prices in the morning, then we
miss an important part of the coordination, namely the consumer reaction
to the pricing decision which is a determinant for the companies’ payoffs.

Using a larger time period also doesn’t work. If we use actions as the
strategies the companies can choose, then they act more than once within
such a time period. But this is in conflict with the idea that in a strategic
game, each player acts only once.

If we use strategies chosen by the companies in the beginning once and
forever, then we do not do justice to the fact that on each price setting
occasion, the companies have to coordinate.

Lewis’ moral is that the game theoretic definition is not adequate. Hence
Lewis (2002:68–71) gave it up and restated his analysis in the way presented
earlier in §4.1. The crucial move is from (11) to (12):24

24There are some further changes leading to the definitions Lewis endorsed; most impor-
tantly common knowledge which I discuss below in §4.3.1.
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(11) Each reoccurring situation of type S must be a self-contained coordination
problem which satisfies the clauses 1 to 3 above.

(12) The situations together must form a coordination problem; the individual
situations needn’t be a self-contained coordination problem.

The move comes at a cost, even if it’s not as drastic as Guldborg Hansen
(2009:109) wrote: It “gives up all the intuitive, technical and theoretical
understanding” of game theory. Contra Lewis, it is not required if we follow
Syverson (2003:§10.3). He changes (11) to (13):

(13) Each reoccurring situation of type S is a subsituation of type S′ which
satisfies the clauses 1 to 3 (in clause 2 and 3 “S” has to be replaced by
“S′”).

The subsituations S in Lewis’ price-setting example are situations in which
one company fixes the price.25 Situations of type S are not self-contained
coordination problems. But S is a subsituation of type S′, which is plausibly
a type of situation which includes the other’s company fixing the price.
Hence, situations of type S′ are coordination problems. So, there is still a
realization of a coordination problem in each reoccurring situation.26

Consequently, Lewis’ game theoretical definition is more viable than he
thought. For parity with his official definition, the regularity in behavior
can be extended to regularities in action and attitudes and we could allow
for some exceptions. The result is that there are two viable definitions
of a convention – the official definition we considered first and the game
theoretical definition with Syverson’s modification.

4.3 Evaluation

Lewis’ detailed analyses has received a lot of criticism. Before we evaluate
Lewis’ account, I’d like to take stock.

A quick check would show that the three definitions of a convention
we’ve discussed satisfy the pre-theoretic characterization of rational and

25Syverson’s proposal makes use of situation semantics (Barwise and Perry 1986) but ar-
guably, one could restate it in terms of events.

26A consequence of Syverson’s proposal is that it depends now also on the choice of S′

whether a regularity is convention or not. If S′ is too inclusive, then there might be no
regularity anymore. But this seems to be as it should.
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rationally justifiable conventions (§1.2), on the respective interpretations
of agents as either deliberating or non-deliberating rational agents. On
exegetical grounds, I think that both interpretations can be attributed to
Lewis.

Dispositional conventions, however, do not fit the picture. For at least
the following condition must be satisfied: If an agent performs an action
that is elicited by a non-deliberative mechanism, then the agent could have
deliberated about what to do and if she did, then she would have come to
perform the same action. Agents not capable of deliberating don’t satisfy
the condition, even if they have behavioral dispositions to act convention-
conformingly.

Lewis only endorsed what I’ve called the “official” definition of Lan-
guages and language (Lewis 1975) (§4.1). It turned out that the game
theoretical definition is also defensible, using the suggestion of Syverson
to restate it in terms of situations that are a subsituation of another one
(§4.2.4). So, there are two Lewisian contenders.

In this section, I start by discussing four topics requiring changes to
Lewis’ proposal: common knowledge (§4.3.1), alternatives (§4.3.2), reg-
ularities (§4.3.3), and the explanation of convention-conforming behavior
(§4.3.4). On that understanding of Lewis’ account, I draw an interim sum-
mary in 4.3.5 and then discuss some objections from the debate about Lewis’
account.

4.3.1 Common knowledge
Lewis thought that the clauses 1 to 3 of his game theoretical definition
were not sufficient and added a further condition: everything about the
convention is common knowledge among the members of the population in
question.

From the perspective that parties to a convention are deliberating
agents, clause 2 (each believes that the others conform) is understandable:
To act optimally, an agent needs to be well informed. But given that each
party to a convention (truly!) believes that the others conform to it, why
do we need common knowledge? What is common knowledge in the first
place? I start with the second question. On that basis, I discuss the first.

Lewis is usually considered to have been the first person explicitly defin-
ing common knowledge. But what he defined as “common knowledge” in
his book Convention (Lewis 2002:52–68) is not what people in philosophy,
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game theory, computer science, . . . usually take it to be. The basic idea of
the usual proposals27 is that there is common knowledge among a group G
of agents that p iff for all agents A, A′ of G:

• A knows that p, and
• A knows that A′ knows that p, and
• A knows that A′ knows that A knows that p, and
• so on, ad infinitum.

There are different definitions based on this idea but all agree that com-
mon knowledge is factive since it is defined in terms of factive knowledge.
That is, if among G it is common knowledge that p, then p. But contrary
to what many believe,28 common knowledge in Lewis’ sense (“Lewis com-
mon knowledge”) is not factive. It is possible that in a group there is Lewis
common knowledge that p, and yet p is false.29 The point is important for
two reasons. First, criticism against the usual notion of common knowledge
does not necessarily carry over to Lewis common knowledge. Second, the
roles the usual notion can have (in explanations, justifications, . . .) cannot
necessarily be played by Lewis’ notion.

But if Lewis common knowledge is not knowledge, what is it then? He
defined it as follows:

[I]t is common knowledge in a population P that __ if and only if
some state of affairs A holds such that

1. Everyone in P has reason to believe that A holds;
2. A indicates to everyone in P that everyone in P has reason to

believe that A holds;
3. A indicates to everyone in P that __. (Lewis 2002:56)

Example: Between you and me (P ) it is Lewis common knowledge that
we drive right (__). Then by definition a state of affairs A obtained such

27See (Vanderschraaf and Sillari 2007) for a helpful overview. Aumann (1976) provided an
important definition of common knowledge within epistemic logic. Gerbrandy (1999:45)
compares several important notions and proves their equivalence under reasonable finite-
ness assumptions. In the recent literature, Sillari (2008) is one of the few who distinguishes
Lewis’ definition from these other proposals. For example Montet and Serra (2003:5) think
that Lewis’ definition is the same as the usual one and so does Binmore (2008:22).

28Typical examples are (The Royal Swedish Academy of Sciences 2005), and (Vanderschraaf
and Sillari 2007), and (Wikipedia 28.01.2009).

29Andreas Kemmerling is, to my knowledge, the only person who has ever made the point
that Lewis common knowledge is not a kind of knowledge. See (Kemmerling 1976:24).
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that conditions 1 to 3 are satisfied. A is the state of affairs consisting in us
crossing each other on a street. Thereby, both of us have reason to believe
that we cross each other on a street (condition 1). Our crossing on a street
indicates to us that we have reason to believe that we cross each other on
a street (condition 2). Moreover, our crossing indicates to us that we drive
right (condition 3).

The example shows that “knowledge” is nowhere used, only reasons to
believe and indications. So, if Lewis common knowledge were factive, then
it would be a consequence of these notions.

It does not follow from me having a reason to believe that p that I
actually believe that p. This only follows, if we additionally assume that I
am rational (in the CK-supporting sense explained below). To have a reason
to believe that p is roughly to be justified to believe that p.30

Even if we assume common rationality (that is, everyone is rational in
the required sense and assumes that everyone is rational in this sense and
so on . . .), all we can derive is that agents in P believe that we drive right.
But beliefs are not factive. Neither are indications. Indications provide a
justification-transfer mechanism and are defined as follows:

[l]et us say that A indicates to someone x that __ if and only if, if
x had reason to believe that A held, x would thereby have reason to
believe that __. (Lewis 2002:52 ff.)

Without going into the details of this notion, observe that the only epis-
temic (or justificatory) notion is having a reason to believe. Consequently,
we can’t derive knowledge from indications either. Hence, Lewis common
knowledge is not factive and thus is different from common knowledge ac-
cording to the basic idea. A better name would have been “common reason
to believe.”31

30A different interpretation has been proposed by Cubitt and Sugden (2003:184) who provide
an axiomatic reconstruction of Lewis common knowledge in terms of knowledge. They
think that one has reason to believe that p iff one accepts, “as a normative standard,”
some logic of reasoning such that – in the logic – p is either treated as self-evident or
derivable from propositions that are treated as self-evident. – I guess they want to say
that one has a reason to believe that p iff one accepts a norm according to which one
ought to believe that p. I think they are wrong about Lewis. For one, Lewis does not
mention “normative standards” or “self-evident” propositions in the relevant context.

31Lewis (1978:44 fn. 13) was aware that calling his notion “common knowledge” is mislead-
ing. In Languages and language (Lewis 1975:6), after Convention, Lewis had the goal to
weaken the requirement by allowing also “merely potential” or “negative” knowledge (the
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To derive that some proposition p is common knowledge in a population
P from Lewis common knowledge, p has to be true, and the members of
P have to satisfy the following conditions: (i) Each is rational in the sense
that if she has a reason to believe that p, then she believes that p. (ii) Each
believes that the other players are rational in this sense. (iii) They have
common inductive standards and (iv) a common background information.32

These “CK-supporting” conditions are arguably idealized, since for complex
propositions it is implausible that agents can satisfy (i) and (ii); also (iii)
and (iv) are hardly satisfied in bigger groups.

Generality in sensu composito and in sensu diviso Lewis tried to
weaken the conditions for common knowledge. To this end, he invoked
a distinction between two kinds of generality, namely generality in sensu
composito and generality in sensu diviso.33 Consider the following example:
“Whenever I drive in Switzerland, I want to drive right.” The two kinds of
generality are now this:

• In sensu composito, I have one want with general content, namely the want
that whenever I drive in Switzerland, I drive right.

• In sensu diviso, I have many wants with nongeneral contents, namely the
want of this particular situation that I drive right, the want of that particular
situation that I drive right, and so on and so forth.

Attitudes of the two kinds are compatible; an agent can have both of
them. They differ in their entailments. In sensu composito the want in the
example is consistent with the proposition that when I drive in Switzerland,
I don’t want to drive right. I might fail to recognize that the situation in
which I am is one of driving in Switzerland. And even if I recognize the
situation as such, I might fail to infer from the want with the general content
the particular want with nongeneral content, namely that I want to drive
right in that case. Contrast this with generality in sensu diviso. Here,
whenever I am in a relevant situation, I want to drive on the right, whether
I recognize it as being relevant or not. Claiming the opposite would be
inconsistent.
requirement not to have certain knowledge). But it is also stronger since he characterizes
common knowledge as a kind of knowledge. I think that Lewis was maneuvering.

32See (Lewis 2002:51–57).
33See (Lewis 2002:64–68). The distinction is intimately related to the de dicto/de re dis-

tinction.
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In which sense should we understand common knowledge? Lewis’ answer
is “whichever kind it is that ensures the agent’s ability to apply his general
attitudes to the instance at hand. And that is a limited generality in sensu
diviso” (Lewis 2002:66). Lewis points out that what we want to claim is that
in every particular situation, the agent in question has a certain attitude.
General attitudes in sensu diviso ensure that; attitudes in sensu composito
don’t – for the reasons mentioned above (due to failures to recognize and
to infer). So, we only need to assume that they have general attitudes in
sensu diviso. This is Lewis’ position with respect to all attitudes involved
in the analysis of conventions.

Roles of common knowledge In Lewis’ analysis of conventions, the
notion has the following jobs (I return to them below):34

First, Lewis thinks that it is a common feature of his central examples.
For descriptive adequacy it should be included in the definition.

Second, common knowledge plays a justificatory role (§4.3.4). Common
knowledge entails a hierarchy of reasons to believe. Higher-order beliefs
justify the lower-order ones.

Third, Lewis wanted to rule out cases where people are wrongly moti-
vated by having false beliefs. A particular case Lewis (2002:59) wants to
rule out is one where people drive right because they falsely believe that all
the others except for themselves drive right habitually and the best response
to that is also to drive right. In this case, they do not “really” coordinate.
The common-knowledge assumption, together with some rationality, rules
it out: By common knowledge there is a state of affairs indicating that
their belief is false. By rationality, they believe that what they believed is
false.35 Hence, they no longer have a good and decisive reason to drive right.
Thereby, common knowledge plays the role of a transparency condition.

Fourth, common knowledge ensures stability since it creates reasons to
do one’s part of the conventional regularity and thereby reinforces conform-

34Cf. (Schwarz 2009:191 fn. 2). I ignore a further role: to rule out cases which have only
especially bad alternatives which just satisfy the condition of being generally conditionally
preferred (condition 3 and 4 in the final definition below). Lewis argues that such cases
do not count as conventions under his analysis since the alternatives are not common
knowledge (Lewis 2002:73 ff.). I don’t share the intuition. An alternative is an alternative,
after all.

35In general, Lewis common knowledge is not factive. In this case, Lewis is arguably right.
For it would be irrational to uphold the false belief. Hence, rational agents revise it.
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ing behavior (Lewis 1975:6).
Fifth, the common-knowledge assumption is used to show that his con-

ventionalist account is Gricean, that is, that it entails that speakers nor-
mally speaker-mean something (see §5.3.4).

Criticism There are several issues with the common-knowledge assump-
tion. First, common knowledge is a fragile concept. To preclude that some
proposition p is common knowledge in a group, it suffices that a single mem-
ber has doubts whether all members of the group satisfy the conditions for
common knowledge that p. For to have doubts that p is not to know that
p. But for p to be common knowledge, everyone has to know that each
member knows that p. (I think appealing to the ceteris-paribus that only
almost all have to have common knowledge is not coherent with the notion
of commmon knowledge.)

The argument has to be modified for Lewis common knowledge. Plau-
sibly, in a situation where someone has such a doubt, there is no state of
affairs A indicating to everyone in the group that each member has reason
to belief that A obtained. But then p cannot be Lewis common knowledge
since condition 2 is violated according to which A indicates to everyone in P
that everyone in P has reason to believe that A obtained. So, it’s doubtful
that in bigger groups the common-knowledge assumption can be true.36

The consequence is that in many cases we’d like to count as a convention,
the common-knowledge assumption is plausibly not true. Hence, it cannot
be a necessary condition for there to be a convention.

Second, Burge (1975:250) and Kemmerling (1976:117–123) indepen-
dently argued that a community can rightly be said to conventionally use
a language even if they are not aware of the possibility that there are other
languages. So, it seems that there can be conventions without the alterna-
tive being known (this is required by the common-knowledge assumption
and condition 5 of the definitions in §4.1).

Third, as Burge (1975:250 ff.) pointed out, on Lewis’ account, members
of a convention cannot find out that they are members of a convention: if
they are, then they commonly believe that (under weak rationality assump-
tions). This is counter-intuitive since members of a convention can discover
that there is a convention among them.

36Binmore (2008:23) argues similarly.
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The three objections converge on issues with common knowledge. Luck-
ily, the common-knowledge assumption can be given up. I return now to
the roles:

First, as Savigny (1985:87 ff.) observed, common knowledge is not a
common feature of ordinary conventions; often when conforming to a con-
vention, we behave habitually without knowing why. Speaking one’s first
language is a case in point.

Second, why should we require that the agents’ beliefs are justified?
Consider again the rowing-a-boat case (1): As long as you and me want to
glide straight and achieve that by coordinating our behavior in a certain
way, there is a convention between us, whether our beliefs are justified or
not. Moreover, based on the agents’ desires, their actions are justified.

Third and for similar reasons, it’s not obvious whether one really wants
to rule out Lewis’ car-driver scenario.

Fourth, common knowledge is not required for stability. There can be
stable regularities without there being common knowledge. This is one of
the lessons learned from evolutionary game theory. Skyrms (1998) showed
convincingly that there can be stable signaling regularities among agents
having no common knowledge.

Fifth and finally, it’s not obvious that being Gricean is a desirable
feature. I’m going to argue that it is not (chapter 6). Hence, common
knowledge is not required to have this role (and as I argue in §5.3.2, the
conventionalist theory can be made Gricean more directly by stating the
communicative regularities directly in terms of speaker-meaning).

So, it seems that we can do without common knowledge. Can we do
without any epistemic conditions at all? There is still condition 2 requiring
that parties to a convention believe that the others conform. This seems
to me a plausible condition for rationalistic and rationally justifiable con-
ventions. For in such cases, we want the parties to be epistemically aware
of the coordination problem they solve. In case of dispositional conven-
tions, I think one can drop condition 2 as well. Consequently, in such cases,
the agents needn’t conceptualize the situation as a coordination problem.
Millikan’s account of conventions (chapter 7) is of this kind.

4.3.2 Alternatives
Conventions are arbitrary in the sense that there is at least one non-trivial
alternative R′ to a conventional pattern R that could have prevailed as well
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because the belief that the others conformed to R′ would have given parties
to the convention a good and decisive reason to conform to R′.

But Lewis’ characterization of alternatives in terms of good and decisive
reasons is unclear. Tyler Burge’s discussion of the sentimental-hat-tippers
case (Burge 1975:251 ff.) invites a clarification: a group of sentimental hat
tippers “would rather fight for the traditional greeting [. . .] than switch to
another [way of greeting strangers]” (p. 252). According to Burge the case
should be counted as a convention, even if it does not clearly satisfy Lewis’
conditions.

A first interpretation of “giving good and decisive reasons” Burge sug-
gests is in terms of motivational efficacy. Since the hat tippers are not
motivated to switch, the case is not a Lewis convention; hence, so Burge,
we shouldn’t use this interpretation.

The second interpretation is in terms of rational sufficiency. But it is
unclear whether the sentimental hat tippers would be irrational in preferring
not to switch to another greeting practice if the others did. Hence, it could
be that such a reason is not rationally sufficient to conform to the alternative
R′. To correct this, Burge considers conditioning the alternative-clause on
“willingness to continue to participate in a communal practice that serves
substantially the same social functions as the original one” (p. 253). One
problem of this condition is that it presupposes that the agents could switch
to conforming to the alternative – in some cases this is too demanding
(p. 254). For example, if using a language is conventional, then plausibly
many users couldn’t switch to another one simply because they are not good
learners (cf. p. 250).

I think Burge’s points are well taken. They highlight an unclear point
of Lewis’ analysis. A more plausible proposal about conventional regular-
ities and their alternatives which does not have the indicated problems is
this: conventional regularities are learnable (and thereby feasible) and “his-
torically accidental.” The condition that there is at least one incompatible
alternative should be so understood that the alternative could have been
learned and served the same goal as well (cf. p. 254). I think that this is a
welcome clarification of Lewis’ proposal.37

37This is contra Peacocke (1976:169 ff.) who thinks that one should drop the alternatives-
clause. I prefer to change the meaning of “alternative.”
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4.3.3 Regularities

According to Lewis, conventions are a kind of regularity. But what is regu-
larity and how should we interpret the talk of “regularity”? To my knowl-
edge, there are no answers in Lewis’ written work. At some point, Margaret
Gilbert also wondered and asked Lewis. She reports that Lewis takes regu-
larities to be pairs of properties (Gilbert 2008:8) of the form ⟨F,G⟩. Plausi-
bly, the properties are properties of events and hence, the proposal can be
understood as “all F -events are G-events.”38 I’ll argue that this proposal
is too strong; for we can allow for a substantial share of F s that are not
Gs. But first, I’d like to consider the question how one could understand
“regularity”. This relates to desideratum DesC2 for an adequate account of
conventions according to which this question should be answered (§1.4).

Hence, let us consider the relevant senses of the word “regularity” and
find out whether there is one which suits Lewis’ needs. There seem to be
three relevant senses of the word “regularity”: (i) rules, (ii) conditional
probabilities, and (iii) patterns of activity. Textual evidence suggests that
Lewis does not want to endorse the first option since he wanted to contrast
conventions, a kind of regularity, with rules.39 So, options 2 and 3 remain.

I take the received view to be that regularities are high conditional
probabilities. For example, this assumption is implicit in the objections
of Millikan (1998) and Kölbel (1998) against Lewis’ account. I’ll argue
against this view and propose to understand them as patterns of activity.
For understanding Lewis’ “regularity” in the sense of a high conditional
probability has certain strange consequences. To prepare the argument, I
introduce the notions of a high conditional probability and of a pattern of
activity. Then the argument is provided. Finally, I discuss an objection
by Millikan that the degree of conformity can be much lower than Lewis
suggests.

Regularities as high conditional probabilities In this sense, regulari-
ties are high conditional probabilities between event types F and G. We can

38Hence, “regularity” means here the same as in regularity theories of laws of nature.
39In Convention, Lewis has a chapter called “Convention contrasted” and section 4 of the

chapter has the title “Rules.” In this section, Lewis distinguishes rules from conventions,
see (Lewis 2002:100 ff.). Moreover, in a later publication called Meaning without use
(Lewis 1992:109 ff.), Lewis indicates that he does not want to use the notion of a rule in
the context of conventions.
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express this more precisely as follows: the objective conditional probability
of F given G is close to 1, i.e. P (F |G) ≈ 1 and P (F |G) is substantially
bigger than P (F ). In the BoS-example (3) about Judith and Marc’s lunch
coordination problem, possible conditional probabilities are the following:
(i) Whenever Judith and Marc want to have lunch together (G), both go to
her friends (F ); (ii) Whenever Judith and Marc want to have lunch together
(G), they go to his friends, respectively (F ′).

Regularities as patterns of activity The notion of a pattern of activity
I’m interested in here is such that the thunder after the lightning is not a
pattern of activity but activities of agents are. Patterns of activity are a
type of activity. The basic idea is that we abstract over certain features
of a class of events to derive the type of activity: the particular agents
involved (but we keep their roles in the event), the times when certain
sub-events happened (but we keep their temporal relations), and so on.
Hence, a pattern of activity is a type of activity which normally involves
two or more agents in certain roles. An activity is an event consisting in
a sequence of possibly overlapping doings of at least one agent and can
also include other states of affairs such as mental states (e.g. attitudes),
their transitions, and wordly events not involving agents.40 This way of
understanding regularities might be technical but I think we’re all quite
competent in using the expression “pattern”, e.g. when someone says that
there is pattern in the ways people cross streets, approach each other to
make out, and so on.

Against high conditional probabilities First, in all definitions of “con-
vention” Lewis offers, conventions are a kind of regularity. The definitions’
first clause is something like “Everyone conforms to regularity R.” But if
there is a high conditional probability of R-conforming behavior given some
type of situation, why do we need this clause at all?41 The first clause
makes sense if we understand “regularity” as a pattern of activity. Then (i)
conventions are a kind of a pattern of activity R and (ii) R is conformed to
by everyone. The high conditional probability would be a consequence (in
cases where non-conformity is not widespread).

40Millikan conceives of conventions as a kind of such patterns; see chapter 7.
41Davidson (2001:276) was to my knowledge the first who observed this quirk.
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Second, it should make sense to talk about a regularity R whether it
is exhibited or not, that is, whether the conditional probability is around
1 or much lower. The existence of a convention implies that there is an
alternative regularity R′ which is not actually conformed to. Hence, there
is no high conditional probability with respect to R′. But then, it makes
no sense to say that R′ is a regularity in the conditional-probabilities sense.
Understanding “regularity” as a pattern works again. Moreover, if a con-
ventional “regularity” is not so strictly conformed to, then there is also no
high conditional probability. Still, there is something members sometimes
conform to and deviate from. That thing is a pattern of activity.

Consequently, my proposal is to understand the talk of “regularity” in
Lewis’ definitions of “convention” in the sense of a pattern of activity.

Degree of conformity Understanding Lewis’ regularities in the sense
of high conditional probabilities settled the question to which degree the
parties to a Lewis convention conform to it. On the pattern-of-activity
interpretation, it becomes a question to be answered. Arguably, the received
view is that the parties almost always conform to a Lewis convention. Ruth
Millikan has objected. Conventions need not be regularly conformed to:

That people need not regularly conform to noncoordinating conven-
tions is clear. Few actually hand out cigars at the birth of a boy,
nor does everyone wear green on St. Patrick’s Day, or decorate with
red and green on Christmas, or punt from the deck when on the Cam
River. (Millikan 1998:170)

While her examples are about non-coordinating conventions, the points
carries over to “proper” coordination conventions (the ones Lewis studied).
On Millikan’s proposal (chapter 7), the parties to a convention only have to
conform often enough. On Lewis’ official definition, the degree of conformity
has to be almost perfect.42 According to the received view, Lewis cannot
make a substantial concession with respect to the degree of conformity. For
example, Kölbel (1998:304–308) explicitly claims so.

It seems to me that the common lore is wrong on that count. We can
weaken Lewis’ second definition along the following lines (incorporating the

42There is a version of his first definition that allows for conventions whose regularities are
conformed to only in a fraction of cases (Lewis 2002:78 ff.). I think that this version was
only meant to address the vagueness of the “almost”-qualifications and not to make room
for widespread non-conformity.
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suggested changes):43

A pattern of activity R, in action or in action and attitude, is a convention in
a population P if and only if, within P , the following five conditions hold. (Or at
least they almost hold. A few exceptions to the “everyone”s can be tolerated.)

1. Everyone conforms to R often enough.
2. Everyone believes that the others conform to R often enough.
3. This belief that the others conform to R often enough gives, ceteris paribus,

everyone a good and decisive reason to conform to R himself.
4. Ceteris paribus, there is a general preference for general conformity to R

rather than slightly-less-than-general-conformity.
5. R is not the only possible pattern meeting the last two conditions. There

is at least one alternative R′ which could have prevailed as well such that
the belief that the others conformed to R′ often enough would give, ceteris
paribus, everyone a good and decisive reason to conform to R′ likewise; such
that, ceteris paribus, there is a general preference for general conformity to
R′ rather than slightly-less-than-general conformity to R′; and such that
there is normally no way of conforming to R and R′ both.

The two crucial changes are: (i) Clause 1 now only requires often-enough
conformity. In terms of expected utilities it has a determinate content.
Roughly, for every member m and alternative pattern R′′: m’s expected
utility to conform to R must be higher (by some margin) than her expected
utility to conform to R′′ where R′′ is like R except she or some other agent is
behaving differently. (ii) Clauses 2 and 3 are hedged under a ceteris-paribus
assumption. This allows that in a particular situation, the agents prefer not
to deviate from R. I think that it’s not possible to list the conditions in
which this could be so. But we can say at least this: The agents’ conditional
preferences to conform must be so strong that clause 1 is satisfied.

The new proposal is compatible with agents always maximizing their
expected utilities. What may vary are the agents’ preferences in particular
situations.

According to the proposal, the cigar case can be a convention if, amongst
other things, the members of the respective population have, ceteris paribus,
a general preference for handing out cigars at the birth of a boy. On par-
ticular situations of a boy’s birth, the relevant parties are allowed to have
the opposing preference not to hand out a cigar. That is to say that the

43The game theoretical definition can also be changed in a similar way; the basic idea is
that in a coordination game, SNEs in mixed strategies can be conventional regularities.
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new proposal tolerates a certain share of boy-birth events in which the re-
spective agents’ all-things-considered preferences are so as not to conform
to the pattern of activity of the convention. How big this share is depends
on the agents’ expected utilities but it can be substantial.44

A consequence of accepting this modification is that expected utilities
play a more important role. (For this reason I call it the expected-utility
approach.) The moral then seems to be the following: Millikan’s objection
can be answered by modifying Lewis’ definitions.

4.3.4 Explaining convention-conforming behavior
The discussion of common knowledge (§4.3.1) suggests that Lewis assumes
that agents are rational. But he maneuvers between positions of two ex-
tremes:45

• Parties to a convention rationally deliberate. Their actions are brought about
by a deliberative mechanism which elicits behaviors on the basis of their
beliefs, desires, and the instrumental principle (§4.2.1).

• Parties to a convention do not deliberate. Their actions are brought about
by a non-deliberative mechanism, i.e. behavioral dispositions such as habits.

According to the first position, parties reason about what to do. Accord-
ing to the second position, there are no such reasonings. This distinction
is clear cut but arguably too clear cut. The topic is a delicate one since it
bears upon the nature of beliefs and desires and their role in explanations
of actions.46

Hence, I should be clear about the goal of my discussion, namely to
highlight a certain tendency in Lewis’ writing that is implausible.

Exegetical digression I think that there is no conclusive textual evi-
dence to attribute to Lewis one of the two positions and plausibly, as we
will see below, he holds a position that is in between. Yet, Savigny (1985:87)
seems mostly right in interpreting Lewis as leaving “no room for doubt that

44Any degree of conformity above 50% is sufficient in symmetric pure coordination games;
in asymmetric games, the degree can be even lower for some players.

45As far as I know, Kemmerling (1976:120–122) was the first to observe this.
46 Wolfgang Schwarz pointed out to me in p.c. that for a Ramseyian (and Rylean) like

Lewis beliefs and desires can be part of explanations of actions even if they are performed
habitually without any (explicit or implicit) deliberation. According to such a conception,
beliefs and desires are behavioral dispositions.
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[. . .] all but ‘children and the feeble-minded’ are sufficiently rational” (in the
deliberating-sense). Going by quotes, we find support for both positions.
The following supports the first position. It occurs where Lewis explains
how coordination games are solved.

Agents confronted by a coordination problem may [. . .] succeed – if
they do – through the agency of a system of suitably mutual expec-
tations. Thus in example (1) I may go to a certain place because I
expect you to go there, while you go there because you expect me to
[. . .]. In general, each may do his part of one of the possible coordi-
nation equilibria because he expects the others to do theirs, thereby
reaching that equilibrium. (Lewis 2002:24 ff.)

In the context of the quote, Lewis considers that agents come to act
convention-conformingly on the basis of deliberating about what to do. This
deliberation includes the replication of the other’s deliberation about what
to do. So, an agent reasons back and forth, thereby justifying her plan to
act in a certain way.

Other passages suggest that agents need not be deliberating as long they
act rationally and could deliberate. In the context of his Signaling Games
theory Lewis writes:

But we do not have to represent the agents’ actual reasoning. We have
to consider only the rational justifications of their choices by practical
reasoning they could go through, given their beliefs and desires. Yet
this is not to renounce an interest in explaining their choices. Justi-
fications do explain choices, whether or not the agent actually goes
through a process of reasoning following the justification. For it is a
fact of human nature that we tend to act in ways justified by our be-
liefs and desires, even when we do not think through the justification.
I may put it negatively: whatever may be the habitual processes that
actually do control our choices, if they start tending to go against our
beliefs and desires they soon would be overridden, corrected, and re-
trained by explicit practical reasoning. (Lewis 2002:141)

Consequences Depending on the position taken, Lewis’ account (i) ex-
plains and justifies the agents’ behavior in terms of rational deliberation
(first position), (ii) explains their behavior in terms of non-deliberative
mechanisms (however they are brought about) and justifies the behavior
as subjectively rational behavior (second position), or (iii) is in between.
Let us consider the two extremes (i) and (ii) to see why the third option is
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most plausible. (It’s arguably the one Lewis endorsed, see footnote 46 on
page 116.)

Lewis should not endorse the first position. For there are other (non-
deliberating) mechanisms which can explain why agents act rationally.
A plausible candidate is routinized behavior: recurring actions in human
agents tend to become routinized. According to social cognition, a standard
view in social psychology (Fiske and Taylor 1991), routinized actions are
elicited by half-automatic processes which are sensitive to perceptual cues
and are controlled by something like scripts and plans (Schank and Abelson
1977).47

The second position seems thus to be favorable. It still has some explana-
tory force.48 In the long quote above, Lewis explicitly offers an explanation
of rational agency in terms of habitual processes.

The question is whether, of the two explanations, the second is tenable.
I think it is still too demanding. Lewis wants to understand the relevant
habits as follows: the behavior they elicit is the same as the behavior that
would have been elicited if the agent had deliberated. However, many of us
continue to have “bad” habits while being aware of it.

So, the relevant habits required for Lewis’ theory must be special. I
think the guiding picture is that of rational and controllable behavior that
is then learned and routinized. At first we go through the instructions and
double check every step. Later, we “just do it.” So understood, Lewis’
proposal has some appeal.

But it still doesn’t deal well with cases in which the controllability con-
dition is not satisfied. Burge’s sentimental hat-tippers (§4.3.2) are a case
in point: the hat-tippers are somewhat stubborn or sentimental since they
would rather stick to tradition than change their behavior. Insofar as we’re
inclined to say that there can be conventions in such scenarios – and I think
we should say so –, the habits do not satisfy Lewis’ controllability condition.

So, if we want to defend Lewis’ proposal, we should at least endorse the
position according to which agents act rationally on the basis of deliberation
or act so as a result of controllable routinization. But both the rationality of
behavior and controllability of routines are substantial assumptions which

47Research in experimental economics supports the hypothesis that there are other behavior-
controlling mechanisms (Camerer 2003:24). Meanwhile, also philosophers have thought
that conventional behavior is habitual, e.g. Kemmerling (1976:123) and Savigny (1985).

48Contra Kemmerling (1976:123).
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are not trivially met and are problematic in certain cases.

4.3.5 Interim summary

In the previous sections, I’ve suggested some clarifications and changes: (i)
The regularities in action and belief can be extended to ones in action and
attitude (§4.1). This will be useful for Lewis’ Signaling Games theory. (ii)
Lewis’ reason to explicate common interest in terms of proper coordination
equilibria, rather than the more standard strict Nash equilibria, rests on
shaky intuitions (§4.2.3). I don’t find it necessary to follow Lewis here and
suggest to explicate common interest in terms of strict Nash equilibria. (iii)
Conventional “regularities” should be understood as patterns of activity.
(iv) The common-knowledge assumption can and should be dropped. (v)
Alternatives are historically accidental and do not require that the agents
could change their behavior now.

Let us turn now to some objections from the literature before we check
Lewis’ account against the adequacy conditions from §1.4.

4.3.6 General points about the analysis

The complexity of Lewis’ analysis has made many suspicious.49 But, gener-
ally speaking, even if an analysis is bewilderingly complex, its complexity is
by itself not a good argument against it, as long there is no rivaling account
which is at least equally good and less complex. Pragmatically speaking,
bewildering complexity might still be a reason not to use it if the “costs”
outweigh the “benefits”.

Lewis’ account is idealized: There we have perfect conformity, ideally
rational reasoners working out the consequences of their behavior while
replicating each others’ reasoning. Isn’t that an argument against it?50 This
criticism misses the target since Lewis weakened the demanding assumptions
quite a bit and if we follow my suggestions, then we can weaken them even
more.

Another common objection is that Lewis conventions are not normative

49See for example Millikan (1998), Nolan (2005:158 ff.), and Schwarz (2009:189 ff.).
50For example Savigny (1988:§§11–15) criticizes Lewis’ analysis for taking for granted that

human agents are rather individuals acting rationally than social beings and thereby
undervaluing the role of sanctions.
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in an interesting sense.51 Since convention-conforming behavior is rational
and is explained (or at least justified) in terms of the instrumental principle,
only prudential oughts are entailed. That is, Lewis conventions involve
oughts with a recommending but not – as some require52 – a demanding
character. Since I distinguish between conventions and social norms (§1.2),
I think that Lewis’ analysis is as it should be in this respect. This is not to
deny that there is also an interesting notion of a normative convention; in
fact I introduce it in §8.2.3.

4.3.7 Conventions without common interest

According to Lewis, conventions serve a common interest (Lewis 1975:5) (in
the sense that everyone wants to conform and wants the others to conform;
see §4.3.7). But it seems that there are conventions which have other social
functions. Let us consider the following cases which seem problematic for
Lewis’ analysis: (i) to hold the fork in the right hand, (ii) to open doors
for women, and (iii) to dress as the others do.53 These cases seem to be
ordinary conventions. But in all these cases, the respective convention does
not seem to exist because it serves a common interest but because people
do not want to be non-conformists.

There are two striking features about these cases. First, there are nor-
mative expectations present in all the cases. For this reason, I think we
should count the cases as social norms. This illustrates that the distinction
between conventions and social norms is helpful: we don’t have to squeeze
everything into the same bag.

Second, if one follows my suggestion to understand what it is to be in
the common interest in terms of strict Nash equilibria (or in terms of Nash
equilibria that satisfy some stability condition), then the above cases can
be counted as conventions. For example, in the “dress as the others do”
case everyone would be worse off if one were to deviate. That is to say that
dressing as the others do is a strict Nash equilibrium. Hence, these examples
can be counted as normative conventions since they are a combination of a
social norm and a convention (see 8.2.3).

51Also Lewis (2002:97) observes this.
52E.g. Gilbert (1989:§4.6 ff.), Kemmerling (1976:§4.3), and other proposals following Hart’s

analysis of a rule (Hart 1997): Savigny (1988) and Glock (2010).
53Cases (i) and (ii) are from Schiffer (1972:152); case (iii) is adapted from Gilbert (1989:§IV

4.4). The point is also discussed in (Schwarz 2009:192).
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4.3.8 Adequacy of Lewis’ account
Lewis’ account comes close to being adequate according to the adequacy
conditions proposed in §1.4. To highlight some important points: With
regard to the pre-theoretic characterizations, Lewis’ account does not in-
clude dispositional conventions (DesC1). On the basis of the expected-utility
approach, it allows for conventions in a community with widespread non-
conformity. This is required for being relatively robust (DesC1). The main
issue is, in my opinion, that Lewis takes for granted that humans act ratio-
nally on the basis of rational deliberation (or, if habits took over, then they
still must be under rational control). Insofar as humans function differently,
the account does not satisfy the condition that conventional behavior must
be feasible for humans (DesC5). I think that this is indeed so. So one should
aim at an account that allows that agents conform to conventions on the
basis of social habits and other non-deliberating mechanisms.54

4.4 Summary
In this chapter, I’ve discussed Lewis’ account of conventions and rehabili-
tated his game theoretical definition. Lewis oscillates between an analysis
of rationalistic conventions and rationally justifiable conventions, while dis-
positional conventions are not considered.

I’ve argued that Lewis’ analysis should receive six changes: (i) The
regularities in action and belief can be extended to ones in action and atti-
tude (§4.1). (ii) “Regularities” should be understood as patterns of activity
(§4.3.3). (iii) The almost perfect conformity condition should be weakened
to “often enough” conformity (§4.3.3). (iv) The candidates for conventions
and alternatives should be restricted to those that are feasible (§4.3.2).
(v) We should explicate common interest in terms of strict Nash equilib-
ria (§4.2.3). (vi) The common-knowledge assumption should be given up
(§4.3.1).

54For similar verdicts, see e.g. (Burge 1975), (Kemmerling 1976:§1), (Grandy 1977), (Savi-
gny 1988:§§11–15), (Camerer 2003:24).





Chapter 5
Signaling Games

The International Code of Signals lists a correspondence of flag hoists and
certain predicaments. That is, it gives a contingency plan for ships (strictly,
for ships’ officers) of the form: if in such-and-such predicament, hoist
such-and-such flags. There is a complementary contingency plan for ships
that observe flags on nearby ships: if a ship hoists such-and-such flags, act as
would be appropriate on the assumption that it is in such-and-such
predicament. Ships do regularly act according to these two complementary
contingency plans.

Convention
David Lewis

The chapter epigraph illustrates the Signaling Games approach: There
is a conventional signaling regularity consisting in senders giving signals and
receivers reacting to them. If such a convention prevails, the signals are said
to have a meaning.

In philosophy Signaling Games go back to David Lewis. Lewis rejected
his theory since he thought it was too limited to explain certain features of
human languages (§5.4). Nevertheless, we shouldn’t dismiss such accounts
too quickly. One reason is that they are simply so appealing: they are simple
and instructive. Many topics of the conventionalist project can already be
discussed on their basis. Moreover, researchers from different fields continue
to contribute to the Signaling Games tradition.1

1For a recent overview of the theory of signaling games, see (Sobel 2009). For recent
overviews in philosophy and in linguistics, see (Rescorla 2007) and (Benz et al. 2005a),
respectively. In biology, the model of Grafen (1990) has been influential. In economics,
the article by Spence (1973) is the classic. Kemmerling (1976:64–74) provides an early
and comprehensive discussion of Lewis’ theory.
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I’ll focus on Lewis’ theory since it’s the one that is philosophically rel-
evant. Lewis’ main aim in developing the account was to refute two spec-
tacular claims of Quine. First, following Russell, Quine (1976a) challenged
conventionalist analyses of meaning by pointing out that conventions are
something themselves requiring a language. That is, Quine invoked the
regress argument I mentioned in §1.1.4. Second, Quine (1980) argued in his
classic Two dogmas of empiricism against the “dogmatic” analytic/synthetic
distinction. Lewis accepted Quine’s arguments as a challenge and proposed
a solution to them in Convention (Lewis 2002). The solution consists in
two parts. First, Lewis gives a careful analysis of a notion of a conven-
tion which does not depend on language – the one we know from the last
chapter. Second, he analyzes a notion of meaning which can be used to de-
fend the analytic/synthetic distinction in terms of Lewis conventions. The
basic model he uses for the second part is a so-called “two-sided signaling
problem” or “signaling game,” as it is called today.

If, in a signaling game, agents give signals and react to them in a certain
conventional way, we say that there is a signaling system. This is deliber-
ately left vague at the moment but with it in mind, we can characterize a
Signaling Games account by the following three claims:

SG1. A theoretically interesting part of natural languages can be explained by
signaling systems.

SG2. Important parts of a signaling system are: (i) signals, (ii) a population, (iii)
a sender and receiver role, (iv) states of affairs observable by senders, (v)
reactions of receivers, (vi) a pattern of activity prevailing in the population
to use signals according to certain contingency plans. The contingency plans
for the members of the population consist of two parts, one for the sender-
role and one for the receiver-role.
a. A sender’s plan determines which signal to produce depending on what

the sender has observed, her desires, and her beliefs.
b. A receiver’s plan determines how to react to an observed signal depend-

ing on her desires and beliefs.

SG3. Signals in a signaling system have a meaning in virtue of the fact that there is
a pattern of activity that is a convention in the population. Which meanings
the signals have depends on the pattern which is the convention.

The meaning of these claims will become clear as we go on. But, let me
quickly elaborate on what I mean by SG1. What I have in mind here is
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what Resnik (2002:4) calls an “explanatory idealization.” An explanatory
idealization provides a model for several aspects of a phenomenon which are
deemed as important and analyzes the relations of the modeled parts. The
model is explanatory insofar as it has explanatory force for the modeled
slice of reality.

The plan for this chapter is as follows. I begin by describing three moti-
vating examples of signaling games in §5.1. Thereby I informally introduce
the core ideas of Signaling Games accounts. In §5.2 I present Lewis’ Sig-
naling Games theory. I discuss it in §5.3; in particular, I offer a rejoinder
to the regress argument in this section and consider the question whether
Lewis is indeed Gricean. I’m not discussing Lewis’ solution to rehabilitat-
ing the analytic/synthetic distinction. It is a contested topic and for my
purposes, it is not necessary to discuss it.2 I evaluate Lewis’ theory in §5.4.
The chapter ends with a summary in §5.5.

5.1 Motivating examples
Signaling is ubiquitous, ranging from speaking, gesturing, and flag hoisting
among humans to various behaviors among animals. I’ll focus on homely
cases of signaling which show some variation. The variation I’m interested
in relates to the distinction between rationalistic, rationally justifiable, and
dispositional conventions (§1.2). I provide for each case an example of sig-
naling.

5.1.1 Newman’s lanterns and Revere’s warnings

The following true story is Lewis’ famous example of a signaling game.3 It’s
an example of signaling on the basis of rational deliberation.

Paul Revere, an American war activist during the Revolutionary War,
instructed Robert Newman, the sexton of the Old North Church of Boston,
to inform the colonists in Charlestown about the movements of the British
troops (who were called “the redcoats” in those days) which Newman could
observe. Revere and Newman were prepared for three situations: The red-
coats staying home, their setting out by land, and their setting out by sea.

2But see (Lewis 2002:173–177, 195–202, 203–208) for Lewis’ discussion.
3See (Lewis 2002:122 ff.). Two well-sourced Wikipedia articles about Revere and his com-
munication with Newman are (Wikipedia 10.03.2009) and (Wikipedia 13.03.2009).
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If the redcoats were staying home, Newman would go home. If they set out
by land, Newman would warn the colonists that the redcoats are coming
by land. If they set out by sea, Newman would warn the colonists that the
redcoats are coming by sea. Revere’s and Newman’s joint problem was to
communicate without being noticed by the redcoats. This turned out to be
difficult since riding from Boston to Charlestown was too risky. Mind you,
this was 1775: no Morse code, no telephones, no Internet. Revere solved
their problem by instructing Newman to communicate by using lanterns as
signals. But how did Newman and Revere manage to communicate?

Newman acted according to a contingency plan. An example of a con-
tingency plan is the following one (called “S1”):

• Hang no lantern, if the redcoats are observed staying home.
• Hang one lantern, if they set out by land.
• Hang two lanterns, if they set out by sea.

Newman could have acted otherwise. There are many other contingency
plans which only involve these three signals (no lantern/one lantern/two
lanterns) and the three conditions (redcoats stay home/set out by land/set
out by sea). To mention but another one of them (“S2”):

• Hang no lantern, if the redcoats are observed setting out by sea.
• Hang one lantern, if they stay home.
• Hang two lanterns, if they set out by land.

Also Revere acted according to a contingency plan (“R1”):

• Go home, if no lantern is observed.
• Warn the countryside that the redcoats are coming by land, if one lantern is

observed.
• Warn the countryside that the redcoats are coming by sea, if two lanterns

are observed.

Likewise, also Revere could have acted otherwise since there are many
other contingency plans for him. Revere and Newman had a common inter-
est in successful communication. But not every combination of individual
contingency plans is suitable to achieve this. E.g., the combination S2-
R1 would have disastrous consequences when the redcoats set out by sea:
Newman would hang no lantern and upon this observation Revere would
go home, leaving the countryside unwarned. So, to communicate success-
fully, Newman and Revere have to coordinate. Historically, communication
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between Newman and Revere was successful. They acted according to a
signaling convention, i.e., to act according to such contingency plans. New-
man acted according to S1 and Revere according to R1. They could also
have coordinated on another pair of “suitable” contingency plans (e.g. by
swapping the signals in a suitable way). But for each of them it was optimal
to act the way he acted on condition that the other stuck to his contingency
plan.

Being a good story, what’s its moral? After all, we wanted to have a
conventionalist theory of meaning but in no word was “meaning” mentioned.
However, this is as it should be. We want to have a description of those
non-semantic facts on which the semantic facts supervene; or at least, the
description should not use the notion of linguistic meaning, while it may use
more basic semantic notions. Lewis’ insight was that in the case of Newman
and Revere we are inclined to attribute meanings to the signals they use.
In other words, Lewis proposed that if Newman and Revere do signal and
act regularly in a conventional way where both act according to suitable
contingency plans, then the signals have meanings:

I have now described the character of a case of signaling without men-
tioning the meaning of the signals: that two lanterns meant that the
redcoats were coming by sea, or whatever. But nothing important
seems to have been left unsaid, so what has been said must somehow
imply that the signals have their meanings. (Lewis 2002:124–125)

According to Lewis’ Signaling Games proposal, the signaling convention
determines the meaning of the signals – just as the conventionality thesis
has it. But, in this case, Newman instructed Revere and thereby they were
using a language they already had to establish their signaling convention.
In general, we don’t want to assume that signaling conventions depend on
a prior shared language. Fortunately, we don’t have to.

5.1.2 Suske’s weather forecasts and Wiske’s dress
A simpler example without presupposing language and rational deliberation
is this. Suske and Wiske have, for whatever reason, a common interest in the
following: Whenever it will rain on the coming day, both want Wiske to take
a raincoat with her. And whenever it will be sunny on the coming day, both
want Wiske to wear her beautiful sunglasses. Depending on the weather
report Suske hears, he gives her a certain signal. When it’s going to rain, he
shows her a green card. When it’s going to be sunny, he shows her a red card.
Wiske reacts to seeing a green card by taking a raincoat with her on the
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coming day. She reacts to seeing a red card by wearing sunglasses. This is a
regularity between Suske and Wiske, developed habitually over time. In the
beginning, coordination was not so successful but over time, they conformed
more and more. Nowadays, it’s a rationally justifiable convention between
them.

Again the notions of meaning and other semantic notions in the neigh-
borhood were nowhere used in the description of the example. Nevertheless,
I take us to be inclined to say that showing a green (red) card means some-
thing among them. There are two obvious meaning attributions. First,
showing a green (red) card means that it’s going to rain (be sunny) on the
coming day among them. Second, showing a green (red) card means to take
a raincoat with you (to wear sunglasses) on the coming day among them.

5.1.3 The alarm calls of vervet monkeys
The last two examples made an implicit assumption, namely that the agents
act rationally in the sense that they choose their actions or contingency plans
by deliberating. In the first example, Newman and Revere are assumed to
deliberate. In the second example, Suske and Wiske didn’t deliberate but
they could have. But is deliberating or the possibility to do so a strict
requirement? I think not. The signaling behavior of vervet monkeys is a
case in point where we have signaling on the basis of behavioral dispositions
but presumably without rational deliberation.

Vervet monkeys use different alarms calls to warn their peers about
predators. They are reported to have three alarm calls, “pyow” for leopards,
“hack” for eagles, and a third one for snakes (whose sound never seems to
be described in the literature). If a vervet observes one of these predators,
then it gives a suitable alarm call. That is, if a vervet observes a leopard,
then it produces “pyow-pyow-. . .” sounds. If it observes an eagle, then it
produces “hack-hack-. . .” sounds, and so on. Upon receiving one of these
calls, the peers show evasive behavior. The evasive behavior is specific to
the alarm call. For example, upon hearing “hack,” vervets typically freeze
because eagles pick up their position by observing their movements. But
the evasive behavior associated with an alarm call is not always exactly the
same. The vervets do what is best for escaping in the very situation they
find themselves in. For this reason, it seems more apt to say that an alarm
call indicates that the respective predators are invading the territory (in the
sense of being a natural sign of ) than to say that an alarm call instructs the
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peers to escape in a certain way. Moreover, the vervets’ signaling behavior
seems to be the result of an evolutionary adaption and there seems to be
no evidence that vervets consciously and deliberately choose to signal and
react in the ways they do.4

5.2 Lewis’ Signaling Games theory
The three examples considered in the last section have a common structure:
First, the examples consist of a certain type of strategic situation in which
signals play an important role to coordinate the agents’ behavior. Second,
there is a certain pattern in their behavior. Third, the signals used in the
respective situations can be attributed a content.

Lewis’ proposal is that such contents of signals are their meanings if the
pattern of activity is a signaling convention.5 According to the proposal, the
first part of the common structure is analyzed in terms of so-called signaling
games, a class of games in which the strategic role of informational asym-
metry is studied. The second part is analyzed in terms of Lewis conventions
and the third relates to a meaning-determination claim.

Lewis calls the kind of signaling game he uses “two-sided signaling prob-
lems” (see Lewis 2002:130 ff.). I’ll use Lewis’ term to avoid misunderstand-
ings.6

By using two-sided signaling problems, Lewis’ theory emphasizes the
4A classic reference about the signaling of vervet monkeys is (Cheney and Seyfarth 1992)
but see also the blog article by Lieberman (26.05.2006) referencing and evaluating more
studies.

5Surprisingly, Lewis (2002:147) remarks that conventions are not necessary to “define
meaning for signals.” I’m not sure what Lewis’ point is. Maybe the point is that to
define what a signal means in a possible signaling system, the signaling system does not
have to be actually used. Or maybe he wanted to allow for signaling systems that are
used among vervet monkeys who are, arguably, cognitively too limited to be party to a
Lewis convention. If the latter, I think he should have chosen a notion of a dispositional
convention. Subsequently, I ignore Lewis’ remark.

6Two remarks are in order. (i) In terms of the theory of signaling games, a two-sided
signaling problem could be called more precisely a deterministic one-sender/one-receiver
signaling game with costless signals without meaning using proper coordination equilib-
ria as the solution concept. (ii) Lewis (2002:128–130) also considered one-sided signal-
ing problems in which either only senders or only receivers in a population coordinate,
e.g. horse-riders who guide their horses by yelling “gee!” and “haw!” – where the horses
don’t coordinate with the riders but the different riders do, to train the horses to react in
a certain way.
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strategic aspects of signaling and thereby of communication in general. For
example, it describes the situation of Suske and Wiske in a slightly different
way:

(1) Suske has access to weather reports and, based on this information, he sends
a signal to Wiske. Wiske, in turn, has no access to the weather reports but
does to Suske’s signals. Based on what Wiske saw, she reacts by taking
the appropriate dress with her. Each of them has preferences over the
way Wiske’s reactions are related to the state of the world Suske observed.
To serve their individual interests, each of them has to choose among the
contingency plans (or strategies) available to them.

5.2.1 Two-sided signaling problems

A two-sided signaling problem is a type of situation with two agents, S
(“sender”) and R (“receiver”), a finite set T (“types”) of states the world
can be in, a finite set M of messages (or signals) S can send to R, a finite
set A of actions R can perform upon having received a message, and for
each agent payoff functions US and UR from T × A into R. The strategy
spaces are defined as follows. A strategy σ of S is a function from T into
M , interpreted as acts of signaling messages m depending on the states t of
the world. A strategy ρ of R is a function from M into A, interpreted as
reactions a depending on the observed message m. A strategy profile ⟨σ, ρ⟩
of a two-sided signaling problem is any tuple consisting of a sender strategy
σ and a receiver strategy ρ. Formally, two-sided signaling problems can be
modeled by tuples of the form ⟨{S,R}, T,M,A,US , UR⟩.

The following assumptions are made about the two-sided signaling prob-
lem: S can reliably observe the state t ∈ T the world is in, i.e., S is assumed
to know t (or at least to act as if she knew it). S has a certain preference
US over R’s actions a ∈ A depending on the state t the world is in. S
can send a message m ∈ M to R (by signaling m to R). Upon observing
the state the world is in, S sends some message m ∈ M to R. R also has
certain preferences UR over her reactions which also depend on the state of
the world. R cannot observe the state of the world and is uncertain about
the actual state. R can reliably observe S’s signals. Upon observing S’s
message m, R reacts to it by performing an action a ∈ A. Furthermore,
the payoff functions of the sender and receiver are assumed to have the
following properties. (i) If in a state t the receiver reacts in a way pre-
ferred by the sender, the payoffs Ux(t, a) are 1, for x = S,R; otherwise
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0. (ii) the payoff functions US and UR are such that they determine a
unique dependency F of the receiver’s behavior on the state t the world is
in that both prefer to other possible dependencies.7 F can be described by
a function from T into A. For simplicity, we assume that the states the
world can be in are equiprobable (i.e. p(t) = 1/ |T |) and that the agents
only care about whether R’s reaction a in some state t accords with ac-
tion F (t) or not. The payoff functions US and UR for the strategy profiles
of the sender and the receiver are then defined as expected utilities, i.e.:
Ux(σ, ρ) =

∑
t∈T p(t)× Ux(t, ρ(σ(t))). Since, the states are equiprobable,

we can simplify the definition to Ux(σ, ρ) =
∑

t∈T Ux(t, ρ(σ(t))). Finally,
T , M , and A are assumed to have the same number of elements.8

A consequence of this definition is that in a two-sided signaling problem,
both agents face an interdependent decision problem. S can choose which
message to signal based on her observation of the actual state of the world.
R can choose how to react to the message she observes. The strategic
problem is that both want that R’s reactions depend according to F on the
state the world is in. However, while S knows the state the world is in, S
cannot make R to act accordingly but can only signal some message. And
while R can act in certain ways, R does not know the world is in.

5.2.2 The two-sided signaling problem of Suske and Wiske

We can apply the definition of a two-sided signaling problem to
the Suske-and-Wiske example. It illustrates the simplest non-trivial
case, namely a two-sided signaling problem G1 with two agents, two
states {rainy, sunny}, two messages {green card, red card}, two actions
{wear sunglasses, take raincoat}, and a coinciding interest in coordination,
as the payoff table over the product of the states and actions shows:

7If S and R’s preferences are so unaligned that there is no such F , then, by stipulation of
what a two-sided signaling problem is, they can’t be part of a two-sided signaling problem.

8These definitions are slightly more restrictive than the one from Lewis (2002:130 ff.):
(i) Lewis allows for an audience consisting of more than one member, i.e. for one-
sender/multi-receiver-scenarios. (ii) Lewis only assumes that |T | = |A| ≤ |M |. (iii)
Lewis does not require that the states t, t′ ∈ T are equiprobable. (iv) Lewis does not
use the simple utilities over states and actions but only requires a common interest in a
certain state-reaction-dependency which I designate by “F”. For our discussion, we don’t
need the more general definitions since the points I make also go through in the more
general case.
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To wear sunglasses To take raincoat
It’s rainy 0, 0 1, 1
It’s sunny 1, 1 0, 0

The common interest in coordination determines a dependency F of
Wiske’s reactions on the states as follows:

• It’s rainy ⇒ Wiske takes her raincoat.
• It’s sunny ⇒ Wiske wears sunglasses.

That is, if it is sunny, both desire that Wiske reacts by wearing sun-
glasses. If it is rainy, both desire that Wiske reacts by taking her raincoat.
In the two-sided signaling problem they are in, Suske consequently should
choose the messages green card and red card in the states she observes so as
to achieve coordination. This in turn requires that Wiske reacts to the mes-
sages appropriately. The strategic situation is as follows. Suske’s strategies
are:

• GG: to always show the green card,
• RR: to always show the red card,
• GR: to show the green card when it’s rainy and to show the red card when

it’s sunny, and
• RG: to show the red card when it’s rainy and to show the green card when

it’s sunny.

Wiske’s strategies are:

• SS: to always wear sunglasses,
• RR: to always take her raincoat,
• SR: to wear sunglasses when observing the green card and to take her rain-

coat when observing the red card, and
• RS: to wear sunglasses when observing the red card and to take her raincoat

when observing the green card.

Applying the expected utility definition, the following strategic game
results:

SS SR RS RR
RR 1, 1 1, 1 1, 1 1, 1
RG 1, 1 2, 2 0, 0 1, 1
GR 1, 1 0, 0 2, 2 1, 1
GG 1, 1 1, 1 1, 1 1, 1



5.2. Lewis’ Signaling Games theory 133

5.2.3 Admissible strategies and signaling systems

The simplest two-sided signaling problem illustrated by Suske and Wiske
makes us aware of the fact that already simple cases lead to a complex
strategic situation. Since both Suske and Wiske have each 4 strategies, there
are already 16 strategy profiles in this simple case.9 The strategy profiles fall
into three categories. First, there are the ones like ⟨RG,RS⟩ and ⟨GR,SR⟩
in which the agents manage to always miscoordinate. In such a situation,
Suske does not get across what he wants to signal since Wiske does not react
in a way realizing the commonly desired dependency F . In these cases, there
is some sort of communication but it’s miscommunication. Second, there are
strategy profiles like ⟨RR,SS⟩ where the receiver at least sometimes reacts
in a way desired by the sender. Here, there is no communication because
the receiver’s action is independent of the signal sent. Third, there are
strategy profiles like ⟨RG,SR⟩ and ⟨GR,RS⟩ which maximize the expected
utilities because in all states coordination is achieved. That is, they realize
communication. The agents’ coordinated actions accord with the commonly
desired dependency F .

Lewis singles out the strategy profiles of the third category as follows. A
sender’s strategy σ is called “admissible” iff it is a one-to-one function from
T into M . A receiver’s strategy is called “admissible” iff it is a one-to-one
function from M into T . By restricting the strategy profiles to those con-
sisting of admissible strategies, we arrive at the following restricted strategic
game:

SR RS
RG 2, 2 0, 0
GR 0, 0 2, 2

The strategy profiles of the restricted game now either belong to the
miscoordination- or to the coordination-category. Moreover, the strategy
profiles ⟨σ, ρ⟩ bringing about coordination combine so as to realize F : in all
states t the world can be in, the receiver’s reaction to the sender’s signal is
the same as the one determined by F , i.e. ∀t ∈ T : ρ(σ(t)) = F (t). Lewis
calls such strategy profiles “signaling systems.” It is easy to see that signal-
ing systems are proper coordination equilibria (see §4.2.3) in the strategic

9In general, in a two-sided signaling problem with |M | messages, each player has |M |2
strategies yielding a space of strategy profiles of size |M |4.
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game restricted to admissible strategies. Proof : Assume that ⟨σ, ρ⟩ is a sig-
naling system. Then, by definition of the utility functions, ⟨σ, ρ⟩ maximizes
the payoff of Ux for x = S,R since in every state t, ρ(σ(t)) = F (t). Al-
ternatives to ⟨σ, ρ⟩ are ⟨σ′, ρ⟩ and ⟨σ, ρ′⟩ for a sender’s admissible strategy
profile σ′ ̸= σ and a receiver’s strategy profile ρ′ ̸= ρ. But alternatives do
not maximize the payoff since for at least one element in the domain of
σ′ or ρ′, respectively, the function yields a different value such that for t,
ρ(σ′(t)) ̸= F (t) (or ρ′(σ(t)) ̸= F (t), respectively). Thus, since ⟨σ, ρ⟩ is a
row- and column-maximum, ⟨σ, ρ⟩ is a proper coordination equilibrium.

This should remind us of Lewis’ analysis of conventions. For coordina-
tion problems were analyzed in terms of proper coordination equilibria. It
follows from the results Lewis has proved (Lewis 2002:132 ff.) that every
non-trivial (|M | > 1) two-sided signaling problem has at least two proper
coordination equilibria. Thus, non-trivial two-sided signaling problems are
a kind of coordination problem as introduced in §4.2.3.

5.2.4 From signaling conventions to meaning

That two-sided signaling problems relate to conventions is not accidental.
We can make the relation more explicit. A signaling convention is a (Lewis)
convention applying to two-sided signaling problems, understood now more
abstractly such that S and R denote roles instead of particular agents.10

That is, signaling conventions are conventions applying to a special type of
situation. A little bit more precisely, a signaling convention with regard to a
two-sided signaling problem G among a population P is a convention among
P whose members are involved in pairs as senders and receivers in the two-
sided signaling problem G in which they behave according to a strategy
profile ⟨σ, ρ⟩ which is a signaling system. We then say that ⟨σ, ρ⟩ is a con-
ventional signaling system among P with regard to G. Signaling conventions
have a goal or social function (§4.3.2): They guarantee that senders and re-
ceivers behave so as to realize the commonly desired dependency F of G. In
other words, signaling conventions are a means to realize the dependency
F of an abstract two-sided signaling problem in a population.

Suske and Wiske’s pattern of activity is a first example of a signaling
convention. In the notation introduced above, they behave according to the

10This kind of move to abstract games from the particular agents has been discussed in
§4.2.4.
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strategy profile ⟨GR,RS⟩. The profile is a signaling system and a convention
among them. Let us reflect on what they do. Suske shows the green card
when it’s rainy and the red one when it’s sunny. Wiske reacts by taking her
raincoat or wearing sunglasses, respectively. So, we can say that showing
the green card indicates both that it’s rainy and that Wiske is going to
take her raincoat. It is now not without appeal to say that showing the
green card means that it’s rainy. And likewise, that showing the green card
means that Wiske is to take her raincoat. (Hence the message “showing the
green card” is ambiguous; I’ll return to this below in this section and in the
subsequent section.)

This reflection on what Suske and Wiske do by being party to their
signaling convention suggests that conventional signaling patterns determine
the meaning of the signals. There is even a simple procedure to determine
the meanings of the signals in a signaling convention.

Observe that a signal has two meanings. One of them is linguistically
expressed by a “that”-clause, the other by a “to”-clause. In the running
example, the first meaning of showing the green card is that it’s rainy. The
second meaning is to take her raincoat. So, the first meaning designates
what is the case while the second meaning designates what is to be done.
Consequently, let us call the first meaning the signal’s indicative meaning
and the second meaning its imperative meaning. If a signaling convention
to act according to some strategy profile ⟨σ, ρ⟩ prevails among a population
in a two-sided signaling problem ⟨{S,R}, T,M,A,US , UR⟩, then, for t ∈ T
and m ∈ M , the indicative meaning that t is the case of a message m is
determined by the pre-image of the sender-part of the pattern as follows.
The indicative meaning of m in these circumstances is that the single state
t in σ−1(m) is the case. Since σ is one-to-one, it is guaranteed that there
is exactly one element in its pre-image. The imperative meaning to do a of
a message m is determined by the image of the receiver-part of the pattern
as follows, for some a ∈ A and m ∈ M . The imperative meaning of m in
these circumstances is to do action a = ρ(m). Since ρ is also one-to-one, it
is guaranteed that there is exactly one element in its image.

5.2.5 From signals to sentences
The account developed so far can be generalized. Until now, we’ve only
considered the simple two-sided signaling problem G1 between Suske and
Wiske with two messages which could be used to perform communication
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acts somewhat similar to speech acts of informing and commanding. But
one might well ask how signaling messages relates to linguistic conversation.

The current account lacks several linguistic core notions: language, lin-
guistic expression, grammar, and a proper semantics. In particular, the
messages have no syntactic structure. For this reason, it’s a stretch to call
them “sentences.” Moreover, there is neither a notion of truth in a lan-
guage, nor are important semantic phenomena like reference, indexicality,
and vagueness taken into account. Also, the relation of the messages to
their use is simplistic. At least one central speech act, the one of asking, is
omitted, and clearly, there are many more.

As Lewis (2002:141–152) has shown, some of these concerns can be ad-
dressed easily. The step to truth is simple. If a signaling convention pre-
vails, then we can define a message’s truth condition relative to a situation
as follows. Let there be a signaling convention to do ⟨σ, ρ⟩ in a two sided
signaling problem ⟨{S,R}, T,M,A,US , UR⟩ among a population P . Then
for a message m ∈ M , according to its indicative meaning that t is the case,
m is true in an utterance situation s iff in s, t is the case. E.g. the green
card is true in an utterance situation s iff in s, it is rainy.

From the example we know that messages can be assigned different kinds
of meanings, at least indicative meanings and imperative meanings. Do we
have to decide between the two for assignments of truth conditions and if so,
how? Does it make sense to say that a message is “true” in its imperative
meaning? With regard to the latter question, we can extend our talk to sat-
isfaction conditions. In this sense, signals in either meaning can be satisfied
in an utterance situation. The former question is trickier. Lewis wanted to
decide between the two as follows. If the receivers in a two-sided signaling
problem deliberate upon receiving the signal before they act, then this is
evidence for assigning the signal an indicative meaning. But if they just
react to the signal, then it has an imperative meaning (cf. Lewis 2002:144,
146).11

Given a signaling convention and for each message a mood assignment,
we can derive a function L which assigns to every message a complex mean-

11But see (Millikan 1995b, 2006) and in particular (Harms 2004) and (Huttegger 2007)
who argue that we needn’t decide between the two meanings. For a signal can have
both meanings: It can indicate that something is the case and demand or motivate to do
something. Their proposals are discussed in chapter 7 (without focusing on this special
topic).
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ing ⟨µ, τ⟩ where µ is the signal’s mood and τ is its satisfaction condition.12

The two components of a complex meaning can be interpreted as follows.
A mood can be identified with the signaling act’s illocutionary force. A
satisfaction condition for indicatives is a truth condition; for other moods
it’s (typically) something else, e.g. for imperatives it’s the condition that
almost every receiver obeys the imperative meaning. Moods are abstract
entities. Lewis uses code numbers: 0 for indicative and 1 for imperative.

In the simple two-sided signaling problem between Suske and Wiske, the
red card’s indicative meaning is now coded as the pair ⟨0, that it is sunny⟩
and its imperative use as ⟨1, to wear sunglasses⟩. If we have evidence that
the red card is used imperatively, then we set the value of L(red card) to
⟨1, to wear sunglasses⟩; otherwise we set it to ⟨0, that it is sunny⟩.

If, in addition, the messages are now verbal expressions and the sender’s
signaling acts are acts of uttering such expressions, then the two-sided sig-
naling problem is more akin to a model of linguistic communication. Verbal
expressions are finite sequences of types of sounds or marks which satisfy
the following conditions: (i) they can be tokened by the senders (by ut-
tering or inscribing them), (ii) their tokens can be easily observed by the
receivers, (iii) no party has strong (extraneous) preferences for or against
them being tokened and the preferences are independent of the state the
world is in.13 Lewis’ called such two-sided signaling problems which have
verbal expressions as messages “verbal.”

We can now define what is for a verbal expression to be satisfied in L in
an utterance situation. The definition is relative to a signaling convention
of a verbal two-sided signaling problem among members of a population
P in which the signal meaning of any m ∈ M is L(m) = ⟨µm, τm⟩. We
say that an utterance of a verbal expression m is “satisfied in L in the
utterance situation s” iff τm is µm-satisfied in s. A satisfaction condition
τ is µ-satisfied in s as follows. If µ = 0 (indicative), then τ is µ-satisfied
iff τ in s is the case. If µ = 1 (imperative), then τ is µ-satisfied in s iff

12The idea to describe the signal meanings in this way is based on Stenius (1967).
13Cf. Lewis (2002:141 ff.). I think that these conditions should only be understood as

indicators for some behavior to be verbal signaling behavior. Savigny (1988:§19) proposes
some more indicators which seem plausible to me: The perception of a token depends only
to a little degree on the attentiveness of the receiver, the tokens have few other functions
than to be used as signals, the production of a token should be easy and not be very
expensive for a sender, and they should have few exchangeable parts, i.e. their parts
make a specific contribution in the whole signaling-pattern.
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what almost every receiver in s does is τ .14 If the set of messages are verbal
expressions having a meaning assigned by a function L, L can be said to be
a signaling language and the verbal signals can be called “sentences.” The
signaling language might be rudimentary but this is no reason not to call it
a language.

There are two noteworthy points. First, we had to add an index s for
the utterance situation to the assignments of satisfaction conditions. Having
such an index allows us to generalize the setting to signals with an indexical
meaning in the obvious ways. E.g. the indicative verbal expression “I am
here” could have the following satisfaction condition: the sender in s is in s
at the location of s.

Second, we can use the foregoing to say what it is for a population P
(or a linguistic community, if you like) to use a signaling language L. We
can do so in two steps: (i) We have to define what Lewis (2002:148 ff.) calls
a “convention of truthfulness.” (ii) We use this definition to define what it
is to use a language.

If G = ⟨{S,R}, T,M,A,US , UR⟩ is a two-sided signaling problem with
a strategy profile ⟨σ, ρ⟩ of G and P is a population of agents, then we say
that “there is a convention of truthfulness in ⟨σ, ρ⟩ among members of P”
iff ⟨σ, ρ⟩ is a conventional signaling system among P with regard to G. This
amounts to saying that senders try to utter whichever verbal expression
is satisfied in that instance, and the receiver responds by doing whatever
seems best on the assumption that the sender has succeeded in uttering a
verbal expression which is satisfied.15

Then, we can say that “a population P uses a signaling language L” iff

1. there is a two-sided signaling problem G = ⟨{S,R}, T,M,A,US , UR⟩ with a
strategy profile ⟨σ, ρ⟩ of G, and

2. there is a convention C of truthfulness in ⟨σ, ρ⟩ among members of P , and
3. L is the signaling language determined by C.

Let us quickly look back before we move on. The generalized theory
could make up for several of the linguistic core notions we missed. One

14I deviate here in style but not in substance from Lewis since I want to prepare a general-
ization to add more moods. See §5.3.2.

15That is, receivers could be called “trusting” since it is assumed that they believe that
senders are truthful and act accordingly. Their assumption is generally justified since the
existence of a convention entails that the defining clauses of the conventions are satisfied,
in particular, the common knowledge condition.
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of the remaining limitations are the missing moods. For questions, Lewis
proposed that we should treat them as special imperatives of the kind: “I
want you to tell me . . .,” cf. (Lewis 1970). But can we add more moods for
other illocutionary forces? I think we can, see below. Another limitation is
that only sentences are represented in verbal two-sided signaling problems.
The reason is that messages are unstructured. So, we also lack a grammar
and something which assigns a meaning to words and other kinds of sub-
sentential expressions.

Additionally, it seems implausible that his theory can explain the sig-
naling behavior of vervet monkeys. The reason is that it is implausible that
there can be a Lewis convention among vervet monkeys because (very likely)
these animals couldn’t rationally deliberate as Lewis requires.16 (The other
two cases – Newman/Revere and Suske/Wiske – can readily be explained.)

5.3 Discussion

We can now explicate the “use determines meaning” slogan for Lewis’ Sig-
naling Games theory. To do so, we have to answer three questions which
relate to the form of the slogan. To make a determination claim, one has
to elaborate on the kind of determination relation and on the relata of the
relation. The determination relation in Lewis’ theory can be understood
in terms of conceptual entailment (§1.1.2): Propositions that there are sig-
naling conventions in a population conceptually entail propositions that
certain verbal expressions have certain meanings among the members of
the population.

The “meanings” which are assigned to signals, and in particular verbal
expressions, are complex. They are tuples of the form ⟨µ, τ⟩ consisting of a
mood µ and a satisfaction condition τ . So, we could say that the meanings
are speech act types with content. We learn little about the communicative
role of these meanings since Lewis does not relate them to notions such as
what-is-said or implicatures in his works on conventionalist use theories of
meaning (Lewis 2002, 1975, 1976, 1992). But there is a connection between
signaling in a signaling system and the sender speaker-meaning something
(in a Gricean sense of “speaker-meaning”) to which I turn below in §5.3.4.

16Millikan’s theory can explain such cases since she has an account of dispositional conven-
tions; see chapter 7.
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Let us turn now to some interesting questions which are worth dis-
cussing: (i) What are the consequences of Lewis’ two definitions of a con-
vention? (ii) Can Lewis’ theory be extended to other moods? (iii) How can
the regress argument be escaped? (iv) Is Lewis’ theory Gricean? I’ll turn
to these questions in this order.

5.3.1 Reconsidering Lewis’ two definitions of a convention

Lewis used for his Signaling Games theory his first definition of a convention
(see §4.1). This is the one whose regularities are only in action and not
also in action and attitude. It’s also the one which requires that almost
all members of the population have almost coinciding preferences. The
two limitations of the first definition of a convention effect corresponding
limitations in the Signaling Games theory. I’ll first state the problems for
each of them and then consider a solution to it. It is based on Lewis’
“official” definition of a convention from Languages and language (Lewis
1975), a new description of the communicative patterns in terms of speaker-
meaning and understanding, and a distinction between what I call “near”
and “far” preferences.

The first limitation requires that the communicative patterns must be
regularities in action. Lewis chose a regularity in which senders signal a
message upon observing a state and in which receivers react to the signal
by performing some action. But defining the regularities in this way is
implausible. For then there must be for each signal exactly one typical
receiver reaction. But consider the following example message:

(2) “It’s raining”
a. Reaction 1: I don’t leave the house.
b. Reaction 2: I take a raincoat with me.
c. Reaction 3: I think about the last time when I got soaking wet.

None of these three reactions seem to be atypical and it seems artificial or
even outright wrong to choose one as the conventional reaction (moreover,
the third reaction is not possible – for thinking is not an action).17 But

17I use “thinking” here in the sense of entertaining a proposition. While entertaining a
proposition is something one might cause oneself to happen, it’s not an action since such
events do not have intentional explanations and cannot be evaluated as rational or not;
see Hunter (2003).
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according to Lewis’ proposal, we must commit ourselves to one reaction
only.

Likewise for senders, there must be for each state exactly one message
which the senders signal:

(3) The world is in the state that it’s raining
a. Signal 1: I utter: “It’s raining.”
b. Signal 2: I utter: “Damn it!”
c. Signal 3: I remain silent (the empty message) while thinking about the

sunny beaches of Valencia.

Arguably, it also seems wrong to claim that exactly one of the signals is
the conventional one for the given state. The moral seems to me that in
actions, we shouldn’t expect that there is such a conventional pattern. The
two examples are evidence for the claim that in general there are no one-
to-one relations from states to messages and from messages to reactions in
bigger populations with a moderately complex signaling behavior.

The second limitation is the requirement of coinciding preferences over
action combinations including receiver reactions. This is equally implausi-
ble. We humans don’t have coinciding preferences.18 We are different and
sometimes want to be different. Sometimes we want to manipulate others
while wanting or even counting on that they understand what we say. But
the possibility of conventional signaling with such manipulative desires is
ruled out if it amounts to anything more than the exceptional deviations
which are covered by the “almost” qualifications of Lewis’ definition of a
convention.19

Consequently, the explanatory power of Lewis’ Signaling Games theory
is restricted since it can only explain cases which accord with the limitations.

Both limitations point to an obvious argumentative move Lewis could
have taken: he could have defined the conventional pattern in a different
way using his “official” definition of a convention. According to my recon-
struction of it (§4.1) the regularities can be in action and attitude – i.e.,
involve any type of mental state for which one can have reasons, including
beliefs, desires, and intentions – and the preferences may be quite different
as long there are two strategy profiles which are such that there is a general

18For a recent empirical meta-study, see (Henrich et al. forthcoming).
19We could apply my expected-utility approach to allow for more deviations. But the real

issue seems to me to be the communicative pattern that is wrongly described.
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preference for general conformity to them.
Using the latter notion of a convention, the communicative pattern can

be described in Gricean terms of speaker-meaning and understanding. First
we interpret the states, the elements in the set T of a two-sided signaling
problem, as types of mental states of the sender. Second, we interpret the
receiver reactions, the elements in the set A, as types of mental states of
the receiver. On this basis, we can define the sender strategies as con-
tingency plans to send certain messages depending on her communicative
intentions, desires, and beliefs. Likewise, we can define the receiver strate-
gies as contingency plans to come to believe that the sender has a certain
communicative intention when she signals a certain message, also depending
on the receiver’s beliefs and desires.

On this proposal, receivers only need to exhibit a uniform reaction with
regard to linguistic understanding and not with regard to the “perlocution-
ary” effects. Hence, it’s more plausible that there is a one-to-one mapping
from states (to messages and from messages) to reactions. Moreover, by
describing the communicative patterns in terms of communicative inten-
tions and their recognition, the signal meanings that are determined by
such signaling conventions are now proper literal meanings.

There is a further advantage of the proposal: As long as the senders’
and receivers’ preferences coincide enough with respect to message signaling
and linguistic understanding, the ulterior goals the senders want to realize
by signaling can be ones the receivers don’t want to realize. Thereby the
agents’ preferences can be even more heterogeneous.

The last point can be clarified by distinguishing two kinds of preferences
over the dependencies between states and receiver reactions.20 Near prefer-
ences are preferences over the dependencies between states and a receiver’s
linguistic understanding of the respective message signaled by the sender.
That is, preferences over T ×A on the interpretation that the elements in T
are types of mental states of a sender (e.g. defined in terms of Gricean in-

20This approach is preferable to the one of so-called “imperfect signaling systems”. They are
typically interpreted as being about far preferences and allow for disaligned preferences.
According to them, the less aligned the preferences, the less information can be conveyed.
In other words, the signals’ meanings depend on how aligned the preferences are of the
involved parties. These intuitions were mathematically studied in (Crawford and Sobel
1982) and (Spence 1973); van Rooy (2003:§6) illustrates their results for a finite case. I
think this approach is more coherent for signaling systems with meaningful signals since
it’s best understood as a claim about how much information can be conveyed.
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tentions) and that the elements in A are types of mental states of a receiver
(e.g. defined in terms of beliefs of what the respective sender intended).21

Far preferences are preferences over the dependencies between states
and the behaviors that receivers exhibit depending on their linguistic un-
derstanding of the signal given in the state. That is, preferences over T ×A′

where T is interpreted as above but A′ is interpreted as Lewis originally pro-
posed, i.e., the elements in A′ are actions of a receiver whose performances
result from understanding the respective signal.

Using this distinction and Lewis’ latter definition of a convention, we can
assume that only the near preferences of the parties to a signaling convention
need to coincide and this only to a limited extent: there only need to be
two strategy profiles which are proper coordination equilibria. Importantly,
two aspects are irrelevant for this to hold. First, it’s irrelevant how the near
preferences are over the other strategy profiles. Second, it plays little role
how the far preferences are. But actually, this is not so clear since there
seems to be a connection between learnability and robustness of a signaling
pattern on the one hand and the relation between near and far preferences on
the other hand: On condition that the signaling pattern should be learnable
and be relatively robust, it seems that the far preferences constrain (but do
not determine) the near preferences in some non-trivial way.

This argumentative move requires no change in the formal definition of a
two-sided signaling problem but only a change in the interpretation of what
the states and the receiver reactions are. Some coordination between senders
and receivers is still required but only with regard to the near preferences.
And it seems that we may assume this to be the case even in conditions
of occasional conflicts of far interests. For it seems to be beneficial for a
manipulating sender to have a conventional signaling system.

21Sperber and Wilson (1995:§1.11–1.12) draw a similar distinction between communicative
and informative intentions. The latter are intentions of speakers to modify the cognitive
environment of hearers, e.g. their beliefs; the former intentions are intentions of speak-
ers that hearers recognize their informative intentions. In terms of this distinction, my
proposal comes close to saying that what I call “near preferences” are preferences over
sender states and the receivers’ fulfilling a certain communicative intention depending on
the signal sent.
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5.3.2 Extension to other moods

Lewis considered only two moods (or speech act types): imperatives and
indicatives. Can we generalize to other moods? There seems to be no
problem to do so. It’s made even easier on the basis of the proposal in
the last section. According to the popular proposal of Bach and Harnish
(1980), to perform a speech act of type µ is to express a (possibly complex)
propositional attitude that is characteristic for µ with the intention that
the receiver recognizes the attitude. A sincere, non-defective performance
results in the receiver’s recognizing the expressed attitude. On one under-
standing of “recognition,” this amounts to coming to believe that the sender
has the expressed attitude. I don’t want to evaluate whether Bach and Har-
nish’s proposal is convincing. But I want to show that their explications
can be integrated in Lewis’ theory. To illustrate the idea, I consider the
example of promises and show what has to be done:

First, we need to assume that it is for S and R in their common interest
to do their part in the respective two-sided signaling system.

Second, we have to assign a code number to the mood Promise. I use
number 2.

Third, the set T of states and the set A of receiver reactions have to
be defined suitably: T is defined as consisting of classes T2 of (possibly
complex) propositional attitudes (in particular: beliefs, desires, and inten-
tions) which are characteristic for 2. Likewise, A is defined as consisting of
classes A2 of beliefs of the kind that the sender has this-and-that attitude,
which are characteristic for mood 2. The sender and receiver strategies
are as above. But we still have to extend the satisfaction-relation for the
additional moods.

The characteristic attitude complex of promises to receiver R to do some
action b consists in (i) the belief that the sender’s (S) signal obligates her
to do b, (ii) the intention to do b, and (iii) the intention that R believes
that S’s signal obligates S to do B and that S intends to do b (Bach and
Harnish 1980:50). The receiver’s characteristic attitude complex consists in
the belief that S’s signal obligates S to do b and that S intends to do b.

For each action b of a set B of actions whose performance senders can
promise, T2 has a suitable state, and likewise for A2. Suitable states and
reactions are ones that consist in the respective characteristic attitude com-
plex from above.

Fourth, we need to single out suitable satisfaction conditions τ that can



5.3. Discussion 145

be attributed to promises. I suggest that the satisfaction condition τ of a
promise to do b is to do b (with b being an action S can promise).

Fifth, we need to extend a general clause for the satisfaction conditions
of promises:

(4) 2-satisfaction: If µ = 2 (promise), then τ is 2-satisfied in situation s iff what
almost every sender in s does (or not too much later) is τ .

5.3.3 Escaping the regress argument
In my short history about the conventionalist project in §1.1.4, I mentioned
a popular regress argument with the conclusion that in general, conventions
cannot determine the meaning of words (and other kinds of linguistic ex-
pressions) since this gets us in a regress: conventions already presuppose a
meaningful language. The argument is a non-starter but it’s instructive to
see why. One of the classic proponents of the argument is Bertrand Russell
who thinks that

[i]t is natural to think of the meaning of a word as something conven-
tional. This, however, is only true with great limitations. A new word
can be added to an existing language by a mere convention, as is done,
for instance, with new scientific terms. But the basis of a language is
not conventional [. . .]. (Russell 1921:189)

His argument for the conclusion is that if we trace all the human languages
back to its root language, then this language has meaningful words but it
cannot be the case that the words have meanings in virtue of conventions:

How these roots acquired their meanings is not known, but a con-
ventional origin is clearly just as mythical as the social contract by
which Hobbes and Rousseau supposed civil government to have been
established. We can hardly suppose a parliament of hitherto speech-
less elders meeting together and agreeing to call a cow a cow and a
wolf a wolf. (Russell 1921:190)

In the last sentence of the quote, Russell seems to justify his claim that ex-
pressions of the root language are not meaningful in virtue of conventions:
He points out that it’s implausible to assume that people convened to ver-
bally agree on the expressions’ meanings. We can state the justificatory
premise as follows:

VA. Conventions are verbally performed agreements.
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If Russell is right about this, then another language is required. But by
assumption, there is no other language since it’s already the root language.
This rules out that the meanings of the words of this language are con-
ventional. So, we have to assume that the root language consists of words
that have meanings but not in virtue of conventions. So ultimately, the
explanation why words are meaningful is not in terms of conventions. This
interpretation is in line with how the passage ends:

The association of words with their meanings must have grown up by
some natural process, though at present the nature of the process is
unknown. (Russell 1921:190)

In a different context, Quine (1976b) advanced a related argument: Mathe-
matical sentences cannot be true in virtue of being derived from notational
conventions since these conventions are again sentences. But these sentences
are either themselves true in virtue of conventions or absolute truths. In the
first case, we enter a regress which leads to the second case. In the second
case, we do not analyze the truth of mathematical sentences in terms of
conventions anymore.

However, having gone through Lewis’ analysis of convention in the last
chapter, we know that premise VA is wrong. For Lewis conventions can come
into existence without requiring linguistic mediation. But if VA is false, the
regress arguments don’t get off the ground. Moreover, Lewis’ Signaling
Games theory explains in detail how signaling conventions determine signal
meanings. Admittedly, this is not enough for linguistic meanings but I think
it’s more than enough to rebut the regress argument. Finally, the answer to
the regress arguments makes it clear why a successful analysis of conventions
as non-verbal agreements is so important for conventionalist use theories of
meaning.

5.3.4 Is Lewis’ Signaling Games account Gricean?
In his article Meaning (Grice 1957), Grice made an important distinction
between two notions of meaning, of which he deemed only one to be relevant
for the analysis of literal meaning. Is the notion of meaning Lewis uses in
his theory faithful to Grice’s proposal?

Grice called the irrelevant notion “natural meaning” and the relevant
notion “non-natural meaning.” Among the examples he gave, (5) is an
example for natural meaning and (6) for non-natural meaning:

(5) Those spots mean (meant) measles.
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(6) Those three rings on the bell (of the bus) mean that the “bus is full.”

This kind of “non-natural meaning” is called “speaker-meaning.” On the
basis of the statement of Lewis’ theory, it seems that it is unrelated to
speaker-meaning.22 For Lewis nowhere uses speaker-meaning or a cognate
in the statement of his theory. But he claims that speaker-meaning “is
a consequence of conventional signaling” (Lewis 2002:154). So, it seems
that Lewis wanted there to be a connection between speaker-meaning and
conventional signaling. More precisely, it seems that he wanted his account
to be Gricean in the following sense:

SG-G. Normally, senders speaker-mean something (in Grice’s sense) when they
utter a verbal expression conforming to a signaling convention they are
party to.

On pp. 152–159 in Convention (Lewis 2002), Lewis provides a “proof” for
this statement. However, contra Lewis, we need to make additional assump-
tions to derive the desired conclusion.23

Before I get into the details, I’d like to reflect on why Lewis wanted his
account to be Gricean. Lewis does not tell us this. But we don’t have to
speculate a lot. For the truth of SG-G secures that in paradigmatic cases
of signaling, the conditions of speaker-meaning are satisfied. So, these cases
are about non-natural meaning and hence about the “right” kind of meaning
for the analysis of literal meaning. (I’m not convinced by this. In the next
chapter, I’ll argue that a conventionalist account should not be Gricean in
this sense.)

Now let us turn to the details of Lewis’ proof. Lewis’ strategy to establish
SG-G consists of two steps. First, he assumes that CS is the case:

CS. There is a normal situation in which a sender of a conventional signaling
system produces (“utters”) a signal in a way conforming to the signaling
convention.

Then, Lewis shows that in a conventional signaling situation CS what the
sender did satisfies the analysis of speaker-meaning. Recall that Grice’s
analysis of speaker-meaning (in a canonical version offered in Grice 1969) is

22On the proposal I offer in §5.3.1, the theory is Gricean for I restate the conventional
patterns in terms of speaker-meaning and understanding.

23While I do not argue for it here, this objection is mutatis mutandis also valid for Bennett
(1976:179–181) whose allegedly simpler “proof” has more problems.
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as follows:24

“U meant something by uttering x” is true iff, for some audience A,
U uttered x intending

1. A to produce a particular response r
2. A to think (recognize) that U intends 1.
3. A to fulfill 1. on the basis of his fulfillment of 2. (Grice 1969:151)

Lewis thought that he could establish clauses 1, 2, and 3 by examining
the practical reasoning that justifies the sender to produce a certain signal
(Lewis 2002:155). I object that plausibly, not all of the clauses are satisfied
if CS is assumed to be true.

First, Lewis does not use Grice’s analysis but his personal restatement
in which the clauses above are replaced by the following ones (where U =
I, the sender; A = you, the receiver; and utter x = signal m):25

LSM1. I signal m with the intention that you do a.

LSM2. I expect you to recognize my intention that you do a, when you observe
that I signal m.

LSM3. I expect your recognition of my intention to be effective in bringing it
about that you do a. I do not regard it as a foregone conclusion that my
action will bring it about that you do a, whether or not you recognize my
intention that you do a.

It is unfortunate that Lewis used his personal restatement. For a clause-by-
clause comparison of the two analyses reveals some non-trivial differences.
This leads to the worry that even if LSM1–3 are satisfied, Grice’s clauses
aren’t. To establish this claim, we would need to find out whether the
corresponding clauses are equivalent or if not, which semantic relations hold
between them. Since there is other criticism, I spare me this job.

Second, Lewis understands “(to) intend” as “(to) expect and want”
(p. 153) and it is clear from his proof on p. 155 that he uses “(to) want”

24This is more or less Grice’s original analysis as of (Grice 1957) which is known to have
defects. I discuss a later analysis in §6.2.4.

25This is a reformulation of (Lewis 2002:154 ff.) to harmonize it with the way I presented
Lewis’ theory. I changed “intention to produce r” to “intention that you do a”, “I do
[signal] σ” to “I signal m”, “my action will produce r” to “my action will bring it about
that you do a”, and “producing your response” to “bringing it about that you do a.”
Nothing hinges on the changes.
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synonymously with “(to) desire.” So, on Lewis’ proposal, intentions are not
attitudes sui generis but reduced to beliefs (or expectations) and desires.
But this explication of an intention is quite peculiar. For it seems possible
that someone can expect and desire something without intending it. Also,
it’s not obvious that it is the same notion as the one Grice uses which has
its roots in folk-psychology which assumes at least three different central
attitudes, namely beliefs, desires, and intentions. It’s also not the standard
notion in the BDI-literature; in particular, it’s not the same as the popular
definition of “intention” along the lines of “choice with commitment” which
has been proposed by Cohen and Levesque (1990). Thus, Lewis’ explication
goes against our pre-theoretic understanding, against folk-psychology, and
against the established understanding in the BDI-literature. So, at the very
least, Lewis’ explication of intention requires a justification but he didn’t
offer any.26

Third, it seems that LSM2 can only be established if we make substantial
additional assumptions. Lewis reasons on p. 155 as follows:27

I expect you to infer [t] upon observing that I [signal m]. I expect you
to recognize my desire that you do a, conditionally upon [t]. I expect
you to recognize my expectation that I can [bring it about that you
do a by signaling m]. So, I expect you to recognize my intention [that
you do a], when you observe that I [signal m]. (Lewis 2002:155)

While I see that the sentences before the conclusion “So, . . .” follow from
CS, I don’t see how the conclusion follows from the premises he uses (i.e. the
sentences before the “So, . . .”). So, I provide my own reconstruction. To
establish LSM2, let me first state CS more precisely as CS′:

CS′. There is a normal situation in which a sender of a conventional signaling
system produces (“utters”) a signal in a way conforming to the signaling
convention iff
a. There is a regularity R in situations which are two-sided signaling

problems G among you and me, and R is a conventional signaling
system ⟨σ, ρ⟩ among us.

b. Let m be a message, t a state the world can be in, and a a response
such that m = σ(t) and a = ρ(m).

26But see (Kemmerling 1979) who suggests a reconstruction of speaker-meaning in terms
of beliefs and desires (without intentions).

27The brackets indicate some changes I made to harmonize the quote with my presentation.
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c. There is a situation t which is a two-sided signaling problem of type
G where I am the sender and you are the receiver.

d. I have observed that t holds.
e. I signal m in conformity to our convention.
f. The convention is “perfect,” that is, there are no exceptions to it.

We also need to agree on what “to recognize (an intention)” means since
Lewis is silent about it. We can build on two observations. First, Grice used
“to think” (to believe) and “to recognize” synonymously in (Grice 1969:151).
This justifies the following conditional for the purposes at hand:28

A1. If x believes y, then x recognizes y.

The second observation is that Lewis generates the hierarchy of mutual
expectations that the parties to a convention conform to it from common
knowledge and expectations seem here to be the same as beliefs.29 This
justifies us to assume:

A1′. If x expects y, then x recognizes y.

Lewis defines “expect” along the following lines:30

A2. x expects y iff x has reason to believe y and x is rational to the (high
enough) degree n.

So, to expect something is to have an actual belief, acquired by having a
reason to believe and thinking about it for long enough. Note that on the
basis of A2, it follows from the meaning of “x expects y” that “x believes
y.” So A1′ entails A1 (and vice versa; here the first direction is relevant).

Now, assuming A1′, we can establish LSM2 by establishing LSM2′:

LSM2′. I expect that (you expect that (I intend that you do a), when you observe
that I signal m).

To establish LSM2′, we need the following three rationality assumptions:

A3. I reason rationally to a high enough degree.
28In the context of Grice’s recognition of intentions, I think understanding recognition as

believing or coming to believe is tenable; in other contexts, I think the claim is questionable.
29See p. 52 in (Lewis 2002).
30This interpretation is supported by Lewis’ use of common knowledge in his definition of

conventions and his definition of common knowledge on pp. 52–60 in (Lewis 2002).
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A4. I expect that you expect that I am rational.

A5. I expect that you are rational.

Remember that Lewis’ definition of a convention does not require the agents
to be rational or say anything about their mutual rationality assumptions.
Though it seems that in the present context, he takes A3, A4, and A5 for
granted.31

From assumption CS′, A3–A5 it follows that:

(7) You observe that I signal m, and that

(8) I expect that you expect that I will signal m if and only if t holds.

From (7), (8), and A4 it follows that:

LSM2′a. I expect that (you expect that t holds, when you observe that I signal
m).

From assumption CS′ and the definition of a two-sided signaling problem it
follows that I desire that you do a, conditionally upon t. From this and the
common knowledge assumption of the definition of a convention it follows
that

LSM2′b. I expect that you expect that I desire that you do a, conditionally upon
t.

From LSM2′a and LSM2′b, and the rationality premises A3 and A4 it follows
together that

LSM2′c. I expect that you expect that (I desire that you do a, when you observe
that I signal m).

From CS′ it follows that I expect you to conform to R. When you observe
m, you conform to R by doing a. So, I expect that you do a when you
observe that I signal m. From this and the common knowledge assumption
of the definition of a convention it follows that

LSM2′d. I expect that you expect that I expect that (you do a, when you observe
that I signal m).

31This also seems to be the received view. For example, Savigny (1985:87) is convinced
that Lewis’ presentation leaves “no room for doubt that [. . .] all but ‘children and the
feeble-minded’ are sufficiently rational.”
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Having established LSM2′c, and LSM2′d we can now establish LSM2′. Re-
call that to intend something is to expect and desire it. Thereby, LSM2′d en-
tails the “expect”-part of LSM2′. LSM2′c entails the “desire”-part. Thereby
LSM2′ has been established.

Reflecting on these tricky steps, there are three important points. (i)
To establish LSM2, we had to assume A1–5. In particular, we had to
assume that the sender is to some degree reasoning rationally (A3), that the
sender believes that the receiver believes that she reasons to some degree
rationally (A4), that the sender believes that the receiver reasons to some
degree rationally (A5). (ii) These “rationality”-assumptions are by no means
trivial. But if Lewis’ theory should be Gricean as he presumably wanted, we
can make it so by imposing assumptions A1–5. (iii) Since the reasoning is
quite unprincipled and needed substantial additional assumptions, I think
Lewis was too quick in calling it a “proof.”

5.4 Evaluation
Lewis’ theory is simple, conceptually clear, highly informative, and modular.
But his account fails to meet the bar of an adequate account. I consider
first some criticism and then turn to the adequacy of the theory.

5.4.1 Criticism

Lewis (2002:160 ff.) himself was probably the fiercest critic of his theory. On
the basis of the changes I’ve suggested in §5.3, his verdict could have been
milder. Yet, some of his points remain, among them being: (i) Signaling
languages consist of a closed and finite set of sentences. There is no room for
creative language use, i.e. the use of new sentences built up from parts of old
sentences. (ii) The receiver is in a position to and has an interest in making
true any imperative sentence. This is a rather limited understanding of the
role of the audience.

To Lewis’ criticism, I add the following further limitations:
First, signals in a signaling language have no structure. But linguistic

signals are structured, composed of mood indicators and words in specific
syntactic arrangements. If signals are unstructured, one cannot explain on
the basis of the theory how moods are indicated, and how syntactic and
semantic relations between expressions are constituted. For example there
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is nothing in Lewis’ Signaling Games theory which allows to explain how
the truth conditions of an indicative of the form “A and B” depends on
its parts. I think, however, that there is a rejoinder to this objection. I’ll
return to it in §7.2.3 in the context of Evolutionary Signaling Games.

Second, since Lewis’ Signaling Games theory is not stated in terms of
normative notions with a demanding character, semantic normativity can-
not be explained. In particular, his notion of a convention does not have a
demanding character. Hence, meaning is not normative in the required sense
(see chapter 2). But an explanation of semantic normativity is required for
an adequate conventionalist account (§1.4).

Third, Lewis’ theory in its original statement is in fact not Gricean (on
my proposal in §5.3.1 it is). This is undesirable, if Grice is right. For
it is then an open question whether we are justified to say that signals
of a signaling convention have a literal meaning. And Lewis presumably
wanted to make his theory Gricean. By making the rationality-assumptions
stated in §5.3.4, we can make it Gricean. But thereby, the account has two
problematic consequences.

On the one hand, the account then entails a rationalistic agent concep-
tion. According to it, agents must be Intellectual (in the sense of being
Bayesians who consciously deliberate). Or they must be habitually acting
rational agents whose actions are in fact rational while they often don’t
deliberate consciously but behave habitually.

To me it seems that such a rationalistic commitment is not desirable.
Humans act sometimes irrationally. They make mistakes and their habits
are often not corrected even if they learn that the actions they perform
are irrational. So, it’s not plausible to assume that agents act always or
almost always rational. It is much more plausible to assume that the agents’
underlying cognitive processes tend to bring about reasoning and acting
that has adapted from the historical environment of their predecessors. In
certain circumstances this leads to agents reasoning and acting rationally.
If so, this shifts the study to the cognitive processes and the circumstances.

On the other hand, by being Gricean, Lewis’ account has to cope with
the problems related to the use of Gricean speaker-meaning. I won’t go into
this debate here, but will discuss it in the next chapter. But I think that
it is fair to say that there is no convincing band aid for Grice’s analysis of
speaker-meaning after 50 years of counterexamples and remedies. So, being
Gricean is undesirable.
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So, a conventionalist account which can do without rationality assump-
tions is preferable to one which has to make such assumptions, e.g. Lewis’
Signaling Games theory (and also his Actual Language Relation theory, for
that matter). Doing without rationality assumptions should, of course, not
be understood in a way that rules out that agents often act and reason ra-
tionally. But it should be explained how it comes that they act and reason
rationally.

Moreover, a better conventionalist account should not be Gricean. This
is also not meant to rule out that sometimes, senders satisfy the conditions
of Gricean speaker-meaning when they use language. But it should not be
the case that it is almost always the case.

5.4.2 Adequacy of Lewis’ Signaling Games theory
To complete the evaluation, let us consider the adequacy of Lewis’ theory
according to the adequacy condition I proposed in §1.4. The condition
consists of three sets of desiderata: A first relating to an account of conven-
tions, a second to an account of social norms, and a third to an account of
meaning.

Conventions We know the result with regard to the account of conven-
tions. By the way Lewis’ theory is designed, it depends on an independent
account of conventions. Lewis’ used his account as developed in Convention.
Thereby, his Signaling Games theory inherits the strengths and weaknesses
of his account of conventions. For example, (i) dispositional conventions
cannot be explained by it (DesC1) and (ii) the account tends wrongly to-
wards a rationalistic interpretation according to which agents act the way
they act because they deliberate (DesC5). The last problem is more press-
ing for signaling conventions. Here, the rationalistic interpretation seems
unavoidable if Lewis insists that his theory should be Gricean.

Social norms With regard to the account of norms, there is not much to
say. Since his notion of a convention is not demandingly normative and the
rest of his Signaling Games theory does not contain demandingly normative
statements, there is nothing to explain semantic normativity.

Meaning Lewis’ theory of meaning is not adequate, partly because of the
lack of an account of social norms. For this reason, Lewis’ account does
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not satisfy the requirements related to the normative features of meaning
(DesM1). Relatedly, there is no meaning in virtue of social norms (DesM2).
Lewis’ theory also does not seem to allow for a plausible conception of a
linguistic mistake (DesM3) or a plausible conception of a public language
(DesM4).

The issue with linguistic mistakes is the following. If we only use the
vocabulary of Lewis’ theory, then to make a linguistic mistake amounts to
deviate from a signaling convention. Since signaling conventions have a
recommending but not a demanding character, mistakes in this sense are
violations of instrumental rationality. Someone making such a mistake vio-
lates a prudential ought. But I’ve argued in §2.2.3 that to make a semantic
mistake (which is the relevant kind of linguistic mistakes for our purposes
here) is not to violate a prudential ought but to violate an ought with a
demanding character. Lewis’ theory does not allow us to explain semantic
mistakes in this sense since there is no normative notion in his theory that
has the required demanding character.

Another inadequacy of Lewis’ theory is that it does not provide a plau-
sible solution to Humpty Dumpty’s problem. For almost all members of
a population are needed to determine a signal’s meaning. However, this
seems to be wrong (DesM5). Lewis’ theory can explain some central mean-
ing facts (e.g. how physical items can have a meaning). But the theory fails
to explain linguistic structure and thereby linguistic meaning (DesM6).

5.5 Summary

As Lewis observed, his theory in Convention was that it is just a theory of
a fragment of actual language use (see e.g. Lewis 2002:143, 161). But while
Lewis’ theory as it stands is not adequate, we should not give up what’s ap-
pealing about it: Central about language use are the particular interactions
which require coordination. Conventions relate a sender’s behavior to a re-
ceiver’s reaction. And conventions are what make coordinations successful
and lead to stable use patterns which seem to have all the features required
to say that the expressions used have a meaning.

Looking back, I’d like to highlight the following points. First, Lewis’
two definitions actually have an effect on Lewis’ Signaling Games theory. If
he had used his later “official” definition, he could have avoided the implau-
sible assumption that receiver reactions consist in actions. This led us to
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introduce the notion of a near preference which does not relate states and
receiver reactions but states and receiver understandings. By restating the
communicative patterns in terms of speaker-meaning and understanding,
the meanings Lewis’ theory determines became literal meanings. Second,
Lewis’ theory can be generalized to cover further moods. Third, Lewis’ the-
ory is either not Gricean or Gricean and rationalistic. Fourth, the regress
arguments of Russell and Quine can be escaped by using Lewis’ theory.



Chapter 6
Actual Language Relations

There is some relation R – call it the actual-language relation –
such that a language L is a language of a population P iff
R(L, P ), and the problem – call it the actual-language-relation
problem – is to say what R is.

Actual-language relations
Stephen Schiffer

In this chapter, we turn to the second paradigm of conventionalist ac-
counts: “Actual Language Relation” accounts. Such accounts employ a so-
called “actual-language” relation to answer the question in virtue of what
expressions mean what they do: a sentence’s meaning is determined by the
language the population uses. The task is then to say what it is for a pop-
ulation to use a language. David Lewis provided the standard account on
which I will focus. His proposal was to conceive of meanings as abstract
objects, with a preference to use an intensional semantics, e.g. propositions
for sentences. Natural languages are in a sense functions from sentences to
meanings. Let us call such functions “abstract languages.” Lewis suggested
that a population P uses an abstract language L iff there is a convention of
truthfulness and trust in L among members of P , which is sustained by an
interest in communication. For a speaker of P to be truthful in L is to try
to avoid uttering sentences not true in L. For a hearer of P to be trusting
in L is to tend to believe that sentences uttered by speakers of P are true
in L. Thus, the basic tenets of Lewis’ theory can be stated in three theses:

ALR1. The meaning of an expression in a natural language of a population is
determined by the population’s use of an abstract language corresponding
to the natural language.

157
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ALR2. A population uses an abstract language L iff there are conventions of
truthfulness and trust in L among the members of the population.

ALR3. There are conventions of truthfulness and trust in an abstract language L
among members of a population P iff speakers of P try to avoid uttering
sentences not true in L (truthfulness) and hearers of P tend to believe
that sentences uttered by speakers of P are true in L (trust).

The plan for this chapter is as follows. Lewis’ elementary theory is
developed and extended in §6.1, with a special interest in a theoretically
important objection called the “meaning without use” problem which leads
to a modification of the theory. The resulting theory and other related
accounts are evaluated in §6.2. As usual, the chapter ends with a summary
in §6.3.

6.1 The elementary theory and its extensions
Lewis (2002) first presented his Actual Language Relation theory in chapter
V of his book Convention. I base my presentation on his later revision in
Languages and language (Lewis 1975), focusing for the moment on assertive
uses of indicatives.1 The theses ALR1–3 characterizing Lewis’ theory in-
dicate its ingredients: (i) an actual-language relation defined in terms of
(ii) conventions of a particular sort, namely ones having (iii) regularities
of truthfulness and trust in (iv) a particular abstract language among (v)
members of some population. Let us have a closer look at them with the
goal of stating a general meaning determination claim.

6.1.1 Regularities of truthfulness and trust
Lewis defines the actual-language relation in terms of conventions of truth-
fulness and trust. Conventions of truthfulness and trust are a certain kind
of conventions in his sense (according to his later definition in Languages
and language, see chapter 4). What is special about them is that their reg-
ularity is one of being truthful and trusting in an abstract language. Lewis’

1The main versions or clarifications of his account are: (Lewis 2002, 1975, 1976, 1992).
The 1975 version was prompted by criticism and suggestions by Bennett (1973, 1976)
and Schiffer (1993). A perspicuous presentation and discussion of Lewis’ account in
Convention can be found in (Kemmerling 1976:74–128). Helpful presentations of Lewis’
theory are in (Schiffer 1993), (Schwarz 2009:§10.2), and (Weatherson 2009:§2.2 ff.).
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formulation of the regularity has several noteworthy features: First, the
regularities are stated metalinguistically. Instead of stating them directly
in terms of attitudes with a certain content (which is not necessarily about
the truth of sentences), they are stated in terms of beliefs about the truth
of sentences. E.g. Jones is truthful in English when he utters “It’s raining”
if he believes that the sentence “it’s raining” is true in English (and not,
more mundanely, if he believes that it is raining) – and likewise for being
trustful. Certainly, it’s not necessary to have such metalinguistic beliefs
in order to be able to use a language. Lewis does not elaborate on why
he choose to formulate it this way and it’s unclear to me why he did so.
Instead of understanding Lewis’ proposal as requiring the language users
to have metalinguistic beliefs, I think that we can faithfully interpret it as
characterizing types of mental states that are not necessarily metalinguistic
by making the additional assumption that one believes that a sentence is
true in an abstract language if one believes (/wants/. . .) what it expresses
in the language. Truthfulness then amounts to “Speaker S doesn’t utter
sentence s unless she believes (/wants/. . .) that p (and p is the proposition
expressed by s).”

A second feature of the regularity is that the overall analysis is neither
speaker- nor hearer-centered. Both are assigned a role. Since being truthful
is common knowledge, hearers can expect speakers to be truthful. This
seems to amount to trust and raises the question why we can’t simplify
the regularity to one of truthfulness. There are two problems in this area:
the truthfulness-by-silence problem and the meaning-without-use problem.
I turn to the former here and to the latter below in §6.1.5.

Lewis’ account in Convention had only regularities of truthfulness.
Stephen Schiffer observed that this is problematic (cf. Lewis 1975:398 ff.):
Lewis’ old account had the contra-intuitive consequence that it was not able
to distinguish between a population using a language and its using other
languages that are identical but include a class of garbage sentences that
speakers would never utter. Since these sentences would never be uttered,
they would never be uttered falsely. Hence, the truthfulness-condition is
satisfied vacuously since the condition to speak truthfully is conditional on
uttering a sentence and the sentences in question are never uttered. The
new formulation including a regularity of trust avoids the truthfulness-by-
silence problem. For expectation of truthfulness (following from common
knowledge of the convention) is not yet trust. In (Lewis 1992:107), Lewis
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made this more precise: An agent A is trusting in an abstract language L
iff for all sentences s ∈ L, A’s subjective likelihood ratio

p(s will be uttered | s is true in L)
p(s will be uttered | s is false in L)

which measures the extent to which the truth of s in L is confirmed when s
is uttered, exceeds 1 by enough margin. This formulation allows for minute
distinctions in the subjective probabilities of a hearer by comparing condi-
tional probabilities. This condition is not satisfied by mere expectation of
truthfulness in L since trust requires that the posterior degree of belief that
an uttered sentence is false is low but this is not entailed by an expectation
of truthfulness. This is one reason for the regularity of trust.

The third notable feature has to do with coordination. The old regular-
ities of truthfulness resulted in one-sided coordination problems. Speakers
were assumed to coordinate very indirectly with past and future speakers
– and not with the present hearer. Postulating such a coordination feels
artificial and is quite different from the two-sided coordination problems
used in Lewis’ Signaling Games theory between the particular speakers and
hearers in instances of communication.

The new regularities restore proper coordination: speaker and hearer
are assumed to have a common interest in the hearer’s acquiring whatever
belief the speaker wants her to acquire by means of using and understanding
sentences. The speaker’s problem is that there are different sentences she
can utter which could lead to the desired result. The best thing she can
do depends on how the hearer reacts to the utterance. The hearer is in a
similar predicament. She wants to acquire the belief the speaker wants her
to acquire. The hearer’s problem is to react to an uttered sentence in a
suitable way. But she could come to acquire different beliefs and the best
thing she could do depends on the speaker’s choice. So, they face a coor-
dination problem of the familiar sort. This way of stating the conventional
regularity became possible by Lewis’ revision of his notion of a convention,
now allowing not only for regularities in action (as before) but also in action
and beliefs (§4.1).2

2Jonathan Bennett has improved on Lewis’ definition and Lewis (1976:386) accepted the
proposal, cf. (Bennett 1973:§5) and (Bennett 1976:§55).
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6.1.2 The actual-language relation

Having defined conventions of truthfulness and trust in an abstract lan-
guage, the definition of the actual-language relation is obvious: For pop-
ulations P and abstract languages L: P uses L iff there is a convention
of truthfulness and trust in L among members of P , sustained by an in-
terest in communication. Importantly, the definition allows that a popula-
tion uses more than one language in this sense at a time. The definition
looks less innocent when we unpack the definition of a convention (cf. Lewis
1975:384 ff.):

There is a convention of truthfulness and trust in L among members of P iff

1. Everyone conforms to a regularity of truthfulness and trust in L.
2. Everyone believes that the others conform to the regularity.
3. This belief that the others conform to the regularity gives everyone a good

and decisive reason to conform to the regularity herself.
4. There is in P a general preference for general conformity to the regularity of

truthfulness and trust in L rather than slightly-less-than-general conformity.
5. The regularity of truthfulness and trust in L (R) has [at least one alternative

R′, namely truthfulness and trust in another language L′, such that the belief
that the others conformed to R′ would give everyone a good and decisive
practical or epistemic reason to conform to R′ likewise; such that there is
a general preference for general conformity to R′ rather than slightly-less-
than-general conformity to R′; and such that there is normally no way of
conforming to R and R′ both.]

6. All these facts are common knowledge in P .

I present clause 5 in a more explicit than Lewis since it’s a clause we’ll re-
turn to below. According to it, an alternative to a regularity of truthfulness
and trust in an abstract language L is a regularity in another language L′

that “does not overlap L in such a way that it is possible to be truthful and
trusting simultaneously in L and in L′” (p. 385). Importantly, not all regu-
larities of truthfulness and trust in other languages have to be alternatives
in this sense.3

Lewis thought that his analysis was justified by the ordinary use of “us-
ing a language.” But both the requirement of common knowledge of the
alternatives and of the regularity’s being sustained by a common interest in
communication have been criticized by Burge (1975:250 ff.) and Kemmer-
ling (1976:117–119): (i) A population can use a language without knowing

3I thank Max Kölbel and Wolfgang Schwarz for a helpful discussion on the issue.
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about its alternatives (required by clause 6). (ii) Suppose members of a
population desire to speak the gods’ language. They believe that the gods
don’t switch languages. Then there is no alternative to the language the
members desire to use (required by clause 5). (iii) Suppose that a population
speaks a language against its interest because its members are threatened
by its usurpers. Then there is no common interest in communication in
the language (required by the definition of the actual-language relation).
While I think that these counterexamples have a point, I don’t think that
they seriously threaten Lewis’ theory. One could simply say that common
knowledge of alternatives is not necessary and drop the “sustained by an
interest in communication” clause.4

6.1.3 Meaning determination claims

Since abstract languages determine for each sentence a meaning and the
actual-language relation pairs populations with such a language, we can
now state how conventions determine a sentence’s meaning:

ALR-S. Sentence s means m in L used by P iff P uses L and L(s) = m.

The actual-language relation does not allow us to determine the meaning
of words (and sub-sentential expressions in general). To allow for this, a
second relation between populations and grammars is introduced (cf. Lewis
1975:389–391). Let us call it the “actual-grammar relation.” Grammars are
assumed here to be semantically interpreted grammars generating not only
well-formed expressions according to a set of operations but expressions
paired with suitable meanings.5 Let us designate a grammar that generates
an abstract language L by “ΓL” and the abstract language generated by a
grammar Γ by “LΓ”. Lewis suggested that a grammar ΓL of an actually
used language L determines the meanings of all expressions – sub-sentential
or not.6

ALR-E. Expression e means m in LΓ of P iff P uses Γ and Γ pairs e with m.

4Schwarz (2009:196) assesses the scenarios similarly. The moves considered here have
already been suggested by Kemmerling.

5The notion of “generation” is one from the theory of formal languages, defined in terms
of the expressions that are derivable from a grammar; see (Hopcroft et al. 1979).

6E.g. by means of a categorial grammar as Lewis proposed in (Lewis 1970).
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The step from ALR-S to ALR-E is not trivial. For there are many weakly
equivalent grammars generating the same language but possibly assigning
semantic values of wildly different types to the same sub-sentential expres-
sion. Thus, there is an element of choice. Lewis was aware of this indeter-
minacy of his proposal and proposed that we should be indifferent between
different grammars on condition that they generate the same abstract lan-
guage (that is to say that the grammars must generate the same set of
sentences pairing them with the same meanings). An alternative to this
proposal would be to select grammars in an objective way by giving them
a cognitive role, say in terms of mental realization. Lewis disliked this al-
ternative since one would otherwise engage “in risky speculation about the
secret workings of the brain” (Lewis 1992:110 fn. 6). For this reason, the
meanings of sub-sentential expressions are only partially determined. (I
emphasize the distinction between ALR-S and ALR-E to prepare for the
discussion of the meaning-without-use problem in §6.1.5.)

6.1.4 Extensions to complexer languages
The abstract languages populations can use are highly restricted since there
is no provision for indexical, ambiguous, or non-indicative sentences (Lewis
1975:387 ff.). Lewis offers extensions to his theory in various ways. Not
all of them are convincing. For example, he defines “ambiguous languages”
L as functions from sentences to finite sets of alternative meanings and
restates the regularity of truthfulness and trust in an ambiguous language
L as follows:7

We can say that a sentence s is true in L at w under some meaning
if and only if w belongs to some member of L(s). We can say that a
sentence s is true in L under some meaning if and only if our actual
world belongs to some member of L(s). We can say that someone is
(minimally) truthful in L if he tries not to utter any sentence s of L
unless s is true in L under some meaning. He is trusting if he believes
an uttered sentence of L to be true in L under some meaning.

(Lewis 1975:387)

This way of stating the regularity also seems to face a truthfulness-by-
silence problem. For on the basis of this regularity, Lewis’ theory cannot
distinguish between a population using a language and its using languages

7Lewis uses “σ” where I use “s”.
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that are identical but assign the sentences some extra meanings such that
the sentences would never be used in accordance with these meanings. Ob-
viously, one would have to strengthen the truthfulness- and trust-conditions
along the following lines: For all meanings m of a sentence s in L: There
are occasions where one would utter and understand s in accordance with
m and someone wouldn’t utter s in accordance with m, unless she believed
that the actual world is part of m (understanding propositions as sets).

The extension to indexicals proceeds similarly (also p. 387). First, a
class of indexical languages L is defined which are mappings from sentences
to functions from occasions o of utterance to truth conditions. Second, the
truth-in-L predicate is relativized to such occasions o. Third, the regularity
is restated.8

The arguably most interesting extension is the one to polymodal lan-
guages L that are functions from sentences to pairs of code numbers and
truth conditions (p. 387 f.). The code numbers have the same role as in
his Signaling Games theory (§5.2), they indicate the mood µ of a sentence
(like indicative, imperative, . . .). E.g. the sentence “It’s cold in here” can
be used to describe how the temperature is in a classroom and it can be
used to command someone to bring it about that it is not cold anymore.
To this end, we could assign the sentence the following complex meanings
⟨0, that it is cold in here⟩ and ⟨1, that it not be cold in here⟩, together with
a redefinition of being truthful and trusting as follows. A sentence is true
in L iff the actual world is an element of the truth condition (understand-
ing truth conditions as sets of possible worlds). Again, the regularities are
restated, now parametrized to each mood:

• Indicatives: Someone is truthful in L with respect to indicatives if she tries
not to utter any indicative sentence of L which is not true in L. Some-
one is trusting with respect to indicatives if she believes uttered indicatives
sentences to be true in L.

• Imperatives: Someone is is truthful in L with respect to imperatives if
she tries to act in such a way as to make true in L any imperative sentence
of L that is addressed to her by someone in a relation of authority to her.
Someone is trusting with respect to imperatives if she expects her utterance

8Lewis (1975:388) accounts for the intuitions of semantic externalists similarly, namely by
introducing a “causal history entry” which truth conditions in the range of the function
depend upon. Jackman (1998:300–302) rejects this approach in my opinion unconvincingly
by pointing out that thereby Lewis models externalistic dependencies on the model of
indexicals but thereby these two distinct phenomena become false friends.
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of an imperative sentence in L to result in the addressee’s acting in such a
way so as to make that sentence true in L, provided that she is in a relation
of authority to the addressee.

• . . . and so on for other moods.

This way of defining what it is to be truthful and trusting relative to a
code number amounts to an explication of moods or speech act types. Given
a set of such mood explications, Lewis’ theory is applicable to a wide range
of language uses. Still, this is not satisfying. Kemmerling (1976:103–106)
objected that the mood explications are implausible. And indeed, without
an account of social norms, the issue cannot be fully addressed, as I’ve
argued in §2.5 using the example of to inform someone and to promise
something.

The extension to polymodal languages has some noteworthy conse-
quences. First, it’s not guaranteed anymore that a sentence in one mood
has the same truth condition as in another mood since the truth condition
for a sentence is defined independently for each mood. My example of “It’s
cold in here” illustrates this point. Consequently, it’s also not guaranteed
that any expression means the same in all contexts of its use. That is,
Lewis’ theory allows that “apple” means apple in indicatives and non-apple
in imperatives. The importance of the point can be downplayed. For such
a situation would hardly ever obtain since it’s implausible that a conven-
tion of truthfulness and trust in such a language would obtain. But the
implausibility is not explained by the theory.

Second, the extension has consequences for the kind of grammar used
to determine what sub-sentential expressions mean. There is a complica-
tion from going from a complex meaning ⟨code number, truth condition⟩ to a
truth-condition meaning. Where in the grammar is the code number intro-
duced? If a sentence has several complex meanings – say one for each mood
– whose truth-condition components vary, what is the truth-conditional
meaning for the sentence? And likewise, how can the truth-conditional
meanings for sub-sentential expressions be derived in such scenarios? These
questions receive no obvious answers.9 I think that one has to add the
following claims to Lewis’ theory: (i) All admissible polymodal languages
assign to each sentence only complex meanings that have the same truth-
condition component for each mood. (ii) The admissible grammars for ad-

9Kemmerling (1976:101 ff.) seems to criticize Lewis’ former theory in Convention in a
similar way.



166 Chapter 6. Actual Language Relations

missible polymodal languages introduce the code numbers only at the level
of sentences.

6.1.5 Meaning without use

Stephen Schiffer (1993, 2006) and John O’Leary-Hawthorne (1990, 1993)
observed that Lewis’ theory has the meaning-without-use problem. It is a
problem not just for Lewis’ but for use theories of meaning in general. It
results from the way use theories explain an expression’s meaning, namely
in terms of its use.

But it seems that at any time, there are actually unused expressions, for
example very long and/or complicated expressions (involving embeddings,
garden pathing, . . .), which are meaningful even before they are actually
used and (at least some of them) wouldn’t readily be understood by typical
members of the relevant community. Such expressions seemingly follow
the English grammar. For this reason, many are inclined to count them
as belonging to English (but this is contested, see below). They typically
contain parts that complicate use and understanding, like: “the former”,
“the latter”, “the third last counted from the middle”, “the friend who saw
the relative who is the father of the twins who direct the studio that is
yellow died”, etc.

The problem is that the meaning of actually unused expressions cannot
be explained in terms of their actual use. Thus, it seems that use theories
of meaning have an explanatory gap.10

The problem for Lewis’ theory The specific problem for Lewis’ theory
(in the version discussed here) is as follows.11 Very long sentences too
complex for one to utter and understand them satisfy the truthfulness- and
trust-conditions. Since there is no use at all, truthfulness goes through
trivially. Trust is also satisfied. Recall that the condition is stated in terms

10To be clear, the issue is not neologisms that have so far no use, or gibberish that is used
but meaningless or otherwise semantically defective.

11Cf. (Lewis 1992) which is a reaction to (O’Leary-Hawthorne 1990). Lewis rejects
Hawthorne’s objection but accepts his conclusion which I discuss in the main text.
Hawthorne argues that Lewis’ trust-condition is undefined since the unconditional ut-
terance probabilities are 0 for very long sentences. Lewis’ thinks that we should assume
that they never get 0 but only very small. Other early discussions of the problem are in
(Platts 1997:88–92), (Chomsky 1980:83–85), and (Blackburn 1984:127–130).
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of conditional subjective probabilities. For very long sentences, most of the
subjective probability mass would go to hypotheses which are unrelated to
the truth and falsity of the respective sentences. Arguably, the remaining
minute subjective probability would go in equal shares to their truth and
falsity – and thus in effect to different abstract languages.

The result is that Lewis’ actual-language relation cannot distinguish be-
tween a population using one of the candidate languages or another, even
if they assign different truth conditions to the unuttered sentences. No-
tice that the problem for Lewis’ theory pertains to expressions that (i) are
not actually used and (ii) would not be understood, even after some reflec-
tion. The second condition is important. For actually unuttered expressions
might still be understood. So, for an expression to be so far unuttered is
alone not problematic since a stable disposition to understand utterances of
it in a specific way would allow us to distinguish between different candidate
languages.

“Solutions” There are different reactions to this problem. Probably
there is no “straight” solution since people have conflicting intuitions. Loar
(1976:158) denies that there is a problem in the first place since these “‘sen-
tences’ are not really part of our language at all – after all, we cannot un-
derstand them!” His proposal is to restrict the class of abstract languages
to those consisting of sentences that could possibly be understood, maybe
after some thought. Let us follow Loar by calling such languages “effective
languages.” While this position goes against the tradition to conceive of
languages as consisting of a denumerable infinity of sentences, I think one
can reasonably take this position. But it is not very popular.

Bennett (1976:§81) argues that it is wrong to restrict languages to ef-
fective languages. He prefers the traditional conception for its theoretical
“simplicity and smoothness.” Hence, he is willing to claim that a popula-
tion can use such an infinite language. The fact that only a fragment of
it is usable is explained by appealing to cognitive limitations of the popu-
lation’s members. Bennett’s argument is not very convincing. Plausibly,
human linguistic abilities are partly explained by means of a mentally real-
ized grammar (while not necessarily one of the Chomskian sort). If such a
grammar is not defined for the very complex sentences, then Bennett’s ex-
planation is wrong. But there is another argument against Loar’s position,
based on an appeal to an intuition many seem to have: If an expression
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shows certain structural features, then it should be meaningful, even if it is
not part of an effective language.

The ones who accept the problem – Lewis included – have proposed
different solutions, which can be divided into two groups: non-mentalistic
and mentalistic. Common to them is that they acknowledge that the actual-
language relation holds between populations and effective languages; what
they need then is an addition which determines the meanings of an extension
of such a language.

Lewis (1992) and Bennett (1976:§§65–67) suggest a non-mentalistic solu-
tion. The proposal is to extrapolate a “straight” grammar from the effective
language a population uses based on the recurrent features in the history
of utterances up to now. Such straight grammars Γ then determine the
meanings of actually unused expressions. This is a modification of the el-
ementary theory presented above, one in the step from ALR-S to ALR-E.
The relation between a language L used by a population and the grammar
Γ it uses is now as follows. Γ does not (only) generate L but LΓ which is a
superset of L. L is an effective language while the language LΓ generated
by Γ is not.

The solution has issues, even when we put worries with respect to a
grammar’s “straightness” and “bentness” aside. Why should we rely on an
external non-mentalistic criterion and buy Lewis’ worry according to which
otherwise, one would engage in risky speculation about the brain (§6.1.3)?
Shouldn’t we rather use an internal criterion directly relating to mental
properties of the language users? Schiffer (1993, 2006) raised these ques-
tions and came up with several counterexamples for Lewis’s solution: (i) If
members of a population using a language process the utterances not on the
basis of a mentally realized grammar but via a huge but finite translation
manual into their native language, then they couldn’t “go on” and process
the sentences in the unused extension of the effective language. In such a
case, it would be wrong to claim that these sentences mean something.12

(ii) What if a population uses a bent grammar? In such a case, the Lewisian
strategy gives the wrong result. (iii) Lewis’ solution requires that there
is exactly one straight grammar. But, as also Chomsky (1980:83–85) and
Jorgensen (2008) stress, there is no reason for this optimistic assumption.
Plausibly, there can be grammars of different frameworks that are straight
relative to the framework but don’t generate exactly the same language.

12O’Leary-Hawthorne (1993) discusses a similar counterexample.
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Moreover, the space of possible grammars is huge. For they must draw fine
distinctions to explain phenomena like indexicality and vagueness. Every
difference in the meaning-assignment yields a different grammar. Hence, a
lot of empirical evidence is required to distinguish between different candi-
date grammars. But the empirical evidence for each language is relatively
limited, even on the idealizing assumption that we could obtain it.

Schiffer (1993:244–247) proposed an alternative mentalistic solution. He
thinks that the lesson to be learned from his counterexamples is that possess-
ing a mentally realized grammar is relevant in some cases but not necessary.
For a French-speaker can use and understand English by using a translation
device that translates English utterances into French (and back). But in
both cases, Schiffer thinks that we may assume that language users possess a
language-processing mechanism which he calls “L-determining translator”.
Such a translator is something that “determines a mapping of each sentence
of a [public abstract] language L onto a Mentalese sentence that means in
Mentalese what the L sentence means in L” (Schiffer 1993:246). Translators
can be realized in different ways, e.g. by a mentally realized grammar or a
huge translation memory.

Schiffer’s (allegedly) “risky speculation about the brain” consists in the
following two assumptions: (i) the language of thought hypothesis (“Men-
talese”) is true and (ii) humans process sentences of a public language by
a suitable translator. The strong assumption is (i) since (ii) only requires
that there exists a mapping from the public language into Mentalese.

The language of thought hypothesis is one of the central theses of Fodor’s
computational/representational theory of mind. According to it, (i) mental
representations are structured (like the expression “1 + 2”); (ii) parts of
these structures are “transportable”, i.e. type-identical parts can occur in
different representations (like the “1” in “1 = 2 − 1”); and (iii) mental
representations have a compositional semantics (cf. Fodor 1987:135-137).

The language of thought hypothesis is contested (cf. Aydede 2008), as
probably all important philosophical theses are. Yet it seems that Lewis
overstated his “risky speculation about the brain” point. The hypothesis
has a highly general content and is in principle testable: If it turns out that
mental representations are not structured and don’t have a compositional
semantics, then the hypothesis is false. For example, in certain simple
neural networks, the hypothesis is false. So what one would have to find
out is whether our brain is more like a computer or like a simple neural net
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(or . . .).
Using the notion of a translator, Schiffer’s proposal can be stated as

follows:13

ALR-E′. Expression e means m in LT of P iff (i) P uses L, (ii) L ⊆ LT , (iii)
members of P process L-utterances via an L-determining translator T ,
(iv) T generates LT , and (v) T pairs e with m.

On this modification of the elementary theory, conventions still play a role:
In condition (i) the actual-language relation is used which is defined in terms
of conventions. The crucial condition is (iii) which relates the members of
P to a translator. The translator is used to generate the extended language
LT in condition (iv).

If we endorse ALR-E′, then the meaning-determination claim ALR-S is
not needed anymore and ALR-E is in general not acceptable. ALR-E can
still come out true, namely if the translator is realized by a grammar. In
this case, the step from ALR-S to ALR-E is changed: there is no element
of choice anymore since the selection of the grammar is achieved by giving
it a cognitive role.

Schiffer’s solution does not have the problems Lewis’s solution has. For
example, if the language users process L via a mentally realized grammar
that is “bent,” then this grammar (by means of the L-determining translator
it realizes) determines the correct meanings.

These three kinds of reactions to the meaning-without-use problem differ
in the meanings they assign to unusable expressions. Since Schiffer’s solution
gives the best result with the fewest problems, I tend to endorse it, even
if this commits one to making sense of what it is for an agent to have an
L-determining translator.

Consequences The use of translators (and grammars in the typical case)
changes the form of the determination claim. Recall that one of the central
theses of the conventionalist project is C′ (§1.3):

C′. For all expressions e, meanings m, coordinates C: The stable use of e at C

13I do not follow Schiffer strictly. He prefers to state his proposal in terms of regularities
in speaker-meaning that are mutually known among the members of the respective popu-
lation. Thereby, linguistic understanding is explained in terms of knowledge about what
speakers mean. I prefer my proposal since it’s closer to Lewis’ and since it does not rely
on knowledge.
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determines that e means m at C.

I introduced the thesis in a noncommittal way and mentioned the possibility
that its scope would have to be restricted. Indeed, the scope has to be re-
stricted: (i) There is meaning without use. (ii) We need to assign meanings
to sub-sentential expressions. For these reasons, a change of the explana-
tory architecture is required. Only the meanings of sentences of effective
languages (the usable fragments) can be said to be determined by conven-
tions. The meanings of unused expressions and sub-sentential expressions
are determined by a translator.

This change in Lewis’ account raises two questions I’d like to consider:
On the face of it, why do we invoke conventions at all and not only, for
example, Schiffer’s L-determining translator? What remains of the conven-
tionalist thesis?

Schiffer’s solution should make us aware of alternative “unconvention-
alist” explanations of why (in virtue of what) expressions mean what they
do. It seems that what explains an expression’s meaning is now something
individual – an L-determining translator – and not something social any-
more – a convention or social norm. This observation is only in part correct.
Indeed, some of the explanatory work is now done by L-determining trans-
lators. Could the translators do all the work? Let us consider an account
that tries to explain linguistic meaning solely in virtue of someone possess-
ing a translator. My claim is not that this is a position someone would
want to endorse but it’s an instructive proposal. For such an account would
fail badly and if we improved on it, we would have to add conventions and
social norms.

As to its failure: (i) Endorsing such an account is to accept Humpty
Dumpty’s claim that he can make a word mean what he wants. Since we
reject his claim, we should generally judge so (with some exceptions relating
to social norms, see §9.3 and §9.4). (ii) We cannot explain why communi-
cation is usually easy and successful solely on the basis of the assumption
that agents are individually able to use and understand an idiolect (say
by means of an L-determining translator). This was one of the lessons
learned from the discussion of Davidson’s argument (§3.3). Conventional-
ist accounts provide a very plausible explanation of this feat: It’s because
there is a conventionally shared language among a population of which the
communicators are part. (iii) The possession of an L-determining translator
secures neither the arbitrariness of meaning, its stability, nor that it’s ben-
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eficial for each communicator to coordinate (since no other communicators
are considered in the first place). (iv) It seems to be impossible to explain
semantic normativity on such an account.

Notice that these are all features that are part and parcel of a conven-
tionalist account (with an account of social norms). The second part of my
claim should now be plausible: if we tried to improve the account under
consideration, then we would have to add things which would amount to
adding conventions and social norms.

Thus, the question is not: “Should we abandon the conventionalist
project (since we incorporate grammars/translators now)?” but rather:
“What’s the relation between translators and conventions?” I think the
following is a plausible beginning of a more complete answer: As before,
the explanation starts with something social: a stable linguistic use like
a convention (or a social norm). From the existence of such a stable lin-
guistic use it follows that its members have certain dispositions to use and
understand certain expressions. This was the conventionalist part of the
explanation. The crucial claim to relate it to the grammar part is the fol-
lowing stipulation. These dispositions are brought about, at least in part,
by an L-determining translator. To make this stipulation explicit, let us say
that linguistic conventions are conventions whose members’ behavioral dis-
positions are brought about, at least in part, by translators, and likewise for
“linguistic social norms” and “linguistic normative conventions” that are yet
to be introduced. Hence, translators are constitutive for linguistic conven-
tions. That is to say: while L-determining translators have an explanatory
role in the overall explanation, the explanation is not just in terms of them.

To conclude, the conventionality thesis C′ has to be restated since the
existence of a convention does not imply that there is a grammar which is
needed to address the meaning-without-use problem and to assign meanings
to sub-sentential expressions. If we introduce the term “stable linguistic use”
for linguistic conventions and linguistic social norms (and combinations of
them), then we can formulate the thesis with a more cognitive underpinning
as follows:

C′′. For all expressions e, meanings m, coordinates C: The stable linguistic use
of e at C determines that e means m at C.

In the case of meaning in virtue of conventions, we can be more specific:
According to a Lewisian Actual Language Relation theory, an expression’s
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meaning is determined by the L-determining translator that is used to
process the effective language used (ALR-E′). Conventions determine the
meanings of the sentences of the effective language. Translators determine
the meanings of the extended language and of all sub-sentential expressions.

6.1.6 Language varieties

The orderliness of Lewis’ theory is suspicious. Can it really be that sim-
ple? Language varieties have been considered to be problematic for Lewis’
account. But is that so? Before I discuss Jorgensen’s objection in the
evaluation-section (§6.2.1), I elaborate on Lewis’ proposal.

A first observation is that the folk ways of individuating languages are
quite different from Lewis’ way. His abstract languages have very precise
identity conditions: one little change d, say a more word or less, yields
another formal language – L± d ̸= L. Natural languages are vague objects:
a little change does not yield another language – L ± d ≈ L.

This modeling mismatch is not problematic on its own. It suggests, how-
ever, that we shouldn’t translate ordinary language sentences of the kind
“the Germans use German” too directly into the theoretical vocabulary as
“population PG uses the abstract language LG.” For there are many vari-
eties of German, some of them blending neatly into Dutch and others into
Austrian. We can describe these varieties as a family of abstract languages
that have shared parts and overlapping parts in which they disagree (say
one language assigns to an expression one meaning and another assigns a
different meaning to it). This raises the question which of the many ab-
stract languages LG should designate. Luckily, since a population can use
more than one abstract language, we don’t have to choose exactly one (cf.
Lewis 1975:397 ff.). It follows from Lewis’ theory that, ceteris paribus, if a
population uses an abstract language L, then it also uses all abstract lan-
guages that are a subset of L.14 Hence, the cases of interest are ones where
the abstract languages disagree on the meanings they assign to the shared
expressions. Lewis considered two particular kinds of languages in case of a
linguistically inhomogeneous population, namely its shared language and its
total language, the former being the intersection of the abstract languages

14At least on the assumption that members of a population don’t lose interest in a language
as it gets smaller.



174 Chapter 6. Actual Language Relations

that are used by any substantial subpopulation and the latter being its
union. I think the former notion is more interesting since it allows us to
explain why communication is easy in a population.

It might not be obvious which kind of regularities have to exist in such
population for it to use a particular shared language. For in the case
we’re considering now, the regularities of truthfulness and trust might be
in different languages among many members and there are occasional non-
conforming uses. So, let me illustrate Lewis’ idea by discussing the sim-
plest scenario: there are two distinct expressions e1 and e2 and two distinct
meanings m1 and m2, defining the eight possible languages in figure 6.1(a).
Figure 6.1(b) on the right shows the intersections of the languages of the
respective row and the respective column.

L1 = {⟨e1,m1⟩}
L2 = {⟨e1,m2⟩}
L3 = {⟨e2,m1⟩}
L4 = {⟨e2,m2⟩}
L5 = {⟨e1,m1⟩ , ⟨e2,m1⟩}
L6 = {⟨e1,m1⟩ , ⟨e2,m2⟩}
L7 = {⟨e1,m2⟩ , ⟨e2,m1⟩}
L8 = {⟨e1,m2⟩ , ⟨e2,m2⟩}

(a) Languages

∩
L1 L2 L3 L4 L5 L6 L7 L8

L1 L1 ∅ ∅ ∅ L1 L1 ∅ ∅
L2 L2 ∅ ∅ ∅ ∅ L2 L2

L3 L3 ∅ L3 ∅ L3 ∅
L4 L4 ∅ L4 ∅ L4

L5 L5 L1 L3 ∅
L6 L6 ∅ L4

L7 L7 L2

L8 L8

(b) Shared languages

Figure 6.1: A simple scenario of language varieties

Let us consider a population consisting of three agents, being in the po-
sition to be truthful and trusting in one of the eight languages (or in short
(individually) “using” one the languages).15 Thereby we can simulate sce-
narios in bigger populations where the agents are subpopulations and the
languages are much bigger. For each agent, there are eight languages she
can use. (If she is using more than one compatible language, say L1 and L4,
then we count this as using one language, namely its union L6. Languages
like L1 and L2 are incompatible in this sense since the same expression has
two different meanings and we assume that one cannot be truthful and trust-

15An agent’s being “truthful and trusting in L” has to be defined in the obvious way. I
omit here complications resulting from agents understanding languages they can’t speak
and the like.
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ing in both of them. Consequently, there are already 256 (= 83) possible
configurations resulting from the agents using one of the languages. We can
characterize the configurations by using a three-dimensional coordinate sys-
tem where each point is a triple consisting of the three languages used by the
agents, respectively. Obviously, in configurations of the form ⟨Li,Li,Li⟩,
the population is using Li. This is the linguistically homogeneous case.

Now let us turn to cases of linguistically inhomogeneous populations.
Lewis seems to suggest the following procedure to determine the shared
language of a population: First determine the languages used by each sub-
stantial subpopulation (and make sure that these languages are not too
different yielding an empty intersection). Then take the biggest language
of each such subpopulation. The union of these languages is the shared
language of the population.

Thus, we might think that based on Lewis’ proposal the population
simply uses L∩ in configurations of the form ⟨Li,Lj ,Lk⟩ where L∩ = Li ∩
Lj ∩ Lk. But since Lewis allows for some exceptions in the conventional
regularities, the story is more complicated. Let us just stipulate that if two
of three agents use a language, then the whole population uses it. Thus, a
population is also using Li in configurations of either the form ⟨Li,Li,Lk⟩
or ⟨Li,Lk,Li⟩ or ⟨Lk,Li,Li⟩.

Less obviously, there is also a case where one of the used languages
overlaps another used language. In such cases, if there is a non-empty
intersection-language of two used languages, then it is also used by the pop-
ulation. That is, even if the intersection-language L∩ of all three agents is
empty and no two languages are identical, there are configurations where
the population uses a non-empty language. To illustrate this, let us en-
rich the vocabulary by two more expressions and meanings. Then there
is a configuration where agent 1 uses {⟨e1,m1⟩ , ⟨e2,m2⟩}, agent 2 uses
{⟨e2,m2⟩ , ⟨e3,m3⟩}, and agent 3 uses {⟨e3,m3⟩ , ⟨e4,m4⟩}. In this config-
uration, the intersection-language L∩ of all agents is empty and no two
agents are using the same language. But there are the intersection languages
{⟨e2,m2⟩} and {⟨e3,m3⟩} of at least two agents. By allowing exceptions to
the regularity, these languages are also used by the population.

So, Lewis’ theory entails that in certain cases of overlapping abstract lan-
guages that disagree on the meanings they assign to the shared expressions,
the overlapping part cannot be a (sub-)language used by the whole popula-
tion. Intuitively, this seems plausible for the members of the whole popu-
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lation wouldn’t communicate successfully by using this sub-language. This
does not rule out that the conflicting parts of the two abstract-languages
can be used by the respective sub-populations of the population: As long
as there is a regular not too conflicting use of them, the parts are actually
used.

To conclude, already in the simplest scenario, the application of Lewis’
theory is complicated. It gets more difficult as we add recursive rules, more
agents, and changes over time. This is a disadvantage of Lewis’ theory since
the standard case among humans is one of linguistically inhomogeneous
populations.

6.2 Evaluation

Even with the complications stemming from the meaning-without-use prob-
lem, Lewis’ Actual Language Relation theory has obvious appeal: it is sim-
ple and has relatively well understood foundations. On the basis of the
presentation and discussion of Lewis’ theory, we can now evaluate it. I skip
a detailed discussion of the adequacy conditions (§1.4) since the outcome is
almost the same as for his Signaling Games theory (§5.4). This is so because
the same account of conventions is used and because the conventional reg-
ularities are similar.16 With regard to the adequacy conditions there is one
improvement: the new theory can explain linguistic structure and thereby
linguistic meaning (DesM6). For the same reason, the new theory inherits
also the problems of Lewis’ Signaling Games theory, namely it’s rationalistic
conception of language use and its users, on the one hand, and the lack of an
account of semantic normativity, on the other hand. Thus, meaning is not
normative on Lewis’ theory while it should be possible that it is (chapter
2). Lewis (vaguely) suggested to add social norms on top of conventions:
If there is a social norm to conform to a convention, then there are oughts
(c.f Lewis 2002:97–100).17 Since he does not provide an account of social
norms, his theory is incomplete with respect to semantic normativity and
with respect to meaning in virtue of social norms. A further consequence
of this is that he is stuck with implausible mood explications – a plausible

16But not identical: the direction of the conditional in the speaker’s portion of the regularity
is reversed from “belief → utterance” to “utterance → belief.”

17But this would go against the principle promoted in chapter 2 that if meaning is normative,
then this is because of the way it is determined.
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explication of what it is to inform someone is in terms of social norms (§2.5).
In this section, I discuss some further criticism. I start by discussing

four objections against Lewis’ theory: an objection by Jorgensen drawing
on language varieties (§6.2.1), an objection based on Davidsonian language
use (§6.2.2), an objection by Max Kölbel advocating an alternative defini-
tion of the actual-language relation (§6.2.3), and an objection based on the
Gricean heritage of Lewis’ theory (§6.2.4). In §6.2.5, an interim summary is
given and Gricean variations are explored, in particular alternative Actual
Language Relation theories are considered.

6.2.1 Jorgensen’s objection from language varieties
Andrew Jorgensen (2008:82 ff.) argues on the basis of language varieties that
in cases of linguistically inhomogeneous populations there is no language the
population uses:

Consider the case of English. The body of sentences and rules that
constitutes the “lowest common denominator” variety of English un-
derstood by all speakers of English must be sheared of all the peculiar-
ities of Hiberno-English, Ulster Scots, Lallans, Doric, Strine, Newziln,
Yorkshire English, Mancunian, black English vernacular, and so on.
[. . .] [T]here is a plurality of natural ways of extrapolating the used part
of this structure to the unused cases. It is thus the case that existing
linguistic diversity shows that condition 3 [requiring that everyone has
a good and decisive reason to conform to one of these fragments] fails
for these proper language fragment-type cases. This conclusion can be
extended. If condition 3 fails for the proper fragments of a language,
then it fails for languages themselves at a time, since the entire corpus
of a language up to a certain moment in time is a proper fragment of
the entire corpus of a language up to some succeeding moment.

(Jorgensen 2008:83)

If I understand his argument correctly, then it can be stated as follows:

P1. In cases of a linguistically inhomogeneous population, there are many lan-
guage varieties used by the subpopulations. These language varieties are
(finite) effective languages. For each language variety, there are many
admissible extrapolated languages.

P2. A population uses an abstract language L only if each member’s belief
that the others conform to the regularity of truthfulness and trust in L
gives her a good and decisive reason to conform to the regularity herself.
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P3. But in such a case, there is no such good and decisive reason for any
member of the population to be truthful and trusting in one variety since
she could equally well be trusting in another variety.

C. The population uses no language.

It’s clear that Jorgensen is on to something. For we have seen in §6.1.6 that
Lewis’ theory becomes opaque when applied to linguistically inhomogeneous
populations. Nevertheless, I think Jorgensen’s argument is not sound.

Observe that Jorgensen’s point is not that there is no shared language.
He seems to grant that there might be a non-empty intersection-language
(“lowest common denominator”). This language would be the candidate
Lewis’ theory selects as (one of) the language(s) used by the population.
Jorgensen’s objection seems to result from the combination of (i) there being
many extrapolated languages and (ii) Lewis’ necessary condition 3 of a
convention. Condition 3 requires that the belief in the others’ conformity
gives each member a good and decisive reason to conform to it themselves
(see above in §6.1). Jorgensen’s point then seems to be: Each member of the
population faces a non-trivial decision problem. There are many candidate
languages one could be truthful and trusting in. But contra Lewis, there is
no good and decisive reason to choose one since many of them are equally
good.

Still, I think that the argument is not very compelling since P3 seems to
me based on a misunderstanding. It seems to me that Jorgensen implicitly
assumes that there has to be exactly one language which has to be extracted
from all the language varieties in the currency of a linguistically inhomoge-
neous population and this language is the best choice no matter what. This
is wrong. First, by endorsing Schiffer’s solution for the meaning-without-use
problem, each variety should have only one interesting extension and thus
the number of candidates to choose from is not as big as Jorgensen thinks.
Second, in such a case, Lewis’ proposal is not as Jorgensen thinks: We start
by considering the biggest effective languages used by substantial subpop-
ulations. By taking the intersection of these languages, we construct the
shared language of the population. There is only one such language. Third,
each individual of the population does not face only one decision problem
with regard to the language to use but in fact many. For an individual
can be a member of different subpopulations using different languages. The
language she should use depends on the subpopulation she’s a member of.
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Crucially, in each subpopulation, there is a language for whose use she has a
good and decisive reason. Finally, having no further knowledge than know-
ing to be a member of a linguistically inhomogeneous population, using the
shared language seems to me the rational thing to do. For this reason,
Lewis’ proposal is recommendable.

To conclude, Jorgensen’s argument does not have the force he thought
it to have. Nevertheless, linguistically inhomogeneous populations seems
to be the standard rather than the exception. The discussion shows that
the application of Lewis’ theory is complicated in such scenarios. This is
so because Lewis tries to relate two abstract entities by means of abstract
conventions: populations and abstract languages. Both are abstract en-
tities which are intended to model vague worldly counterparts: linguistic
communities and living languages. Seen this way, the complications should
not surprise us. For at the heart of the complications is a deviation from
our pre-theoretic conception which I take to be that there is a convention
for each word. That there are these complications is a point against Lewis’
theory. An account that could deal with such scenarios in a better way is
obviously to be preferred.

6.2.2 Sperber and Wilson’s objection from Davidsonian uses
Lewis’ regularities of truthfulness and trust suggest that communicators
don’t lie and use language literally all the time. If so, isn’t Lewis’ theory at
odds with reality? While Lewis does not discuss malapropisms, he discusses
inveterate liars, hyperbole, metaphors, joking language uses, and Gricean
communication (Lewis 1975:395–397). He offers different explanations of
the phenomena. Let me first present Lewis’ position before I evaluate it.

The case of inveterate liars is quickly told: Lewis denies that a popula-
tion of inveterate liars can use a language at all. As another case of seeming
untruthfulness, he considers the use of hyperboles and metaphors. Here the
claim is that such language use is one conforming to a regularity of truth-
fulness and trust, in spite of all appearances to the contrary. As Sperber
and Wilson (2002:587–589) explain, Lewis seems to suggest that a sentence
like (1) is ambiguous, having besides its literal meaning the same meaning
as (2).18

(1) You are a piglet.
18The example is from (Sperber and Wilson 1986:154).
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(2) You are a dirty child.

For joking and more broadly insincere language use, Lewis does not of-
fer just one treatment but three. The first one is as above: The seeming
untruthfulness in the language is actually truthfulness in another closely
related language. In the language the people use they are truthful but they
are untruthful in a closely related more systematic literal-language. In the
language they use, the insincere uses of the sentences are indicated by signs
of insincerity (example: child speaks with crossed fingers).19

The second treatment is to count the insincere uses as exceptions to being
truthful and trusting. The third treatment is by a modification of Lewis’
theory: the relevant language use that determines the language(s) used by
a population is restricted to the use in serious communication situations.20

Plausibly, malapropisms could be explained along similar lines.
Finally, Gricean communication (communication obeying the Gricean

maxims) is not in conflict with his theory. Social norms of being helpful
and relevant can exist together with conventions of truthfulness and trust
in a language.

A look in the literature suggests that Lewis’ claims are not generally
accepted. Davis (2003:289 ff.) finds cases of inveterate liars using a language
conceivable since these liars use the words in their normal meanings. Sperber
and Wilson (1986:154) point out that long stretches of literal language use
are not the rule but exceptional and argue that (i) non-literal language
use and understanding is not based on literal use and understanding and
that (ii) – contrary to Lewis – non-literal meanings are a different kind of
meaning than literal meanings since the non-literal meanings of figurative
utterances of expressions are highly context dependent.

I myself don’t find it plausible to say that inveterate liars can use a
language in the ordinary sense. While I see Davis’ point, I think that it only
applies to a short transition period in the liar community. If conventions
determine the words’ meanings, then after a while, their words will have

19I think that this proposal is quite strong. For recent research suggests that heuristics com-
bined with simple machine learning is sufficient to reliably recognize sarcasm in closed
domains: Tsur et al. (2010) developed a sarcasm recognizer that recognizes 77% of sar-
castic sentences in the domain of Amazon customer reviews.

20Lewis defines such a situation as one in which it is common knowledge that the hearer
wants to know whether some sentence s is true and in which the speaker knows that;
moreover, the speaker is assumed not to have a strong preference for uttering s or not.
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lost their meanings since the conventions will cease to exist (due to the lack
of a common interest to communicate).

Sperber and Wilson’s criticism is more difficult to assess since it bears on
contested topics in the current semantics/pragmatics debate. For example,
in case of example (1), it seems to me quite plausible to say that one of its
literal meanings is (nearly) synonymous to (2). In other cases, it seems to
me more plausible to explore (while not necessarily to endorse) the claims of
Sperber and Wilson. The problem seems to be how the literal meanings are
put to use in communication. Lewis suggests a very direct connection. The
radically pragmatic theory developed by Sperber andWilson (1995) assumes
a very indirect connection resulting in a very weak role for literal meanings.
Even together with indexical information, such meanings for sentences are
not truth-conditional. A more moderate proposal is offered by Recanati
(2004) who introduces an optional semantic “modulation” process which
maps semantic values of expressions to other semantic values of the same
type (not freely, of course, but the constraints are contested).

While Sperber and Wilson’s proposal seems to be incompatible with
Lewis’ theory, Recanati’s modulation seems to be compatible. For this rea-
son, I think that one should work out the details of such an account in
the semantics/pragmatics debate.21 I’d like to suggest that the regularities
of truthfulness and trust are redefined as follows: The truth-conditional-
element of an utterance of an expression is, depending on the mood, the
modulated meaning of the truth conditional-element of the uttered expres-
sion.

So, while these considerations are sketchy and inconclusive, they seem
to point to a weakness of Lewis’ account. But, contrary to Sperber and
Wilson, I think that one is not forced to endorse their account. It seems to
me that one could keep most of Lewis’ theory by incorporating Recanati’s
modulation.

6.2.3 Alternative regularities: Kölbel’s lust and lies

Kölbel considers in his article Lewis, language, lust and lies (Kölbel 1998)
alternatives to Lewis’ regularities of truthfulness and trust, arguing for a
change in Lewis’ theory using a disjunctive regularity. Since no one has

21Recently, Pagin and Pelletier (2007:§4) have developed a compositional semantics for
Recanati’s proposal. It highlights the need to impose constraints on modulation.
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challenged his argument, I’ll do it now. Among the regularities Kölbel
considers are:

1. a regularity of reliability and reliance in a language L which is to reliably
making only true-in-L utterances and to rely on the truth-in-L of utterances
(p. 304)

2. a regularity of sincerity and trust which is to make an utterance only if one
believes it to be true-in-L and to respond to utterances by coming to believe
that their speaker believes them to be true-in-L (p. 305)

3. a regularity of cageyness which is to make an utterance only if one wants to
give the impression that one believes the utterance to be true-in–L and to
respond to utterances by coming to believe that their speaker wants to give
the impression that he believes them to be true-in-L (cf. p. 309)

Kölbel argues that a regularity of sincerity and trust cannot explain
the flow of information. For if Romeo utters “ti amo,” addressing Juliet,
then Juliet comes to believe that Romeo believes his utterance to be true in
Italian but not that Romeo loves Juliet, as the regularity of reliability and
reliance has it. The former would need additional assumptions to explain
the flow of information. Kölbel takes this to be a reason for the latter
regularity.

But if Lewis’ theory is understood in this way, then it has problems
with scenarios where the speaker is unreliable. Kölbel (1998:304–308) ar-
gues that if such scenarios occur frequently, then no regularity of reliability
and reliance can be a convention. One reason is that there are too many
exceptions and Kölbel believes that Lewis could not allow for more devia-
tions. The second reason is that common knowledge is precluded in such a
scenario.

Kölbel (1998:308–312) iterates this point: In case of overt lies, the com-
municators plausibly “see through” them. In this case, it’s more plausible
that there is a regularity of cageyness since the communicators would not
be sincere and trusting.22 The disadvantage of postulating such a conven-
tional regularity is – as in the case of sincerity and trust – that the flow of
information is also not explained. It seems that the additional assumptions
need to be even stronger than in the case of sincerity and trust.

Conceivably, a speaker could be even more cagey by just wanting to give
the impression that . . . she wants to give such an impression, etc. Since we

22Also Williams (2002:70) and Laurence (1996:278 ff.) argue against a regularity of truth-
fulness and trust on the basis that we utter sentences we believe not to be true.
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want one kind of regularity to define the actual-language relation, Kölbel
thinks that we should define the regularity as a disjunction, roughly as
follows: A population uses a language iff among them, there is regularity in
reliability and reliance or sincerity and trust or cageyness or . . . (for more
cagey regularities).

Let me turn now to the evaluation of Kölbel’s argument.23 Kölbel is
wrong in thinking that Lewis couldn’t weaken the degree of conformity to a
regularity. I’ve argued that Lewis’ theory of conventions could be modified
by taking an expected-utility approach allowing for conventions with wide-
spread deviations (§4.3.3). Parties to a convention in this sense only have to
conform often enough, where “often enough” is defined in terms of expected
utilities. As to common knowledge, I think we’ve heard by now enough
reasons not to insist on it. On the basis of these rejoinders, we can block
Kölbel’s moves and are not forced to accept his proposal in terms of a
disjunctive regularity. Moreover, I don’t share all of Kölbel’s intuitions.
Why isn’t there a flow of information in case of a convention of sincerity
and trust? After all, the hearer learns something about the speaker and
the additional assumption that normally the speaker speaks truly is also
plausible. To conclude, I agree with Kölbel that Lewis’ theory needs a
modification. We disagree about the place. Kölbel wants to redefine the
actual-language relation; I prefer to redefine the notion of a convention
since the root of the problem seems to me more general than language use:
conventions should allow for a substantial share of deviating behavior.

6.2.4 Being Gricean is a handicap
Actual Language Relation accounts are typically Gricean in the sense that
if a speaker utters something conforming to a linguistic convention, then
the speaker means something – in Paul Grice’s sense of “speaker-meaning”.
I turn now to the question whether this is a desirable feature or not. The
target is not speaker-meaning as Grice originally analyzed it in his article
Meaning (Grice 1957) but a version based on his later article Utterer’s mean-
ing and intention (Grice 1969) which I formulate as follows (for simplicity
restricted to indicative utterances):24

23I think it’s unfortunate that Kölbel has chosen the case of love since, arguably, we all
don’t know very well what “love” means.

24This formulation is based on (Neale 1992:550) but without dropping clause 3 which I
think is part of the core of Grice’s proposal.
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For all speakers S, utterances u, and propositions p: By uttering u, S meant
that p iff for some hearer H,

1. S uttered u intending H actively to entertain the thought that p (or the
thought that S believes that p);

2. S uttered u intending (R) H to recognize that S intends H actively to
entertain the thought that p;

3. S uttered u intending R to function, in part, as a reason for H to recognize
that S uttered u intending H actively to entertain the thought that p (or
the thought that S believes that p) (=1.);

4. S does not intend H to be deceived about S’s intentions 1. and 2.

The original analysis in Meaning had a couple of problems I don’t want
to rehearse here in detail.25 For example, the intended reaction of the
hearer in clause 1 was initially to believe that p. But in exam-like situations
the examiner already has the relevant belief and the examinee expects that
the examiner has this belief. Another problem were argumentative dialogs
where the speaker doesn’t want the hearer to come to accept the conclusion
because she intends so. Also, deceptive intentions (now ruled out by clause
4) have been a matter of some controversy. The important point for our
discussion is that Griceans would endorse something like the new analysis
presented above and that this version does not have the well-known prob-
lems of the original analysis. At least, I will grant this to the Griceans in
order to focus on two issues I find most important: The sentential primacy
thesis presupposed by Gricean analyses and the Intellectualism they entail.

Sentential primacy That sentences are in some sense prior to sub-
sentential expressions is a widespread assumption, endorsed in particular
by broadly Gricean analyses of meaning (and not only Paul Grice’s).

I’ll argue that in a certain sense such an assumption is problematic. To
do so, (i) I clarify the relevant sense of priority (or primacy), (ii) I relate the
sentential primacy thesis SP to broadly Gricean analyses, and (iii) I provide
reasons against SP.

The sentential primacy thesis that is relevant for the conventionalist
project is the one which concerns the determination of sub-sentential mean-
ings (since the project is concerned with their determination):

25Grice (1969) discusses many cases. For extensive discussion, consult for example (Kem-
merling 1979, 1986; Neale 1992; Davis 2003, 2005; Schulte 2008).
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SP. Sub-sentential expressions have the meanings they do because sentences in
which they occur mean what they do.

SP is a thesis expressing how meanings of sub-sentential expressions are
determined (in the sense of “determination” introduced in §1.1.2 which
amounts to something stronger than global supervenience – e.g. to con-
ceptual entailment as I prefer). If one endorses SP, then one claims that
sub-sentential expressions mean what they do solely in virtue of what the
sentences mean in which they occur.26

SP is not an epistemological thesis27 as some understand it.28 For this
reason, the truth of the epistemological versions of SP is irrelevant for my
discussion.29

Moreover, we should understand the terms “word”, “sub-sentential ex-
pression”, and “sentence” in their syntactic sense and semantic sense. The
syntactic sense is fixed by paradigm cases of what we count as words, sub-
sentential expressions, and sentences. Linguistic tests help us to determine
the syntactic categories of expressions in a systematic way, in particular the
movement-test according to which two expressions are of the same syntac-
tic category if they can occur in the same environments. For example “a
farmer” is not of the same category as “it rains” since in the environment
“He said that __ and after the rain comes sun”, “a farmer” cannot be sub-
stituted for “__” while “it rains” can. Such tests are not infallible but still
useful since they are reliable to some degree.

Also the semantic senses of “word”, “sub-sentential expression”, and
“sentence” are fixed by paradigm cases. Sentential expressions have a truth
value in context while the semantic values of sub-sentential expressions in
context are not propositional.

The syntactic and semantic senses of “word”, “sub-sentential expres-
sion”, and “sentence” contrast with a pragmatic sense of “sentences” ac-
cording to which they are the primary unit used to perform a speech act.30

For the discussion, this pragmatic sense is not at stake.
Broadly Gricean analyses of meaning presuppose SP but we have good

26See (Szabó 2008:402–403) for a helpful clarification of the thesis.
27Cf. (Davis 2003:178).
28See (Stainton 2006:§10).
29One could even grant the truth of a thesis along the lines of “The meanings of sentences

are learned before the meanings of words are learned.”
30See (Stainton 2006), especially §10.1.
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reasons not to endorse it.31 Let me elaborate.
According to Gricean analyses of meaning, an expression e means that

p just in case people use e to mean that p (Davis 2003:167). On the basis of
this definition (be it an analysis or explication), sub-sentential expressions
cannot be assigned a meaning. Consider “red”: People don’t use it to mean
that red (p. 174).

One could just deny that sub-sentential expressions have a meaning.
But this move has consequences that are not worth it:

It is implausible enough to claim that “blue” and “green” are like
“elub” and “neerg” in being meaningless, but it is particularly hard
to accept that “The sky is blue” is meaningful but not “the blue sky.”
Worse yet, the nihilist conclusion would undermine the fundamental
principle of the compositionality of meaning. Because “gleft” is mean-
ingless, any phrase, clause, or sentence in which “gleft” is used rather
than mentioned is meaningless. So either the nihilist conclusion about
[the meaning of sub-sentential expressions] would spread to sentences,
or else the Gricean would face the difficult task of saying how “All
boys are gleft” differs from “All boys are male.” (Davis 2003:175)

So, from a Gricean perspective, there seems to be no other choice than
(i) to restrict the analysis of meaning to sentences and (ii) to endorse SP.
This is what Griceans do, e.g. (Grice 1989d:128–137), (Schiffer 1972:6,166),
and (Bennett 1976:16–22, 212–221,272–276,280–284).32

Stephen Schiffer, for example, writes in his introduction to Meaning in
a section called “An order of priorities” about the definitional order of the
analysis of sentential and sub-sentential meanings:

What can be said about the order of priorities obtaining between our
[. . .] analysanda? [. . .] A prima facie reason for thinking that the con-
cept of a whole-utterance type cannot be logically prior to the concept
of a part-utterance type is that the meaning of a sentence is partly
a function of the meaning of its words. On the other hand, there
are stronger reasons for thinking that the notion of a part-utterance-
type [a sentential expression] is logically prior to the notion of a part-
utterance type [a sub-sentential expression]. (Schiffer 1972:6)

In this passage, Schiffer quickly considers an alternative to SP and then
rejects it in favor of SP by assuming that the notion of a sentential mean-

31I base my discussion on (Davis 2003:§8.4) and (Stainton 2006:§10).
32See (Davis 2003:175 fn. 16) for many more references.



6.2. Evaluation 187

ing comes earlier in the sequence of definitions provided by a foundational
theory of meaning.

Thereby, sub-sentential meanings are defined in terms of sentential
meanings. This is a (strong) version of SP since the determination claim
expressed by SP follows from it. This way of defining the meanings of sub-
sentential expressions is characteristic for broadly Gricean accounts. But
there are at least five reasons against SP:33

First, the restriction is unnatural. It is natural to say things like “By
‘bleu’ I mean blue” without giving an indirect analysis for these phrases.
SP creates a disunity of the analysis by treating sub-sentential expressions
differently than sentential expressions – or as Davis puts it: SP “postulates
diversity where we should expect uniformity” (p. 181). I think Davis’ point
is rather an expression of an intuition (which I find plausible) than a decisive
objection; for the objection is merely conditional: If you share my intuition,
then . . .

Second, by accepting SP one endorses a commitment to explain how
the meaning of sub-sentential expressions are to be derived from sentential
expressions. Otherwise, the meanings of sub-sentential expressions are un-
explained and this would be a serious defect of a conventionalist account
of meaning (and of foundational theories of meaning in general). But so
far, Griceans are vague about this step and the known approaches in the
Gricean literature have problems. Hence, unless a plausible derivation pro-
cedure is provided, one should not endorse the sentential primacy thesis
(Davis 2003:182–187). Moreover, such a procedure faces the following fun-
damental indeterminacy problem.

Third, Lewis (1975) pointed out – informed by the indeterminacy of
meaning arguments of Quine (1960) – that the meanings of sub-sentential
expressions are highly indeterminate. For any kind of grammatical descrip-
tion for the sub-sentential expressions is admissible as long as it yields the
same distribution of sentential meanings. By complicating the grammar,
some words need not be described as words. Also the meanings of sub-
sentential expressions can vary wildly as long as the sentential meanings
resulting from their composition remains unchanged. This is bad since an
account that can assign meanings to sub-sentential expressions more directly
and in a less indeterminate way is preferable.

33Davis (2003:176–180) also convincingly argues against standard arguments in favor of SP;
Szabó (2008:403) shares this judgment.
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Davis (2003:187) illustrates the point by discussing a “toy” language
which has more words than sentences, namely the three expressions “a”,
“b”, and “L”, and the two sentences “aLb”, and “bLa”. In this case, the
meanings of the sub-sentential expressions cannot be uniquely determined.
For there are three variables (the expressions) whose values have to be
determined by two equations (the sentences).34

The force of the indeterminacy objection comes from the fact that var-
ious indeterminacy claims can be proved. Notably, Hilary Putnam (1983)
applied the Löwenheim-Skolem theorem to show that any language that has
an extensional semantics, has many different extensional semantics that re-
sult from reshuffling the semantic values of sub-sentential parts.35 In (Put-
nam 1981:§2), Putnam generalized the “if there is one, there are many”
result to intensional semantics.

There are strategies to deal with these indeterminacies (see Janssen
1997): One has to impose constraints on (i) the structure of the language,
(ii) the properties of the semantics (e.g. what counts as an admissible se-
mantic value for a property-term of the language), and (iii) the admissible
semantic mappings. But this is not coherent with the sentential primacy
thesis. In effect, by following the strategy, one makes assumptions about
what sub-sentential expressions mean.

Fourth, words and phrases can be used and understood in isolation,
e.g. (i) to make assertions, as in utterances of “John’s father” to make the
assertion that the man near the door is the father of John Adams (Stainton
1993, 1994); (ii) on shopping lists, CDs cover, dictionary entries, menus,
. . . (Stainton 2004); or (iii) as discourse initial fragments, as in “a beer” to
order a beer from the barkeeper (Staudacher 2007).

The use and understanding of linguistic expressions determines their
meanings (§1.3). For this reason, the above examples are relevant. They
provide a good reason to suppose that also such uses and understandings
determine their meanings.

34On pp. 187–189, Davis (2003) generalizes his indeterminacy-claim to richer languages.
But as Szabó (2008:403) points out, it seems to be an open question for which class of
richer languages the claim holds.

35Putnam intended his so-called “model-theoretic argument” as a refutation of scientific
realism. This claim is by now widely contested. Moreover, Putnams’ proofs have tech-
nical problems. The philosophical assumptions of his argumentation have been found
implausible. Nevertheless, semantic indeterminacy is usually acknowledged. See (Bays
2001) and (Bays 2009:§3.3.) for a recent discussion.
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Observe that the sub-sentential expressions in these examples cannot be
analyzed as ellipses in the sense of syntactic or semantic ellipsis theories.
Syntactic ellipsis theories assume that ellipses are sentences in the syntactic
sense that can be reconstructed from the linguistic discourse context (e.g. by
using sentential parts from the sentences that have been uttered before the
utterance of the ellipsis). Semantic ellipsis theories assume that ellipses
are sentences in the semantic sense whose sentential semantic value can be
reconstructed from the semantic values of the expressions uttered before the
ellipsis in the linguistic discourse context.

But the sub-sentential expressions above can occur as discourse initial
fragments. Hence, there is no linguistic discourse context to use as the source
for the reconstruction of a sentence (in either the syntactic or semantic
sense).

Fifth, it is conceivable that a meaningful language is used by a com-
munity that contains only words and phrases but not sentences (Stain-
ton 2006:202–203). In such a scenario, SP is false. Yet the expressions in
the language are meaningful. (Moreover, an appeal to Quinean “one-word-
sentences” would be beside the point. For then one is using “sentence” in
the pragmatic sense of being the primary unit to perform speech acts and
not in the syntactic and semantic sense at stake.)

For these reasons, I conclude – with Wayne Davis and Robert Stainton
– that one should not endorse SP.

Intellectualism Gricean analyses have the problematic consequence that
linguistic communication is assumed to be a rational activity performed
by rationally deliberating agents which are able to have quite demanding
higher-order attitudes.36

Millikan (1995a:61–69) has convincingly argued that we should neither
assume that communicators have such (implicit) attitudes during ordinary
conversations nor that they are able to have such attitudes. Millikan’s ac-
count (chapter 7) shows that ordinary conversation does not require such
attitudes. For it is sufficient that the hearer shows the reaction that is
typical for utterances of a certain type. If linguistic communication were
only possible by having (and using) the complex Gricean attitudes, then

36This is also acknowledged by Grice scholars, e.g. Kemmerling (1979, 1986). He works out
these features in detail and employs a helpful notation. Schulte (2008:§5.4.3) also argues
against Gricean accounts on the basis of the implausibility of such complex attitudes.
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linguistic communication would be a complicated Intellectual business. For
then, a speaker would need to have complex Gricean intentions when she
communicates (by uttering a sentence) with a hearer. And the hearer would
need to recognize these complex intentions for communication to be success-
ful. This is an implausible picture of what it is to communicate by using
language.

Moreover, young children around the age of three can speak and thereby
mean something. But at this age, children do not have second-order beliefs
as the second-order false belief task shows; actually, developmental psy-
chology suggests that they do not even possess the required concepts.37

Plausibly, this holds also for the relevant Gricean intentions.38 For this rea-
son, children cannot be in the mental states of the type a Gricean analysis
would require them to be.

Conclusion The two issues mentioned here have implications for conven-
tionalist accounts. The issue with sub-sentential expressions is problematic
for all accounts that entail the sentential primacy thesis. But, maybe more
importantly, if an account is Gricean, then it implies an overly Intellectual
picture of linguistic communication and unnecessarily assumes complicated
attitudes, whose existence is doubtful in the ordinary case.

The situation with respect to Lewis’ theory is more complicated. In the
chapter on Signaling Games I’ve argued that Lewis wants his account to be
Gricean and that without further rationality assumptions, it does not follow
that it is Gricean (§5.3.4 and §5.4). The argumentation there also applies
to his Actual Language Relation theory since it’s his theory of conventions
that needs the rationality assumptions to ensure that the resulting theory is
Gricean.39 Thus, on the one hand, the theory Lewis intended to formulate

37This point is also from Millikan (1995a:69), informed by Schulte (2008:§5.4.3). The classic
experiment on the false-belief task has been conducted by Wimmer and Perner (1983);
their results have been replicated.

38Notice that Kemmerling (1986) reconstructs Grice’s analysis in terms of beliefs, desires,
and instrumental rationality without using intentionality. On his reconstruction, second-
order beliefs are used. Thereby, the problematic experimental data on the false belief task
directly applies. This is of some importance since Kemmerling’s reconstruction is prefer-
able to Grice’s analysis: First, it has never been quite clear whether Grice really wanted
to state his analysis in terms of intentions and not in terms of beliefs and desires (§5.3.4).
Second, Kemmerling’s reconstruction makes the rational aspects of communication more
transparent and tractable since it fits a decision theoretic explanation.

39To get this result, some work is required since we’re now using Grice’s refined analysis
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is Gricean and faces the aforementioned handicaps. On the other hand, one
is not forced to make the rationality assumptions. By giving them up, one
can defend a version of the theory that is not Gricean (but it would still be
committed to the sentential primacy thesis).

6.2.5 Gricean variations

As the evaluation shows, Lewis’ theory has problems: Its Gricean commit-
ment makes language use an overly Intellectual activity and comes with an
endorsement of the sentential primacy thesis. The conventionality of lan-
guage turns out to be of a very abstract kind. Instead of words’ meanings
being conventional, the actual-language relation relating complex entities is
conventional. There is no provision for semantic normativity. Applying the
theory to linguistically inhomogeneous populations is complicated. Finally,
non-literal “Davidsonian” language uses seem to be more problematic than
Lewis thought.

There are other conventionalist alternatives to Lewis’ Actual Language
Relation theory. They’ve prospered not only because of the appeal of the
elementary theory but also because of its modularity. All “modules” come
with their set of challenges and different proposals have been made to meet
them. In undue brevity, I provide a survey of these proposals with a sole
question: Do they improve on Lewis’ theory? With respect to the conven-
tional pattern, we can distinguish two types of Actual Language Relation
accounts: Gricean accounts and neo-Gricean accounts.

Gricean accounts There are two subtypes, differing in how it is entailed
that conventional speakers speaker-mean something: (i) Lewis and Bennett
(1973, 1976) developed accounts whose conventional pattern is not stated
directly in terms of Gricean speaker-meaning and understanding but to-
gether with the definition of a convention, the desired conclusion follows (or
should follow; §5.3.4). (ii) Schiffer (1972:156) proposed an account whose
conventional pattern is directly stated in terms of Gricean speaker-meaning.
Otherwise the explanatory architecture resembles Lewis’. Hence, accounts
of either variety do not improve on Lewis’ proposal.

of speaker-meaning. On the basis of Kemmerling’s reconstruction in terms of beliefs and
desires, I’m confident that it can be done.
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Moreover, accounts of either subtype provide either no semantic nor-
mativity or too much. Without an additional account of social norms, all
the oughts there are derive from the notion of a convention (see chapter 2).
If – as Lewis, Bennett, and Schiffer proposed – the notion of a convention
has only a recommending character, then meaning is not normative at all.
Otherwise, if the notion of a convention is normative in the relevant sense
– as e.g. Kemmerling (1976) has it –, then the normativity-of-meaning the-
sis comes out as a conceptual truth. Both results are undesirable, as I’ve
argued in chapter 2.

Neo-Gricean accounts The second type can be called “neo-Gricean.”
By this I mean accounts that are not strictly Gricean but still use some-
thing like Grice’s speaker-meaning. Davis (2003) has developed in detail
such an account on the basis of what he calls “cogitative speaker-meaning.”
Simplifying a bit, cogitative speaker-meaning is defined as the direct ex-
pression of an idea (or thought) by producing an utterance (p. 38). Some of
the crucial differences are that (i) hearer reactions are not part of cogitative
speaker-meaning anymore, (ii) a speaker can also (cogitatively) mean some-
thing by uttering a sub-sentential expression, and (iii) a speaker needn’t
have a belief if she means something; it’s sufficient that she entertains a
thought.

Davis uses cogitative speaker-meaning together with an account of con-
ventions to define what conventionally used expressions mean (pp. 229–263).
There are a couple of problems with Davis’ account. As Gauker (2005)
has observed, it faces the meaning-without-use problem. In a nutshell, the
problem is that Davis’ meaning-determination claim assigns meanings to
any expression e that is derivable from a recursive grammar by means of e’s
conventional use (Davis 2003:203). But if e is too complicated or complex,
then it cannot be (conventionally) used.40

A second issue concerns his notion of a convention, which is basically
a tweaked version of Lewis’ analysis of a convention. According to Davis,
“[a] convention is a regularity that is socially useful, self-perpetuating, and
arbitrary” (p. 206). Conventions are self-perpetuating in virtue of different

40There are several problems. Literally understood, Davis’ proposal of the conventional
pattern makes no sense. For according to his proposal, an agent is said to express a
function (Davis 2003:234,257). This can be corrected by taking the values of the functions
but thereby, his account has the meaning-without-use problem. Davis acknowledged to
me in p.c. that there is this problem.
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mechanisms, among them precedent, habit, normative force, social pressure
(p. 207). Moreover, “[c]onventions also serve as generally accepted standards
of correctness. [. . .] Conventional regularities are thus generally accepted
rules or norms, by which agents judge and guide their actions. [. . .] [T]hey
are de jure rules ‘in force’ in the community. [. . .] People use conventional
norms not only to guide their own behavior, but also to criticize or correct
behavior of others” (p. 211).

With regard to normativity, it seems to me that Davis wants to have
the cake and eat it, too. Saying that conventions are rules is not very illu-
minating since the notion of a rule is as much in need of an explication as
the notion of a convention. Moreover, conventions in his sense should be
both not demandingly-normative (in case they are sustained by habit) and
demandingly-normative (in case normative force and social pressure sustain
the convention). In my terminology, some conventions in Davis’ sense are
conventions with an according social norm in my sense, while other conven-
tions in Davis’ sense are just conventions in my sense. So, Davis dodges
the conventions/social norms-distinction. But it seems to me that to get a
grip on semantic normativity in the context of the conventionalist debate,
we should better distinguish between these two notions of “conventions”.

6.3 Summary
The basic idea of Lewis’ Actual Language Relation theory is quickly told:
It relates populations to abstract languages by means of conventions of
truthfulness and trust. But not much of it has survived scrutiny and the
theory has had to be revised:

(i) The meaning-without-use problem suggests a redefinition of the
actual-language relation in terms of L-determining translators (typically
realized as grammars).

(ii) Kölbel’s lust and lies suggest to modify Lewis’ account of conventions
by requiring only often-enough conformity to the conventional regularity.

(iii) Non-literal “Davidsonian” language uses necessitate changes of the
theory. I vaguely suggested that one could use Recanati’s “modulated mean-
ing” proposal to implement these changes. But a good understanding of
what happens if one does so is still lacking.

(iv) Common knowledge again gave rise to issues so that it might be
best to restrict it or give it up completely.
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(v) Due to the Gricean handicaps, it seemed advisable to give up the
rationality assumptions.

(vi) The regularities of truthfulness and trust were reinterpreted: from
meta-linguistic beliefs about the truth of sentences to the having of certain
attitudes with a certain content.

(vii) The extension to polymodal languages (§6.1.4) to deal with other
moods creates new problems which seem only to be tractable if we restrict
the set of admissible polymodal languages.

As the discussion and evaluation shows, the simplicity of Lewis’ theory
comes at the cost of the problems summarized above (§6.2.5): it is too
Intellectual if Gricean, the conventions are too abstract, there is too little
or too much semantic normativity if the oughts come from the conventions
– or if the oughts should come from social norms, then an account of social
norms is missing (and we need such an account for more plausible mood
explications anyway).

Applying Lewis’ cost/benefit-methodology to evaluate philosophical the-
ories (see Hájek 2007), we’re invited to consider alternatives. Gricean ac-
counts, I’ve argued, are unlikely to address these issues. A neo-Gricean ac-
count like Davis’ seems to be promising. But Davis’ account, as developed
in (Davis 2003, 2005) has problems, among them the meaning-without-use
problem, which might be addressed. I prefer to explore two non-Gricean
accounts in the subsequent chapters. Such accounts do not use a Gricean
or neo-Gricean notion of speaker-meaning at all. Millikan’s account and my
alternative account are of this kind.

Let me end this chapter by returning to the conventionality theses C′

and C′′. C′ was the version stated in §1. The need to assign meanings to
sub-sentential expressions and the meaning-without-use problem led us to
reject C′ and to endorse C′′:

C′. For all expressions e, meanings m, coordinates C: The stable use of e at C
determines that e means m at C.

C′′. For all expressions e, meanings m, coordinates C: The stable linguistic use
of e at C determines that e means m at C.

To state C′′, the technical term “stable linguistic use” was introduced for lin-
guistic conventions and linguistic social norms (and combinations of them),
where such conventions and social norms are ones whose dispositions are in
part brought about by a translator.



Chapter 7
Towards an Evolutionary Theory

[T]he best classification of the various languages would [. . .] be
genealogical; and this would be strictly natural, as it would connect
together all languages, extinct and recent, by the closest affinities, and
would give the filiation and origin of each tongue.

The origin of species
Charles Darwin

Already Charles Darwin had observed an analogy between biological
evolution and the evolution of languages. But only two centuries later was
an account of language developed that takes this insight to heart: In 1984,
Ruth Millikan presented in her book Language, thought, and other biological
categories (Millikan 1995a) a novel evolutionary account of language.1 Her
account is one of the accounts discussed in this chapter. The other account
is Simon Huttegger’s which belongs to the family of Evolutionary Signaling
Games.

I begin by discussing Millikan’s account in §7.1. In §7.2 I discuss Evo-
lutionary Signaling Games. Both have open problems. This leads to an
outlook for a better theory in §7.3 and a summary in §7.4.

7.1 Millikan’s account
On Millikan’s conception, linguistic behavior can be portrayed as consisting
in solutions to long-term signaling problems. But in contrast to Lewis’

1Millikan elaborated on her account subsequently in a series of lectures and papers, pub-
lished as Varieties of meaning (Millikan 2006) and Language – a biological model (Millikan
2005b), respectively.
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rationalistic conception, it’s not only rational deliberation that can bring
about coordination but also evolutionary adapted behaviors (in the wide
sense of “evolution” including cultural evolution2): Suppose the language
users have acquired a tendency to bring about outcomes that are good
enough for their purposes often enough. They could have acquired such
a tendency through a learning process like imitation. Then having this
tendency is sufficient for there to be a convention in Millikan’s sense. So,
one important difference between Lewis’ account and hers is that his account
of conventions is rationalistic while hers is evolutionary.

But the differences go deeper. Millikan defines key notions such as ex-
pression, meaning, language, and convention in original non-standard ways.
For example, expressions are individuated by the use histories of their to-
kens. This differs from the standard understanding in linguistics and phi-
losophy according to which expressions are individuated by their physical
form (sound, shape).3 Common to all these notions is that they are defined
in terms of biological purposes (“proper functions”). In virtue of these, ex-
pressions mean what they do. Roughly speaking, an expression’s meaning
is explained in terms of the proper function its conventional use has.

7.1.1 Proper functions

Millikan developed a theory of proper functions in the first two chapters
of her book Language, thought, and other biological categories (Millikan
1995a). Informally, the theory is meant to make claims about purposes or
functions precise – for example when one claims that “the function of the
heart is to pump blood.” The goal of the theory is to provide a naturalistic
explanation of mental content and linguistic meaning in terms of proper
functions. Let me sketch the big picture as it applies to her project about
language before I present her definitions.

According to Millikan, we should conceive of language as a “tangled
jungle of overlapping, crisscrossing traditional patterns.”4 She often calls
these linguistic patterns language devices. They are characterized as “any
significant linguistic surface element that a natural spoken or written lan-
guage may contain like words, tonal inflections, stress patterns,” including

2Richerson and Boyd (2006) provide a state-of-the-art exposition of such a theory.
3A similar proposal has been made by Kaplan (1990).
4See (Millikan 1998:176).
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the grammatical moods like indicatives.5 The analogy between linguistic
items and devices is meant quite strictly as grammatical moods illustrate:
they are things that are good for something.

Indicatives, for example, have the proper function to produce or activate
true beliefs in hearers.6 This explains what the device “indicative mood” is
for. For this reason, a device’s proper function can also be understood as
its survival value: it explains why it’s kept in currency.7

That a language device can perform its proper function requires that
certain “Normal conditions” are satisfied.8 In case of indicatives these are
that speakers are reliable truth-tellers and that the hearers’ sign-consuming
mechanisms are working (i.e., produce or activate the relevant belief when
an indicative is recognized).9 Normal conditions needn’t always be satisfied
but just often enough. Otherwise, it would, at some point, not be beneficial
anymore for speakers or hearers to do their part in the speech act pattern.

So, language devices are attributed a proper function to explain what the
device was historically for and this also explains why the device proliferates.
To this end, Millikan defines “proper function” roughly as follows (cf. p. 26):

PF. A thing x has the proper function to ϕ iff x exists and is the way it is
because the ancestors of x have performed ϕ sufficiently often.

This a simplified version. It will do for her linguistic theory. The definition
makes use of other notions: “Ancestor” is defined relative to so-called “re-
productively established families.” A reproductively established family is a
set of similar things which are similar because they have been reproduced in
the same way. The relevant (“first-order”) reproductively established fami-
lies of our concern are sets of things which have been reproduced from the
same original (or “model”; p. 23).

A thing c (“copy”) is a reproduction of another thing o (“original”) iff
there is a causal mechanism to produce o-like things based on the model

5See (Millikan 1995a:3).
6See (Millikan 1995a:§3).
7See (Millikan 2005e:92 ff.).
8The capitalized “N” in “Normal” indicates that the word is used in a stipulated sense
which is not the same as on average or “often” (Millikan 1995a:5).

9Millikan does not state the Normal conditions for indicatives explicitly but see (Millikan
1995a:53,58) for her characterization of their proper function and (Millikan 2006:76 ff.)
for an illustration of her account of representational content in terms of sign-producers
and -consumers. It seems that the proper function can only be performed if the conditions
I suggest are satisfied.
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of o such that if o had been different in specifiable respects, then its copies
would have differed accordingly, and c has been produced by this mechanism
(pp. 19–23).

A thing x is an ancestor of a member y of a reproductively established
family if x occurs earlier in a reproduction chain which results in y (p. 27 f.).
(Only “if” and not “iff” because there are other ways to be an ancestor that
I’ve omitted for simplicity.)

Ancestors of something having a proper function ϕ didn’t have to per-
form it frequently but at least so often that it was still beneficial to be re-
produced (p. 29). The relevant sense of “beneficiality” here is the one from
evolutionary theory that explains a thing’s survival in an environment.

Let me provide some examples to illustrate the definitions: (i) It is
true to say that a heart has the proper function to pump blood (ϕ) iff the
heart exists and is the way it is because its ancestors have pumped blood
sufficiently often.10 (ii) Imitation is a reproduction mechanism (p. 21).
(iii) Handshaking has the proper function to greet iff handshakes exist and
are a means to greet because by shaking their hands, people greeted each
other in the past sufficiently often. Plausibly, a behavior like this has been
reproduced by imitation.

Linguistic expressions are another example. According to Millikan,
“[w]hat makes two word tokens tokens of the same word [. . .] is a mat-
ter of the history of these tokens. Word tokens are classified into types by
reference to reproductively established families [. . .]” (p. 75):

MI1. Expression types are reproductively established families of expression tokens.
That is, expressions are individuated by the reproduction chain of patterns
in which the expressions occur.

Consequently, the word spelled as r-o-t (“rot”) in (what is commonly called)
English is not the same word as the word spelled as r-o-t in (what is com-
monly called) German since, presumably, they come from different lineages.
If tokens of the so-spelled words had the same history, then they would be
tokens of the same word.

10Strictly speaking, for such cases we have to re-define the terms “ancestor” and “repro-
ductively established family” in a way that is more general. For hearts do not reproduce
hearts. Rather, genes are reproduced and they bring about hearts. Millikan provides
these definitions in (Millikan 1995a). For my presentation, I think it’s not worth to go
into these details. For the proper functions of language devices like words, one should
keep in mind that there are similar complications.
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Teleological oughts Another feature of proper functions is that they
determine something like a standard of comparison: Actual performances of
a thing having a proper function can be compared as to whether they accord
with the proper function or not. This is not to say that proper functions
have a demandingly-normative character:

The task of the theory of proper functions is to define this sense of
“designed to” or “supposed to” in naturalist, nonnormative, and non-
mysterious terms. (Millikan 1995a:17)

Millikan’s explication of what “supposed to” means is in terms of proper
functions: x is supposed to do ϕ iff x has the proper function to ϕ. We can
express this also as “x ought to ϕ” but we must keep in mind that such
oughts are explained in terms of the thing’s history; in particular, these
oughts don’t have a demanding character. Nevertheless, for an explanation
of the normativity of mental content such oughts might be sufficient, as
Millikan proposes:11 the paradigm is a belief that ought to be true in order
to perform its function. But I won’t delve into this topic, and instead will
focus on semantic normativity.

Millikan (1990) proposed that the oughts definable in terms of proper
functions are constitutive for semantic normativity. But on the basis of my
argumentation in chapter 2, in particular §2.2.3 on semantic mistakes, we
have good reason to reject this proposal: Just because a language device
has a certain proper function, a person cannot be demanded to use it in
accordance with its proper function. The reason is that proper functions
are non-evaluative and lack a demanding character.12 Hence, on the basis
of proper functions, semantic normativity cannot be explained as required.

7.1.2 Meaning
Millikan’s position with respect to meaning is original. This starts with
meaning assignments. Since Millikan individuates expressions more finely
than usual on the basis of their histories (MI1), reference to a language is
not required anymore:

MI2. Meaningful expressions don’t have a meaning relative to a language.
11See (Millikan 1995a:1).
12Millikan agrees on that point, see (Millikan 2005b:v. ff.) and (Millikan 2008).
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MI1 together with MI2 have the additional consequence that it’s not at all
required to use a notion of a language to state her account.13 Thereby, a
fruitful perspective to explain language varieties is opened. I return to this
in §7.3.1 and §9.4.

Millikan’s account is also original in that language devices, including
expressions, usually have meanings of two different kinds,14 namely their
proper functions (called “stabilizing proper functions”) and so-called “se-
mantic mapping functions”, which are akin to but not identical to satisfac-
tion conditions.

Stabilizing functions Stabilizing functions are so called because they
explain what keeps language devices in currency. The stabilizing function
of a language device is one “that, when performed, tends both to encourage
speakers to keep using the device and hearers to keep responding to it with
the same (with a stable) response.”15 Since stabilizing functions are a special
case of proper functions, we already know under which conditions a language
device is assigned a particular stabilizing function.16

For the central moods indicatives, imperatives, and interrogatives, Mil-
likan stipulates the following stabilizing functions: Indicatives have the
stabilizing function of producing or activating true beliefs in the hearer.
Imperatives have the stabilizing function of producing hearer compliance.
Interrogatives have the stabilizing function of eliciting true answers.17

Stabilizing functions of moods are not too different from mood explica-
13This is surprising since Millikan’s article In defense of public language (Millikan 2005a)

suggests that there is a role for languages. Millikan confirmed to me in p.c. that both
observations – (i) a notion of language is not required while (ii) the mentioned article
suggests to the contrary – are correct.

14There is a third kind of meaning, the private conceptions individuals associate with a
language device. I ignore them since they are private and are not used to explain in
virtue of what meaningful expressions have their public meanings.

15See (Millikan 2005d:94).
16More precisely, the stabilizing function of a language device is the focused proper function

it performs in a variety of performances under Normal conditions (Millikan 1995a:34–38).
While a device can have many proper functions, its focused proper function has a special
status, based on causal relationships between the various proper functions; keeping the
body alive is a proper function of the heart, as is providing oxygen to the muscles, but
its focused proper function – causally prior to both of these – is pumping the blood.

17These stipulations are meant as empirical hypotheses. Millikan has made this proposal
in several writings, e.g.: (Millikan 1995a:§3), (Millikan 2005c:63), (Millikan 2005d:94),
(Millikan 2006:25–27).
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tions known from other theories such as Lewis’. But there is one important
exception that renders Millikan’s account non-Gricean:18 if a speaker per-
forms a speech act, then she does not have to intend that its stabilizing
function is performed (and likewise for the hearer: she does not have to
recognize a speaker’s intention). In case of indicatives, this is to say that
it suffices that a speaker utters a sentence that is true and that the hearer
comes to believe what the sentence says.

Not only moods are supposed to have stabilizing functions but also
meaningful expressions. If I understand the works of Millikan correctly,
then she has no elaborate theory of the stabilizing functions of expressions
of common syntactic categories. For sentences the idea is, however, reason-
ably clear. Take for example the sentence “It is raining.” Plausibly, the
sentence in its indicative mood has the stabilizing function of producing or
activating the true belief in the hearer that it is raining. A further plausible
hypothesis is that the sentence in its indicative mood has this stabilizing
function because utterances of the sentence correlated in the past in sys-
tematic ways with raining-facts, i.e. facts of the sort that it has rained at
some place for some time. So, it seems that the stabilizing function of the
sentence “It is raining” is one in relation to or in support of the sentence in
its indicative mood.

Millikan endorses the sentential primacy thesis.19 Hence the stabilizing
functions of words and other sub-sentential expressions are derived from the
stabilizing functions of sentences: They have whatever stabilizing function
allows the sentences to perform their stabilizing functions. A consequence
of this is that the stabilizing functions of sub-sentential expressions are un-
derdetermined (see the discussion of the sentential primacy thesis in §6.2.4).

Semantic mapping functions as meanings Linguistic expressions are
intentional (in the aboutness sense). To capture this feature of linguistic
expressions, semantic mapping functions are assigned to language devices.
Many but not all expressions that have a stabilizing function also have a
semantic mapping function. A semantic mapping function maps expression
tokens to worldly entities (objects, properties, relations, states of affairs).20

18See (Millikan 1995a:52 ff.).
19See (Millikan 1995a:80, 104).
20Cf. (Millikan 1995a:9 ff.).
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An example of a meaningful expression that has a stabilizing function but
not a semantic mapping function is “Hello!”:21 It is used as a means (“de-
vice”) for greeting but it does not represent the world.

There are many semantic mapping functions, assigning different values
to expression tokens. If an expression has a semantic mapping function,
then it’s determined by its stabilizing function:

[T]he [stabilizing function] of a sentence is something which, having
itself been made determinate, in turn determines the conditions under
which the sentence is true. [. . .] What determines the meaning of a
sentence is then what determines the mapping functions in accordance
with which it must map onto something in the world in order to be
true. Put roughly, the meaning of a sentence is its own special mapping
functions—those in accordance with which it “should” or “is supposed
to” map onto the world. (Millikan 1995a:9)

For example, tokens of the sentence “It is raining” correlate, under Nor-
mal conditions, in systematic ways with certain raining-facts. This correla-
tion between indicative tokenings of the sentence and the state of affairs can
be described by a semantic mapping function. It is necessary that such a
correlation exists for the sentence’s having the stabilizing function it has.22

Hence, we can state Millikan’s thesis about this kind of meaning as follows:

MI3. Expression e means semantic mapping function M iff (i) e has the stabilizing
function ϕ and (ii) for all tokenings t of e: if t performs ϕ, then t maps onto
world affairs according to M.

Semantic mapping functions resemble both satisfaction conditions and in-
terpretation functions but there are important differences. First, an ex-
pression’s meaning in the sense of semantic mapping functions is not a
satisfaction condition but a function that assigns a satisfaction condition to
tokens of the expression. Hence, we could say that expressions are assigned
satisfaction conditions relative to utterance situations by their semantic
mapping functions.

Second, in contrast to interpretation functions that assign denotations
to all expressions of a language, a semantic mapping function assigns values
only to tokens of some expressions. Each expression that has a semantic
mapping function has its own. Thus, there is not one semantic mapping

21See (Millikan 2005d).
22Collins (2009:162-166) also understands Millikan’s proposal in this way.
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function for all expressions. Third, a token of a meaningful expression
only has a value assigned by its semantic mapping function if the Normal
conditions of its stabilizing function are satisfied. For example, the Normal
conditions for a proper name include being part of a sentence and there
being something onto which it historically mapped.23 Thus, a name outside
the context of a sentence has no value at all and neither do empty names like
“Santa Claus.” Fourth, a semantic mapping function of an expression is not
only defined for tokens of the expression but also for tokens of alternative
expressions that have the same syntactic form:

The semantic-mapping function is given by rules according to which
significant transformations of the sentence that conserve its syntactic
form yield different truth- or satisfaction-conditions. Compare the sen-
tence “It’s raining” with the sentence “Rain is falling here now”. “It’s
raining” contrasts with “It’s snowing”, “It’s hailing”, “It’s sleeting”,
and so forth. All display the same syntactic form, the transformations
that substitute “snow”, “hail”, and “sleet” for “rain” determining dif-
ferent satisfaction-conditions in a systematic way. Similarly, “Rain
is falling here now” contrasts with “Snow is falling here now”, “Hail
is falling here now”, “Sleet is falling here now”, and so forth, but it
contrasts, further, with “Mist is rising here now”, and with “Rain was
falling in Rome yesterday”. The truth-conditions of “It’s raining” and
of “Rain is falling here now” are the same, but the semantic mapping
is different. “Many drops of water are presently precipitating from
the atmosphere and landing close to this place” also has the same
truth-condition but is articulated by yet another semantic-mapping
function. (Millikan 2005c:63–64)

Millikan’s idea is that linguistic expressions (and intentional signs in
general) must come in “articulated” systems such that their transformations
(according to some syntactic operations) relate to corresponding transfor-
mations of their semantic values (according to some semantic operations).24

23See (Millikan 1995a:105 ff.).
24In her recent writings, Millikan often claims that semantic mapping functions are isomor-

phisms between the linguistic system and the world; see (Millikan 2006:49) and (Millikan
2005e:97). But this is implausible since it would rule out synonymy. Moreover, the claim
can only be understood in a trivial sense by means of setting up the domain in way that
there is a name for every object in it, as isomorphisms require. If the claim were to be un-
derstood in a non-trivial way, then plausibly this requirement wouldn’t be satisfied. These
issues can be avoided if we require the function to be a homomorphism. The problem has
also been observed by Shea (forthcoming), suggesting the same solution to it. But with-
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7.1.3 Conventions
Millikan’s notion of a convention is motivated by the difficulties Lewis’ ac-
count faces (Millikan 1998). To remind you of a few: It turned out to
be problematic to assume that conventions ensue near-perfect regularities
of conforming behavior. Common knowledge is required but hard to get.
Conventional behavior seems to be a matter of social habits and not of ratio-
nal deliberation. As we’ve seen in §4.3, some of the issues can be addressed.
But the resulting account lost some of its appeal.25

Millikan proposed new definitions:26

A pattern of activity R is called a “natural convention” iff (i) R has been
reproduced for a while and (ii) R proliferates partly because of weight of precedent.

A natural convention is a “coordinating convention” iff its pattern of activity
R satisfies the following properties:

1. R involves more than one participant.
2. R is proliferated because its instances serve a purpose had in common by

the participants.
3. R is such that the contribution to the joint pattern that each participant

must make in order to reach the common goal depends crucially upon the
contribution made by the other(s).

4. R is such that a variety of equally viable alternative joint patterns would
achieve the same goal as well.

Conventions in Millikan’s sense have a couple of important features.
First, natural conventions are not conventions according to my pre-theoretic
characterization (§1.2) since coordination is not necessary. To button shirts
in certain ways can count as a convention in this sense.27 In contrast,
coordination conventions are conventions in the pre-theoretic sense since the
conditions their patterns have to satisfy imply that (i) there is a Lewisian
coordination problem among the participants that is solved if they do their
parts in it and that (ii) the parties to such a convention are cooperative.

Second, coordination conventions are dispositional conventions (§1.2)
since conforming to such a pattern of activity often enough is sufficient
for there to be a coordination convention. This can be brought about by
the agents’ having suitable dispositions. The agents need not be in certain

out defining the algebras on which the allegedly isomorphic semantic mapping function
is defined, these claims are of little interest since they have no determinate content.

25My changes to Lewis’ account were inspired by Millikan’s account.
26The first is from (Millikan 1998:162) and the second is from (Millikan 2005a:40).
27See (Millikan 1998:163).
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epistemic states; e.g. they need not believe or know that the others conform.
Since imitation also counts as a reproduction mechanism, such mechanisms
can be non-Intellectualist.

Third, the existence of a coordination convention does not imply that
there is a near-perfect convention-conforming regularity. The conventional
pattern has only to be conformed to often enough.

Fourth, Millikan conventions are not defined relative to a group or an
environment. Conventional patterns are, however, reproduced in an envi-
ronment by certain agents. If we like, we can make this explicit: The group
of a conventional pattern R is the set of agents that have performed the
conventional pattern R in the past and have a disposition to act conform-
ingly. The environment of a conventional pattern R is the environment in
which R has been exhibited.

7.1.4 Recovering the conventionalist account
The central theses MI1–3 are not stated in terms of conventions. Neverthe-
less, Millikan’s account is conventionalist. The key is the correspondences
between conventions and proper functions: Natural conventions correspond
to a class of reproductively established families of patterns of activity that
proliferate partly because of weight of precedent. Coordination conventions
correspond to a subclass of this class, namely the one whose patterns satisfy
the four conditions of coordination conventions. (The “purpose” mentioned
in the second condition should be understood in the sense of proper func-
tion.) In case of linguistic patterns, the proper functions should, I think, be
their stabilizing functions since they explain why the patterns continue to
exist as they are.28 This correspondence helps us to reconstruct Millikan’s
conventionalist account as follows:

MI4. Expression e means semantic mapping function M iff e’s use pattern is a
coordination convention which proliferates because (i) e has the stabilizing
function ϕ and (ii) for all tokenings t of e: if t performs ϕ, then t maps onto
world affairs according to M.

7.1.5 Evaluation
Millikan’s account is an important contribution to the conventionalist
project. It allows to explain rational behavior without making rationality

28Cf. (Millikan 1995a:31 ff.).
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assumptions. This has the welcome consequence that her account doesn’t
face the Intellectuality charge, a central problem of Gricean accounts. The
two reasons for this are: (i) it uses an evolutionary notion of a conven-
tion and (ii) the communicative pattern is described in non-Gricean terms.
So, except for the problems resulting from the sentential primacy thesis
(see below), Millikan’s account doesn’t face the handicaps of Gricean ac-
counts (§6.2.4). Moreover, Millikan forced us to rethink common concep-
tions thereby advancing our conceptual understanding. Yet, her account
has problems which influence my subsequent evaluation on the basis of the
adequacy conditions of §1.4.

From stabilizing functions to semantic mapping functions The
crucial elements in Millikan’s account are stabilizing functions. The conven-
tional uses of expressions in accordance with them determine their meanings.
Millikan tells us that the use in accordance with a certain semantic map-
ping function is a necessary condition for the use of the expression serving
its stabilizing function. Thus, by knowing an expression’s stabilizing func-
tion (and its Normal conditions), one should be able to derive its semantic
mapping function somehow. But Millikan does not say how one can derive
these semantic mapping functions. Hence, Millikan’s theory is vague and
incomplete with respect to this step. One way to close this gap is define a
class of stabilizing functions that are structured in such a way that semantic
mapping functions are one of their constituents.29

Syntactic structure and a looming holism Another area where Mil-
likan’s account is underdeveloped is syntactic structure. Millikan sometimes
talks of a sentence’s “syntactic form” (e.g. Millikan 1995a:53) and often al-
ludes to a Chomskian Universal Grammar. For example, in her article
In defense of public language (Millikan 2005a:36), Millikan seems to sug-
gest that an expression’s syntactic form is determined by the grammars the
language users possess.30 However, Millikan does not elaborate on the rela-

29Millikan probably wouldn’t accept this proposal. For semantic mapping functions encode
information about the Normal conditions of the expression’s stabilizing function. Thus,
they would be part of a stabilizing function. But Millikan wants to separate them from
the function: thereby she can explain why having a function in a different environment is
not adaptive anymore.

30Millikan (2008) suggests that a construction-grammar approach fits Lewis’ account better.
The points I make also apply to construction grammars.
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tions between language devices, their stabilizing functions, and grammars.
In particular, she does not define the syntactic form of sentences and the
sub-sentential expressions they are made up of. This has three unwelcome
consequences.

First, if one endorses the sentential primacy thesis, then one is commit-
ted to say how the meanings of sub-sentential expressions are to be derived.
Otherwise, there is an explanatory gap with respect to the meanings of
sub-sentential expressions.

Second, the stabilizing function of a sub-sentential expression plausibly
consists, at least in part, in being a part of sentences in systematic syntactic
environments thereby systematically contributing to the stabilizing functions
of these sentences.31 Without defining syntactic forms, such a description
of a function has no determinate content. Since the meaning-determination
claim MI4 is stated in terms of stabilizing functions, it has also no determi-
nate content.

Third, her meaning-determination claim is, on plausible assumptions,
holistic in a problematic way so that thesis H follows if we understand
“meaning” in the sense of semantic mapping function:

H. For any language L: The meaning of (almost) any expression of L depends
on the meanings of (almost) all other expressions of L; i.e. each difference
between L and another language L′ implies that the expressions in L have
other meanings than the expressions in L′.

An example illustrates my claim: Let L be the language consisting of the
words “Antonius”, “Brutus”, “Caesar” (the Ns), and “lives”. Sentences of
L have the form “N lives” wherein an N may take the position of “N”;
e.g. “Caesar lives” is a sentence of L. Suppose further (without loss of
generality) that the semantic mapping functions are homophonic. Then
the semantic mapping function MB of “Brutus” is such that MB assigns
“Brutus” the value Brutus in the context of sentences of L.

Since semantic mapping functions have the transformation property, a
semantic mapping function MN of an N is also defined for all other Ns (N ’s
alternatives). Hence, MB also assigns values to “Antonius” and “Caesar”.
Plausibly, the transformation property is such that (1) is true:

(1) For all Ns n and n′ (with n ̸= n′): for all semantic mapping functions Mn

of n and Mn′ of n′: Mn(n
′) = Mn′(n′).

31Millikan seems to hint at this in (Millikan 1995a:107).
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According to (1), a semantic mapping function of a certain N also assigns
homophonic values to N ’s alternatives. Requiring that semantic mapping
functions have the transformation property but rejecting (1) seems to me
to be incoherent. For this reason, the transformation property should be
understood so as to imply (1).

Therefore: If “Caesar” had another semantic mapping function, then the
semantic mapping function of “Brutus” would be different. From this it does
not follow that the respective semantic mapping function MB would assign
a different value to “Brutus”. It only follows that MB assigns “Caesar”
a different value. Yet, since semantic mapping functions are meanings, we
can put the consequence as follows: If a name in L meant something else,
then all the other names of L would have different meanings. Hence, the
problematic thesis H is true in this case.32

The case can be generalized since semantic mapping functions M have
the transformation-property: The semantic mapping function Me of a par-
ticular expression e is also defined for tokens of alternative expressions e′

having the same syntactic form. Plausibly, any two noun phrases count as
having the same syntactic form. If so, their semantic mapping functions
must be defined for all of them. Since a noun phrase can embed almost
all other expressions (by means of relative clause constructions), a noun
phrase’s semantic mapping function must be defined for almost all expres-
sions. Hence, H is also true for complexer languages.

But surely, an expression’s meaning shouldn’t necessarily depend on
almost all expressions.33 Even Millikan thinks that such a holism would be
“disastrous.”34 The problematic consequence can be avoided by giving up
the transformation property.

For these reasons, I conclude that Millikan’s account can only be de-
fended if one defines the syntactic forms of expressions in much more detail.

Adequacy of Millikan’s account of conventions Millikan’s account
of dispositional conventions is adequate (on the basis of the adequacy con-

32As Peter Schulte pointed out to me in p.c., Millikan could reply: “But the meaning
of ‘Brutus’ doesn’t change!” – It’s correct that the semantic value Me(e) for e does
not change, if the meanings of other expressions e′ change. But the semantic mapping
function Me would change and that is the meaning.

33Holism is discussed in general in (Fodor and Lepore 1992); Horwich (2004) discusses
holism in connection to use theories of meaning.

34See (Millikan 2000:100).
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ditions from §1.4). It would be interesting to develop her account formally.
In its present form, it’s hard to derive empirically testable predictions. This
is not a substantial objection but is merely meant to point out what to do
next. The framework of evolutionary (game) theory offers many precise
(and potentially testable) models.35 (I’ll briefly return to this topic below.)
For this reason, I think the outlook of her account is promising.

Adequacy of Millikan’s account of social norms Millikan’s account
of social norms derives from her account of proper functions. Since it is
unclear how to explain the demanding character of social norms in this
sense (DesN1), her account is incomplete.

Adequacy of Millikan’s account of meaning A strength of Millikan’s
conception of an expression is that meanings can be attributed to them
without having to refer to a language. As we will see, this allows us to
make progress in the explanation of language varieties; see §9.4.

The problems in the normativity-department have repercussions for Mil-
likan’s account of meaning: The normativity resulting from an expression’s
having a stabilizing function seems to be something else than semantic nor-
mativity. Making a semantic mistake is not just doing something that is
not in accordance with an expression’s stabilizing functions (DesM3). It’s
doing something one ought not to and this ought has a demanding charac-
ter. The demanding character isn’t explained by appealing to facts about
the stabilizing function of an expression. Moreover, if normativity in Mil-
likan’s proper-function sense is used to explain semantic normativity, then
it follows that necessarily, meaning is normative. I’ve argued in chapter 2
that this is wrong. If semantic normativity should be explained differently,
then Millikan’s account would be incomplete since the explanation is not
provided.36

By endorsing the sentential primacy thesis, Millikan faces the difficulties
resulting from that, e.g. the problem of deriving sub-sentential meanings and
their indeterminacy (§6.2.4 for other issues).

The use of conventions to explain an expression’s meaning yields an im-
plausible solution to Humpty Dumpty’s problem, namely that it always de-

35A recent review of models of language evolution is (Boer and Zuidema 2009).
36The alternative also goes against the MD-ME principle promoted in chapter 2: if meaning

is normative, then this is because of the way it is determined.
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pends on how every member of the convention uses the expression (DesM5).
Finally, her account is problematic with respect to syntactic structure

(DesM6).

7.2 Evolutionary Signaling Games

Evolutionary Signaling Games accounts improve on Lewis’ classical Signal-
ing Games theory by reinterpreting the formalism in an evolutionary way.
Thereby, the Intellectuality charge can be addressed. In this section, (i)
I indicate how Millikan’s account resembles Evolutionary Signaling Games
accounts and I argue that there are comparative benefits to using the the
latter instead of Millikan’s account. (iii) I briefly discuss the theory of
Huttegger (2007) as an example of such an evolutionary theory that in ad-
dition adds a basic account of social norms. I argue that if one is inclined
to endorse Millikan’s account, one should rather endorse an Evolutionary
Signaling Games account like Huttegger’s. (iv) I return to the no-structure
problem of signaling games. Recent research has improved on it. Thereby,
the outlook of (Evolutionary) Signaling Games becomes even more promis-
ing.

7.2.1 Millikan’s account as an evolutionary signaling game

Let us focus on indicatives to establish the similarities. According to Mil-
likan, an indicative is used in accordance with its stabilizing function iff the
hearer comes to believe truly what the uttered sentence says. This is only so
if the function’s Normal conditions are satisfied: the uttered sentence must
be true. The use pattern “sentence is true – speaker utters the sentence
– hearer believes what it says” is similar to the use pattern at which we
arrived when discussing Lewis’ Signaling Games theory (chapter 5). Ac-
cording to Lewis, the speaker has to believe what the sentence says and the
hearer needs to believe that – whether the belief is true or not. According
to Millikan, the speaker does not need to believe what the sentence says and
the hearer’s belief must be true. But we shouldn’t overstate the differences.
Plausibly, a speaker Normally speaks truly because she believes what she
says. Moreover Schulte (2008:177–179) has argued that the descriptions
of proper functions have to be hedged by ceteris paribus-assumptions: In-
dicatives can only perform their stabilizing functions, if the belief-systems
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of speakers and hearers are functioning Normally. If we add the ceteris
paribus-assumption and claim that the stabilizing function of indicatives is
to produce or activate beliefs in hearers, then it follows, ceteris paribus, that
the beliefs a hearer acquires by hearing indicatives will Normally be true.

With identical use patterns, the main difference between Millikan’s ac-
count and Lewis’ Signaling Games theory consists in the notion of a con-
vention.

From Millikan’s account to Evolutionary Signaling Games Mil-
likan’s notion of a convention is not the only evolutionary one. Such notions
(called “solution concepts”) are studied in the field of evolutionary game the-
ory. Common to such theories is that they reinterpret the game theoretic
formalism in a way that its agents are not required to deliberate about what
to do. It suffices that agents have evolutionary adaptive behavioral dispo-
sitions to behave in certain ways which are sensitive to what the others do
(in §1.2 I called such dispositions “effective coordinative dispositions”).

An important notion from theoretical biology is the notion of an evo-
lutionary stable strategy (ESS) which captures the idea that the agents’
evolved strategies are resistant against changes (if there were a change, it
wouldn’t spread in the population).37 In terms of ESSs, Robert Sugden
defined conventions as evolutionary stable strategies in coordination games
(see Sugden 1986:32).

The notion of an ESS has also been applied to signaling games. A
general result is that under certain weak assumptions, efficient communica-
tion systems evolve.38 Such an explanation of signaling is attractive since it
does not rest on the problematic rationality assumptions of Lewis’ Signaling
Games theory.39

Moreover, evolutionary game theory has comparative benefits over Mil-
likan’s account. For one thing, there are precise relations between a popu-
lar evolutionary dynamics (the replicator dynamics) and learning theory.40

37Cf. (Maynard Smith and Price 1973). A strategy S is evolutionary stable iff for all other
strategies T : (i) u(S, S) > u(S, T ) or (ii) if u(S, S) = u(S, T ), then u(S, T ) > u(T, T ).

38For example, Brian Skyrms (1994, 1998) uses evolutionary stable strategies as his solu-
tion concept with the important additional assumption that the agents’ strategies are
correlated.

39As in classical game theory, there are foundational issues in evolutionary game theory,
e.g. relating to the notion of utility. See (Alexander 2009:§5) for an overview.

40See for example (Lenaerts and Vylder 2005). Tom Lenaerts and Bart de Vylder study a
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Millikan does not have such a foundation and her appeal to imitation learn-
ing is vague. Also, there are different theory-internal explanations for the
agents’ cooperation whereas Millikan has to assume it.41

7.2.2 Huttegger’s theory

Of particular interest is the proposal of Simon Huttegger (2007), building
on the work of William Harms (2004:§8) – which was inspired by Millikan’s.
For reasons that will become clear as we go on, Huttegger’s theory can be
understood as a partial implementation of Millikan’s account in the frame-
work of Evolutionary Signaling Games. Moreover, Huttegger innovated on
standard Signaling Games accounts by adding a basic account of social
norms.

Harms’ idea was to understand social norms as a kind of special sig-
naling game whose types (the states the world can be in) are states of
non-conformity to certain behaviors which have evolved in a certain popu-
lation. The signals of such signaling games are assigned a complex meaning
which Harm’s calls “primitive content” corresponding to the two functions
they have: (i) they indicate that someone did not comply with a “rule” and
(ii) they demand to behave conformingly (Huttegger 2007:273). Such mean-
ings can be used as meanings for imperatives, as Huttegger proposed. The
demanding-function implements the characteristic sanction mechanism of
social norms. Harms’ proposal is then to identify social norms with evolved
behaviors that come with such a sanction mechanism.

Huttegger formalized Harms’ idea in terms of what he calls a normative
system. Roughly speaking, a normative system is a pair of games consist-
ing of a basic underlying game and a superimposed signaling game such
that (i) there is a regularity to conform to one of the strategy profiles of
the underlying game in some population, (ii) this regularity has evolved,

model of learning meaning-word associations. They assume a “language acquisition pro-
cess wherein the listener is not observing some communication but actively participating.
The importance of this participation is that the hearer/listener can become speaker in
the next round [. . .] From a cultural learning perspective this model belongs to the class
of operant-condition models” (p. 264), to which also reinforcement learning belongs. Hof-
bauer and Sigmund (2003) provide a recent survey of evolutionary game dynamics, also
relating it to learning theories; in particular, see p. 504 for references about models of
reinforcement learning that are closely related to the replicator equation.

41E.g. Axelrod’s repeated tit-for-tat (Axelrod 2006) and Trivers’ theory of reciprocal altru-
ism (Trivers 1971).
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and (iii) the “superimposed” signaling game is of Harm’s kind – that is, it
furthers conformity to the regularity in the population. Conditions (i) and
(ii) can be understood as requiring the strategies to be evolutionary stable
strategies.

Now, let me return to my claim that Huttegger’s proposal can be under-
stood as a partial implementation of Millikan’s account. I outlined above
how Millikan’s account can be understood as a Signaling Games account
using an evolutionary notion of a convention. This relates as follows to
Huttegger. A special case of Huttegger’s general theory is a normative sys-
tem whose underlying game is a signaling game; we can call such a normative
system a “normative signaling system.” The underlying signaling game in
a normative signaling system can be understood as an explanation of the
teleological oughts that Millikan explains in terms of proper functions. For
Millikan’s proper functions correspond to signaling in accordance with the
evolutionary stable strategy of the underlying signaling game which prevails
among the members of the normative signaling system.

The superimposed game of a normative signaling system goes beyond
Millikan’s proposal. It can be understood as a basic account of social norms.
For deviations from the evolutionary stable strategy (how one “ought” to
behave) are punished. That is to say, if the signals of the underlying game
are not used in accordance with their meanings, then there is a punishment.
Arguably, if one is able to punish someone, then one is in a position to de-
mand something. Hence, it’s only a short step to say that uses of the signals
in the superimposed game have a demanding character. Since the punish-
ments can be the result of simple reactive mechanisms of non-Intellectual
agents, we come close to an evolutionary non-Intellectual explanation of
semantic normativity on the basis of the Harms/Huttegger proposal: The
members of a population in which a normative signaling system exists can
demand that the others use the signals in accordance with their meanings.

7.2.3 Signaling games with linguistic structure

Signaling Games are often criticized for having unstructured signals and
only finitely many of them. Hence, the objection goes, one cannot ex-
plain the combinatorial features of language and assign meanings directly
to words. This criticism is too quick for two reasons.

First, recent developments by Martin Nowak et al. have improved on
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the problem of structure. In a series of publications,42 they have developed
different evolutionary models that use structured signals and structured
meanings. The structure they consider is of the kind “Name Verb.” While
simplistic, it is theoretically interesting. For such models can explain re-
combinations of parts, for example the recombinations resulting from the
use of “Peter drinks” and “Mary lives” to “Mary drinks” and “Peter lives.”
Thereby, these models can be said to use a notion of a word and can at-
tribute to them meanings in a way that avoids the problems resulting from
endorsing the sentential primacy thesis (§6.2.4). However, the models re-
strict complex signals to finite recombinations of finitely many parts, hence
yielding a finite language with no recursive structure. Recursive rules are
not studied. That is to say that there is nothing like embedding or an “and”
in the syntax.

Second, there are extensions of and results on Signaling Games with
infinitely many signals. Already Crawford and Sobel (1982) proved their
results for infinitely many signals. Typically, the signals are reals from the
unit interval [0, 1]. But it is an open question, to the best of my knowl-
edge, whether the results from the general model carry over to linguistic
expressions. For language is discrete and we are dealing with countable
infinity. Moreover, we’d like to impose special constraints on the signal-
ing games which effect a Montagovian architecture: (i) signals are from a
syntactic algebra, (ii) meanings are from a semantic algebra, and (iii) the
syntax/semantics-mapping is a homomorphism. Hence, it remains to be
seen whether the models of Nowak et al. can be extended to recursive rules.

Nevertheless, the new developments create two options to mitigate the
no-structure objection. The first one tries to extend the existing models
by adding recursive rules. But then there will be signals in the game that
should have a meaning but would never be used (the old meaning-without-
use problem; §6.1.5). Can we reapply the lessons learned from Actual Lan-
guage Relation accounts? Moreover, there are theoretical questions: Are
there equilibria? Do they have natural properties? Can, under plausible as-
sumptions, signaling systems evolve? What about the grammars the agents
must possess: Must they be the same? If not, how similar must they be?
These are open questions one should address in future research. But it

42See (Nowak and Krakauer 1999; Nowak et al. 1999a,b; Trapa and Nowak 2000; Nowak
et al. 2000; Nowak 2000). Zuidema (2005:§5) also develops an evolutionary model but
there are no recursive rules and the set of meanings is assumed to be finite. Recently, also
Skyrms (2010) has explored the approach of Nowak et al.
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seems to be more of a technical problem that will eventually be solved.
The second option does not rely on future research. It reapplies the

lessons learned from Actual Language Relation accounts by (i) restricting
the explanatory domain to (finite) effective languages and by (ii) adding
translators as a cognitive component:

(2) Expression e means m in language LT of population P iff P uses language
L, L ⊆ LT , members of P process L-utterances via an L-determining trans-
lator T , T generates LT , and T pairs e with m.43

According to this proposal, the meanings of the expressions in the effective
language L used by a population P are determined by the conventional
(equilibrium) behavior in a (normative) signaling system. L consists of all
the finitely many words and structured expressions that the members of P
would possibly use. The meanings of the expressions in the possibly infinite
part of LT are explained by the translators the members possess. These
translators can be realized by a grammar and determine the behavioral
dispositions bringing about the conventional signaling regularities.

On the basis of these two options to deal with the no-structure objection,
I conclude that the no-structure objection against Signaling Games is not a
knockdown argument against accounts from this paradigm.

7.2.4 Evaluation

As I’ve argued above, if one is inclined to endorse Millikan’s account, one
should rather endorse Huttegger’s. For it achieves much of what Millikan
achieves in a more perspicuous manner, while not strictly following her. For
example, it seems that one cannot fully implement Millikan’s notion of a
proper function in this framework. But to derive signal meanings, we don’t
need a full implementation of Millikan’s notion of a proper function.44

Let us now turn to the evaluation of Huttegger’s theory. With respect
to conventions, the verdict is as in Millikan’s case, namely positive.

43This is ALR-E′ of §6.1.5.
44In an equilibrium of a signaling game, there is a relation between the states and the

receiver’s reactions. Using this relation, we can “simulate” proper functions: a signal’s
“simulated” proper function is to indicate the state and/or to demand that the hearer
reacts in a certain way. This is sufficient to derive the signals’ meanings. The discussion
of Lewis’ Signaling Games theory in chapter 5 substantiates these claims.
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Social norms Huttegger’s basic account of social norms is not fully ade-
quate according to my adequacy conditions. Clearly, he had a more modest
goal. My interest is to find out how well it does if we use his proposal as an
account of social norms. Here are some limitations:

(i) If we understand a normative system as a social norm, the distinction
between enforcers, addressees, and arbitrators of a social norm is lost (but
required by DesN1). Thereby, the agents that enforce a social norm are the
same as its addressees which are, in turn, the same as its arbitrators. We
could say that Huttegger assumes an egalitarian social structure in which
there are no experts and language rulers.

(ii) Huttegger has to assume that social norms have evolved. While this
seems to be true for a class of social norms, this is certainly not true for
social norms in general; there are also social norms by decrees.

(iii) Huttegger’s theory seems to entail that it is rational or beneficial
for people to sanction. Again, it seems to me that this is wrong as a general
claim (§8.2.4). One reason to think so is that from an evolutionary perspec-
tive, sanctioning behavior is elicited by evolved mechanisms. But evolved
mechanisms are known to malfunction in environments which they are not
adapted to.

One could conclude that Huttegger’s basic account of social norms is an
account of a special kind of social norm that is interesting since it applies
to language use.

Meaning An Evolutionary Signaling Games account à la Huttegger im-
proves on Millikan’s account. For (i) the issues relating to the vagueness
in the meaning assignment of her account can be addressed and (ii) the
problems resulting from endorsing the sentential primacy thesis can be mit-
igated, as recent developments by Nowak et al. show if they are combined
with Schiffer’s mental-translator proposal (DesM6).

But there is no meaning in virtue of social norms (DesM2) since the
social norms only have the role of accounting for semantic normativity.
Signals get their meanings from the signaling conventions of the underlying
game in a normative signaling system.

With respect to semantic normativity, there are still some explanatory
gaps. It’s left open what it is to demand conformity. Huttegger’s theory
only entails that it consists in giving a signal in the superimposed game
in a normative signaling system which effects a punishment. Such a signal
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indicates that someone did not conform to the signaling convention and
demands to behave conformingly. But how so? To demand something one
has to be in a position to do so. Huttegger’s theory uses no notion of social
structure. So, the best he can say is that everyone is in the position to do
so. This still leaves a further question unanswered: How is the nature of
the demanding character of these signals explained? Answering this ques-
tion is also important to explicate a plausible notion of a semantic mistake
(DesM3). (Maybe one could use my account of social norms in §8 to do so.)

Finally, as in Millikan’s case, Humpty Dumpty’s problem remains un-
solved (DesM5)

7.3 Outlook for a better theory

In chapter 9, I discuss my alternative conventionalist account. Before I do
so, I’d like to (i) bring the big picture back into focus and (ii) to bring out
some important properties of meaning for a better theory.

7.3.1 The big picture

In §1.3, I’ve argued for a conventionalist account that explains meanings
in terms of stable uses, i.e. conventions, social norms, and normative con-
ventions whose pattern of activity consists in the use and understanding of
expressions. So far, I’ve only mentioned normative conventions in passing
(§1.2). To remind you, they are a hybrid of a convention and a social norm,
and were introduced in §8.2.3. Being a hybrid, they inherit the meaning-
determination role of conventions and social norms.

When we turned to the meaning-without-use problem in §6.1.5, I argued
for a refinement in terms of stable linguistic uses which are stable uses whose
behavioral dispositions are realized by a translator (C′′), thereby adding a
cognitive component.

In chapter 2, I argued that meaning in virtue of social norms is normative
(N′). I endorsed the principle that if meaning is normative, then this is
because of the way it is determined (MD-ME).

The explanatory architecture that results from these claims can be il-
lustrated as follows:
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My claim is that any adequate conventionalist account must adhere to
this architecture.45 A set of problems impose further restrictions on an
adequate account.

Solution to Humpy Dumpty’s problem Humpty Dumpty’s problem
requires a solution stating precisely in which ways the meanings of expres-
sions are determined by which members and circumstances (§1.4). This re-
striction can be addressed by explaining meaning in terms of social norms.
For they come with a notion of social structure.

Non-Intellectualism Language use should not only be an Intellectual
activity (§6.2.4). This restriction can be satisfied by using an evolutionary
notion of convention and by describing language use in a non-Gricean way.

Atomism The problems resulting from the sentential primacy thesis
(§6.2.4) and from the existence of language varieties (§6.2.1) suggest that
stable linguistic uses should be defined in a more atomistic way relative to
language devices (and not just relative to languages).

For this, I propose that for every language device there is a stable lin-
guistic use. According to this proposal, English (whatever it is exactly)
consists of a set of stable linguistic uses. Among them is one for “red”,
another one for “green”, and so on.

I take this proposal to be the null hypothesis supported by our folk
theory. A rival hypothesis is the one-convention*-per-language hypothesis.
(“Convention*” is used here in the sense of stable linguistic use.) According
to the rival, for a person to use English is to be member of the convention* to
use English. One disadvantage of this rivaling hypothesis is the description
of a state of affairs in which people are not fully party to the convention*.

45For this reason, it’s also immediately obvious why the conventionalist accounts we’ve
considered so far are inadequate: They don’t allow for meaning in virtue of social norms.
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Typically, language users don’t master all of the words of a language.
Think of Jonas, an able English user except for the word “apple.” He does
not express his APPLE thoughts by using the word “apple” and also does
not understand what people do when they utter “apple.” Is Jonas a party
to the convention* of using English? I take us to be inclined to think so,
except for “apple.” But what is it to be a party to such a convention* with
exceptions? Can one be member to some degree? Or be a member in some
respects?

Here the null hypothesis has more to offer. We can simply describe the
case as follows: Jonas is party to the many conventions* of English but not
party to the convention* governing the use of “apple”. This description also
has some explanatory power. Consider a table in which we track the parties
to the various conventions* as follows:

Person “aardvark” · · · “apple” · · · “zygote”
· · · · · · · · · · · · · · · · · ·
Jonas x x – x x
· · · · · · · · · · · · · · · · · ·

So, Jonas is a party to the convention* governing the word “aardvark.”
This can be read off the table by looking at the field value of the row of
Jonas and of the column of “aardvark”. On the basis of such a description
of a possible state of affairs we could postulate the following claim: Person
P is competent to use word W if the field of the row of P and of the column
W has the value “x”; otherwise not. Such a statement cannot easily be
formulated on the basis of the alternative conception.

Moreover, if we endorse Millikan’s language independent conception of
a linguistic expression, then we can assigns expressions meaning directly
and can introduce the notion of a language later in the explanatory order.
The case of Jonas above hints at the way it can be done: Languages are
clusters of stable linguistic uses prevailing among corresponding clusters of
populations. Whether Jonas speaks one of these languages or not can be
determined by looking up his entry in the above table. Hence, language
varieties can be dealt with easily.

These comparative advantages are what justifies the assumption that
for every language device there is a stable linguistic use.

Endorsing the null hypothesis has consequences for stable linguistic uses:
Often, they need a certain milieu to flourish in.46 For one thing, stable lin-

46This seems to hold for stable social behaviors in general. In behavioral law and economics,
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guistic uses for complex expressions require an environment (or “milieu”) in
which there are stable linguistic uses for simpler expressions. (An exception
is stable linguistic uses for whole utterance types (unstructured signals) that
can be used to perform speech acts that do not depend on other conventions
or social norms.)

7.3.2 Reflections on meaning
To develop a better conventionalist account, we should ascertain certain
general features of an expression’s having a meaning in relation to its con-
stitution. The results help us to take informed design choices. To this end,
let us return to meaning sentences:

(3) Actually, “appel” presently means apple among Dutch users.

I call triples consisting of a group of agents, a time, and a world “coor-
dinates.” But why should one think that the truth conditions of simple
meaning ascriptions like (4) depend on a coordinate?

(4) “Appel” means apple.

The reason for this dependency is simple, as we will see below in more detail:
Stable linguistic uses make sentences like (4) true. They exist relative to
a coordinate. So, since the truth of sentences like (4) depends on a stable
linguistic use existing relative to a coordinate, sentence like (4) depend on
coordinates.

But there are subtler features of the conventionalist determination re-
lation. Studying them on the basis of case studies brings out important
properties of the relation.

How the case studies work The approach taken here is by performing
scenario-based reasoning.47 To do so, I will typically describe a scenario in

this seems also to be an accepted claim. Cf. Posner (2000:4) who points out that legal
social norms depend on non-legal background facts (like the agents’ acting in a self-
interested way and there being other conventions).

47I borrow this term “scenario-based reasoning” from Christian Nimtz. As a paradigmatic
instance of scenario-based reasoning he takes what philosophers do when they consider
Gettier-cases. Nimtz suggests that scenario-based reasoning is a variety of conceptual
analysis (Nimtz 2009). Nowadays, it is also used in linguistics, especially in the seman-
tics/pragmatics literature. Scenario-based reasoning is, like conceptual analysis in general,
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which an expression is used and understood in certain ways, e.g. the word
“appel” in Dutch. These scenario descriptions are under a ceteris paribus-
clause: Unless indicated otherwise, things are in the scenario as they are
actually. Then, I will consider the truth of a meaning sentence like (4)
or (3). By systematically varying different parts of the scenario the truth
conditions of the respective meaning sentences are determined. For example,
we could consider the counterfactual situation that only Rotterdammers use
the expression to find out how uses of subgroups relate to an expression’s
meaning something in a “supergroup” (e.g. Dutch users).

What I loosely called “parts of the scenario” are in the widest sense
things that potentially fix, constitute, or determine an expression’s meaning
something among the members of a group at a time in a world, where
“meaning something” can in turn be understood in two senses, namely in
the sense of something at all and in the sense of something in particular.

The guiding idea is that an expression means something in virtue of
there being certain stable linguistic uses. This claim is by now repetitive
but it helps us to understand how what can happen to a meaning of an
expression relates to these other things. This is to say that we can analyze
what can happen to a meaning of an expression in terms of what can happen
to stable linguistic uses. Or more technically, if you like, we can analyze the
dynamics of meaning in terms of operations on stable linguistic uses.

The dynamics of meaning consists in four processes: (i) An expression
acquires a meaning. (ii) An expression loses a meaning. (iii) An expression
maintains its meaning. (iv) An expression changes its meaning. These four
processes correspond to the processes operating on stable linguistic use.
They also can come into existence, can be maintained, can die out, and can
change over time. That this correspondence holds can be explained on the
basis of the explanatory architecture of adequate conventionalist accounts:
A meaning of an expression in a language is determined by there being a
stable linguistic use.

Consequently, (i) an expression e acquires a meaning m if there is a
process that results in there being a convention, a normative convention, or
a social norm for the expression in virtue of which e means m and e didn’t
meanm before. Conversely, (ii) an expression e loses a meaningm if emeant
not uncontested. Especially when it comes to far-fetched scenarios, it’s not clear that we
can reliably reason about them. I try to apply the method with care by focusing on
homely cases. What’s more, I don’t see an alternative way to ascertain the features of
meaning I’m interested in.
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m before and that in virtue of which e meant m does not exist anymore.
Trivially, (iii) e maintains a meaning m if e meant m before and that in
virtue of which e meant m is also maintained. Finally, (iv) an expression e
changes its meaning from m to m′ (with m ̸= m′) if e meant m before, e
means m′ now, and that in virtue of which e meant m is that in virtue of
which e means m′ now. These claims are quite coarse but good enough for
our purposes.

Overview I turn now to the following cases which are based on the struc-
ture of meaning sentences. I discuss some scenarios relating to social norms
and social structure in §9.3.1.

1. Dependence on groups: This case relates to both the dependence on
groups. The question I try to answer is: “If there is a stable linguistic use of
an expression, among whom does the expression mean something?”

2. Dependence on time and historic meanings: This case relates to the
dependence on time and is about the observation that once an expression
has meant something in a community, it’s hard for it to lose this meaning.
The question I try to answer is: “What is the relation between what an
expression historically meant and what it currently means?”

3. Dependence on worlds: This case relates to the dependence on worlds and
completes the justification that an expression’s meaning something depends
on coordinates.

4. Having more than one meaning: This case is about the observation that
expressions can acquire different meanings without losing the others. The
question I try to answer is: “How’s that possible?”

7.3.2.1 Dependence on groups

If stable linguistic uses determine an expression’s meaning, then among
whom does the expression mean what it does? It seems natural to say
that an expression means something among the members of a group. It
turns out that there is a difference of scope between conventions and social
norms; social norms can reach out in a way conventions cannot. Let us ask
the question: “When do we want to say at all that an expression means
something in a group?” Consider the following case:

(5) “lepestele” is now conventionally used and understood in a certain way
among the English speaking minority in Amsterdam but nowhere else.
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I think we still wouldn’t say that “lepestele” means something in English
or among English users in general. But I think that we would want to say
that the word means something among the English speaking minority in
Amsterdam. So, if an expression has a meaning in virtue of a (normative)
convention, then it means something among the members of the (normative)
convention. But just in virtue of its conventional use and understanding in
this group, it doesn’t mean something among other agents.

For concreteness, let us consider the group consisting of the English
speaking minority in Amsterdam. Among the members of this group, there
is no stable linguistic use of “lepestele.” For this reason, it would be odd
to say that the word means something in this group but there is no stable
linguistic use of it among the members of this group. Hence, if there were
no stable linguistic use of an expression, then the expression does not have
a literal meaning. Thereby, we’ve justified the claim that an expression’s
having a certain meaning depends on a group.

Now compare (5) about conventions with the variation (6) about social
norms:

(6) There is a social norm to use and understand “heap spraying” in accor-
dance with the meaning attempt to put a certain sequence of bytes at a
predetermined location in the memory of a target process among English
speakers but as before, it’s actual use and understanding is so far confined
to IT-security specialists.48

In this case, the addressees of the social norm are all English speakers.
Insofar as the social norm exists, I think we’re inclined to say that “heap
spraying” means what it does among all English speakers. So, in the case of
an expression having a meaning in virtue of a social norm, it seems that the
expression means something among all addressees of the social norm, even
if not all have (so far) acquired the mental state which is characteristic for
the social norm in question, or – now loosely speaking – have acquired the
relevant “linguistic knowledge.” In extreme cases, a term is only known in
this sense by a small minority but still it can be reported to mean something
in general. For example, the lexicographer Norman (2002:260) reports about
specialist dictionaries in which there is “[p]erhaps a term that is understood
by only twenty or thirty researchers worldwide in a particular corner of their
field.” Yet, it seems that such a term would have a specific meaning in a

48See (Wikipedia 09.06.2010) for an explanation of heap spraying.
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much bigger group – plausibly in virtue of a social norm.
The foregoing considerations suggest the following generalizations:

(7) Conventions: e means m among the members of G only if members of G
are parties to the (normative) convention in virtue of which e means m.

(8) Social norms: e means m among the members of G if there is social norm
for e which determines that e means m and is addressed to members of G.

Thus, it can be that e means m among the members of G and G is bigger
than the set of those persons who are in the characteristic mental state of
the social norm in virtue of which e means m.

Let us reconsider (5) and (6) for another aspect: If there is a stable
linguistic use of the word among the members of G, is there also a stable
linguistic use of the word among G′ which is a subset of G with at least
two members? What are the differences between meaning in virtue of a
(normative) convention and meaning in virtue of a social norm? It seems
to me that the following conditional is a conceptual truth:

(9) If there is a (normative) convention among the members of G and G′ is a
subset of G with at least two members, then there is also a (normative)
convention among the members of G′.

This is so because it’s constitutive for a convention that its members have
a certain disposition to do their part in its pattern of activity and that it is
beneficial for them to do so. If these conditions are satisfied for the members
of G, then they are satisfied for subsets of G as well.

Since we can distinguish different groups with respect to a social norm,
e.g. its enforcers and its addressees, we have to be clear among which subsets
a social norm continues to exists. If we shrink the set of enforcers, then it
seems that the sphere of influence of the remaining enforcers can become
smaller. If we shrink, however, the set of addressees, then it seems the social
norm should continue to exist. For if there was a social norm among the
original group of addressees, then the enforcers could impose their wills on
them. If we took addressees out of this group, then the enforcers would be
still in a position to impose their wills since they would remain as powerful
as before. Hence it seems plausible to endorse:

(10) If there is a social norm addressed to the members of G and G′ is a subset
of G with at least two members, then there is also a social norm addressed
to the members of G′.
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These conditionals have the following consequence:

(11) If e means m among the members of G and G′ is a subset of G with at
least two members, then e means m among the members of G′.

7.3.2.2 Dependence on time and historic meanings

Does an expression’s meaning something depend on time? And how does
an expression’s having a historic meaning relate to it’s having or not having
this meaning now? These are the questions to which we turn now.

The answer to the first question, while important, is pretty obvious: An
expression’s meaning something depends on time. Whether an expression
e means m is determined by the stable linguistic uses there are. Stable
linguistic uses exist at a time. So, an expression e meaning something is
determined by the stable linguistic uses there are at a certain time. More-
over, it seems correct to say that if there is no stable linguistic use at all of
an expression at a certain time, then it doesn’t mean anything, in particu-
lar not m. Thereby, we’ve justified the claim that an expression’s meaning
something depends on time.

But what if an expression was used in the past but is not used anymore?
Consider the scenario from §1.3:

(12) The word “camera” was once used in the sense Apostolic camera naming
the (then existing) treasury department of the papacy. This is not common
usage anymore but is still listed as the first entry in Merriam Webster
Online Dictionary (2010) and known to some, e.g. Hanks (2009:302).

One who is using “camera” in the marginal sense of Apostolic camera does
not seem to make any linguistic mistake. He can well be called a bragger or
a weirdo for it. But this is neither to say that he isn’t using a meaningful
word nor that he’s using it not in accordance with one of its meanings.
It seems that “camera” still means Apostolic camera, even if there is no
convention for it anymore. Yet, it seems that “camera” has not changed its
meaning. It seems to be wrong to say: “Then it meant Apostolic camera but
now it means device used to take photographs.” Rather, I think, we should
say that in the 18th century “camera” didn’t have that meaning and that
nowadays, the word is ambiguous.

So, “camera” seems to be an expression which was used and understood
in the past in a certain way but is nowadays not used and understood
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anymore in this way. How can it still mean now what it meant back then? A
little reflection about the scenario suggests that there is nothing mysterious
about it. It seems that a social norm and group knowledge are the keys.
The principle seems to be this: If there is a social norm according to which
it is allowed to use and understand an expression e now as it was used and
understood in the past, then if e meant m in the past, then e means m now
in virtue of this social norm. It seems that there is such a transfer social
norm among English users. For the social norm to be effective, there needs
to be group knowledge now that e meant something m in the past.

On this explanation, the meaning Apostolic camera of “camera” is deter-
mined by a transfer social norm and “selected” by the past use (conventional
and/or social norm-governed). The impression that “camera” is not used
and understood anymore today was wrong because there are still people
who know about its historic meaning and could use the word in accordance
with its historic meaning and would understand it if “camera” was used in
this way. The explanation is flexible. Even if most language users lack what
is required for the use and understanding of an expression, the expression
can have an old meaning in a big group. Thereby, we have part of an ex-
planation for the fact that expressions often have many meanings and that
it is hard for an expression to lose a meaning.

Moreover, if there weren’t any knowledge anymore about a historical
meaning of a expression, then it seems that one wouldn’t be inclined to say
that it still means what it meant. But this is not to claim that it would
be wrong to say that. Rather, it would be a claim for which there is no
evidence and on that grounds, one should be hesitant to make it. And
finally, if we discover (say by finding an old text) that an expression meant
something m in the past, then it seems that we would be inclined to say
that it meant m then and also to say that it means m now. (Consider the
“camera” case: Now you know that it meant Apostolic camera back then.
You would readily understand it this way if someone were to use “camera”
in accordance with this meaning. You might even use it in this meaning
in reaction to someone else’s use. For this reason, I take us to be inclined
to say that “camera” also means Apostolic camera now.) These judgments
seem to be correct and corroborate the proposed explanation.

Still, it seems weird to claim that any old meaning of an expression is
among its meanings today. I’m inclined to uphold my position and explain
the weirdness differently: The existence of a transfer social norm does not
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preclude the existence of a further use-regulating social norm according to
which one ought to use and understand expressions in accordance with their
current meanings. If there exists such a social norm, the result would be as
follows: the expression still has its historic meanings while one ought not to
use and understand the expression in accordance with these meanings.

It seems to me that transfer social norms and use-regulating social norms
exist among “us”. If so, we have a good explanation for the phenomenon of
historic meanings. If there is no transfer social norm for an expression, then
according to my proposal, the expression doesn’t have historic meanings.

The foregoing considerations suggest the following generalizations:

(13) If an expression e meant m in the past, then e means m in virtue of there
being a transfer social norm.

(14) A meaningful expression can acquire further meanings without losing or
changing its other meanings.

(15) The explanation of an expression having an old meaning in terms of a
transfer social norm also explains why it’s hard for an expression to lose a
meaning.

7.3.2.3 Dependence on worlds

The point here is obvious: stable linguistic uses exist contingently. That
is, they could have been otherwise. The conventions which exist here could
have not existed; this is to say that there is a world in which the conventions
don’t exist; and likewise for normative conventions and social norms. So,
they do not only vary with respect to groups and times but also with re-
spect to worlds. Since an expression’s meaning something is constituted by
the stable linguistic uses there are, the point also holds for an expression’s
meaning something. Thereby, we’ve justified the claim that an expression’s
meaning something depends on worlds.

7.3.2.4 Having more than one meaning

Maybe the reader wonders why I discuss the topic of having more than one
meaning again. The question now is more fundamental: How, in principle,
can an expression have more than one meaning?

Let us focus on an expression’s meaning something in virtue of conven-
tions. If a word is used and understood in different ways, how can it then
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still mean anything at all? Shouldn’t we expect a conflict in the uses and
understandings of the expression which destabilizes the patterns in a way
precluding there being a convention? But yet there seem to be many words
having many meanings. We’ve just studied a scenario where a historic mean-
ing was involved. There it seemed that one and the same word acquired
more and more meanings (“camera” has also other meanings). Here is a
new example:

(16) “fluke” means the end part of an anchor and a stroke of luck. The word
has different etymologies and for this reason, the sound type (or string)
“fluke” belongs to different lexemes (Wikipedia 19.02.2010).

So, it seems that if we individuate words not by sound type (or spelling type)
but by their lineage, then so far we have had no true example of a word with
more than one meaning. For it does not follow that since the sound type
“camera” has more than one meaning, the word “camera” has also more than
one meaning. For this reason, it might not be too implausible to assume
that most words just have one meaning. The observation is then that at
least very often when we say: “This word has more than one meaning”,
what we mean is that the so-named sound type has more than one meaning.

It still seems surprising that one sound type can have more than one
meaning. How can there be two stable but different uses and understand-
ings? A plausible explanation is that such uses and understandings are
marked in different ways. On the basis of these marks, the two uses and
understandings can be told apart. Possible marks are: Different syntactic
category (e.g. verb and noun), occurrence in different, typically non over-
lapping topics (“class” as in “school class” or as in mathematics), semantic
stereotypicality or compatibility (“blue” as in “he was blue” or “the sky
was blue”). So, if two distinct uses and understandings of a sound type
are distinct enough so that they can be told apart on particular occasions,
they can be stable. If they cannot be told apart, then there is competition.
There seem to be many possible outcomes in such a situation: e.g. both uses
are destabilized and the sound types die out or one of the uses wins at the
cost of the other. But at this point we should distinguish two questions: (i)
What is the dynamics of such a system? (ii) What determines the meaning
of an expression in which way? For the philosophical project, I think only
the latter question is relevant. Part of the answer is: However a stable
linguistic use of a word came about, it determines the meaning. Arguably,
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the first question is much harder to answer. The foregoing considerations
suggest the following generalizations:

(17) If expressions are individuated by lineages, then it seems that most mean-
ingful expressions just have one meaning.

(18) As long as different uses and understandings of a sound type can be told
apart often enough, they can be stable and determine different meanings
for the type.

(19) We should distinguish the question how a conventional (or social norm-
governed) use of an expression came about from the question whether there
is a convention or a social norm for an expression. For the conventionalist
project, only an answer to the second question is crucial.

7.4 Summary
In this chapter, I digressed into many topics. Let me return to some impor-
tant points. Millikan’s account explains an expression’s meaning in terms of
the stabilizing function its conventional use has. This plausible idea faces a
series of obstacles which can be partly overcome by switching from her ac-
count to a theory formulated in the framework of evolutionary game theory.
A promising example is Huttegger’s theory. Such accounts can be extended
to deal with structured signals and hence the no-structure objection can
be answered. However, such accounts provide so far only basic accounts
of social norms. Consequently, semantic normativity cannot be adequately
explained.

Hence, a better account is required. To learn from the mistakes of past
accounts, I stated a set of problems and ways to solve them. The three key
insights are: (i) We need an account of social norms. (ii) We should assign
meanings to language devices directly (without referring to a language).
That is, we should assume for each language device a stable linguistic use.





Chapter 8
An account of social norms

[S]ocial norms against noncompliance may [. . .] produce a
critical attitude toward rule violators. In such cases, the
judgment is not tied to self-interested motivations in a
particular social interaction but, rather, to a general
criticism of those who violate any social institution.

Institutions and social conflict
Jack Knight

In this chapter I develop an account of social norms. Doing so will close
one of the gaps of the conventionalist project. The explicated notion is one
that satisfies the pre-theoretic characterization of social norms (§1.2):

S0. A social norm is social: there are various not necessarily disjoint groups
including (i) a group E of enforcers and (ii) a group G of addressees.

S1. A social norm involves a pattern of activity: (i) there is a pattern R of
individual activities of the addressees, (ii) R determines for a range of
activities whether they are conforming or deviating, and (iii) at least on
some occasions, the addressees would behave in a way conforming to R.

S2. A social norm is prescriptive: A social norm is, in part, constituted by
a norm N which determines for a range of activities whether they are
prescribed, forbidden, or allowed. The norm N prescribes to conform to
R. N is enforced by the enforcers who accept it and have power over the
addressees.

S3. A social norm has a demanding character: The enforcers are in a position
to demand conformity to R from the addressees.
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S4. A social norm is relatively robust: in all near futures, the enforcers accept
the same norm and at least on some occasions, the addressees behave in a
way conforming to R.

On the basis of this characterization, I mostly agree with the quote of Jack
Knight (2004:72) used in the epigraph. But I would strengthen the claim:
All social norms produce a critical attitude against violators, if we under-
stand “critical attitude” in the sense of a normative attitude, as I will pro-
pose.

In the remainder of this chapter, I first introduce my notion of a social
norm in §8.1. In §8.2 I discuss selected topics with respect to (i) the dis-
tinction between recommendations and demands, (ii) the purpose of social
norms, (iii) kinds of social norms, and (iv) the relations between conventions
and social norms, finally introducing the notion of a normative convention.
I evaluate my proposal in §8.3. The chapter ends in §8.4 with a summary.

8.1 A notion of a social norm
To cut a long story short, I define a “rationalistic social norm” as follows
(other kinds are defined in §8.2.2):

There is a rationalistic social norm to conform to the pattern of activity R
among the members of a group G (addressees) enforced by members of a group E
(enforcers) accepting a system of norms N at time t in world w iff

RSN1. the enforcers have power over the addressees at t in w;

RSN2. according to N , the addressees are N -required to conform to R and N -
forbidden to deviate from R;

RSN3. each enforcer accepts a system of norms of which N is a part at t in w;

RSN4. the enforcers tend to sanction the addressees’ R-concerning behavior at
least partly because of (RSN3) their accepting N at t in w; and

RSN5. the addressees tend to behave according to R at least partly because of
(RSN4) the enforcers’ tendency to sanction their R-concerning behavior
at t in w.

“R-concerning behavior” in RSN4 is a shorthand for “behaviors that are
conforming to R or deviating from R.”

The definition is supposed to entail that minimal epistemic conditions
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are satisfied, namely that the enforcers are in a state of “awareness” of the
norms they accept and that the addressees are in a state of “awareness”
of the sanctioning behavior. But no stronger epistemic conditions need to
be satisfied (e.g. mutual/common knowledge/belief). The definition also
does not rule out that such stronger epistemic conditions are satisfied in
particular cases.

An example of a rationalistic social norm is the rule of the road: The
policemen are the enforcers; the drivers are the addressees. The police have
(institutional and physical) power over the drivers (RSN1). The policemen
accept a system of norms according to which driving right (R) is N -required
and deviations from it are N -forbidden (RSN2–3). Policemen tend to fine
deviations partly because they accept this system of norms (RSN4). The
drivers tend to drive right partly because they could be fined if they deviated
(RSN5).

The rule of the road is also a convention since there is a good alternative
to it (driving left) and since it is beneficial for everyone to drive right on
condition the others drive right. Hence, I will say that it is a normative
convention. The notion is introduced in §8.2.3.

In the next three sections, I elaborate on the clauses of the definition
relating to (i) power and social structure (RSN1), (ii) the notion of accepting
a norm (RSN2–3), and (iii) behavioral tendencies (RSN4–5).

8.1.1 Power and social structure

According to RSN1, the enforcers have power over the addressees. To make
sense of this clause I need to say first what power is. To do so, (i) I motivate
a popular conception from sociology and social psychology. (ii) In terms of
it, I explicate RSN1. (iii) I relate my proposal to a recent theory developed
by Peter Gärdenfors (1993) which inspired my proposal.

Power and its sources The notion of power I’m interested in comes from
Max Weber and relates to the ability to influence someone else’s behavior.1
In this sense, power is an irreflexive relation between persons. This seems
like a plausible start. For it avoids the pitfalls of understanding it as a

1Weber defined “power” in different ways. One of his characteristic formulations is: “the
ability of a person to impose one’s will on someone despite resistance,” see Weber’s Theory
of social and economic organization (Weber 1997:152).
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property as in “He’s powerful” or something very abstract as when we use
the noun “power” in “Power is bad.”

The Weberian conception of power goes well together with the concep-
tion of social structure in terms of a system of social relations. On that
understanding, power relations are one of the constituents of a society’s so-
cial structure. Since social norms entail a power relation, social norms are
a constituent of social structure, but not the sole one. For power relations
can be constituted merely by physical power. Hence they needn’t depend
on there being social norms.

In their classic study “The bases of social power”, The social psychol-
ogists John French and Bertram Raven studied how power relations are
constituted and which characteristic differences result from that.2 Their
classification is not uncontested. But it has aged quite well and is widely
accepted. For this reason, I rely on their classification:

• Positional power: The power an individual has in virtue of being in a
certain position within an organization.

• Referent power: The power an individual has in virtue of having charisma
and interpersonal skill to attract others and build loyalty.

• Expert power: The power an individual has in virtue of being skilled or
expert about something when the other is in need of these skills or expertise.

• Reward power: The power an individual has in virtue of her ability to
reward.

• Coercive power: The power an individual has in virtue of her ability to
punish, also by demoting or by withholding rewards.

Reward power and coercive power create incentives for the agents at
which the rewards and the coercion are directed. While it’s an interesting
question whether people are rather motivated by rewards or punishments,
I collapse the two under the name “sanction power” to simplify matters.
According to my definition of a social norm, enforcers of a social norm have
sanction power.

With regard to positional power, I think there is no reason to consider
the organizations to be formal. Let us widen the sense so as to include
informal organizations. Then we can conceive of positional power as one
which an individual has in virtue of certain social norms. (I’ll use this kind
of power to introduce arbitrators in §9.3.)

2See (French and Raven 1960).
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Moreover, often there are secondary effects. Think of a politician or a
medical doctor. In virtue of their institutional status, their power does not
extend to ordinary life outside the institutions. Yet, even if they don’t have
a special status in ordinary life, we often treat them as if they did. Hence
social structure can result as a secondary effect.

Explication of RSN1 For simplicity, I suggest to understand RSN1 on
an individual reading as in RSN1′:

RSN1. The enforcers have power over the addressees at t in w.

RSN1′. For all enforcers e and all addressees g: e has power over g at t in w.

This might be too strong and also too weak. It might be that not all
enforcers have power over any addressee. We could weaken the clause by
only requiring most enforcers to be so or by requiring that they are so on
average.

RSN1′ is also too weak: What happens if a coalition of addressees chal-
lenges the enforcers? If we are to allow for such situations, then it seems
that it might well be that a single enforcer is not powerful enough to answer
the challenge. So, for more complex situations one might want to consider
the following interpretation of RSN1:

RSN1′′. The enforcers could form a coalition that would together have power over
any coalition the addressees could possibly form.

On the basis of the individual reading RSN1′, it is only required that
the enforcers have power over the addressees. In particular, it’s not required
that the addressees intend to conform to the norm the enforcers accept. But
it’s compatible with RSN1′ that they have such an intention.

One should also not think that the enforcers use vast sanctioning power
to make the addressees conform to the social norm’s pattern of activity. If
the addressees depend on the enforcers in some ways, then it can be that
the enforcers never have to use their power.3 Also, imagined power is power
as long it disposes the addressees to act as the enforcers want. But such
situations are extremes of what is possible by RSN1′. Everyday situations
are likely somewhere in between.

3Emerson (1962) provides a theory of the relation between dependency and power.
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The effect of a realization of a power relation in a population is that
the enforcers may impose their will on the addressees. The definition leaves
open how the power relation is realized. It allows for different social power
structures. They can be egalitarian, dictatorial, or in-between. In the egali-
tarian case, the group of enforcers is identical to the group of addressees and
(almost) everyone has power over (almost) everyone else. In the dictatorial
case, one agent has power over all the others. Crucially, the groups E and
G needn’t be disjoint and may be identical.

Finally, the fact that in a population a certain power relation is realized
constitutes the groups of enforcers and addressees. Since populations can
change over time, we should impose some continuity principles so that we
can say that it’s still the same social norm even if a group has a new member
or loses an old one. I’ll ignore such complications.

Gärdenfors’ social power structures Peter Gärdenfors (1993) provides
a mathematical theory to solve Humpty Dumpty’s problem on the basis of
social choice theory and model theory. He explains what an expression in
a public language means in terms of (i) what the members of the relevant
population mean by the expression in their idiolects and on (ii) the social
power structure in the population. His basic approach is to assume that
linguistic meanings in the public language are collections of the individual’s
idiolectal meanings. Given a population of individuals possessing an idi-
olect, such a collection is determined by the social power structures in the
population. Social power structures are subsets of the population which are
decisive in the sense that they alone – independent of the rest – suffice to
determine the social meaning of an expression. In my terminology, such
members are both enforcers and arbitrators.

My account uses Gärdenfors’ idea to use power structures to determine
group-level outcomes: In clause RSN1 I require that the enforcers have
power over the addressees. Thereby, the former can impose their will upon
the latter. The will the enforcers have is characterized by the common part
of the systems of norms they accept (RSN2–3).

8.1.2 Norm expressivism and accepting a norm

In clauses RSN2 and RSN3 of the definition of a social norm, the norm-
expressivist theory of Allan Gibbard (1990, 2003) is used by stating that
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there is a certain system of norms that the enforcers accept. I’ll now intro-
duce Gibbard’s theory and then return to these clauses.

Gibbard’s theory Three central claims of Gibbard’s theory are:4

G1. We express normative attitudes with normative statements.

G2. Normative attitudes are a special type of conative mental states.

G3. Since normative attitudes are conative, normative statements do not have
a descriptive but an “imperative” character.

A comprehensive presentation of Gibbard’s norm expressivism would involve
several tasks. I focus on what directly pertains to my application: normative
attitudes.

To have a normative attitude is to accept a norm. Usually, norms come
in systems. To make this a little bit more substantial, we need to say what
a system of norms is and we need to explain what role a state of norm
acceptance has in an agent’s mental life.

A system N of norms can be characterized by a set of sentences formed
by a family of basic predicates “N -forbidden”, “N -optional”, and “N -
required” which apply to alternatives of a certain kind, e.g. actions or
activities. So, a sentence of a particular system of norms might be that
some action a is N -required. More complexe predicates can be constructed
from the basic ones. Gibbard considers “N -permitted” defined as “either
N -optional or N -required”.5 But what have such abstract systems to do
with normative attitudes agents A have? Gibbard’s answer is that they are
linked by a dyadic relation “A accepts N”:

For an agent to accept a system of norms is to be in a special type of
mental state. Gibbard suggests that this type is sui generis and cannot be
reduced to other mental states like beliefs, desires, and intentions. For my
purposes, it is not so important whether he is right about the sui generis
claim. So, I move on. Gibbard characterizes the state of accepting a norm
as follows:

The state of accepting a norm, in short, is identified by its place in a
syndrome of tendencies toward action and avowal [. . .] The syndrome

4Following Schulte (2008:183) who provides a systematic presentation of norm expres-
sivism.

5See (Gibbard 1990:86 ff.).
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that manifests accepting a norm takes in normative discussion and
normative governance. In this normative discussion, in unrestrained
contexts, one tends to avow the norm. One tends to be influenced by
the avowals of others, and to be responsive to their demands for con-
sistency. Normative governance by the norm is a tendency to conform
to it. Accepting a norm is whatever psychic state, if any, gives rise to
this syndrome of avowal of the norm and governance by it.

(Gibbard 1990:75)

So, the states of accepting a norm have two important characteristics:6
(i) The states have a role in the causation of actions, namely to act norm-
conformingly (Gibbard calls this aspect their “normative governance”). (ii)
The states have a role in normative discussions. The first characteristic is
a variant of motivational internalism which says that states of norm ac-
ceptance have a tendency to bring about norm-conforming behavior. This
explains the “normative pressure” of norms, especially, when a norm applies
to a circumstance and we are aware of it.

The second characteristic consists of two parts: (i) Such states have
the role of normative avowal (Gibbard 1990:73) which is to have the dis-
position to avow the norm in discussions. (ii) Such states have the role of
persuadability (p. 77) which is to have the disposition to adapt one’s own
normative attitudes when hearing normative utterances of others in certain
circumstances.7

This second role explains why groups of humans tend to reach consensus
on normative matters. The tendency to reach consensus has also beneficial
effects when people have to coordinate (pp. 64–68).

This characterization of a state of norm acceptance is quite vague. Pe-
ter Schulte (2009:165 ff.) points out that there is considerable disagreement
about the nature of normative attitudes. For definiteness, I’ll use Schulte’s
characterization (which should be understood as an improvement on Gib-
bard). According to Schulte, normative attitudes are conative mental states
which have the following characteristics (indicated by “N -want” below):8

6Here I am again drawing on (Schulte 2008:141 ff.).
7Persuadability is not the same as normative governance. Consider the norm according
to which it is forbidden to kill. To act norm-conformingly is to not kill people. But to
adopt this norm (by persuadability), is not to act norm-conformingly for the norm does
not require or make it optional to adopt it.

8See (Schulte 2008:160). Schulte pointed out to me in p.c. that Gibbard has never charac-
terized normative attitudes as explicitly as he did. In particular, the fourth characteristic
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NA1. Normative attitudes are logically combinable. Example: Suppose I N -want
to clean the kitchen on Sunday. I also N -want to write a letter on Tuesday.
Then I N -want to do both.

NA2. Normative attitudes are under consistency pressure. Example Suppose I
N -want to clean the kitchen on Sunday and to go to the football match.
But only one goal can be realized. Hence I N -want to give up one of my
N -wants.

NA3. Normative attitudes are generalizable. Example: Suppose I N -want you not
to harm other people. Then I N -want everyone not to do harm to them.

NA4. Normative attitudes are embedded in a hierarchy of higher-order normative
attitudes. Example: Suppose I N -want to clean the kitchen on Sunday.
Then I N -want to have this N -want.

Generalizability (NA3) results in normative attitudes of the form: “I N -
want to ϕ and I N -want you to ϕ!”, for some action ϕ and “you” ranging
over the members of some focal group, e.g. the addressees of a social norm.9

This is of importance to distinguish between moral and non-moral nor-
mative attitudes. Both kinds can be constituents of social norms. The
moral ones, I suggest, are addressed to anyone while non-moral ones are
addressed only to a focal group. In case of social norms I propose that the
focal group is the group of addressees.

From individual norm acceptance to social norms Let me now con-
nect individual norm acceptances to the definition of a social norm. The
idea is that norm acceptance explains why the enforcers tend to sanction
the addressees in case of conformity or deviation. This in turn has the role
to explain why the addressees tend to conform to the pattern of activity of
the social norm in question. This requires that the enforcers accept similar
enough systems of norms. I implement this idea by requiring that there is
a part they commonly accept:

of normative-attitudes deserves special attention. The characteristic is influenced by Hare
(Schulte 2008:137–141, 155). But it seems to me that Schulte’s explication is faithful to
Gibbard’s position.

9The form of normative wants is the same as the form of the (ordinary non-normative)
wants that Lewis requires for his definition of a proper coordination equilibrium. This
might explain why people took his definition of a convention to have a demandingly
normative character.
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RSN2. According to N , the addressees are N -required to conform to R and N -
forbidden to deviate from R.

RSN3. Each enforcer accepts a system of norms of which N is a part at t in w.

RSN2 describes a system of norms N that is the commonly accepted
part of the systems of norms the enforcers accept according to RSN3. N is
the part according to which one ought to conform to the pattern of activity
R and not to deviate from it.

RSN3 requires that (enough) enforcers accept systems of norms which
have N as a shared part. There needn’t be one system of norms that
(almost) all enforcers accept. But whichever system of norms each of them
accepts, it must have N as a part.

8.1.3 Behavioral tendencies
The use of Gibbard’s norm expressivism gives us a mental characterization
of a social norm.10 But satisfying this condition wouldn’t be enough for
there to be a social norm. It would allow that there is a social norm which
is never conformed to by exhibiting a certain kind of overt behavior. In such
a situation, I think it would be wrong to say that there is a social norm.
Similar to the case of a convention, I suggest that we also impose behavioral
conditions in the definition of a social norm. I do so by including clauses
RSN4 and RSN5 in the definition of a rationalistic social norm:

RSN4. The enforcers tend to sanction the addressees’ R-concerning behavior at
least partly because of (RSN3) their accepting N at t in w.

RSN5. The addressees tend to behave according to R at least partly because of
(RSN4) the enforcers’ tendency to sanction their R-concerning behavior
at t in w.

RSN4 requires that the sanctioning behavior of the enforcers is explained
by their norm acceptances. Likewise, RSN5 requires that the addressees’
R-conforming behavior is explained by the enforcers’ sanctioning behavior.
The motivation of these requirements is that the enforcers’ and addressees’

10Gibbard’s notion is not devoid of behavioral consequences. He fixes the functional role of
the involved mental states as a partly motivational one. So, accepting a norm in Gibbard’s
sense normally implies that the agent accepting it exhibits conforming behavior. I use
a stronger behavioral condition that relates to the enforcers and addressees of a social
norm.
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behavioral tendencies should not merely be contingent upon the existence
of a social norm. The sanctioning behavior should depend on the norm
acceptances and the addressees’ R-conforming behavior should depend on
the enforcers’ sanctioning behavior.

I explicate sanctioning behavior as a kind of behavior that reinforces
the addressees to conform to the social norm’s pattern of activity. It can
be realized in different ways. A few examples are: A teacher might put
red marks on the pupil’s homework. Someone might correct someone else’s
behavior. One might praise the behavior of someone.

To achieve some generality, we should not commit ourselves to a specific
type of sanctioning behavior. The proposed explication has this virtue.
As a further general constraint we should impose the following condition:
The same kind of behavior has more or less the same effect among enough
addressees. Thereby, a punishment is a punishment for enough addressees.
Otherwise, it could be that the sanctioning behavior has to be sensitive to
the particular addressee. While it’s readily conceivable that such sanctions
would be effective, they don’t seem to be the kind of behavior which is
typically elicited when a social norm is reinforced. Moreover, there is a
reason why there are sanctioning behaviors that satisfy the constraint: If
the addressees share enough of their psychological makeup, then normally
there will be things that are pleasant and unpleasant for all of them.

Degree of conforming behavior With respect to RSN4 and RSN5,
there is the question how many of the members of the respective group
have to exhibit the respective behavior and how often so. Since we’re not
guided by a precise theory, my answer is vague. It seems that we should
not demand that the relevant agents always exhibit the relevant behavior.
If we assume that human behavior is by and large guided by economic con-
straints, then we would expect that the addressees conform to the pattern of
activity at least so often that conforming less would yield a lower expected
utility (which may in part be determined by the expectation of sanctions).
By the same token, we would also expect that the addressees don’t conform
to the pattern of activity more often if doing so would yield a lower expected
utility. Likewise, it seems plausible to assume that the enforcers’ frequency
to sanction depends on what is at stake. That is, the addressees conform in
this sense often enough. Likewise the enforcers sanction often enough. But
how many of the addressees and of the enforcers do so? On this topic I side
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with Lewis who proposed “almost all” (Lewis 2002:78 ff.). (Arguably, an
“enough of them”-formulation could be defended. But it would lead to com-
plications which are not worth it for my application: (i) The power-relation
between the enforcers and addressees would become even more complex.
(ii) The interaction with the degree of conformity would make it less clear
what the conditions RSN4 and RSN5 amount to.)

8.2 Discussion
According to my definition of a rationalistic social norm, social norms are
socially enforced norms. This brings several topics into focus: (i) How is
the demanding character of social norms explained? (ii) Are there other
important kinds of social norms besides the rationalistic social norms? (iii)
What are the relations between conventions and social norms? (iv) Which
purposes do social norms have?

The two key influences on which my account is based are Allan Gibbard’s
theory and the theory of Peter Gärdenfors (1993). For my account of social
norms, their theories can be seen as complementary: Gibbard develops a
theory of what it is for an individual to accept (a system of) norms. Thereby,
the demanding character of social norms can be explained (see below). I
extended Gibbard’s theory to what it is for a group to have a social norm by
drawing on Gärdenfors’ idea that social power structures determine group-
level outcomes. In short: Gibbard explains normativity and Gärdenfors
explains the effects of power for the group.

8.2.1 Recommendations and demands

One difference between conventions and social norms is that (i) conforming
behavior can be demanded in case of social norm but not necessarily in case
of a convention. (ii) In case of a convention, conforming behavior can be
recommended but not necessarily in case of a social norm (§1.2).

This distinction is one of the kind of directive speech act that can be
performed. The question is how it is to be explained. Linguistically, we can
often use the same means, namely uttering an imperative:

(1) You ought to do action A in situation S!

(2) Do A in S!
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Since we can use utterances of both kinds to recommend and to demand
something, linguistic tests don’t seem to be sufficient for an explanation of
the distinction. A better explanation is required. The most illuminating
analysis of the distinction between recommendations and demands I know
is by Peter Schulte (2009), based on his thesis (Schulte 2008).11

Schulte (2009:164) proposes that the difference between recommenda-
tions and demands can be analyzed using a modification of what he calls
“standard speech act theory” that is, the speech act theory by Searle and
Vanderveken (1985). Using speech act theory, Schulte argues that the stan-
dard analysis does not explain the different normative characters of rec-
ommendations and demands (pp. 163–164). He agrees with the analysis of
demands in terms of a speaker’s wants, whether they are ordinary wants or
normative wants.12 In contrast to normative wants, ordinary wants needn’t
satisfy conditions N1–4 of normative wants (§8.1.2) and thus can be incon-
sistent and non-generalizable.

Schulte extends the analysis for recommendations and demands by sug-
gesting that their difference is (at least in part) due to their different sin-
cerity conditions. The sincerity condition of a speech act is the condition
that must be satisfied in order for a speech act to count as sincere.

According to the proposal of Schulte (2009:163), the sincerity conditions
are constituted by the following types of wants:

(3) Recommendations: What I would want to do if I were in exactly the same
situation as you.13

11For alternative analyses of the distinction see chapter 6 (in particular pp. 190–200) in
(Schulte 2008). Schulte considers and convincingly rejects alternative analyses in terms
of (i) Kant’s distinction between categorial and hypothetical imperatives, (ii) Mill’s and
Gibbard’s idea of typical emotional reactions, and (iii) standard speech act theory.

12In this context, we should understand “want” in “the widest sense of the term” (Schulte
2009:165), including all sorts of pro-attitudes (or conative states): wants, desires, inten-
tions, and – importantly – normative attitudes.

13There are questions as to how one should understand that an advisor “is in exactly the
same situation as” her addressee. Gibbard (1990:18 ff.) distinguishes between recom-
mending and advising. The former consists in making best use the limited information
one has. The latter is acting in full awareness of every relevant fact. Gibbard suggests
that advising is more than rationality demands (and recommendingly normative wants
are the wants of rationality). I agree. Hence, to be “in exactly the same situation” as the
addressee is then to be in a situation in which one has the same beliefs, desires, etc. The
advisor can evaluate the addressee’s beliefs, desires, etc. in terms of their consistency,
strength, and feasibility given the addressee’s means to realize them.
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(4) Demands: What I want you to do.

Schulte calls the wants of recommendations “conditional” and the wants of
demands “unconditional.” The idea is now that the distinction between the
two kinds of wants explains the distinction between recommendations and
demands.

The latter distinction is analyzed in terms of the types of mental states
sincere directive speech acts express. Following standard speech act theory,
the relation is established as follows: A speech act A expresses a mental state
M if and only if M constitutes the sincerity condition of A (p. 165). So,
recommendations express conditional wants and demands express uncondi-
tional wants. Since the wants can be ordinary or normative, the distinction
can be made finer: Ordinary recommendations express conditional ordinary
wants and ordinary demands express unconditional ordinary wants. Like-
wise, normative recommendations express conditional normative wants and
normative demands express unconditional normative wants. The distinction
between the two normative directive speech act types explains the speech
act difference between oughts with a recommending character and oughts
with a demanding character.

Applying the analysis to conventions and social norms On the ba-
sis of the explanation of the difference between normative recommendations
and demands, the difference in the normative character between conven-
tions and social norms can also be explained: In case of a social norm, the
enforcers accept a system of norms according to which the addressees are
N -required to conform to the pattern of activity R of the social norm. By
accepting a system of norms, they have the required normative attitudes
to sincerely make normative demands. Moreover, they have power over the
addressees. Thus, they are in a position to make normative demands. This
needn’t be so in case of a convention since the existence of a convention nei-
ther implies there being a certain power relation nor that its parties accept
such systems of norms.

In case of a convention, however, it’s beneficial for each party to a con-
vention to do their part in it. Indeed, it seems plausible to say that it’s
recommendable to do one’s part. At least in case of a rationalistic conven-
tion, the parties to it have a want to conform on condition the others do as
well. Thus, they have a conditional normative want. Things are slightly dif-
ferent in a case of rationally justifiable and dispositional conventions where
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it seems plausible to say that its parties needn’t have normative wants but
only ordinary wants.

In case of a social norm, the normative wants of the enforcers that the
addressees conform to the pattern of activity needn’t be recommendable.

8.2.2 Kinds of social norms

In case of a convention, it was helpful to distinguish between rationalis-
tic, rationally justifiable, and dispositional conventions (§1.2). An obvious
question is whether there are corresponding kinds of social norms, besides
the rationalist social norms I’ve defined.

Rationally justifiable social norms I think there is a coherent notion of
a rationally justifiable social norm. Plausibly, such social norms can exist
among agents whose psychology is so that they could have the required
normative attitudes. Moreover, while they’re disposed to exhibit patterns
which are typical for accepting a social norm, it might be that they don’t
have them (but could acquire them). If this sounds plausible, we can define
a “rationally justifiable social norm” by changing RSN3 of the definition of
a rationalistic social norm to JSN3 (“JSN” for “rationally justifiable social
norm”):

JSN3. Each enforcer could accept a system of norms of which N is a part at t in
w.

Dispositional quasi-social norms I think there is no coherent notion of
a dispositional social norm. For plausibly, conditions N1–4 that normative
attitudes have to satisfy (§8.1.2) imply an rationalistic agent conception.
Consider the following example:

(5) “Dumb” agents of a community are disposed to behave in a certain way
while some of them are also disposed to sanction conformity and deviations.

In such a scenario, I think we should not require that the agents have norma-
tive attitudes. For the cognitive mechanisms that explain their dispositions
can be simpler than the ones required for normative attitudes.

We can, of course, introduce a related notion which could be called “dis-
positional quasi-social norms” which results from the definition of a ratio-
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nalistic social norm by dropping clauses RSN2 and RSN3 and by dropping
the “because”-parts of RSN4:

There is a dispositional quasi-social norm to conform to the pattern of activity
R among the members of a group G (addressees) enforced by members of a group
E (enforcers) at time t in world w iff

DSN1. the enforcers have power over the addressees at t in w;

DSN2. the enforcers tend to sanction the addressees’ R-concerning behavior at t
in w; and

DSN3. the addressees tend to behave according to R at least partly because of
(DSN2) the enforcers’ tendency to sanction their R-concerning behavior
at t in w.

In case of a dispositional quasi-social norm, the observable behavior of the
involved agents might be very similar to the observable behavior in case of
rationalistic and rationally justifiable social norms. The case can only be
settled by examining the agents’ attitudes: Are they normative or not? If
they aren’t, then there can only be a dispositional quasi-social norm among
them. If the attitudes are normative, then there can be a rationalistic or
rationally justifiable social norm among them.

8.2.3 Relations between social norms and conventions

Separating social norms from conventions creates the impression that the
two notions are unrelated. But they are not. In this section, I work through
the following sequence of claims: (i) Conventions and social norms can
exist independently. (ii) While they can exist independently, the existence
of a social norm is compatible with the existence of a convention. I flesh
out this idea by introducing the notion of a normative convention. (iv)
There is a tendency that conventions become normative conventions. (v)
The distinction between conventions and social norms helps to clarify the
normativity debate about “conventions”.

Independence of conventions and social norms Let us define a coun-
terpart of a social norm (convention) to be a convention (social norm) which
has the same pattern of activity as the original social norm (convention).
From the pre-theoretic characterizations of conventions and social norms
the following claims follow:
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(6) The existence of a social norm does not imply the existence of a counterpart.

(7) The existence of a convention does not imply the existence of a counterpart.

(6) follows since social norms need not have an alternative. (7) follows
since the existence of a convention implies neither the existence of a power
relation nor that there are people who have the characteristic normative
attitudes of social norms.

Normative conventions While conventions and social norms can exist
independently, their existence is compatible. To this end, let us introduce
the notion of a normative convention which is, in a sense, a combination of
a convention and a social norm:

A pattern of activity R is a normative convention among the members of a
group G at time t in world w iff

1. R is a conventional pattern among the members of a group G at time t in
world w; and

2. there is a systems of norms N such that there is a social norm to conform
to R among the members of G enforced by its members accepting a system
of norms N at time t in world w.

That is to say, a normative convention is a convention with a social norm
that enforces conformity to its pattern of activity with the special feature
that the enforcers = the addressees (= the arbitrators; §9.3).

Since a normative convention is a convention, (i) there exists a good
alternative to the conventional pattern of activity, (ii) it’s beneficial to con-
form for each party to it on condition that the others do, and (iii) it’s
recommendable to conform (a consequence of (ii)).

Since a normative convention is a social norm, the parties to it can be
demanded to conform. Hence, a normative convention has both a recom-
mending and a demanding character.

It seems to me that the informal rule of the road14 and many linguistic
rules are such normative conventions.

We could have defined normative conventions differently. For example,
instead of the special feature, one could have allowed for enforcers that

14The informal rule of the road is just an evolved behavior which is governed by a social
norm. In contrast, many countries have institutionalized it: The legislators are the arbi-
trators which are distinct from enforcers (= the citizens having executive power, among
them being policemen).
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are not addressees. But it seems to me that for the normativity debates
concerning (i) conventions and (ii) semantic normativity, this particular
notion of a normative convention is the interesting one. (I’ll return to the
second topic in the next chapter.)

From conventions to normative conventions The conceptual rela-
tions between conventions, social norms, and normative conventions are
rather weak. On their own, they fail to explain a stronger connection we
observe between them: conventions tend to become normative in the sense
that (i) agents start to evaluate behavior not only with respect to its con-
formity but also with respect to its correctness or appropriateness, and (ii),
sanction mechanisms begin to be established.15 In short, conventions tend
to become normative conventions.

Establishing the connection is not difficult. We can simply state the
following hypothesis:16

C-NC. Other things being equal, when a convention becomes entrenched among
human members, it becomes a normative convention.

It would be interesting to have an explanation why C-NC is true, if it is.
For it has the following consequence for the conventionalist project: As
soon as a linguistic convention becomes entrenched, it becomes a normative
convention, thereby having a demanding character. Hence, the prediction
would be that linguistic conventions have no demanding character just so
long as they are not entrenched. To me, there seems to be a point to this.
Consider someone coining a neologism or a situation where the participants
just want to communicate and have established a new means to do so. In
such a scenario, it seems that the participants are thereby not in a position
to make a normative demand; otherwise, it seems that they are.

But it seems that the explanation of the truth of C-NC is not obvious.
For example one might think that C-NC could be explained by a tendency
of humans to have normative attitudes towards stable social behavior (con-
ventions, normative conventions, and social norms):

15This has been pointed out with different levels of endorsement e.g. by Lewis (2002:97–100)
and Ullmann-Margalit (1977:88 ff.).

16Huttegger (2007) implicitly takes this hypothesis for granted; §7.2.2.
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(8) Other things being equal, humans tend to accept systems of norms according
to which the stable social behavior that prevails ought to prevail.17

But while (8) would be an interesting explanation, it’s implausible. For
example, it seems that if there ever has been a Hobbesian state of nature,
then people wanted to escape it. And should we really believe that Karl
Marx thought that the economic organization of the world he lived in ought
to remain as it was? If not, it seems that (8) is wrong. Maybe the thing to
do is to look for more moderate explanations, e.g. by only trying to explain
why it is so in case of linguistic conventions. Be that as it may, I leave C-NC
unexplained.

The normativity debate about “conventions” In §1.2 I mentioned a
reason for separating conventions from social norms: Accepting the distinc-
tion has the advantage of clarifying the normativity debates about “conven-
tions”.

I’d like to substantiate this claim now. In my terminology I can say
that what is ordinarily called a “convention” is sometimes a convention,
sometimes a social norm, and sometimes a normative convention.

Lewis talked about conventions since he thought of them as solutions to
recurring coordination problems (chapter 4) which only involve prudential
oughts which do not have a demandingly-normative character.

Gilbert’s examples are mostly about social norms. Two typical example
of hers are: (i) “The convention in this department is that we dress formally
for department meetings” (Gilbert 2008:6) and (ii) “there’s a convention in
this community that after a dinner party one sends a ‘thank-you’ note to
one’s host” (Gilbert 1983:392 ff.). It seems to me that the best way to make
sense of these examples is by saying that they are used to report a social
norm.

Finally, what Kemmerling (1976:129 ff.) seems to suggest is that the
relevant notion of a convention is the notion of a normative convention. For
he wants that what he calls “convention” is such that (i) it has a rational
alternative and is such that (ii) each member can demand conformity to it.

17Sugden (2004:§8.3) seems to accept a proposal along these lines: If agents have expec-
tations about the others’ behavior, then they resent when the others frustrate their ex-
pectations by deviating from the prevailing stable social behaviors. Sugden explains such
resentments as being a “primitive human response” (p. 154).
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This is why I think the proponents in the normativity debate about con-
ventions are talking past each other. Since there are interesting conceptual
relations between these notions, I think they are talking past each other in
an interesting way.

8.2.4 Purposes of social norms

Conventions are beneficial for their members. In case of social norms, this
needn’t be so. For the enforcers can impose their will on the addressees if
they are powerful enough. Why then are social norms maintained (or, in
other words, relatively robust)? To answer the question, we need to say
what their purposes are. Their purposes can be classified in two classes,
one relating to behavior and the other relating to reasoning.

Social norms as incentives for conforming to patterns of activity
Social norms help to bring about or maintain social arrangements, irrespec-
tive of how good or bad they are. Such a social arrangement can also consist
in something not being the case. In this case, the social norm can be said to
help prevent that a certain state of affairs obtains. Since the social arrange-
ment can be desired by one and be disliked by another, social norms can
both help to further personal goals as well as help to go against someone’s
goals.

In particular we can say that a social norm creates a motivation to
conform to the pattern of activity of the social norm. For human psychology
is such as to avoid punishment and to seek reward.18 In case of a social norm,
the enforcers have normative wants that the addressees behave conformingly.
Hence, deviations tend to evoke resentment and conformity praise in their
bearers.

In some cases, the punishments and rewards can have a highly regular
nature, namely if they are implemented by means of a sanction mechanism.
Or they can be flakier or be even suppressed because the sanctioning be-
havior is outranked by other goals the enforcers have – how much so is an
empirical question.

Expectations of punishments and rewards strengthen their effects. Ex-
pectation of a punishment tends to evoke evasive behavior. Likewise, ex-

18This claim seems to be analytical. Nevertheless, it seems also to be rather well supported
by empirical results; see e.g. Rolls’ The brain and emotion (Rolls 2004).
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pectation of a reward tends to make behavior which triggers it more likely.
Hence, the expectation of the stick and the carrot makes the addressees
conform even if no punishment or reward is present in some cases.

Since punishments and rewards change the agents’ preferences, we might
think of a social norm as a means for norm-conforming behavior, or as some-
thing that creates an incentive structure for norm-conforming behavior. As
such we can think of social norms as transformations of games (in the game
theory sense of game). This view was pioneered by Ullmann-Margalit (1977)
and further developed by Bicchieri (2006).19 Basically, if the rewards and
the punishments are high enough, any strategy profile in the untransformed
game can become stable.20

The general function of social norms as an incentive for conformity to
a pattern of activity can be more specialized in certain cases: If the social
arrangement of a social norm is a public good, its function is to prevent bad
outcomes and/or to yield Pareto efficiency.

The function can also be to shortcut normative reasoning. Sometimes,
we can think things through and come to a conclusion after a long delib-
eration. Social norms can make such conclusions focal and save the cost of
thinking something through. For example, if one takes a test and considers
cheating, one might just stick to what one ought to do according to the
social norm, namely not to cheat. Or one might think it through by consid-
ering what kind of person one wants to be, how successful cheating would
be, and what the risks are, and reason from there towards the conclusion
that one ought not to cheat.

But nothing in the definition of a social norm ties it to a public good.
A social norm can simply be an instrument for people with kinky attitudes:
a social norm can please perverts who derive joy from exerting power. Or
it can still the hunger for submission of masochists. Or it might be in-
strumental for people desiring to show off by being able to correct others’
wrongdoings.

Social norms as a regulation device for coordination Often it is
desired to steer a group in a certain direction or to regulate their conduct

19See also (Magen 2005) for a recent overview of related research in behavioral law and
economics.

20A theorem which only depends on punishments has been proved by Boyd and Richerson’s
Punishment allows the evolution of cooperation (or anything else) in sizable groups (Boyd
and Richerson 1992).
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– in action and attitude. Run-of-the mill coordination games like two per-
son’s meeting at one of two places illustrate the importance of regulation
in action. But also regulation of attitudes, and of particular judgment, is
important. We care about seeing the world in similar ways. We prefer to
have people with the same ideology around us and generally dislike people
with an ideology which is too different from ours. We care for agreement in
judgment. Old and also new cases should be classified in the same ways. (I
won’t try to explain why we seem to have such attitudes.)

Social norms help us to achieve these ends. They are a regulation device.
The nature of normative wants is such as to strive for uniformity among
people. In particular, normative wants tend to shape preferences in a certain
“matching” way. This is so at the agent-level because normative wants are
under a consistency pressure. Moreover, uniformity (and sometimes strong
opposition) across communicating groups of agents can be expected because
of the avowal of norms (§8.1.2). Their avowal furthers agreement (and
sometimes disagreement) in judgment in combination with the consistency
pressure. Over time, we can expect that certain ideologies converge while
others become more sharply opposed. What wins in the end is hard to
predict (but the dynamics of some models is well understood).21 So, another
general function of social norms is to shape reasoning and judgments.

From functions to relative robustness From a speculation on the
functions of social norms it’s still a long way to an explanation of their rela-
tive robustness. One guess would be to think that social norms are somehow
beneficial to both the enforcers and the addressees. But this doesn’t seem
to be true for all social norms. For some of them seemingly don’t have a
benefit: Why do we pay a tip in a restaurant that we don’t expect to visit
again and why don’t we litter if nobody sees us (Frank 1988)? Moreover,
even if having social norms is often beneficial, it does not follow that it’s al-
ways so. In case of an evolved mechanism to have norms, e.g. along the lines
of Sripada and Stich (2006), we should even expect that such a mechanism
“misfires” from time to time by accepting a norm that shouldn’t be ac-
cepted. For these reasons, I don’t want to commit myself to an explanation

21See for example the survey of Burke and Young (2009). They discuss evolutionary models
of social norms under the label of “local conformity/global diversity effect” (Young 1998):
the often observed phenomenon that populations tend to be locally uniform but globally
diverse.



8.3. Evaluation 253

of the relative robustness of social norms.
But it follows from the structure of the proposed definition of a social

norm that if a social norm is relatively robust, then (i) the power-relation
among the enforcers and addresses and (ii) the norm acceptance of the en-
forcers are relatively robust. Hence, to make social norms relatively robust,
we have to strengthen these two conditions accordingly.

8.3 Evaluation

My account of social norms is not fully adequate. For its application to
meaning in virtue of social norms and semantic normativity, it is good
enough. The account’s strength is the explanation of (semantic) normativ-
ity. Let’s establish the weaknesses by going through the list of desiderata:

DesN1. The account must be faithful to the pre-theoretic characterizations of a
social norm (S0–4 in §1.2) and of normativity (N1–3 in §1.1.3).

The account presented in this chapter does not yet fully satisfy DesN1 since
arbitrators are ignored. (They will be added in §9.3.) Otherwise the defini-
tion of a rationalistic social norm and of a rationally justifiable social norm
satisfy the pre-theoretic characterization of a social norm. To explain rela-
tive robustness we have to assume additionally that the power relation and
the norm acceptances are relatively robust (§8.2.4). These assumptions can-
not be explained theory internally and are in need of further justification.
Finally, Gibbard’s theory explains normativity in an adequate way.

DesN2. The account must provide an answer to the question what (social) norms
and normativity are.

Social norms according to my account are complex entities that are indi-
viduated both behaviorally (prescribed pattern of activity and sanctioning
behavior) and psychically (norm acceptance). Norms are explained on the
basis of Gibbard’s norm expressivism. They are abstract entities (sets of
sentences from deontic logic). Normativity is explained on the basis of
Gibbard’s theory and Schulte’s explanation of the distinction between rec-
ommendations and demands.

DesN3. The account must provide a taxonomy of the kinds of (social) norms there
are.
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In this chapter, I’ve introduced rationalistic social norms and rationally jus-
tifiable social norms. Moreover, I defined dispositional quasi-social norms
which are, strictly speaking, not social norms since the enforcers are not
required to accept norms. In the next chapter, I’ll introduce more kinds:
linguistic social norms, expert social norms. This is not a complete taxon-
omy but covers the important ones for the conventionalist project.

DesN4. The account must provide an answer to the question what kinds of epis-
temic states are involved in a (social) norm.

According to my account, only minimal epistemic conditions have to be sat-
isfied: enforcers need to be aware of their norm acceptances and addressees
need to be aware of the sanctioning behavior.

DesN5. It must be possible that in a human population social norms are created,
learned, sustained, and changed.

Plausibly, humans can satisfy the conditions for a rationalistic social norm.
Moreover, if a subgroup in a human population starts to have power and
its members accept suitably similar systems of norms, they can enforce a
certain behavior and a social norm is created. If they lose power and/or
they stop accepting these systems of norms, then the social norm ceases to
exist.

DesN6. The dynamics of (social) norms must be explained.

I offer no explanation to meet this last desideratum. As pointed out in
§8.1.1, I assume that populations remain unchanged. This assumption
should eventually be dropped. Since my account is inspired by work in
social psychology and social choice theory, it should in principle be possible
to provide the desired explanations.

8.4 Summary

In this chapter, I’ve discussed an account of social norms that conceives of
them as socially enforced norms. To this end, a notion of a rationalistic
social norm was introduced from which other notions were defined, among
them normative conventions which share elements of conventions and social
norms.
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The outcome is that social norms became less similar to conventions.
This pointed out that the connections between conventions, social norms,
and normative conventions should be studied. But in particular the ten-
dency that conventions become normative conventions resisted an easy ex-
planation.





Chapter 9
An alternative conventionalist account

Well, this is the mystery package. First, a small anecdote. My sometimes
mischievous friend Richard Grandy once said, in connection with some other
occasion on which I was talking, that to represent my remarks, it would be
necessary to introduce a new form of speech act, or a new operator, which
was to be called the operator of quessertion. It is to be read as “It is perhaps
possible that someone might assert that . . .” [. . .] Everything I shall suggest
here is highly quessertable.

Meaning revisited
Paul Grice

In this chapter, I present an alternative conventionalist account. It uses
Millikan’s account of conventions and my account of social norms. The lat-
ter allows me to illustrate which issues can be addressed on its basis. My
conventionalist account does not explain how stable linguistic uses evolve.
Rather, the account entails claims that are conditional on there being cer-
tain stable linguistic uses. That is, the account explains how meaning is
determined by stable linguistic uses, however they came about.

The goal is then to provide an explanation of what makes meaning sen-
tences true which respects the account’s main features: it is non-Gricean,
word-level, non-Intellectual, and normative.

It is non-Gricean in that meaning is not analyzed in terms of Gricean
speaker-meaning. It is word-level in the sense that for each language de-
vice, there is a stable linguistic use which determines its meaning. It is
non-Intellectual in the sense that linguistic behavior is not explained in
terms of rational deliberation. It is is normative in the sense that at least
some demandingly normative speech acts can be performed with meaning
sentences.

257
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The explanation I offer is in terms of meaning-determination claims.
The claims are stated as conditionals (tentative version):

(1) If there is a conventional use of description δ indicating content µ in group
g, then there is a stable linguistic use of δ indicating µ in g.

(2) If there is a social-norm-governed use of δ indicating µ in g, then there is a
stable linguistic use of δ indicating µ in g.

(3) If there is a stable linguistic use of δ indicating µ in g, then δ means µ in g.

For reasons that will become clear in the next section, I ascribe meanings
to descriptions of expressions and not to the expressions themselves. The
first and the second conditional expresses that if there is a certain linguistic
convention or social norm for a description, then there is a certain stable
linguistic use of it. The third conditional expresses that if there is a certain
stable linguistic use of a description, then it has a certain meaning among
members of a certain group. (I discuss normative conventions only in pass-
ing since they behave like conventions with regard to meaning determination
and like (linguistic) social norms with regard to (semantic) normativity with
the exception that they also have a recommending character.)

The form of these claims indicates another feature of the account: Mean-
ing ascriptions are only relative to a group and not (also) to a language. This
is possible since I use Millikan’s notion of an expression, that individuates
them on the basis of their historical uses (thesis MI1 in §7.1.1). Languages
and meaning in a language are introduced later in the explanation.

In another sense, a formal language is used in the account, namely to
describe the possible language uses of populations. The formal language
itself does not explain what the expressions mean among members of the
population. The explanatory work is done by the stable linguistic uses of
the expressions.

The plan for this chapter is as follows: In §9.1, I discuss general aspects
of language and language use. In §9.2, I explain meaning in virtue of con-
ventions. In §9.3, I explain meaning in virtue of social norms. I also offer
an explanation of semantic normativity, thereby completing the proposal
which I started in chapter 2. In §9.4, the notion of a public language is
introduced and applied to Humpty Dumpty’s problem; in passing I reap-
ply Schiffer’s proposal for the meaning-without-use-problem to my account.
The account is evaluated in §9.5. The chapter ends with a summary in §9.6.
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9.1 A simple language and its use

To keep the discussion manageable, (i) I introduce a simple language called
“ABLE-0.” Thereby, I can make precise claims about possible language use
and its role in the meaning-determination claims. (ii) I define a notion of
derivational complexity. This helps us us to avoid the meaning-without-use
problem. (iii) I suggest a general description of language use. Thereby,
the communicative patterns of linguistic (normative) conventions and so-
cial norms can be described that determine the meanings of expressions (or
more precisely: their descriptions). The more technical parts can safely be
skipped since the details only matter for the description of the communica-
tive patterns. The details are encapsulated by abbreviations I introduce.

ABLE-0 is a simple language for describing utterance types that is yet A
(tiny little) Bit Like English. It consists of structured expressions that have
compositional meanings. There are two names “a” and “b”, two predicates
“I” and “J”, negation “–”, conjunction “&”, and an assertion marker “A:”.

The syntax and semantics of ABLE-0 are described by a categorial
grammar using the formalism of Herman Hendriks (2001). I assume ba-
sic familiarity with categorial grammar and won’t introduce the details of
the grammar for ABLE-0 but simply provide examples.

The lexicon is defined as in figure 9.1. I treat here conjunction (“&”)
and negation (“–”) as expressions and not as functors. The role of the mood
marker “A” for assertions is akin to the role of the schematic letter “F” for a
name of an illocutionary force in Searle and Vanderveken’s formal language
for illocutionary acts (Searle and Vanderveken 1985). There, an instance
of “F” can be concatenated with a name “p” for a propositional content to
represent an illocutionary act, as in “F (p)”. In ABLE-0, assertion-sentences
are syntactically of category a, resulting from a mood marker of category
a/s and a sentence of category s.

Some expressions of ABLE-0 are in figure 9.2. The expressions of the
language are described by using a syntactic term algebra (i.e. a description
of an expression is its derivational history). For example expression “Ja” is
described as “F1(J, a)” which expresses that “Ja” is the result of applying a
syntactic operation F1 (forming sentences by concatenating a predicate and
a name) to the arguments “J” and “a”.1 (I say more about the semantic

1F2 forms more complex sentences by concatenating expressions of category s/s and a
sentence of category s. F3 forms an expression of category s/s by concatenating a sentence
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Word Syntactic Translation Semantic
category type

a n a′ e
b n b′ e
I s/n I ′ ⟨e, t⟩
J s/n J ′ ⟨e, t⟩
– s/s λP.¬P ⟨t, t⟩
& (s/s)/s λP.λQ.(P ∧Q) ⟨t, ⟨t, t⟩⟩
A a/s λP.λx.Belx(P ) ⟨t, ⟨e, t⟩⟩

Figure 9.1: The lexicon of ABLE-0

Expression Description Semantic value
Ja F1(J, a) J ′a′

A:Ja F4(F1(J, a)) λx.Belx(J
′a′)

A:Jb F4(F1(J, b)) λx.Belx(J
′b′)

A:–Ja F4(F2(–, F1(J, a))) λx.Belx(¬J ′a′)
A:Ja & Jb F4(F2(F3(F1(J, a),&), F1(J,b))) λx.Belx(J

′a′ ∧ J ′b′)

Figure 9.2: Some expressions of ABLE-0

values, their representation, and their role below.)
The underlying semantics of the language is extensional (tentative ver-

sion): The meaning of a name is a thing. The meaning of a one-place
predicate is a function from things into truth values. The meaning of a
complex expression is compositionally determined by the meanings of its
parts and the manner of its composition. In particular, the meanings of
negation and conjunction are truth-functional in the usual way.

As the lexicon entries in figure 9.1 show, the semantic value of a name
like “a” is represented as a′, the semantic value of a predicate like “J” as
J ′. Corresponding to the syntactic operations F1, . . . , F4, there are seman-
tic operations G1, . . . , G4, which are all simple lambda-applications.2 For
example G1 yields a truth value if it is applied to an argument of type e
(corresponding to names) and an argument of type ⟨e, t⟩ (corresponding to a
predicate). Of interest is the mood marker “A” for assertion-sentences. Se-

and an expression of category (s/s)/s. F4 forms mood marked sentences by concatenating
a mood marker (“A”) and a sentence, adding a colon (“:”) in between.

2Hence we don’t need to distinguish between them but it supports the account’s illustration.
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mantically, it denotes a function from sentences P (representing sentential
meanings) into functions from individuals into their believing that P .

The chosen semantics is naive and except for one change I’ll leave it at
that. The change concerns the meanings: The meanings of complex expres-
sions are assumed to be structured. Hence, the semantics is not extensional
anymore but quasi-extensional since the basic parts of the structure are the
extensional meanings of the underlying semantics. I’ll use the derivational
history of a semantic value to model structured meanings.3

Even with this change, the semantics for the language is implausible
as a model for a natural language semantics. But the exact nature of the
semantics (naive or otherwise) is not crucial for the conventionalist project,
the reason being that a conventionalist shouldn’t make substantial claims
about the right kind of semantics; she uses a semantic theory that is suit-
able for the pragmatic theory she uses to define what literal meanings are
(§1.1.1). In contrast, a conventionalist makes a substantial claim about the
determination of an expression’s literal meaning. Moreover, the employed
categorial grammar framework provides the conceptual resources to define
a more plausible intensional semantics.4 Thereby one could represent also
a richer fragment of a natural language in a more plausible way.

Let me now return to the role of semantic values, in particular the ones
of assertion-sentences. According to my proposal, semantic values have the
role to be that which is communicated from speakers to hearers.

In case of successful communication with assertions, I assume that speak-
ers have suitable beliefs and, subsequently, hearers do as well (I return to
this below in §9.1.3). That is, first a speaker S believes that P , repre-
sented as BelS(P ), and then a hearer H believes that the speaker believes
so, represented as BelH(BelS(P )).

The semantic values of expressions are a common element of these at-
titudes. In ABLE-0 there are only beliefs, but in general the types of atti-
tudes can vary. To prepare for such a generalization, the semantic values
of mood marked sentences need to include the characteristic attitude type,
e.g. Belx(P ) for x’s belief that P . Moreover, the particular agent having

3To keep things simple here, (i) let us model these entities with terms of a semantic term
algebra that can be defined in terms of the employed categorial grammar and (ii) let
us designate the terms by their result. For example, the term representing the result of
applying a semantic composition function G1 to the values J ′ and a′, which is J ′a′, is
also designated as “J ′a′” – instead of designating it as “G1(J

′, a′)”.
4See (Dowty et al. 1992) for a systematic development.
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the attitude can vary. So, we need to abstract from them. The abstract
semantic value λx.Belx(P ) (with x ranging over individuals and P over
sentential meanings) can play these roles for assertion-sentences. I assume
that these values are applied to the respective speaker and hearer in par-
ticular situations of communication. On this proposal, the semantic value
of an assertion-sentence “A:s”, for some sentence s whose semantic value is
represented as P , is a function from individuals into their believing that P ,
i.e. λx.Belx(P ).

From expressions to descriptions Another design choice is that ex-
pressions aren’t directly assigned a meaning. The meanings are assigned to
their descriptions. This is so for the usual reasons; otherwise one would run
into problems with structural ambiguities and homonyms, as in (4) and (5):

(4) I saw the man in the park with the telescope.

(5) Let’s meet at the bank!

Structural ambiguity results from there being different ways to derive an
expression. Since descriptions are derivational histories of expressions, this
kind of ambiguity is resolved.

To deal with homonyms, lexemes are indexed in the description. With
these means we can distinguish the different readings of (4) and (5).

The result of this move to descriptions is that meanings are assigned
to them. This is the reason why the meaning-determination claims are
formulated in the way sketched in the introduction.

9.1.1 Derivational complexity
Let us define the derivational complexity of a description inductively as
follows: Descriptions of lexemes have derivational complexity 0 and any
syntactic operation which is applied to them adds 1. For example, the
complexity of “a” is 0 and the complexity of “F1(J, a)” is 1.

The tentative proposal here is that a description’s derivational complex-
ity may be a factor in determining its cognitive processing complexity (of
both interpretation and production). The proposal is simplistic and naive:
Two expressions can have the same derivational complexity but still vary
in their cognitive processing complexity. Producing an utterance might be
more complex than interpreting it (and vice versa) and so on. I only endorse
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the proposal to illustrate the roles of such a measure in a conventionalist
account (speaking sloppily about expressions instead of descriptions):

(i) Introducing a complexity measure allows us to describe the poten-
tial use of an expression in a community more precisely and helps to make
progress on the meaning-without-use problem: We can use infinite lan-
guages L (like ABLE-0), defined by standard grammars linguists would use
to describe the language use of a population. On the basis of a complexity
measure, we can define which fragments Lf can be effective languages of
the population. I think there is no reason to assume that a plausible general
definition of the notion of an effective language can be provided without us-
ing such a complexity measure. The fragments Lf are always finite. Their
respective complement L\Lf is the unused fragment of L.

Consider, for example, the syntactic conjunction-rule: it is recursive
in the usual way. To delimit the conjunctions in the finite fragment, we
restrict the infinite class of conjunctions by imposing the condition that the
complexity of conjunctions may not exceed a certain value.

With respect to the meaning-without-use problem, the complexity mea-
sure can be used to delineate what can be explained by (possible) uses
and understandings of expressions and what has to be explained otherwise.
Suppose that a population uses a certain effective language and that the
expressions of the complement language are also meaningful. My proposal
is that we explain the meaning of an expression in a way that depends on
whether the expression belongs to the effective language or its complement.
In the first case, it means what it does in virtue of its stable linguistic use.
In the second case, its meaning cannot be so explained. I’ll return to this
topic in §9.4 and propose an explanation in terms of Schiffer’s translators.

Moreover, typical conventionalist accounts have the consequence that
any possible use of an expression would determine its meaning. However,
when it comes to very complex and complicated sentences in which a certain
expression is used, this seems wrong. For if utterances of an expression are
too complex or complicated to be used and understood, then they can’t be
a determining factor for the meaning of the expression or its parts.

So, one role of a complexity measure is to define the scope of the explana-
tion of meaning in virtue of stable linguistic use by characterizing the class
of possible utterances of expressions that can determine their meanings.

(ii) If an expression has a certain complexity, then its stable linguistic
use must have a corresponding complexity. Thereby, we make sure that the
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syntactic structures we assign to expressions are justified. In other words: If
the uses of expressions do not exhibit a systematic variety, then we shouldn’t
assign them more complex syntactic structures than warranted. So, a third
role of a complexity measure is to make sure that the meaning-constituting
use of an expression satisfies a “sanity”-condition.

9.1.2 SCH-patterns

According to conventionalists, it’s the use of expressions that determines
their meanings. Hence, a conventionalist needs to describe language use
carefully to state the meaning-determination claims in the desired generality
and precision. My proposal is that the relevant patterns of activity belong
to a certain class which I call “SCH-patterns” (for Speaker-Context-Hearer
pattern).

The basic idea is that if expressions having a certain description are used
in accordance with their meanings, then they indicate (in the sense of being
a natural sign of ) certain mental contents+. Mental contents+ are used
in the subsequent meaning-determination claims as the meanings which are
assigned to the descriptions.

I use “(mental) content+” as a technical term whose characterization
is stipulated to be as follows: Mental contents+ are concepts, structured
concepts (thoughts), and types of attitudes (propositional or not). Hence,
mental contents+ are not the same as ordinary mental contents which are
typically taken to be the contents of attitudes (and parts of such contents).

Since also types of attitudes are mental contents+, the notion of mental
content+ is more inclusive than the notion of mental content; one could
say that it is the union of ordinary mental contents and some types of
mental states. Thereby, I don’t want to propose a new ontology of mental
contents but to pursue a purely instrumental goal: to have a single domain
of semantic values for ABLE-0, in particular for sub-sentential expressions,
sentences, and mood marked sentences (which require types of attitudes).

In this section, I introduce SCH-patterns in relation to particular SCH-
events. In the subsequent section, I explain what their role is in my account.

9.1.2.1 SCH-patterns and SCH-events

SCH-patterns are patterns of activity (§4.3.3) which are event types. Event
types are functions from particulars into events (in the sense of event token).
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SCH-patterns are defined by abstracting from the particulars that can vary
among a certain class of SCH-events. Thereby, SCH-patterns express what
is common to this class of events.

An example of an SCH-event is this: Now in the environment, there are
a speaker and a hearer: Suske and Wiske. Suske has the belief that a is
J. Suske utters u which is an utterance of the expression “A:Ja” described
as F4(F1(J, a)) having a derivational complexity of 2. Wiske hears u and
comes to have the belief that Suske believes that a is J.

Three events can be distinguished in an SCH-event:

• The S-event: The event that Suske is now in a certain mental state with a
certain content+ which has the belief that a is J as a part

• The C-event: The event that now, Suske is a speaker, Wiske is a hearer, the
utterance u is of a certain type that can be characterized by its description
F4(F1(J, a)), and the environment is of a certain type

• The H-event: The event that Wiske is now in a certain mental state with
a certain content+ which has the belief that Suske believes that a is J as a
part

There are several relations between these events. At the very minimum,
there is both an inclusion-relation and a temporal ordering: The C-event
should include both the S-event and the H-event and the H-event should be
temporally after the S-event.

Many such events can take place. We can describe them in a suitable
regimented language having predicates such as “x is a speaker”, “x is in
mental state µx”, etc. Thereby, we make explicit what can vary among
SCH-events: the speaker S, the hearer H, the utterance u (characterized
by its description), the content+ µS of the (total) mental state the speaker
is in, the content+ µH of the (total) mental state the hearer is in, a vector t⃗
of the time intervals tS , tC , and tH of the respective S-, C-, and H-events, a
set V of states of affairs about the environment, and a world w in which the
events takes place. Consequently, we can represent SCH-events by tuples of
the form

⟨
S,H, u, µS , µH , t⃗, V, w

⟩
.5

5SCH-events can be abnormal. There might be no speaker (e.g. in case of a written
utterance from an unknown writer). There might be no hearer. There might be no
utterance (but the hearer believes erroneously that the speaker said something). Such
events are represented by setting the respective element in the SCH-event tuple to ∅.
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The example above can be represented as follows:⟨
Suske,Wiske, F4(F1(J, a)), [· · ·BelSuske(J

′a′) · · · ],
[· · ·BelWiske(BelSuske(J

′a′)) · · · ], (tS , tC , tH), V, w
⟩

where “[· · ·BelSuske(J
′a′) · · · ]” is the description of the content+ of the total

mental state of Suske; likewise for Wiske’s content+ which is a belief about
what Suske believes. The set V of states of affairs is the set of states of
affairs consisting in there being this-and-that stable linguistic use.

By abstracting from these variables and imposing constraints on them,
SCH-patterns can be defined.

For ABLE-0 we need SCH-patterns of two kinds: (i) for descriptions δ
of expressions and (ii) for families of descriptions of expressions, defined by
a syntactic function Fi from which descriptions can be derived by applying
it to possible arguments of it (the arguments and the resulting descriptions
are always restricted to having a maximal derivational complexity).

I’ll provide definitional schemata for both kinds of SCH-patterns below.
But for now suppose that we have defined the SCH-patterns for ABLE-0.
Then we can stipulate in terms of them what expressions of the following
form mean:

(6) the SCH-pattern for description δ indicating content+ µ with derivational
complexity of z in environment V before time t in group g in world w

(7) the SCH-patterns for (syntactic) function Fi indicating a matching (seman-
tic) function Gj with derivational complexity z in environments V and V ′

before time t in group g in world w

Let us ignore the details for the moment and focus on the roles of instances
of (6) and (7) (I’ll return to these points again below): Instances of the form
of (6) and (7) designate particular SCH-patterns. They are used to describe
stable linguistic uses which determine the meaning for a description δ of
an expression and for a syntactic function Fi for (descriptions of) complex
expressions, respectively.

SCH-patterns for descriptions are used to describe the stable linguistic
uses of expressions having the description δ whose utterances indicate the
mental content+ µ and whose utterance types have a derivational complex-
ity not exceeding z.

Example: A part of such a pattern applying to the expression “A:Ja”
is shown in the first line of figure 9.3. The SCH-pattern’s description δ is
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S C H
BelS(J

′a′) F4(F1(J, a)) BelH(BelS(J
′a′))

BelS(¬J ′a′) F4(F2(–, F1(J, a))) BelH(BelS(¬J ′a′))
BelS(J

′a′ ∧ J ′b′) F4(F2(F3(F1(J, a),&), F1(J, b))) BelH(BelS(J
′a′ ∧ J ′b′))

Figure 9.3: Parts of SCH-events (or -patterns)

F4(F1(J, a)). The indicated content+ µ is λx.Belx(J
′a′). The derivational

complexity z is 2. The derivational complexity is used to define the stable
language uses that must be part of the environment V for the pattern itself
to be a stable linguistic use. Thereby it is required that there is a stable
linguistic use of descriptions of mood marked sentences (i) of which δ is
a part and (ii) whose derivational complexity does not exceed 2, e.g. that
there is a stable linguistic use of “A:Ja”.

SCH-patterns for functions (of the kind of (7)) are used to describe the
stable linguistic uses of complex expressions whose derivational complex-
ity does not exceed z, used in utterances of expressions whose derivational
complexity is also not exceeding z, that result from applying the syntactic
function Fi to possible arguments, and whose indicated content+ is deter-
mined by applying the semantic function Gj to the semantic values of the
arguments. The role of the set V is as above: it is used to require that
certain stable linguistic uses exist in the environment. The role of the set
V ′ is to ensure that there is a variety of stable linguistic uses of complex
expressions resulting from applying Fi to possible arguments of it.

Example: An SCH-pattern for function F4 indicating G4 with deriva-
tional complexity 3 applies to expression like: “A:Ja” and “A:–Ja”.

9.1.2.2 SCH-patterns for descriptions

A description of an SCH-pattern consists of five parts: an abstraction A, a
description C of the context-event C, a description S of the speaker-event S,
a description H of the hearer-event H, and a description R of the relations
between the events.

The SCH-pattern for a description δ indicating content+ µ with a deriva-
tional complexity z in an environment Va:δ,z before time t in group g in world
w is the event type that results from an SCH-event

⟨
S,H, u, µS , µH , t⃗, V, w

⟩
by
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A (i) abstracting from the speaker S and the hearer H, the utterance u, the
contents+ µS and µH of their mental states, the times t⃗ of the S-, C-, and H-
events (all before t), the set V of states of affairs about the environment, the
world w in which the events take place; and (ii) quantifying over all positions
i at which δ can occur in a description:

C such that the description of the C-event is satisfied: At time tC in world
w: (i) S ∈ g is a speaker and H ∈ g is a hearer, (ii) the description of the
uttered expression u contains δ as a part at position i, (iii) the derivational
complexity of the description of u does not exceed z, (iv) Va:δ,z is a subset
of V and at least some state of affairs in Va:δ,z obtained, and (v) S utters u;

S such that the description of the S-event is satisfied: At time tS in world w:
(i) S is in a mental state having µS as its content+, (ii) µ is a part of a belief
of S that is a part of µS , (iii) the part δ at position i of the description of u
indicates this part µ of the content+ µS of S’s mental state;

H such that the description of the H-event is satisfied: At time tH in world w:
(i) H is in a mental state having µH as its content+, (ii) µ is a part of a belief
of H about a belief of S that is a part of µH , (iii) the part δ at position i of
the description of u indicates this part µ of the content+ µH of H’s mental
state; and

R such that the description R expressing the relations between the events is
satisfied: (i) the event described in C includes the event described in S, (ii)
the event described in C includes the event described in H, (iii) the event
described in H is temporally after the event described in S, and (iv) times
tC , tS , and tH are before (or at) time t.

In the description C, a set Va:δ,z is used. It consists of states of affairs
about the environment. It’s role is to secure that if there is a stable linguistic
use of something that can be part of a mood marked sentence (defined
by the syntactic/semantic functions F4/G4), then there are at least some
mood marked sentences such that (i) δ is a part, (ii) their description has
a derivational complexity of maximally z, and (iii) a stable linguistic use
exists for their description. Hence, the role of Va:δ,z is to rule out that there
is a stable linguistic use of a description of a part-utterance type without
there being stable linguistic uses for the descriptions of whole utterance
types containing the word’s description. Thereby, we make sure that the
stable linguistic uses for lexemes exist in a suitable environment.

9.1.2.3 SCH-patterns for functions

An SCH-pattern for a complex expression can be characterized by (i) a
syntactic function Fi, (ii) a number z, (iii) a matching semantic function Gj
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determining the meaning of the expressions resulting from applying Fi, (iv)
a set Va:Fi,Gj ,z of states of affairs about the environment, (v) another set
Vi(Fi,Gj ,z) of states of affairs about the environment, (vi) a time t before (or
at) the instantiations of the SCH-pattern take place, (vii) a group g from
which the speakers and hearers are drawn, and (viii) a world w in which the
instantiations of the SCH-pattern take place.

The number z expresses both the maximal derivational complexity of the
descriptions which may result from applying Fi and the derivational com-
plexity of the descriptions of whole utterance types in which the resulting
descriptions can occur as parts.

A semantic function Gj matches a syntactic function Fi if their argu-
ments obey the homomorphic mapping between the system of syntactic
categories and semantic types (see (Hendriks 2001) for details).

Again, the patterns have existential requirements about the environ-
ments. Va:Fi,Gj ,z has the role of securing that at least for some description
δ indicating a content+ µ that is obtained by Fi and Gj , there is a sta-
ble linguistic use of a description δ′ of a mood marked sentence (whose
derivational complexity does not exceed z) such that δ is a part of δ′.

In addition, there is a second set Vi(Fi,Gj ,z). It secures that there are
stable linguistic uses for all the possible arguments δk of Fi which indicate
a respective content+ µk. This is required to determine the contents+ of
the complex descriptions that result from applying Fi to the arguments. A
content+ of a complex description is then what results from applying Gj to
the respective contents+.

The definitional scheme of SCH-patterns for functions is more complex
than the one for SCH-patterns for descriptions. In the instances of the
scheme, it is quantified over descriptions and contents+ of possible argu-
ments of the respective functions.

Thereby, the SCH-pattern for a function is more inclusive than the SCH-
pattern for a description. The class of SCH-events of a certain SCH-pattern
for a function Fi consists of SCH-events whose utterance satisfy any of the
possible descriptions resulting from applying Fi to possible arguments.

The SCH-pattern for a (syntactic) function Fi indicating a matching
(semantic) function Gj with a derivational complexity z in environments
Va:Fi,Gj ,z and Vi(Fi,Gj ,z) before time t in group g in world w is the event type
that results from an SCH-event

⟨
S,H, u, µS , µH , t⃗, V, w

⟩
by
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A (i) abstracting from the speaker S and the hearer H, the utterance u, the
contents+ µS and µH of their mental states, the times t⃗ of the S-, C-, and
H-events (all before t), the set V of states of affairs about the environment,
the world w in which the events take place; and (ii) quantifying over possible
arguments δ0, . . . , δn of Fi and matching contents+ µ0, . . . , µm of Gj (yield-
ing descriptions Fi(δ0, . . . , δn) (= δ) with contents+ Gj(µ0, . . . , µm) (= µ),
and quantifying over all positions i at which δ can occur in a description:

C such that the description of the C-event is satisfied: At time tC in world
w: (i) S ∈ g is a speaker and H ∈ g is a hearer, (ii) the description of the
uttered expression u contains δ as a part at position i, (iii) the derivational
complexity of the description of u does not exceed z, (iv) Va:Fi,Gj ,z is a subset
of V and at least some state of affairs in Va:Fi,Gj ,z obtained, (v) Vi(Fi,Gj ,z)

is a subset of V and the state of affairs in Vi(Fi,Gj ,z) obtained (such that
there are stable linguistic uses for descriptions δ0, . . . , δn indicating contents+
µ0, . . . , µm), and (vi) S utters u;

S such that the description of the S-event is satisfied: At time tS in world w:
(i) S is in a mental state having µS as its content+, (ii) µ is a part of a belief
of S that is a part of µS , (iii) the part δ at position i of the description of u
indicates this part µ of the content+ µS of S’s mental state;

H such that the description of the H-event is satisfied: At time tH in world w:
(i) H is in a mental state having µH as its content+, (ii) µ is a part of a belief
of H about a belief of S that is a part of µH , (iii) the part δ at position i of
the description of u indicates this part µ of the content+ µH of H’s mental
state; and

R such that the description R expressing the relations between the events is
satisfied: (i) the event described in C includes the event described in S, (ii)
the event described in C includes the event described in H, (iii) the event
described in H is temporally after the event described in S, and (iv) tC , tS ,
and tH are before (or at) t.

Two comments are in order: (i) To define the descriptions generated by
the (syntactic) function Fi, it is quantified over possible arguments δ0, . . . , δn
of Fi and over possible arguments µ0, . . . , µm of Gj in the A-part. (ii) A
so-defined description δ generated by Fi has the form “Fi(δ0, . . . , δn)” with
contents+ of the form “Gj(µ0, . . . , µm)” and is used in the C-, S-, and H-
part of the scheme. Otherwise, the form of the scheme for SCH-patterns for
a function is the same as the one for SCH-patterns for descriptions.

9.1.2.4 The type-token relation

SCH-events are tokens of an SCH-pattern if the description of the utterance
in the C-event of the SCH-event is matched by the description of the utter-
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ance type of the SCH-pattern; other things needn’t match. If all the things
match, then we say that the SCH-event conforms to the SCH-pattern.

An SCH-pattern describes the roles of both speakers and hearers in
SCH-events that are tokens of the pattern. Thereby, we can define for both
speakers and hearers in an SCH-event what it is to conform and what it is
to deviate from the pattern. For a speaker, to conform to an SCH-pattern is
to only utter a certain expression if one is in a mental state whose content+
has a part that is indicated by the utterance. For a hearer, to conform to
an SCH-pattern is to come to believe, upon hearing the utterance, that the
speaker has a certain attitude which has a certain part that is indicated by
the utterance. Deviations are defined in terms of non-conformity.

9.1.3 Language use in terms of SCH-patterns

Plausibly, normal linguistic transactions can be described as SCH-events.
One could express what is going on in such linguistic transactions by saying
that the speaker transfers a mental content+ to the hearer’s “belief box” by
producing an utterance.

A content+ that is transferred from a speaker to a hearer is a part of
the content+ of the speaker’s total mental state and a part of the content+
of the hearer’s total mental state.

For the SCH-patterns I consider, I assume that in a case of successful lin-
guistic communication, the transferred content+ of the speaker is identical
to the content+ in the hearer’s belief box.6

According to this proposal, in case of successful communication a hearer
learns something about the state of the speaker. To learn something about
the world, the hearer has to draw the further “unboxing”-inference of the
kind “Ceteris paribus, if I believe that the speaker believes that P , then
I believe that P .” Among the ceteris paribus conditions are the speaker’s
sincerity, her reliability with regard to P (or in general), her reputation,
and different sorts of circumstantial conditions (e.g. conditions about the
speaker’s belief acquisition).

The talk of identity of a part of the content+ requires us to conceive
of contents+ as something structured. I think we should conceive of them
as structured propositions with an attitude marker (where such a marker is

6One could weaken the identity assumption by assuming that the corresponding contents+
are similar enough.
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something that is a characteristic feature of attitudes of the respective type
in the mental life of agents of a certain kind). So, both the contents+ as
well as the utterances are typically structured.

The parts of the SCH-events in figure 9.3 illustrate this: A speaker S
is in a mental state whose complex content+ (has a part that) is a propo-
sitional attitude – represented in the S-part of the pattern. S’s complex
utterance indicates the attitude – represented in the C-part. Upon hearing
the utterance, a hearer H comes to be in a mental state whose complex
content+ (has a part that) is a propositional attitude – represented in the
H-part.

Derived SCH-patterns and derived stable linguistic uses SCH-
patterns for functions have a generality which SCH-patterns for descrip-
tions do not. For the former are defined for a variety of descriptions while
each of the latter is defined only for a single description. We can derive
SCH-patterns for descriptions from SCH-patterns for functions. For ex-
ample an SCH-pattern for the syntactic conjunction-rule defines a variety
of descriptions that differ in the number of conjunction occurrences. The
SCH-patterns for descriptions that can be derived from the SCH-pattern
for the syntactic conjunction-rule are the ones whose description contains a
certain fixed number of conjunction occurrences.

This has consequences for the use of SCH-patterns as the patterns of
stable linguistic uses (i.e. a certain kind of (normative) conventions and
social norms; §6.1.5): If in a group a stable linguistic use exists which has a
certain pattern of activity, then this pattern must have been realized in this
group. This is not to say that every possible realization of the pattern must
have been realized but at least in some situations some possible realizations
must have been realized. Now consider the following claim:

(8) If in a group g a stable linguistic use exists whose pattern is a certain SCH-
pattern Θ for a function Fi, then for all SCH-patterns Θd for descriptions
that can be derived from Θ: in g, a stable linguistic use exists which has
Θd as its pattern.

Clearly, (8) is false. Derived SCH-patterns for descriptions needn’t have
been realized. So, we need to distinguish between stable linguistic uses
simpliciter and derived stable linguistic uses. For the latter, we don’t assume
that their patterns have been realized. On the basis of this distinction, I
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make the following assumption:

(9) If in a group g a stable linguistic use exists whose pattern is a certain SCH-
pattern Θ for a function Fi, then for all SCH-patterns Θd for descriptions
that can be derived from Θ: in g, a derived stable linguistic use exists which
has Θd as its pattern.

Subsequently, I use “stable linguistic use” in the inclusive sense of a stable
linguistic use simpliciter or a derived one.

The role of SCH-patterns in the meaning-determination claim
Below, I’ll state the meaning-determination claims for meaning in virtue
of conventions and meaning in virtue of social norms, in terms of stable
linguistic uses whose patterns of activity are SCH-patterns. Thereby, SCH-
patterns play an important role in these claims. They determine what
conforming and deviant uses and understandings of expressions are. Social
norms and (normative) conventions add (i) a group in which these uses and
understandings prevail, (ii) their stability, and (iii) their arbitrariness.7

Since stable linguistic uses are relatively robust, deviant SCH-events in
a group can be tolerated up to a degree that depends on the particular
(normative) convention or social norm. In case of conventions, the degree
depends on the beneficiality of the conforming behavior. In case of social
norms, it depends on the will and power of the enforcers.

So, deviations from SCH-patterns that determine a description’s mean-
ing shouldn’t bother us too much as long their corresponding stable lin-
guistic uses continue to exist. If they don’t, then according to the cen-
tral meaning-determination claims, the respective descriptions don’t have a
meaning.(They can still have a meaning by means of a transfer social norm;
see §7.3.2.2).

More problematic is the following objection: Members of a community
of language users always believe that they will enjoy a splendid afterlife (P )
and they believe tautologies (Q). But if so, any utterance of a mood marked
sentence a among the members of the community also seems to indicate P
and Q. But it would be an implausible result of my account if it entails
in such scenarios that mood marked sentences not only mean what they do
but also P and Q.

7While social norms in general needn’t have an alternative, linguistic social norms can be
assumed to have alternatives since there could have been other form-meaning pairings.
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Reply: We have to distinguish in virtue of what a means what it does.
Case “meaning in virtue of conventions”: The convention that has an

SCH-pattern for the description of a has a certain proper function (§7.1).
Having this proper function explains why the convention prevails. Hence,
my account entails that if to indicate P and/or Q is part of this proper
function, then description of ameans also P and/orQ. This seems plausible.
But a stronger claim can be justified: Arguably, to indicate P or Q is not
part of this proper function. For indicating P or Q is not comparably
beneficial for the members of the community since they have the respective
beliefs, whether they utter mood marked sentences or not.

Case “meaning in virtue of social norms”: The social norm that has an
SCH-pattern Θ for the description of a is enforced by enforcers accepting
systems of norms which have a system N of norms as a part (see below in
§9.3). According to N , it is N -required to conform to Θ and N -forbidden to
deviate from Θ. Hence, it depends on whether N is such that conformity to
Θ amounts also to indicate P and/or Q or not. If so, then a mood marked
sentence s also means P and/or Q among the addressees of the social norm;
otherwise not. This seems to me to be a plausible claim.

SCH-patterns are non-Gricean (and also different from Millikan’s)
SCH-patterns describe a certain co-occurrence between (i) events in which
the speaker utters something, (ii) events in which the speaker is in a mental
state whose content+ has (as a part) a certain content+, and (iii) corre-
sponding events in which the hearer comes to be in a certain mental state
whose content+ has, as a part of one of her beliefs about the speaker, the
same content+ as the respective part of the speaker’s content+. The rela-
tion between the utterances and the contents+ is one of indication. Nei-
ther speaker intentions nor the hearer’s recognition of them are used in
the description of SCH-patterns. Hence, SCH-patterns are not described
in Gricean terms. Since also the stable linguistic uses in terms of these
patterns are non-Gricean, the account is non-Gricean.

Indication is usually considered to be too weak for Gricean analyses of
speaker-meaning. This is unproblematic for my account, as far as I can tell.
For speaker-meaning is not used in the meaning-determination claims.

The SCH-patterns are similar to the ones of Millikan’s account (§7.1),
if suitably restated, with the exception that in case of assertions, the hearer
reaction is not to come to believe that P (for some P ) but to come to
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believe that the speaker believes that P . I’ve made this change to avoid
problems we would run into when we extended the account to other speech
act types. For example, if someone promises to do something, then plausibly,
the speaker intends to do so. But we shouldn’t say that in this case, the
linguistic understanding of the hearer consists in having or coming to have
the intention to do so.8 More plausibly, in case of promising the linguistic
understanding consists in believing that the speaker intends that P (or
coming to believe so). So, the advantage of stating the hearer-part of SCH-
patterns in this way is that it generalizes to other speech act types:

Let Ψ denote a certain type of attitude (like belief, desire, knowledge, or
intention) and letMΨ be a mood marker in the language indicating attitudes
of type Ψ. Then we can say in analogy to assertion-sentences of the form
“A:s” that “MΨ:s” is a sentence mood marked with MΨ. Such a sentence
is aptly called a MΨ-sentence.9 The semantic values of MΨ-sentences are
represented as λx.�Ψ

x (P ) where x ranges over individuals, �Ψ represents Ψ
(e.g. Bel,Des,K, Int), and P is a sentential semantic value.

Hence, if speaker S indicates attitude Ψ with content P by uttering a
MΨ-sentence MΨ : s, then the semantic value of MΨ : s is λx.�Ψ

x (P ) and
the successful linguistic understanding of MΨ : s by hearer H consists in
BelH(�Ψ

S (P )).

9.2 Meaning in virtue of conventions
In this section, meaning in virtue of conventions is explained. Consequently,
I have to elaborate on what I take linguistic conventions to be and how they
determine an expression’s meaning. I use Millikan’s account of conventions
(chapter 7).10

The basic idea of the meaning-determination claim is as follows: If speak-
ers and hearers conventionally use and understand an expression, then ut-
terances of the expression indicate a certain mental content+. In virtue
of the conventional use and understanding, this mental content+ is the
expression’s meaning among the members of the convention.

We can cash out this idea in terms of SCH-patterns. Suppose an SCH-
8I thank Lars Dänzer for making me aware of this issue which was present in a prior version
of my account.

9The notation is borrowed from (Grice 1969:171 ff).
10With minor modifications, one could also use a different account of conventions.
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pattern for a certain description δ indicating a certain content+ µ with a
certain derivational complexity is a convention among members of some
group (the other elements, such as the environment, are left out for read-
ability). Then the claim is that among the members, the description δ had
the meaning µ.11 If so, linguistic conventions are conventions whose pattern
of activity is an SCH-pattern. Hence, I put forward the following thesis:

C-M. If there is a conventional SCH-pattern for description δ indicating content+
µ with derivational complexity z among members of group g at time t in
world w and δ’s derivational complexity does not exceed z, then δ means µ
among members of g at t in w.

To illustrate, suppose the description “F1(J, a)” actually means J ′a′ among
members of some group g. On the basis of my account, this could be so if
there were a conventional SCH-pattern for description “F1(J, a)” indicating
J ′a′ with derivational complexity of at least 2 among members of g now in
this world (the complexity must be at least 2 since there must be a use of
mood marked sentences whose complexity is at least 2; see condition (v)).
Since the description “F1(J, a)” is complex, there can only be a conventional
SCH-pattern for it, if among members of g now in this world: (i) there is a
stable linguistic use whose SCH-pattern for F1 indicates some semantic com-
position function G1, (ii) there is a stable linguistic use whose SCH-pattern
for “J” indicates J ′, (iii) there is a stable linguistic use whose SCH-pattern
for “a” indicates a′, (iv) applying F1 to “J” and “a” yields “F1(J, a)” and
applying G1 to J ′ and a′ yields J ′a′, and (v) there are some stable linguistic
uses whose pattern applies to mood marked sentences whose description
has F1(J, a) as a part, e.g. F4(F1(J, a)) (whose derivational complexity is
2). In other words, if conditions (i-v) are satisfied, it should follow that the
description “F1(J, a)” actually means J ′a′.

Since social norms can also determine an expression’s meaning some-
thing, it will be helpful to introduce an indirection by stating that a con-
ventional SCH-pattern is a stable linguistic use. This is what C-SLU does.
In addition let us stipulate that a stable linguistic use of a description de-
termines its meaning. This is what SLU-M does. C-M follows from their
conjunction.

11The claim is supported by the argumentation that stable linguistic uses of expressions
determine their meanings (§1.3).
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C-SLU. If there is a conventional SCH-pattern for description δ indicating con-
tent+ µ with derivational complexity z among members of group g at
time t in world w, then there is a stable linguistic use of δ indicating µ
with derivational complexity z among members of g at t in w.

SLU-M. If there is a stable linguistic use of description δ indicating content+ µ
with derivational complexity z among members of group g at time t in
world w and δ’s derivational complexity does not exceed z, then δ means
µ among members of g at t in w.

Beneficiality of linguistic conventions For SCH-patterns to be a con-
vention among a group of agents, it must be beneficial for them to do their
part in it, that is, as a speaker, to utter a certain expression only if one
has a certain attitude, and likewise as a hearer, to come to have a certain
attitude when one hears a certain utterance. But how can a conventional
SCH-pattern be beneficial for its members?

Suppose that there is a conventional SCH-pattern for the description of
the name “a” between you and me. By being a convention, this entails that
doing one’s part as a speaker or a hearer is beneficial for us. But can doing
so be beneficial? It seems that only utterances that are performances of
speech acts can be beneficial. But in ABLE-0, one cannot perform a speech
act solely by uttering “a”. Such utterances would lack an illocutionary force.

What is missing to explain the beneficiality of “a” seems to be this.
What can be used as an utterance part is beneficial because it makes sys-
tematic contributions to the SCH-patterns for descriptions of mood marked
sentences. So, we can attribute values expressing the beneficiality to SCH-
patterns for descriptions of mood marked sentences and then (try to) de-
rive the respective values for the SCH-patterns for the descriptions of part-
utterance types by working out what they contribute to the values of the
SCH-patterns for descriptions of mood marked sentences.

9.3 Meaning in virtue of social norms
In this section, meaning in virtue of social norms is the topic. The approach
mirrors the approach taken in the last section. To this end, I introduce
linguistic social norms. In terms of this kind of social norms, the respective
meaning-determination claim is stated. This is the first topic of this section.
The two further topics are (i) the role of social structure and (ii) semantic
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normativity. Let me turn now to linguistic social norms.
The notion of a social norm is by itself not sufficient to state the meaning-

determination claim for meaning in virtue of social norms. For social norms
in general needn’t have to do with language use at all. Also among the social
norms that govern the use of expressions, not all have a meaning-constitutive
role. There are, for example, social norms according to which one should
not say that some product is “healthy” in advertisement or according to
which one should not use taboo words like “fuck” or “nigger” on (American)
television. Social norms of this kind just regulate how expressions already
having a certain meaning are (not) to be used. According to social norms of
this kind, the use of certain expressions is forbidden, optional, or required
in certain situations. The characteristic patterns of such social norms are
not SCH-patterns.

Contrast these social norms with the following cases: (i) the legislation of
the meanings of trade names, (ii) the arbitration of meanings by experts, (iii)
a group engaging in a normative debate about how to use and understand
an expression. These cases involve a special kind of social norm which is
constitutive for an expression’s meaning something.

What is special about this second kind of social norms is that they
concern the use and understanding of expressions. So, in line with the
conventionalist part of my account, I suggest that linguistic social norms
are a certain kind of social norms whose pattern of activity is an SCH-
pattern. Besides having an SCH-pattern, linguistic social norms have a
further feature: they relate to an additional group, the group of arbitrators.
The role of the arbitrators is to select a particular SCH-pattern for an
expression from the class of possible SCH-patterns for the expression. The
selected SCH-pattern determines what it is to conform to and to deviate
from it. In normal cases the enforcers are also the arbitrators. But for cases
of division of linguistic labor the groups can be different. Let us thus define
rationalistic linguistic social norms as follows:

There is a rationalistic linguistic social norm to conform to the SCH-pattern
Θ among the members of a group G (addressees) enforced by members of a group
E (enforcers) accepting a system of norms N arbitrated by members of a group A
(arbitrators) at time t in world w iff

LSN1. there is a stable linguistic use among the arbitrators at time t in world w
whose pattern of activity is Θ;
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LSN2. there is a system of norms N according to which the addressees are N -
required to conform to Θ and N -forbidden to deviate from Θ; and

LSN3. there is a rationalistic social norm to conform to Θ among the addressees
enforced by the enforcers accepting N at time t in world w.

Clauses LSN1 and LSN2 incorporate the minimum we need to describe the
role of the arbitrators, namely that it’s their use and understanding that
is enforced by the enforcers. Typically, arbitrators would or could correct
other people’s use and there might be a commonly known practice of deferral
to them in case of dispute or uncertainty. But while these things are true
of a typical scenario, it seems to me that their presence is not necessary for
there to be a linguistic social norm. For this reason, I do not require that
corrections or deferrals prevail among the respective groups.

The definition makes use of rationalistic social norms which are, in
terms of rationality requirements, the most demanding kind of social norms
(§8.2.2). In contrast, the weaker version of a rationally justifiable social
norm does not require that the enforcers actually accept the relevant sys-
tem of norms but only that they could. This weaker version can be used
to define a corresponding notion of a rationally justifiable linguistic social
norm that results from replacing “rationalistic” by “rationally justifiable” in
the definition. I won’t pursue this further and use “linguistic social norms”
for both notions.

Having defined what a linguistic social norm is, we can state how an
expression means something in virtue of a social norm. To this end, it
is helpful to introduce a stipulation which “hides” certain details of the
definiendum of a linguistic social norm. Let us say that “there is a linguistic
social norm for description δ indicating content+ µ having a derivational
complexity z addressed to members of group G at time t in world w” iff

1. there is an SCH-pattern Θ for δ indicating µ with derivational complexity z;
2. there is a group A of arbitrators such that there is a stable linguistic use to

conform to Θ among its members at time t in world w;
3. there is a system of norms N according to which the addressees are N -

required to conform to Θ and N -forbidden to deviate from Θ;
4. there is a group of enforcers E enforcing conformity to Θ and accepting

systems of norms of which N is a part; and
5. there is a linguistic social norm to conform to the SCH-pattern Θ among the

members of G enforced by members of E accepting a system of norms N
arbitrated by members of A at time t in world w.
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Now we claim that linguistic social norms are a kind of stable linguistic
uses:

SN-SLU. If there is a linguistic social norm for description δ indicating content+
µ with derivational complexity z addressed to members of group g at
time t in world w, then there is a stable linguistic use of δ indicating µ
with derivational complexity z among members of g at t in w.

Together with the principle SLU-M that stable linguistic uses determine
an expression’s meaning something (§9.2), it follows that linguistic social
norms determine an expression’s meaning:

SN-M. If there is a linguistic social norm for description δ indicating content+ µ
with derivational complexity z addressed to members of group g at time t
in world w and δ’s derivational complexity does not exceed z, then δ means
µ among the members of g at t in w.

9.3.1 The role of social structure

Social structure has different effects on the determination of an expression’s
meaning. I take the relevant social relations to be relations of power. For, if
social structure has an influence on an expression’s meaning something, then
there is an inequality among us. Plausibly, this inequality is, at least in part,
constituted by power. This is, in a way, the upshot of Humpty Dumpty’s
remark that the question is which is to be master. On this understanding,
there are two kinds of roles of social structure:

• Probabilistic roles: (i) Making it likelier that an expression is used at
all; (ii) Making it likelier that an expression is used in a certain group; (iii)
Making it likelier that an expression is used uniformly; (iv) Making it likelier
that an expression is used in a certain way

• Meaning-determination role: Determining an expression’s meaning.

An example of a probabilistic role relates to social (network) structure.
In societies that are socially structured, certain agents are more influential
than others. Some of these agents are “hubs” which connect many agents
with a small “social distance” (e.g. defined in terms of being a friend of ).
The use and understanding of an expression by a “hub” thereby tends to
have more effect on the uses and understandings of the expression than the
uses and understandings of a less influential agent.
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I won’t investigate the probabilistic roles here since I’m not discussing
the evolution of stable linguistic use.12 I’d like to illustrate the meaning-
determination role by discussing two cases:

Case: expertise and expert power An interesting case is expertise
and expert power, known from the debate about the division of linguistic
labor. The thesis of the division of linguistic labor is a kind of social exter-
nalism about meaning: Facts about the social organization of the linguistic
community determine, at least in part, what the expressions used by its
members mean.13

The thesis of the division of linguistic labor seems to be a reasonable
proposal about how the meaning of an expression is determined. To im-
plement the proposal, a linguistic social norm would be helpful which gave
experts a special linguistic right: the right to arbitrate semantic disputes
about the term in question and, in particular, the right to decide what is
the meaning of the expression in question.

If such a linguistic social norm exists, then it’s the experts’ use and
understanding which selects the SCH-pattern for the expression in question
(and thereby its meaning). It’s the linguistic social norm which determines
the expression’s meaning by relating to the experts’ SCH-pattern. In this
scenario, the experts are the arbitrators. I’ll call such linguistic social norms
“expert social norms.”

What is it to be an expert and how do expert social norms relate to
French and Raven’s expert power, which is the power an individual has in
virtue of being skilled or expert about something over another persons who
are in need of these skills or expertise (§8.1.1)?

Let’s say that an expert about a word – say “cat” – is one who knows
a lot about the word “cat” and is better at doing things with it. In a first
approximation, this seems to be on the right track. Following Austin (1940)
and Putnam (1997) we can describe the meaning of an expression by a vector
consisting of syntactic information, sortal information, maybe a stereotype,
maybe typical uses and inferential roles.14 A (competent) language user

12But see for example the work of Buskens et al. (2008) and Corten and Buskens (2010)
who show that network structure influences which equilibrium is reached. Thus, by con-
trolling network structure or the relevant likelihoods, one can influence which linguistic
conventions exist and thereby the meanings of the expressions in question.

13See e.g (Putnam 1997).
14If some of these things are part of an expression’s meaning, then the semantics used by
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knowing an expression’s meaning, knows the information encoded in the
vector. Importantly, Putnam’s proposal does not entail that typical lan-
guage users are fully informed about an expression’s meaning. But experts
about an expression, like our “cat” expert, know the expression’s meaning
in this sense. Moreover, a “cat” expert should be a reliable classifier of
things into those to which the word “cat” applies and into those to which
it doesn’t apply. Since one can know more or less about something and be
better or worse at doing things with it, being an expert is something grad-
able. This induces a comparative expertise relation among the members of
some population.

From this it follows that by itself, expertise has no influence on an ex-
pression’s meaning something. It’s semantically inert because it’s socially
inert. For the relation is characterized in a way that does not imply that
members of the community know who’s an expert on what and whether
there is a need of experts. Expert power in the sense of French and Raven
adds these factors.

For a linguistic social norm, the existence of an expertise relation is
beneficial. It provides a structure which can influence the interactions in
the community, if (i) the linguistic social norm is sensitive to the level
of expertise people have, (ii) people can recognize the level of expertise
someone has.

It even seems that without (i) and (ii) satisfied, such social norms cannot
be effective in the sense that they bring about the social arrangement that
experts decide contested cases and that laymen defer their judgments to
them and accept the expert decisions.

One way of satisfying (i) and (ii) is by a norm N that the enforcers of the
respective expert social norm accept and that implements a sensitivity to
expertise.15 This relates to the information component required for expert
power in the sense of French and Raven.

Often, there is also a need for expertise since we want experts to judge
unsettled cases. Hence, it’s also rational to want that experts have the right
to arbitrate unsettled cases. This then brings French and Raven’s need for
expertise on the table which is a also condition for someone having expert
power.

my account has to be revised.
15This is a way to understand so-called “dereferential conventions” that Blackburn

(1984:130) discusses.
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To conclude, the case of expert social norms illustrates some of the
features of linguistic social norms. The experts are the arbitrators. They
needn’t be the enforcers but they are in a good position to be them since
they know their stuff. Moreover, the addressees should accept the judgments
of the experts.

Case: language rulers Another scenario illustrating linguistic social
norms is the milk-scenario from the introduction in §1.3:

(10) In many countries there are laws – implemented as social norms – concern-
ing the correct use of the trade name “milk;” violations are forbidden and
can be punished. One can be demanded to use and understand the word
accordingly. Different powers are involved, namely positional power and
sanction power of the legislators (at least indirectly through the means of
legal processes resulting in actions of the executive body). The addressees
of the social norm are persons using the trade name “milk” for the pur-
pose of doing business. The punishments (sanctions) create an incentive
for them to conform to the regulations, that is, to apply “milk” only to
milky liquids with at least 3% fat etc.

I’ve argued that (i) we’re inclined to say that one of the meanings of “milk”
is milky liquid with at least 3.0% fat in this scenario and that (ii) this is
so in virtue of there being a linguistic social norm. Again, the meaning is
selected by the arbitrators’ SCH-pattern and determined by the linguistic
social norm enforced by the executive body which is sensitive to the SCH-
pattern selected by the arbitrators. There is a contrast with the expert
social norm we’ve considered above. It’s not necessarily the case that the
experts are the arbitrators. Moreover, the scenario suggests that in case of a
linguistic social norm for an expression, positional power lets one arbitrate
what the expression means and sanction power lets one enforce conforming
behavior. By these means, an expression can be “given” a meaning in a
group.

Language rulings can be extreme as the ruling of the US Supreme Court
in 1983 in the case Nix V Hedden illustrates (see Wikipedia 12.05.2010):
The topic was whether tomatoes are fruits (as the scientific classification
has it) or vegetables (for one had to pay a tax for imported vegetables but
not for fruits). The court ruled that tomatoes are vegetables. The ruling
can be described as one of selecting the meaning of “tomato.”
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9.3.2 Semantic normativity

On the basis of my account of meaning in virtue of social norms, I can now
offer my final explanation of semantic normativity. In chapter 2 I argued
that the characteristic feature of semantic normativity consists in being in
a position to make normative demands:

N′. For all expressions e, meanings m and coordinates C: If e means m at
C in virtue of a social norm, then the enforcers of the social norm can
demand that the addressees use e in accordance with its meaning m at C
(by uttering “e means m at C” which expresses an ought with a demanding
character).

On the basis of the definition of a social norm and the analysis of the dis-
tinction between recommendations and demands (§8.2.1), we get the result
that the enforcers of a social norm are in a position to make normative de-
mands. Not all oughts that are expressed by an enforcer of a social norm are
semantic. But the oughts that are expressed by an enforcer’s demanding to
conform to the SCH-pattern of a linguistic social norm are semantic. For
linguistic social norms constitute (or determine) the meanings of expressions
– or more precisely: descriptions:

N′′. For all descriptions δ, meanings m and coordinates C: If e means m at
C in virtue of a social norm, then the enforcers of the social norm can
demand that the addressees use δ in accordance with its meaning m at C
(by uttering “δ means m at C” which expresses an ought with a demanding
character).

According to my proposal to use δ in accordance with its meaning m is to
conform to the respective SCH-pattern Θ for δ.

An SCH-pattern describes the roles of both speakers and hearers (§9.1.2)
and thereby determines for both speakers and hearers what it is to conform
and what it is to deviate. For a speaker, to conform to an SCH-pattern is
to only utter a certain expression if one is in a mental state whose content+
has a part that is indicated by the utterance. For a hearer, to conform to
an SCH-pattern is to come to believe, upon hearing the utterance, that the
speaker has a certain attitude which has a certain part that is indicated by
the utterance.

Hence N′′ entails that enforcers can demand speakers and hearers to
conform and not to deviate from Θ. Consequently, the speakers and hearers
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among the addressees of a linguistic social norm ought to conform to (and
not to deviate from) Θ.

For example, on the basis of a social norm, a speaker can be demanded
not to utter an assertion-sentence unless she has the required belief. Like-
wise, a hearer can be demanded to come to believe that the speaker has the
required belief.

Hence, speakers can be demanded to be truthful and hearers can be
demanded to exhibit a certain linguistic understanding upon hearing an
utterance.

9.4 Languages and Humpty Dumpty’s problem
According to my account, expressions (or rather their descriptions) are not
assigned a meaning relative to a language. The only use I make of languages
is a limited technical use of formal languages for systematically describing
expressions. I’ll now relate meaningful expressions to notions such as mean-
ing something in a language, shared language, and public language. Doing
so helps us to make progress on the explanation of language varieties and
the solution of Humpty Dumpty’s problem. To this end, (i) I start by re-
turning to the meaning-without-use problem. (ii) I provide definitions for
several notions relating to languages. I indicate the roles they might play,
in particular with respect to language varieties. (iii) I state my solution to
Humpty Dumpty’s problem.

Meaning without use The account developed so far also faces the
meaning-without-use problem (§6.1.5): ABLE-0 consists of infinitely many
expressions with compositional meanings. But only a part of ABLE-0 can
be used by a population at any time, namely the part that is precisely
defined by the prevailing stable linguistic uses with a certain derivational
complexity. My proposal is as follows: The SCH-patterns of stable linguis-
tic uses of descriptions or functions that prevail among a population are the
patterns that the members of the population could realize. Thereby, also
actually unrealized (parts of the) patterns can be the pattern of a stable
linguistic use among the members of the population. Hence, the meaning-
determination claims are so far stated for the effective stable linguistic uses
among members of a population.

Effective stable linguistic uses for descriptions or functions cannot be
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used to explain the meanings of the expressions that couldn’t be realized
by the members of the respective population. To explain the meanings of
these descriptions I reapply Schiffer’s proposal for Lewis’ theory: I stipulate
that the SCH-pattern of a stable linguistic use is realized by a translator
the members possess. I implement this idea below.

But in my theory, translators have a more moderate role: They are not
needed for any expression – whether sentential or sub-sentential – in the ef-
fective language used by a population (and this fragment can be quite large
since it also contains expressions that the members would use and under-
stand in certain ways). The translators are only used to explain in virtue
of what unusable meaningful expressions have their respective meanings.

Sociolects, shared languages, and total languages Let us define the
effective sociolect possessed by an agent a at a time t in a world w as the
set of all stable linguistic uses a is a member of, at t in w. The effective
shared language among members of a group g at a time t in a world w is the
intersection of the sociolects possessed by the members of g at t in w. The
effective total language among members of a group g at a time t in a world
w is the union of the sociolects possessed by the members of g at t in w.16

Languages in these senses are something social. They cannot be a private
language or an idiolect that is solely possessed by an individual. For there
is always a group among which a stable linguistic use prevails. Hence, I call
that what is assigned to an agent a “sociolect” rather than an “idiolect.”
The other notions are defined in terms of sociolects. So, they inherit the
social character.

Since my notions of languages are social, they do not fit a Chomskian
understanding in terms of the “internalized” languages humans can possess.
They also don’t fit the typical approaches in sociolinguistics which base the
classification of languages on the language attitudes “the folk” has.17 For
language attitudes are not used in my definitions above.18

Moreover, languages in these senses are not abstract languages in Lewis’
sense (i.e. a mapping from forms into meanings). But we can define abstract

16The two definitions of languages in a group are inspired by Lewis’ definitions in his article
Languages and language (Lewis 1975:32).

17See (Garrett 2006) and (Niedzielski and Preston 2000).
18Language attitudes figure indirectly in the definitions. For in case of social norms, there

are normative attitudes among the enforcers. According to them, one ought to use and
understand expressions in accordance with their meanings.
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languages for an agent a (and similarly for a group of agents) on the basis of
the definitions provided above. We construct the effective abstract language
La,t,w as the set of tuples ⟨δ, µ⟩ such that for some z and group g having a as
a member, there is a stable linguistic use of description δ indicating content+
µ with derivational complexity z among members of group g at time t in
world w and δ’s derivational complexity does not exceed z. (Observe the
role of the derivational complexity parameter to define the effectively used
language.)

On the basis of effective abstract languages, we can implement the pro-
posal to deal with the meaning-without-use problem. The extended abstract
language LT a,t,w of an agent a is based on her effective abstract language
La,t,w as follows:

(11) Description δ means µ in LT a,t,w iff La,t,w ⊆ LT a,t,w, a processes La,t,w-
utterances via an La,t,w-determining translator T , T generates LT a,t,w,
and T pairs δ with µ.

The idea is that we extend effective abstract language on the basis of the
translator that realizes a’s stable linguistic use. It depends then on the
properties of the translator whether the extended abstract language LT a,t,w

is defined for infinitely many descriptions or not.
Another question that is still open and pertains to Humpty Dumpty’s

problem concerns the notion of a public language. I need the notion for two
purposes: (i) to explicate the idiom “e means m in language L” and (ii)
to solve Humpty Dumpty’s problem. For these purposes, I think, we can
identify the notion of a public language with either the notion of a shared
language or the notion of a total language. I choose the former option
since the descriptions’ meanings of a shared language are shared among the
members of the group which is required if one wants to explain successful
communication in terms of shared meanings.

Meaning something in a language On the basis of the proposal ad-
vocated here, we can reconstruct what seems to be the main role of the id-
iom “e means m in language L”, namely to distinguish between homonyms
which belong to different languages. For example, while the word spelled
as “rot” names a color in German, what is so spelled has different meanings
in English, among them being decay.

Since I individuate expressions historically (as Millikan and lexicogra-
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phers do), the way an expression is spelled or pronounced is not decisive
for saying whether two expressions are identical or not. For example, “rot”
in German and “rot” in English would already come out as two distinct
expressions on my proposal since they belong to different histories. That
is, by individuating expressions differently, the need to assign meanings rel-
ative to a language is less obvious. For this reason, it seems to me to be
justified that in my account, descriptions are assigned meanings not relative
to a language.

Nevertheless, we can give an analysis of the idiom “e means m in lan-
guage L.” My proposal is as follows: (i) e is a name for a sound or spelling
type, (ii) L is a name for a shared language, (iii) “in L” is a modifier of e
and yields a definite description for an expression: the expression that is of
the sound or spelling type e and that is part of L. Within a community of
communicating agents, we expect that most spelling (or sound) types just
have one meaning, unless there are features in their SCH-patterns that al-
low the speakers and hearers to tell the two uses and understandings apart
(§7.3.2.4). Consequently, we should expect that on my pragmatic analy-
sis one can uniquely pick out an expression by using the idiom “e . . . in
language L.”

Humpty Dumpty’s problem Finally I can state my solution of Humpty
Dumpty’s problem (§1.4):

HD. If it’s the use of expressions in a community which determines their mean-
ings, then in which way does this determination depend on the members
and the circumstances?

If one endorses my account, there is an obvious answer to HD: In case of a
linguistic (normative) convention for an expression having a certain descrip-
tion, the description’s having a certain meaning depends on all members
of the convention. In case of a linguistic social norm for an expression, it
depends on the enforcers and arbitrators what the expression means. In
extreme cases, this can be a single person. Hence, if Humpty Dumpty is
“the master” – that is, if he is the sole arbitrator or enforcer –, then he is
right. But it seems that this wouldn’t be the normal case which seems to
be more egalitarian.19

19Social structure also plays a probabilistic role in the determination of meaning. Thus, a
more complete solution of the problem should also include this, especially when it comes
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9.5 Evaluation
In my account descriptions of expressions are assigned structured mental
contents+ as meanings. The assignments are determined by stable linguistic
uses (linguistic conventions, social norms, and normative conventions). For
each description of a word, there is a separate stable linguistic use. This
contrasts with other conventionalist accounts. Thereby, language varieties
can be explained in a better way. For there is no need to assign possibly big
populations whole languages. Rather, the languages of a group are defined
by the stable linguistic uses prevailing among the members of the group.

I illustrated the account on the basis of the “toy” language ABLE-0. The
language is severely restricted: (i) There are its expressive limits for there is
no quantification and there are no adverbials, indexicals, and vague expres-
sions. The lack of these features severely limits the explanatory power of
my account. (ii) The semantics is simplistic and naive. Moreover, if one en-
dorses the thesis of the division of linguistic labor (§9.3.1), then the seman-
tic theory has to be changed to accommodate the proposed more complex
meanings (e.g. including stereotypes). To address these limitations, more
complex SCH-patterns have to be defined and a state-of-the-art semantics
has to be used. Such an extension would naturally be supplemented by a
formalization of the core account; one could use an event calculus to de-
fine SCH-patterns and a first-order logic to systematize the derivations of
meanings.

Nevertheless, ABLE-0 illustrates how one can deal with structured ex-
pressions.

The “meanings” assigned to descriptions are considered to be literal
meanings. But I’ve said nothing about their relation to what-is-said and
other pragmatic notions of meaning – like metaphoric meanings or implica-
tures. Clearly, one should make these relations explicit by using a state-of-
the-art pragmatic theory (which includes a theory of linguistic communica-
tion). My account is committed to the claim that such a theory is coherent
with the one that is implicitly used by my way of describing linguistic trans-
actions in terms of SCH-patterns. This rules out Gricean proposals in terms
of intention-recognition. But as far as I can see, local changes to the SCH-
patterns are sufficient to create a version of my proposal which is coherent

to the “circumstances” in HD. Since this would touch topics on the evolution of (linguistic)
behavior in groups, I do not make it a topic here. But check the exemplary references I
provide in §9.3.1 on the role of social network structure.
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with other pragmatic theories. I think the changes can be limited to ele-
ments concerning the semantic values assigned to mood marked sentences
(like “A:s”); in particular: the description of the S- and H-parts of the SCH-
patterns that relate to the semantic values – and if it simplifies things, the
semantic values themselves.

Even without having said which theory of linguistic communication I
use, I can make some claims about Davidsonian uses (uses of malapropisms
and the like) based on my account. Consider again Mrs Malaprop’s use
of “a nice derangement of epitaphs” when she should have used “a nice
arrangement of epithets” (§3.1.3). If her use is not in accordance with a
stable linguistic use, then on the basis of my account, her expression does
not mean a nice arrangement of epithets.

This does not rule out that communication can be successful if someone
uses the expression as Mrs Malaprop does. However, communication is
then not successful because the meaning of her expression is determined by
a stable linguistic use (and thereby shared). Rather, it is successful because
the hearer is able to recover the intended meaning of the expression. I
don’t explain how such recoveries work. In §3.4 I proposed that a theory of
linguistic communication should explain this.

Last but not least there is a worry that the use of categorial grammar to
describe the language use that could prevail in groups is less innocent than
I’ve claimed. The worry is that somehow, syntax might be prior (in some
sense) to semantics. One reason to think so is that, due to the category-type
homomorphism of the categorial grammar, the syntactic description already
encodes semantic information. Another reason is that syntactic complexity
is defined in terms of it which is, as I’ve said, implausible. I leave this worry
as an open question for future research.

Adequacy Let us go through the adequacy conditions of §1.4 to assess
my account. The verdict is that it does quite well but it does not explain
the dynamics and evolution of language use.

I use Millikan’s account of conventions. So I can refer to the evaluation
in §7.1.5, which was positive. Millikan’s account is adequate except for the
following: the dynamics of conventions is not explained since there is no
formal theory. There is an open problem with respect to the application
of Millikan’s account to my account: To show that the SCH-patterns of
linguistic conventions are beneficial for their members, a value has to be
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derived that expresses the beneficiality of the SCH-pattern.
The result is similar for social norms (§8.3): The account is now ade-

quate except for the explanation of the dynamics of social norms that is
missing. In this chapter, I’ve shown how the role of arbitrators can be in-
cluded (§9.3). Thereby, my explication of social norms is faithful to the
pre-theoretic characterization of them (§1.2).

Let us now turn to the desiderata for the account of meaning provided
in this chapter:

DesM1. The account must be coherent with an explanation of the communicative
functions of meaning-sentences.

On the basis of my argumentation about semantic normativity (chapter 2),
my account of social norms (chapter 8), and its application in this chapter
(§9.3.2), the communicative functions can be explained. In particular, the
demanding character of the oughts that can be expressed by uttering a
meaning sentence has been explained in detail.

DesM2. The account must explain the meanings of expressions in terms of their
stable uses (conventions, social norms, and normative conventions).

My account implements the explanatory architecture advocated in §7.3.1.
Thereby, DesM2 is satisfied for there is meaning in virtue of all kinds of
linguistic stable uses.

DesM3. The account must provide a plausible notion of a semantic mistake.

This desideratum is satisfied by my way of satisfying DesM1 (see above).
I’ve argued for a notion of a semantic mistake in terms of linguistic social
norms in §2.2.3.

DesM4. The account must allow for a plausible conception of a public language.

Since public languages are explained on the basis of expressions that al-
ready mean something among members of a group, language varieties can
be explained in a better way (§9.4).

DesM5. The account must explain the usual meaning facts.

Since ABLE-0 and the SCH-patterns for it are designed so as to allow for
structured expressions that have compositional meanings, the usual meaning
facts (such as: an expression means something at all, there are systematic
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semantic relations between expressions) can be explained.

DesM6. The account must provide a solution to Humpty Dumpty’s problem.

On the basis of my notion of a public language and the distinction be-
tween conventions and social norms (§1.2), I can give a plausible solution
to Humpty Dumpty’s problem (§9.4).

9.6 Summary
In this chapter I developed an alternative conventionalist account. It uses
Millikan’s notion of a convention, my account of social norms, and a new
description of the communicative patterns in terms of SCH-patterns. The
account is adequate except for the dynamics of language use, the mentioned
restrictions due to the expressive limits of ABLE-0, and the worry that
syntax is prior to semantics.

In comparison to the rival accounts I’ve considered, my account uses a
distinguishing combination of features that make it better: (i) The account
is non-Gricean and non-Intellectual. (ii) The account is compatible with
dispositional conventions. (iii) The account can deal well with language va-
rieties.20 (iv) The account can deal well with the meanings of sub-sentential
expressions (thereby facing less indeterminacy).21 (v) The account can deal
well with the meaning-without-use problem.22 (vi) The account can explain
meaning in virtue of social norms. (vii) The account can explain semantic
normativity. (viii) The account provides a plausible solution to Humpty
Dumpty’s problem.

20The first three features are shared with Millikan’s account; see §7.1.
21This feature is shared with Evolutionary Signaling Games theories that use structured

meanings and signals; see §7.2.3.
22This feature is shared with my understanding of Actual Language Relation theories

(§6.1.5) and my understanding of Evolutionary Signaling Games theories that use struc-
tured meanings and signals (§7.2.3).



Chapter 10
Conclusions & Outlook

If I was a woman, and you were a man
You would do things that I don’t understand
You say “Boo Boo Boo”, and I think “La La La”
Maybe “Boo” will mean “Ja” or just “Blah Blah Blah”

3 minutes in the brain of Bonaparte
Bonaparte

In the preceding chapters, I’ve discussed key topics of the conventionalist
project: conventions, social norms, how they might determine meaning, and
semantic normativity. Conventionalists face many powerful objections. But
they’ve developed clever rejoinders, rebutting not only (the philosopher)
Davidson but also (the musician) Bonaparte insofar as his remark was meant
to be about literal meaning. To end this thesis, I’d like (i) to establish the
dialectic situation, (ii) to highlight some insights, and (iii) to point to some
open tasks for future research.

The dialectic situation On the basis of my argumentation, I’ve submit-
ted the following theses:

C′′. For all expressions e, meanings m, coordinates C: The stable linguistic use
of e at C determines that e means m at C.

N′. For all expressions e, meanings m and coordinates C: If e means m at C in
virtue of a social norm, then the enforcers of the social norm can demand
from the addressees to use e in accordance with its meaning m at C (by
uttering “e means m at C” which expresses an ought with a demanding
character).

293
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The conventionality thesis C′′ resulted from two revisions – one with respect
to meaning in virtue of social norms (§1.3 where I introduced “stable uses”
as a cover term for (normative) conventions and social norms), the other
effected by the meaning-without-use problem (§6.1.5 where I introduced
“stable linguistic uses” as a cover term for linguistic (normative) conventions
and social norms whose behavioral dispositions are, in part, brought about
by a translator). The normativity thesis N′ resulted from one revision due
to meaning in virtue of conventions (§2.4).

Together they form a powerful adequacy constraint: no conventionalist
account in the literature entails both of them (to the best of my knowledge).

This fact notwithstanding, the accounts in this thesis are often much
more defensible than people have thought. I hope to have made a con-
vincing case for Lewis’ proposals. In particular, the common Intellectuality
objection is much too quick (unless Lewisians insist on “being Gricean,”
i.e., if they insist on endorsing the conditional: if a speaker utters some-
thing conforming to a linguistic convention, then she means something – in
Paul Grice’s sense of “speaker-meaning”; see §5.3.4 and §6.2.4). The needed
rationality assumptions are not that strong after all. But even a careful de-
fense seems to hit a limit: Lewis’ Actual Language Relation theory explains
neither meaning in virtue of social norms nor semantic normativity. Its
application to language-varieties cases is discouragingly complicated. The
sentential primacy thesis effects underdetermined sub-sentential meanings.
Some of these issues might be addressed if one developed Wayne Davis’
account further.

I also hope to have shown that evolutionary accounts do not magically
address all the problems. Millikan’s account also has problems with sub-
sentential expressions and, again, there is neither meaning in virtue of social
norms nor an explanation of semantic normativity.

Huttegger’s partial implementation of Millikan’s account improves on
Millikan. Together with the addition of syntactic structure to signaling
games by Nowak et al., I think that the paradigm of Evolutionary Signal-
ing Games has a promising outlook. But in its present state, there is no
meaning in virtue of social norms and no complete explanation of semantic
normativity.

My account addresses the above points but so far it is only developed for
a tiny fragment of language. Moreover, it lacks a formal model to explain
the dynamics and evolution of language (use). Thereby, I cannot explain
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with rigor why it is beneficial to have a convention for a word. Last but not
least, there is the worry that syntax might be prior to semantics.

Insights Looking back, I think the following insights were productive for
carrying out the conventionalist project:

• The meaning-without-use problem: It made us aware that we need to add
a cognitive component to the meaning-determination claims. My favored
approach is based on Schiffer’s L-determining translator proposal.

• Rationality assumptions: Questioning the rationality assumptions resulted in
a rethinking of central assumptions of conventionalist accounts, in particular
of the description of communication in Gricean terms and of the conception
of a convention. Millikan showed us how to think differently.

• Sub-sentential meanings: Focusing not only on sentential meanings but also
on sub-sentential meanings, as Davis advised, uncovered gaps and issues with
present accounts.

• Semantic normativity as part of the conventionalist project: Studying se-
mantic normativity from the perspective of a foundational theory of meaning
informed the debate. The principle I advocate is: If meaning is normative,
then this is because of the way it is determined (MD-ME).

• Davidsonian uses (like malapropisms): Davidsonian uses of language make
us aware of open questions of the conventionalist project. The interaction
between the core theories – a foundational theory of meaning, a semantic
theory, and a pragmatic theory – is still to be explored.

Outlook If my argumentation was so far by and large correct, then the
following accounts are viable:

(i) Evolutionary Signaling Games accounts: The open tasks include the
study of the philosophical foundations of the evolution-theoretic founda-
tions, the inclusion of social norms as a notion that is distinct from conven-
tions, the study of signaling games with infinitely many signals, and relating
such accounts to a pragmatic theory.

(ii) Actual Language Relation accounts: The most promising account
seems to me to be Davis’. The open tasks include: addressing the meaning-
without-use problem, explaining language varieties, and separating conven-
tions from social norms.

(iii) My account: The open tasks include the extension of ABLE-0 to
cover a larger fragment of language using a state-of-the-art semantics, the
development of a formal model to explain the dynamics and evolution of
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language (use), addressing the “syntax is prior to semantics” worry, and
relating the account to a pragmatic theory.

In connection with pragmatic theories, it will be of particular interest
to see how communication systems can evolve if the communicators use and
understand utterances according to a particular pragmatic theory (§1.1.1;
e.g. Sperber and Wilson’s relevance theory (Sperber and Wilson 1995),
Borg’s minimal semantics (Borg 2006), Recanati’s contextualism (Recanati
2004), and Franke’s iterated best response model (Franke 2009) – which is
interesting since it uses signaling games with meaningful signals). For lan-
guage is often used to bring about perlocutionary effects that, in a sense, go
beyond understanding the literal meanings of the uttered expressions. How
can an agent not knowing the literal meanings of expressions learn them if
the reaction the speaker wants her to show is a certain perlocutionary ef-
fect? Another way of describing the problem is this: Often what a speaker
meant is not what her words literally mean. The speakers often rely on the
hearers’ figuring out what they meant on the basis of their understanding
of the expression’s literal meaning. The hearers, in turn should understand
what the respective speakers meant, at least often enough. In such instances
of linguistic communication pragmatic reasoning plays an important role.
The problem to solve is how one can determine the literal meanings of the
expressions on the basis of such instances of linguistic communication.
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Appendix A
List of named theses

In this appendix, a list of named theses is provided for reference purposes.
For each thesis, all occurrences are listed with a page reference.

A1. If x believes y, then x recognizes y. Occurrences: p. 150.

A1′. If x expects y, then x recognizes y. Occurrences: p. 150.

A2. x expects y iff x has reason to believe y and x is rational to the (high
enough) degree n. Occurrences: p. 150.

A3. I reason rationally to a high enough degree. Occurrences: p. 150.

A4. I expect that you expect that I am rational. Occurrences: p. 151.

A5. I expect that you are rational. Occurrences: p. 151.

ALR1. The meaning of an expression in a natural language of a population is
determined by the population’s use of an abstract language corresponding
to the natural language. Occurrences: p. 157.

ALR2. A population uses an abstract language L iff there are conventions of truth-
fulness and trust in L among the members of the population. Occurrences:
p. 158.

ALR3. There are conventions of truthfulness and trust in an abstract language L
among members of a population P iff speakers of P try to avoid uttering
sentences not true in L (truthfulness) and hearers of P tend to believe
that sentences uttered by speakers of P are true in L (trust). Occurrences:
p. 158.
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ALR-E. Expression e means m in LΓ of P iff P uses Γ and Γ pairs e with m.
Occurrences: p. 162.

ALR-E′. Expression e means m in LT of P iff (i) P uses L, (ii) L ⊆ LT , (iii)
members of P process L-utterances via an L-determining translator T ,
(iv) T generates LT , and (v) T pairs e with m. Occurrences: p. 170.

ALR-S. Sentence s means m in L used by P iff P uses L and L(s) = m. Occur-
rences: p. 162.

C. For all expressions e, meanings m, coordinates C: The conventional use of
e at C determines that e means m at C. Occurrences: p. 6, 29, 32.

C′. For all expressions e, meanings m, coordinates C: The stable use of e at C
determines that e means m at C. Occurrences: p. 32, 171, 194.

C′′. For all expressions e, meanings m, coordinates C: The stable linguistic use
of e at C determines that e means m at C. Occurrences: p. 172, 194, 293.

C−N−. Meaning is neither conventional nor normative. Occurrences: p. 6.

C−N+. Meaning is not conventional but normative. Occurrences: p. 6.

C+N−. Meaning is conventional but not normative. Occurrences: p. 6.

C+N+. Meaning is both conventional and normative. Occurrences: p. 6.

C0. A convention is social: there is a group G of agents. Occurrences: p. 22.

C1. A convention involves a pattern of activity: (i) there is a pattern R of
individual activities of members of G, (ii) R determines for a range of
activities whether they are conforming or deviating, and (iii) at least on
some occasions, members of G would behave in a way conforming to R.
Occurrences: p. 22.

C2. A convention requires coordination: Members of G have (together) an
effective coordinative disposition to behave in a way conforming to R.
Occurrences: p. 22.

C3. A convention is relatively robust: in all near futures, it exists as well.
Occurrences: p. 22.

C-M. If there is a conventional SCH-pattern for description δ indicating content+
µ with derivational complexity z among members of group g at time t in
world w and δ’s derivational complexity does not exceed z, then δ means µ
among members of g at t in w. Occurrences: p. 276.
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C-NC. Other things being equal, when a convention becomes entrenched among
human members, it becomes a normative convention. Occurrences: p. 248.

CS. There is a normal situation in which a sender of a conventional signaling
system produces (“utters”) a signal in a way conforming to the signaling
convention. Occurrences: p. 147.

CS′. There is a normal situation in which a sender of a conventional signaling
system produces (“utters”) a signal in a way conforming to the signaling
convention iff
a. There is a regularity R in situations which are two-sided signaling

problems G among you and me, and R is a conventional signaling
system ⟨σ, ρ⟩ among us.

b. Let m be a message, t a state the world can be in, and a a response
such that m = σ(t) and a = ρ(m).

c. There is a situation t which is a two-sided signaling problem of type
G where I am the sender and you are the receiver.

d. I have observed that t holds.
e. I signal m in conformity to our convention.
f. The convention is “perfect,” that is, there are no exceptions to it.

Occurrences: p. 149.

C-SLU. If there is a conventional SCH-pattern for description δ indicating con-
tent+ µ with derivational complexity z among members of group g at time
t in world w, then there is a stable linguistic use of δ indicating µ with
derivational complexity z among members of g at t in w. Occurrences:
p. 277.

DSN1. The enforcers have power over the addressees at t in w. Occurrences:
p. 246.

DSN2. The enforcers tend to sanction the addressees’ R-concerning behavior at t
in w. Occurrences: p. 246.

DSN3. The addressees tend to behave according to R at least partly because of
(DSN2) the enforcers’ tendency to sanction their R-concerning behavior
at t in w. Occurrences: p. 246.

FM1. First meaning is systematic. A competent speaker or interpreter is able to
interpret utterances, his own or those of others on the basis of the semantic
properties of the parts, or words, in the utterance, and the structure of
the utterance. For this to be possible, there must be systematic relations
between the meanings of utterances. Occurrences: p. 77.



322 Appendix A. List of named theses

FM2. First meanings are shared. For speaker and interpreter to communicate
successfully and regularly, they must share a method of interpretation of
the sort described in FM1. Occurrences: p. 77.

FM3. First meanings are governed by learned conventions or regularities. The
systematic knowledge or competence of the speaker or interpreter is learned
in advance of occasions of interpretation and is conventional in character.
Occurrences: p. 77.

G1. We express normative attitudes with normative statements. Occurrences:
p. 237.

G2. Normative attitudes are a special type of conative mental states. Occur-
rences: p. 237.

G3. Since normative attitudes are conative, normative statements do not have
a descriptive but an “imperative” character. Occurrences: p. 237.

GS. A-facts supervene globally on B-facts iff any world which is a minimal
B-duplicate of our world is also an A-duplicate of our world. Occurrences:
p. 13.

H. For any language L: The meaning of (almost) any expression of L depends
on the meanings of (almost) all other expressions of L; i.e. each difference
between L and another language L′ implies that the expressions in L have
other meanings than the expressions in L′. Occurrences: p. 207.

HD. If it’s the use of expressions in a community which determines their mean-
ings, then in which way does this determination depend on the members
and the circumstances? Occurrences: p. 36, 288.

I1. According to conventionalist accounts, the literal meaning of an expression
on a particular occasion of use is its specific first meaning. Occurrences:
p. 78.

I2. A necessary condition for successful linguistic communication is that the
hearer understands the expression the speaker uttered in its generic first
meaning. Occurrences: p. 78.

I3. There are cases (occasions) of successful linguistic communication with
malapropisms. Occurrences: p. 80.

I4. According to conventionalist accounts, in case of successful linguistic com-
munication with a malapropism, a hearer understands the malapropism the
speaker uttered in its specific first meaning. Occurrences: p. 80.
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I5. In cases of successful communication with malapropisms, the malaprop-
ism’s generic first meaning is not identical to its contextually-relativized
conventional meaning. Occurrences: p. 81.

I6. In cases of successful communication with malapropisms, if a hearer under-
stands an expression a speaker uttered in its generic first meaning, then she
doesn’t understand it in its (contextually-relativized) conventional meaning
(and vice versa). Occurrences: p. 81.

JSN3. Each enforcer could accept a system of norms of which N is a part at t in
w. Occurrences: p. 245.

LSM1. I signal m with the intention that you do a. Occurrences: p. 148.

LSM2. I expect you to recognize my intention that you do a, when you observe
that I signal m. Occurrences: p. 148.

LSM2′. I expect that (you expect that (I intend that you do a), when you observe
that I signal m). Occurrences: p. 150.

LSM2′a. I expect that (you expect that t holds, when you observe that I signal
m). Occurrences: p. 151.

LSM2′b. I expect that you expect that I desire that you do a, conditionally upon
t. Occurrences: p. 151.

LSM2′c. I expect that you expect that (I desire that you do a, when you observe
that I signal m). Occurrences: p. 151.

LSM2′d. I expect that you expect that I expect that (you do a, when you observe
that I signal m). Occurrences: p. 151.

LSM3. I expect your recognition of my intention to be effective in bringing it
about that you do a. I do not regard it as a foregone conclusion that my
action will bring it about that you do a, whether or not you recognize my
intention that you do a. Occurrences: p. 148.

LSN1. There is a stable linguistic use among the arbitrators at time t in world w
whose pattern of activity is Θ. Occurrences: p. 278.

LSN2. There is a system of norms N according to which the addressees are N -
required to conform to Θ and N -forbidden to deviate from Θ. Occurrences:
p. 279.
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LSN3. There is a rationalistic social norm to conform to Θ among the addressees
enforced by the enforcers accepting N at time t in world w. Occurrences:
p. 279.

MD-ME. If meaning is normative, then this is because of the way it is constituted
(determined). Occurrences: p. 41.

MI1. Expression types are reproductively established families of expression tokens.
That is, expressions are individuated by the reproduction chain of patterns
in which the expressions occur. Occurrences: p. 198.

MI2. Meaningful expressions don’t have a meaning relative to a language. Occur-
rences: p. 199.

MI3. Expression e means semantic mapping function M iff (i) e has the stabilizing
function ϕ and (ii) for all tokenings t of e: if t performs ϕ, then t maps onto
world affairs according to M. Occurrences: p. 202.

MI4. Expression e means semantic mapping function M iff e’s use pattern is a
coordination convention which proliferates because (i) e has the stabilizing
function ϕ and (ii) for all tokenings t of e: if t performs ϕ, then t maps onto
world affairs according to M. Occurrences: p. 205.

N. For all expressions e, meanings m and coordinates C: If e means m at C,
then utterances of “e means m at C” can be used to express an ought with
a demanding character. Occurrences: p. 6, 17, 40, 65.

N′. For all expressions e, meanings m and coordinates C: If e means m at
C in virtue of a social norm, then the enforcers of the social norm can
demand that the addressees use e in accordance with its meaning m at C
(by uttering “e means m at C” which expresses an ought with a demanding
character). Occurrences: p. 65, 284, 293.

N′′. For all descriptions δ, meanings m and coordinates C: If e means m at
C in virtue of a social norm, then the enforcers of the social norm can
demand that the addressees use δ in accordance with its meaning m at C
(by uttering “δ means m at C” which expresses an ought with a demanding
character). Occurrences: p. 284.

N1. It’s a practical must. The object of the must are actions. Sometimes, the
object can also be a state, the possession of a property, or the attaining
of something, on condition that it is one’s own acting that gets oneself in
such a state or in the possession of the properties. Occurrences: p. 14.
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N2. A normative must does not rule out that one acts differently than how one
must. A normative must is not a force that inevitably moves (or will or
would move) a person all the way to action. Occurrences: p. 14.

N3. Normative musts are tied to a pressure to act. It presses its addressee to
do certain actions. Occurrences: p. 15.

N4. The normative must is always ontologically subjective. Its existence de-
pends on thinking, feeling, and wanting of humans (or other living crea-
tures). Occurrences: p. 15.

NA1. Normative attitudes are logically combinable. Example: Suppose I N -want
to clean the kitchen on Sunday. I also N -want to write a letter on Tuesday.
Then I N -want to do both. Occurrences: p. 238.

NA2. Normative attitudes are under consistency pressure. Example Suppose I
N -want to clean the kitchen on Sunday and to go to the football match.
But only one goal can be realized. Hence I N -want to give up one of my
N -wants. Occurrences: p. 239.

NA3. Normative attitudes are generalizable. Example: Suppose I N -want you not
to harm other people. Then I N -want everyone not to do harm to them.
Occurrences: p. 239.

NA4. Normative attitudes are embedded in a hierarchy of higher-order normative
attitudes. Example: Suppose I N -want to clean the kitchen on Sunday.
Then I N -want to have this N -want. Occurrences: p. 239.

NDP. An agent in a decision problem under uncertainty ought to perform a sub-
jectively rational strategy. Occurrences: p. 97.

NE. A strategy profile s is a Nash equilibrium iff for all other strategy profiles
s′ which agree on what player 1 does in s, u2(s) ≥ u2(s

′), and for all other
strategy profiles s′′ which agree on what player 2 does in s, u1(s) ≥ u1(s

′′).
Occurrences: p. 98.

PCE. A strategy profile s is a proper coordination equilibrium iff for all other
strategy profiles s′ which agree on what player 1 does in s, u2(s) > u2(s

′)
and u1(s) > u1(s

′), and for all other strategy profiles s′′ which agree on
what player 2 does in s, u1(s) > u1(s

′′) and u2(s) > u2(s
′′). Occurrences:

p. 99.

PF. A thing x has the proper function to ϕ iff x exists and is the way it is be-
cause the ancestors of x have performed ϕ sufficiently often. Occurrences:
p. 197.
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RSN1. The enforcers have power over the addressees at t in w. Occurrences:
p. 232, 235.

RSN1′. For all enforcers e and all addressees g: e has power over g at t in w.
Occurrences: p. 235.

RSN1′′. The enforcers could form a coalition that would together have power over
any coalition the addressees could possibly form. Occurrences: p. 235.

RSN2. According to N , the addressees are N -required to conform to R and N -
forbidden to deviate from R. Occurrences: p. 232, 239.

RSN3. Each enforcer accepts a system of norms of which N is a part at t in w.
Occurrences: p. 232, 240.

RSN4. The enforcers tend to sanction the addressees’ R-concerning behavior at
least partly because of (RSN3) their accepting N at t in w. Occurrences:
p. 232, 240.

RSN5. The addressees tend to behave according to R at least partly because of
(RSN4) the enforcers’ tendency to sanction their R-concerning behavior
at t in w. Occurrences: p. 232, 240.

S0. A social norm is social: there are various not necessarily disjoint groups
including (i) a group E of enforcers and (ii) a group G of addressees.
Occurrences: p. 26, 231.

S1. A social norm involves a pattern of activity: (i) there is a pattern R of
individual activities of the addressees, (ii) R determines for a range of
activities whether they are conforming or deviating, and (iii) at least on
some occasions, the addressees would behave in a way conforming to R.
Occurrences: p. 26, 231.

S2. A social norm is prescriptive: A social norm is, in part, constituted by
a norm N which determines for a range of activities whether they are
prescribed, forbidden, or allowed. The norm N prescribes to conform to
R. N is enforced by the enforcers who accept it and have power over the
addressees. Occurrences: p. 26, 231.

S3. A social norm has a demanding character: The enforcers are in a position
to demand conformity to R from the addressees. Occurrences: p. 27, 231.

S4. A social norm is relatively robust: in all near futures, the enforcers accept
the same norm and at least on some occasions, the addressees behave in a
way conforming to R. Occurrences: p. 27, 232.
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SG1. A theoretically interesting part of natural languages can be explained by
signaling systems. Occurrences: p. 124.

SG2. Important parts of a signaling system are: (i) signals, (ii) a population, (iii)
a sender and receiver role, (iv) states of affairs observable by senders, (v)
reactions of receivers, (vi) a pattern of activity prevailing in the population
to use signals according to certain contingency plans. The contingency plans
for the members of the population consist of two parts, one for the sender-
role and one for the receiver-role.
a. A sender’s plan determines which signal to produce depending on what

the sender has observed, her desires, and her beliefs.
b. A receiver’s plan determines how to react to an observed signal depend-

ing on her desires and beliefs. Occurrences: p. 124.

SG3. Signals in a signaling system have a meaning in virtue of the fact that there
is a pattern of activity that is a convention in the population. Which mean-
ings the signals have depends on the pattern which is the convention. Oc-
currences: p. 124.

SG-G. Normally, senders speaker-mean something (in Grice’s sense) when they
utter a verbal expression conforming to a signaling convention they are
party to. Occurrences: p. 147.

SLU-M. If there is a stable linguistic use of description δ indicating content+ µ
with derivational complexity z among members of group g at time t in
world w and δ’s derivational complexity does not exceed z, then δ means
µ among members of g at t in w. Occurrences: p. 277.

SNE. A strategy profile s is a strict Nash equilibrium iff for all other strategy
profiles s′ which agree on what player 1 does in s, u2(s) > u2(s

′), and
for all other strategy profiles s′′ which agree on what player 2 does in s,
u1(s) > u1(s

′′). Occurrences: p. 98.

SN-M. If there is a linguistic social norm for description δ indicating content+ µ
with derivational complexity z addressed to members of group g at time t
in world w and δ’s derivational complexity does not exceed z, then δ means
µ among the members of g at t in w. Occurrences: p. 280.

SN-SLU. If there is a linguistic social norm for description δ indicating content+ µ
with derivational complexity z addressed to members of group g at time
t in world w, then there is a stable linguistic use of δ indicating µ with
derivational complexity z among members of g at t in w. Occurrences:
p. 280.
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SP. Sub-sentential expressions have the meanings they do because sentences in
which they occur mean what they do. Occurrences: p. 185.

SRB. An action a in a decision problem under uncertainty is subjectively rational
for its agent iff a is among the actions with the maximal expected utility,
that is, a ∈ {a′| ¬∃a′′ : EU(a′′) > EU(a′)}. Occurrences: p. 97.

U. For all expressions e, meanings m, coordinates C: The use of e at C deter-
mines that e means m at C. Occurrences: p. 5.

VA. Conventions are verbally performed agreements. Occurrences: p. 145.



Appendix B
List of adequacy conditions

The adequacy conditions were introduced in §1.4. For reference purposes,
they are listed here again.

Conventions

DesC1. The account must be faithful to the pre-theoretic characterization of a
convention (C0–C3 in §1.2). Occurrences: p. 33.

DesC2. The account must provide an answer to the question what conventions
are (e.g. behavioral regularities, rules, patterns). Occurrences: p. 33.

DesC3. The account must provide a taxonomy of the kinds of conventions there
are. Occurrences: p. 33.

DesC4. The account must provide an answer to the question whether (and if so
which) epistemic states are involved among the parties to a convention.
Occurrences: p. 33.

DesC5. It must be possible that in a human population conventions are created,
learned, sustained, and changed. Occurrences: p. 33.

DesC6. The dynamics of conventions must be explained. Occurrences: p. 33.

Social norms

DesN1. The account must be faithful to the pre-theoretic characterizations of a
social norm (S0–4 in §1.2) and of normativity (N1–3 in §1.1.3). Occur-
rences: p. 34, 253.
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DesN2. The account must provide an answer to the question what (social) norms
and normativity are. Occurrences: p. 34, 253.

DesN3. The account must provide a taxonomy of the kinds of (social) norms there
are. Occurrences: p. 34, 253.

DesN4. The account must provide an answer to the question what kind of epis-
temic states are involved in a (social) norm. Occurrences: p. 34, 254.

DesN5. It must be possible that in a human population social norms are created,
learned, sustained, and changed. Occurrences: p. 34, 254.

DesN6. The dynamics of (social) norms must be explained. Occurrences: p. 34,
254.

Conventionalist accounts of meaning

DesM1. The account must be coherent with an explanation of the communicative
functions of meaning-sentences. Occurrences: p. 34, 291.

DesM2. The account must explain the meanings of expressions in terms of their
stable uses (conventions, social norms, and normative conventions). Oc-
currences: p. 34, 291.

DesM3. The account must provide a plausible notion of a semantic mistake. Oc-
currences: p. 34, 291.

DesM4. The account must allow for a plausible conception of a public language.
Occurrences: p. 35, 291.

DesM5. The account must explain the usual meaning facts. Occurrences: p. 35,
291.

DesM6. The account must provide a solution to Humpty Dumpty’s problem. Oc-
currences: p. 35, 292.



Samenvatting

Dit proefschrift is een bijdrage aan de taalfilosofie. De centrale vraag is:
op grond van welke feiten betekenen talige expressies wat ze betekenen?
Waarom bijvoorbeeld betekent “appel” appel in het Nederlands? De vraag
krijgt een systematisch antwoord, te weten: talige expressies betekenen wat
ze betekenen omdat er, onder hun gebruikers, talige conventies en sociale
normen bestaan, die expressies op een bepaalde manier gebruiken en be-
grijpen.

Het antwoord wordt verklaard en verdedigd als een centrale stelling. In
deze vorm is het op zijn best een slogan: Wat is betekenis? Wat is het,
expressies gebruiken en begrijpen? Wat zijn conventies en sociale normen
eigenlijk? Hoe bepaalt het gebruik en het begrip betekenis? Het doel van
het proefschrift is het beantwoorden van deze vragen.

In hoofdstuk 1 wordt het project waarin deze vragen aan bod komen,
uitgelegd en gemotiveerd. De theorieën worden verdeeld in drie basistypes
(of paradigma’s). Er wordt onderscheid gemaakt tussen sociale normen en
conventies en er wordt een voorwaarde gesteld voor een adequate theorie.
Op basis van deze voorwaarde kunnen we dit soort theorieën evalueren.

In hoofdstuk 2 wordt een volgende stelling onderzocht die van belang
is voor de adequaatheid van dit soort theorieën: de zogenoemde stelling
van de “normativiteit van betekenis”. Als een expressie iets betekent, dan
zou men deze expressie op een bepaalde manier gebruiken en begrijpen. De
stelling wordt onder voorbehoud geaccepteerd.

In hoofdstuk 3 wordt het project verdedigd tegen een fundamentele
tegenwerping van Donald Davidson. Volgens hem zijn conventies op een
bepaalde manier niet essentieel voor betekenis.
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In de hoofdstukken 4 tot en met 9 worden de theorieën van de drie
paradigma’s kritisch besproken:

• Signaal spelen: Op dit moment zijn theorieën van het eerste paradigma
onderwerp van actief onderzoek in de speltheorie. Volgens deze zijn taal-
gebruikers actoren die, of als sprekers observeren en dan een signaal geven,
of als luisteraars de signalen observeren waarna ze op typische manieren rea-
geren. Er zijn twee standaard interpretaties van dit soort theorieën. Volgens
de rationele interpretatie overwegen actoren welk signaal te geven en hoe
te reageren op een observatie. Volgens de alternatieve interpretatie hebben
de actoren de dispositie om te signaleren en daarop te reageren op dezelfde
manier als waarop de dispositie wordt gerealiseerd (ze zijn kenmerkend voor
het resultaat van het leren).

• Actuele taal relaties: Theorieën van het tweede paradigma gelden als stan-
daard in de analytische filosofie. Als bouwstenen gebruiken zij taaltheorieën
van het soort dat taalkundigen ontwikkelen. Zo’n soort bouwsteen is gerela-
teerd aan de sociale praktijken van het taalgebruik in een gemeenschap.

• Evolutionaire theorieën: Theorieën van het derde paradigm vatten taal op
als een cluster van conventionele gedragingen die evolutionair in het voordeel
zijn (in de brede zin van het woord “evolutie”, inclusief cultuur en biologie).
Een belangrijke vertegenwoordiger van zo’n theorie is Ruth Millikan.

In de hoofdstukken 4 tot en met 6 worden de recente theorieën van de
eerste twee paradigma’s besproken (meestal in een rationele interpretatie);
deze gaan terug op het werk van David Lewis. Er worden verschillende
problemen geconstateerd die moeilijk zijn op te lossen. Ik pleit voor een
theorie van het derde paradigma. Deze theorieën worden in de hoofdstukken
7 tot en met 9 besproken.

In hoofdstuk 7 worden de theorieën van Ruth Millikan en Simon Hut-
tegger geëvalueerd, waarbij de laatste een evolutionaire theorie van signaal-
spellen is. Daarbij worden enige problemen en beperkingen geconstateerd.
Een van de problemen is dat een adequate theorie over sociale normen ont-
breekt.

In hoofdstuk 8 wordt een theorie over sociale normen ontwikkeld. Zo’n
theorie is nodig om de stelling “normativiteit van betekenis” te onder-
bouwen. Op basis van deze theorie wordt, alhoewel niet volledig, één van
de centrale vragen van dit proefschrift beantwoord.

In hoofdstuk 9 wordt een alternatieve conventionalistische theorie ont-
wikkeld. Deze theorie maakt gebruik van de theorie van conventies van
Millikan, van mijn theorie over sociale normen, en van een nieuwe bepaling
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van communicatie die het mogelijk maakt woorden direct betekenissen toe
te kennen. Mijn alternatieve theorie realiseert een unieke combinatie van
positieve kenmerken die hem daardoor relatief gezien beter maken dan de
alternatieve conventionalistische theorieën die in dit proefschrift besproken
worden.

In hoofdstuk 10 worden de belangrijkste stellingen van het proefschrift
samengevat en worden vragen voor toekomstig onderzoek opgesomd.





Abstract

This dissertation is a contribution to the philosophy of language. Its central
question is: In virtue of which facts do linguistic expressions mean what they
do? E.g. why does “apple” mean apple in English? The question receives
a systematic answer; in short: Linguistic expressions mean what they do
because among their users, there are linguistic conventions and social norms
to use and understand them in certain ways.

The answer is clarified and defended as a central thesis. For in this form,
it is at best a slogan: What is meaning? What is it to use and understand
expressions? What are conventions and social norms anyway? How does
the use and understanding determine meaning? The goal of the dissertation
consists in answering these questions.

In chapter 1, the project these questions belong to is explained and
motivated. Three basic types (or paradigms) of accounts are distinguished,
a distinction between conventions and social norms is introduced, and an
adequacy condition is proposed. Thereby we’re in a position to evaluate
such theories.

In chapter 2, a further thesis is examined which is important for the
adequacy of such theories: The so-called “normativity of meaning” thesis:
If an expression means something, then there is an ought concerning its use
and understanding. With an important restriction, the thesis is accepted.

In chapter 3, the project is defended against a fundamental objection
from Donald Davidson according to which conventions are in a sense not
essential for there to be meaning.

In the subsequent chapters 4 to 9, theories of the three paradigms are
critically discussed:
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• Signaling Games: Theories of the first paradigm are a topic of active research
in game theory today. According to them, language users are agents that
either, as speakers, make observations upon which they send a signal or, as
hearers, observe the signals upon which they react in typical ways. There are
two standard interpretations of such theories. According to the rationalistic
one, agents deliberate about which signal to send and how to react upon
observing one. According to the alternative interpretation, agents are dis-
posed to exhibit signaling behavior, however their dispositions are realized
(typically they result from learning).

• Actual Language Relations: Theories of the second paradigm are considered
to be the standard in analytic philosophy. As a building block they use
linguistic theories of the kind linguists develop. Such a building block is
related to the social practices of language use in a community.

• Evolutionary Theories: Theories of the third paradigm conceive of language
as a bag of conventional behaviors which are evolutionary beneficial (in the
wide sense of “evolution” which includes culture and biology). An important
exponent of such a theory is Ruth Millikan.

In chapters 4 to 6, current theories of the first two paradigms are dis-
cussed (mostly under a rationalistic interpretation); they go back to David
Lewis. Several problems are observed which are difficult to solve. Conse-
quently, I plead for a theory of the third paradigm. In chapters 7 to 9,
accounts of the third paradigm are discussed.

In chapter 7, Ruth Millikan’s and Simon Huttegger’s accounts are eval-
uated, the latter being an Evolutionary Signaling Games theory. Problems
and limitations are observed. Among the problems is the lack of an adequate
account of social norms.

In chapter 8, an account of social norms is developed as it is required for
the “normativity of meaning” thesis. Thereby, one of the central questions
of this thesis is answered, albeit not completely.

In chapter 9, an alternative conventionalist account is developed using
Millikan’s account of conventions, my account of social norms, and a new
description of communication which allows us to assign meanings to words
directly. The account features a unique combination of characteristics that
make it comparably better than the alternative conventionalist accounts
discussed in this thesis.

In chapter 10, the main claims of the dissertation are summarized to-
gether with a list of questions for future research.
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