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Chapter 1

Introduction

The focus and main contribution of this thesis is the understanding of the mech-
anisms underlying correspondence and canonicity, and their application to the
development of a uniform correspondence and canonicity theory for a wide fam-
ily of non-classical logics which includes but is not limited to regular distributive
modal logics, and bi-intuitionistic modal mu-calculus. Uniformity is the critical
feature of our results, and it is made possible by our methodology, which cru-
cially relies on algebraic and order-topological notions and tools. In the present
introduction, we give a brief overview of correspondence and canonicity theory
in the basic setting of the normal modal logic K, followed by a discussion which
motivates the results in the thesis in the light of previous relevant results. We as-
sume the reader to be familiar with the basic semantics of modal logic, including
its algebraic semantics.

Modal logics are an important class of logics other than classical logic. In their
modern form they were introduced in the 1930s, as enriched formal languages in
which one can express and reason about modes of truth, e.g., the possible, nec-
essary, usual or past truth of propositions [I19]. Syntactically, the language of
modal logic is an expansion of classical propositional logic with new connec-
tives, so as to have formulas such as Ly or O, the intended meaning of which
respectively is ‘@ is necessary/obligatory/always true in the past...’” and ‘p is
possible /permitted /sometimes true in the past...’. Modal logics are widely ap-
plied in fields as diverse as program verification in theoretical computer science
[91], natural language semantics in formal philosophy [18], multi-agent systems
in AI [71], foundations of arithmetic [4], game theory and economics [I31], and
categorization theory in social science [132].We refer to [30, [16], 41] as standard
textbooks on modal logic, and to [80] for an excellent overview of the historical
development of the mathematical theory of modal logic.

Relational semantics. The key to the success of modal logic is the peculiar
but natural way it is interpreted in relational structures, paired with the ubiquity
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of these structures in science and philosophy. A relational structure, also called a
Kripke frame in honour of Saul Kripke who introduced this interpretation [10§],
consists of a non-empty set (the domain) and a collection of relations (possibly of
different arity). The basic version of this notion is given by structures (W, R) with
non-empty domain W and one binary relation R. When regarded as interpreta-
tions for modal formulas, relational structures typically represent an environment
or system which is subject to variation in some respects. The domain W should
be thought of as the collection of all the alternative states of affairs allowed by
the system. Elements in W can then stand for, e.g. the stages of a process
evolving through time, parallel realities, conceivable alternatives over the same
scenario due to insufficient knowledge, misperception, etc. The relation R should
be thought of as specifying, e.g., the allowed transitions in the evolution of the
system, the number of alternatives over a situation which are still entertained
by an agent, etc. The contingent aspects of the system or environment under
consideration are encoded by a waluation function V', assigning subsets of the
domain to propositional variables, effectively telling us which pieces of atomic
information hold at which states in the system. A relational structure with a
valuation, or Kripke model, (W, R, V') can obviously be seen as a relational struc-
ture (W, R, {V(p) | p € Prop}) with V(p) being a unary predicate for each atomic
proposition p. Thus both relational structures and Kripke models can serve as
models for classical first- and second-order logic.

The theory of relational semantics for modal logic was further developed by
Kripke in [109], where he introduced an explicit accessibility relation, and gave a
semantic interpretation of normal modal logics S4 and S5 using this relation. In
[111] and [110], Kripke extended the relational semantics to non-normal modal
logics and first-order modal logics, respectively. Another important contribution
is due to Lemmon and Scott [I18], who introduced canonical models. A classic
monograph from this period is An FEssay in Classical Modal Logic by Segerberg
[139].

It is important to emphasize that the perspective offered on relational struc-
tures by modal logic differs from that of classical languages in certain important
respects: firstly, modal logic is intrinsically local. A modal formula is interpreted
at a given point in a structure or Kripke model, and its truth value is unaffected
by what happens in the model further than a certain number of relational steps
away from this point. Secondly, modal semantics differentiates between abso-
lute and contingent information. In a Kripke model, the accessibility relations
represent the invariant “structure of possibility”, while the propositional valua-
tion represents the truth value of pieces of contingent information across these
possibilities. Thirdly, modal logic operates on at least two different levels: on
models, where only one particular distribution of contingent information is taken
into account, and on Kripke frames (relational structures) where implicitly all
contingencies are universally quantified.



Correspondence and Canonicity. Correspondence theory arises as the sub-
field of the model theory of modal logic aimed at answering the question of how
precisely these languages — modal, first-order, second-order, and possibly oth-
ers — interact and overlap in their shared semantic environment. Modal logic
inhabits a sphere somewhere between first and second-order logic. Over mod-
els, modal languages constitute well-behaved fragments of first-order languages.
An important result is the characterization of modal logic as the bisimulation-
invariant fragment of first-order logic by van Benthem [I3]. On the other hand,
a modal formula is valid on a frame if it is true under all possible valuations.
Validity thus involves quantification over all subsets of the domain — clearly a
second-order notion — making modal languages expressive fragments of universal
monadic second-order logic when interpreted over relational structures. However,
many of these second-order conditions are in fact equivalent to simple first-order
ones. Further natural questions thus arise: which properties, as expressed in a
given classical logic, are expressible by means of modal formulas? Which modal
formulas express elementary (i.e. first-order definable) properties of relational
structures? Modal correspondence theory over frames — which is the focus of
this thesis — seeks answers to these questions.

Being able to compare modal logic to classical logic brings several benefits
to both logics: fragments of first-order logic inherit the good computational be-
haviour of modal logic, and conversely the theory of first-order logic (e.g. compact-
ness and Lowenheim-Skolem theorems) and many existing automated proof tools
may be made applicable to modal languages. Correspondence theory, broadly
understood, has become a standard modus operandi in such fields as program
verification, where different logical languages are interpreted over the same struc-
tures so that e.g. decidability of one logic can be bounded by the decidability
of the other. Besides these technical aspects, there are also additional benefits:
indeed, correspondence theory, on the frame level, acts as a meta-semantic tool
which makes it possible to understand the meaning of a modal axiom in terms of
the first-order condition expressed by its correspondent. For example, the modal
axiom ¢p — p can be understood as the ‘reflexivity’ axiom, and O0Op — Op as
the ‘transitivity’ axiom. This understanding has significantly improved the intu-
itive appeal of modal logic, and hence has broadened its applicability outside its
traditional target areas, and is now also being adopted e.g. in the social sciences.

The line of research in correspondence theory which concerns the present the-
sis is Sahlqvist correspondence theory. The best known result in this area was
achieved by Sahlqvist [I36], and involves the syntactic characterization of a class
of formulas in the basic modal language (the so-called Sahlquist formulas) which
are guaranteed to express elementary conditions which are effectively computable
from the given modal formula. Prior to Sahlqvist’s result, other examples of cor-
respondence for less general classes of formulas existed in the literature. The
earliest examples are due to Jénsson and Tarski [98, [99], who proved correspon-
dence results for particular cases of reflexivity, symmetry and transitivity on a
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complete Boolean algebra with operators using algebraic methods. Modal reduc-
tion principles (MRPs) are modal formulas of the form Mp — Np, where M, N
are (possibly empty) sequences of modal operators. They were introduced by
Fitch [67] who showed that MRPs of the form[] 0°p — Np and Mp — [p have
the corresponding first-order properties. This work was extended by van Benthem
[9], independently of Sahlqvist, to show that MRPs of the form Q‘(1p — Np are
elementary. In [10], van Benthem provided a complete classification of the MRPs
that define first-order properties on frames. Goldblatt [83, 84] showed that an
axiom schema devised by Lemmon and ScottE] [TT8] corresponds to an elementary
frame condition. For a more extensive survey, we refer to the Handbook chapter
on Correspondence theory by van Benthem [13].

The effective computation of the elementary condition corresponding to a
Sahlqvist formula takes the form of an algorithm, known as the Sahlqvist-van
Benthem algorithm. The focus on the algorithmic approach to correspondence has
gained momentum in recent years. Notable examples are the algorithms SCAN
[72], DLS [147] and SQEMA [48]. SCAN is a resolution-based algorithm and
can successfully compute the first-order frame correspondent of every Sahlqvist
formula. The same is true of DLS, which, in contrast, is based on the Ackermann’s
lemma [2]. The algorithm SQEMA was designed specifically for modal logic,
and computes first-order frame correspondents for all inductive formulas. Like
Sahlqvist formulas, inductive formulas [89] are syntactically defined, and form a
class which properly extends the class of Sahlqvist formulas.

Sahlqvist canonicity provides “the other half” of Sahlqvist theorem. It states
that every Sahlqvist formula is canonical, and hence axiomatizes a modal logic
which is complete with respect to the elementary class of frames defined by its
first-order correspondent. The original proof of canonicity of Sahlqvist formulas is
due to Sahlqvist [136], and uses canonical frames. Correspondence and canonicity
together establish that Sahlqvist logics are semantically complete with respect to
first-order definable classes of relational structures. We will expand more on the
algebraic approach to canonicity later in this chapter. Before moving on to that,
we present a brief overview of algebraic methods in modal logic.

Algebraic methods in modal logic. Before the introduction of relational
semantics for modal logic, algebras were the main semantic tool for modal logic
(cf. e.g. the work of Lemmon [I16], 117]). The origins of algebraic methods in
logic can be traced back to the pioneering work of Boole in 1840s [33], who intro-
duced ‘laws of thought’ as an algebraic system. This led to the axiomatization
of Boolean algebras, which provide algebraic semantics for classical propositional
logic. In his celebrated work [142], Stone proved a representation theorem and

100 is the empty sequence, ! = O, 0T = OO [0 is defined similarly.

2Given a pair n = (n1,...,n,) and m = (my,...,my) of k-tuples of natural numbers, the
Lemmon-Scott axiom o is the formula ¢™100"p; A ... A Q™ 0% pr — a(p1,...,pk), where
a(p1,...,pr) is a positive modal formula.



duality for Boolean algebras. Stone’s result inspired McKinsey and Tarski to
prove a representation theorem for closure algebras (i.e., S4-algebras) [123]. Clo-
sure algebras naturally generalize to Boolean algebra with operators (BAOs), or
modal algebras, which provide algebraic semantics for normal modal logics. In
their seminal work [98, [99], Jénsson and Tarski proved a representation theorem
for BAOs. Interestingly enough, their main motivation was not the application
of this theory to modal logic, but to other families of BAOs, namely relation
algebras [148] and cylindric algebras [114].

Until 1970s, existing results in algebraic logic such as Jonsson and Tarski’s
were not explicitly applied to modal logic. However, the appearance of frame
incompleteness results shifted the attention of modal logicians to algebraic meth-
ods. The first frame incompleteness result was due to Thomason [149], who
constructed an incomplete temporal logic. Other examples of frame incomplete
modal logics appeared in papers by Fine [65] and van Benthem [11]. An important
contribution of the algebraic approach to modal logic is the work of Blok [311, 32],
who investigated the degree of incompleteness of modal logics by studying lattices
of varieties of BAOs.

The unification of the algebraic and the relational approaches to modal logic
began with the work of Thomason [I50] who developed a duality between the
categories of frames with p-morphisms and complete BAOs with homomorphisms
preserving arbitrary meets. This was followed by the influential work of Gold-
blatt [83], 84], who proved a full duality between the categories of BAOs with
homomorphisms preserving finite meets and descriptive general frames with p-
morphisms. In [79], Goldblatt generalized his duality result to BAOs with an
arbitrary similarity type. Sambin and Vaccaro [I37] proved a topological version
of the duality for BAOs using modal spaces.

The use of algebraic methods in modal logic also extends to Sahlqvist theory.
Jonsson and Tarski [98] study canonicity in the context of canonical extensions as
preservation of term identities under the construction of canonical extension. In
particular, the canonicity for simple Sahlqvist formulas (cf. Page[24]for definition)
follows from their preservation result. Moreover, as mentioned earlier, they also
prove correspondence results for particular examples of reflexivity, symmetry and
transitivity using algebraic methods in [98]. In [I35], de Rijke and Venema define
Sahlqvist identities in BAOs with an arbitrary similarity type, and show that
they are elementary and canonical.

Three approaches to algebraic Sahlqvist theory. Below, we expand on
three prominent algebraic and order-topological approaches to Sahlqvist theory
in the literature, which are particularly relevant to this thesis, and can be respec-
tively traced back to Sambin and Vaccaro [138], Jénsson [97], and Ghilardi and
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Figure 1.1: Canonicity-via-correspondence

Meloni [77]]

Using order-topological methods, Sambin and Vaccaro [I38] gave a simpler
proof of Sahlqvist canonicity than the original one in [136]. Their strategy, com-
monly referred to as canonicity-via-correspondence, makes use of the existence of
a first-order correspondent for any given Sahlqvist formula in the first-order lan-
guage of the underlying frame. The first crucial observation is that the truth of a
first-order sentence in a Kripke frame, seen as a relational model, is independent
of the assignment being admissible or arbitrary, as illustrated by the horizontal
bi-implication in Figure [I.I} Secondly, it is also important to note that the syn-
tactic shape of the Sahlqvist formulas guarantees that the vertical bi-implication
on the right hand side of the diagram (G* IF ¢ < G* F FO(¢p)) holds. These two
main observations ensure that the canonicity result follows. An important step in
Sambin and Vaccaro’s proof is a celebrated result of Esakia’s (the Esakia lemma)
[64], which crucially makes use of the compactness of the underlying topological
space. Goranko and Vakarelov [89] extended Sambin and Vaccaro’s canonicity-
via-correspondence strategy to prove the canonicity of inductive formulas.

The second approach to Sahlqvist canonicity was introduced by Jénsson [97]
extending techniques in [98], and heavily relying on the theory of canonical ex-
tensions [98], [74] [73]. The specific feature of this methodology is that it does not
make use of the fact that Sahlqvist formulas have a first-order correspondent.
The proof strategy is illustrated in Figure [I.2] and can be briefly summarized as
follows. A modal inequality ¢ < 1) is canonical if the following implication holds
for every modal algebraf] A

AEp<y = A Ep<y

where A% denotes the canonical extension of A. The implication above can be
equivalently restated as follows:

) )
S e

3By definition, proving that a given modal formula is canonical means proving that its
validity transfers from any descriptive general frame to its underlying Kripke frame.

4A modal algebra is a Boolean algebra with a unary operation which preserves finite and
empty join.
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Figure 1.2: Jonsson-style algebraic canonicity

where ©* and @Aa (resp. ¥* and @Z)Aé) denote the term maps induced by ¢ (resp.
1) on A and A’ respectively, and the inequalities are interpreted pointwise.
Assuming ¢* < *, in order to prove goM < wAé, Jonsson’s strategy is based on
proving the following chain of inequalities holds:

P < (M) < (P <P,

where (¢®)° and (¢*)7 respectively denote the o-extensions of the term maps
¢ and ¥*. The first and third inequalities are obtained as a consequence of the
order-theoretic properties of the term maps ¢* and ¢*, which are in their turn
guaranteed by the syntactic shape of ¢ and .

Following the methodology introduced in [97], Gehrke, Nagahashi and Venema
[75] proved the canonicity of Sahlgvist inequalities in distributive modal logic.
Also, in [59], Dunn, Gehrke and Palmigiano proved completeness via canonicity
for a finite collection of inequalities axiomatizing fragments of certain well-known
substructural logics.

The third approach to canonicity, independent of Jénsson’s, is due to Ghilardi
and Meloni [77], and provides a constructive proof of canonicity in the setting of
intermediate and intuitionistic modal logics. This environment is constructive in
the sense that it is based on filter- and ideal-completions in place of canonical
extensions, dually arising from set-based structures. Unlike canonical extensions,
these completions are not required to “have enough points”, and hence they pro-
vide a mathematical environment supporting an intuitionistic metatheory. This
approach has been later generalized by Suzuki for the canonicity of substructural
and lattice-based logics [144], [146] and posets [145]. We summarize the three ap-



8 Chapter 1. Introduction

proaches to algebraic canonicity, along with the two main themes investigated in
this thesis, in Figure [1.3]

Similarities and differences: towards unification. Jénsson’s proof strat-
egy is similar to Ghilardi and Meloni’s in the use of algebras instead of set-based
models, and is similar to Sambin and Vaccaro’s in its use of “non-constructive”
algebras endowed with topological structures as a tool for canonicity. Moreover,
both Jénsson and Ghilardi and Meloni treat canonicity independently of corre-
spondence. However, in contrast to Ghilardi and Meloni and similarly to Sambin
and Vaccaro, Jonsson’s environment is point-set, in the sense that it uses points
of the original algebra to obtain its canonical extension. In addition, the proof of
canonicity of Sahlqvist formulas/inequalities following Jénsson’s strategy does not
straightforwardly generalize to inductive formulas/inequalities. This contrasts
with the canonicity-via-correspondence approach, which smoothly transfers from
the Sahlqvist to the inductive case.

In recent work [159, [129], we give a proof of algebraic canonicity of inductive
formulas/inequalities using a combination of Jénsson’s and Sambin and Vaccaro’s
strategies. It would be interesting to extend Ghilardi and Meloni’s constructive
proof for canonicity to inductive formulas — possibly, using techniques from
Sambin and Vaccaro’s strategy.

Subsequent results. Other results in correspondence and canonicity theory
have been contributed by many different authors, and concern polyadic modal
logic [85, 88], graded modal logic [I53], hybrid logic [87, 37, 43] monotone modal
logic [93], positive modal logic [39], relevant modal logic [140], substructural log-
ics [I13], 144], many-valued modal logic [104], modal mu-calculus [I7, 27] and
coalgebraic modal logic [120, [55].

Unified correspondence theory. The contributions of the first part of the
present thesis belong to unified correspondence theory, a very recent line of re-
search which provides a uniform methodological setting accounting for extending
the existing Sahlqvist-type results to the logics mentioned aboveﬂ Unified corre-
spondence takes the discrete duality between perfect algebras and the relational
semantics of a given logic as its starting point, and regards the phenomenon of
correspondence as a by-product of this duality. The two main tools introduced by
unified correspondence are: a uniform identification of the Sahlqvist, Inductive
and Recursive class for every logic, which is based on the order-theoretic prop-
erties of the interpretation of the logical connectives, and the algorithm/calculus
for correspondence ALBA[

5The coalgebraic setting is not yet accounted for by the unified correspondence theory.
SALBA is the acronym of Ackermann Lemma Based Algorithm.
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Figure 1.3: Canonicity strategies

A fundamental precursor of ALBA is the SQEMA algorithm [48] for classi-
cal normal modal logic. Indeed, two fundamental features that ALBA inherits
from SQEMA are its being based on the Ackermann’s lemma, and its taking
modal formulas as input. Like ALBA, SQEMA is a calculus of rewrite rules,
and succeeds in computing the first-order frame correspondent of all inductive
formulas in classical (i.e. Boolean) normal modal logic. In [48], it is shown
that all SQEMA-reducible formulas are canonical by means of a canonicity-via-
correspondence argument. The soundness of the SQEMA rewrite rules is intended
to be checked on relational structures. In contrast, the soundness of the ALBA
rules is checked on perfect algebras, a setting which naturally supports the inter-
pretation of an expanded language containing the syntactic adjoints and residuals
of all connectives.

The first paper in the unified correspondence line proper is [50], in which the
ALBA algorithm has been introduced for the language of Distributive Modal
Logic (DML), a modal logic framework with the logic of distributive lattices as its
propositional base. ALBA is sound on perfect DML-algebras, which are the dual
counterparts of DML-frames, and uniformly succeeds on the class of inductive
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DML-inequalities (i.e. the counterparts of the inductive formulas of [89]), proven
to be canonical again by means of a canonicity-via-correspondence argument.
Methodologically, as hinted at early on, the dualities and adjunctions between
the relational and the algebraic semantics of DML make it possible to distil the
order-theoretic and algebraic significance of the SQEMA reduction steps from the
model-theoretic setting, and hence to recast them into an algebraic setting more
general than the Boolean one. This can be extended even further, namely to
general (i.e. not necessarily distributive) lattices [51]. These results make it clear
that correspondence results can be formulated and proved abstracting away from
specific logical signatures, and only in terms of the order-theoretic properties of
the algebraic interpretations of logical connectives. Hence, these results set the
stage for the research program referred to as unified correspondence theory.

A specific feature of the unified correspondence approach is that correspon-
dence results can be adapted to possibly different semantic environments for one
and the same given logic. This is effected via enforcing a neat separation between:
(a) the algorithmic reduction, which is effected via the manipulation of inequal-
ities and quasi-inequalities of a certain quantified propositional language which
expands the primitive given one, and (b) the translation of the fragment of this
expanded language free of atomic propositions into the correspondence language
associated with the given semantic environment. Another crucial feature of this
approach is that the syntactic identification of the Sahlqvist/Inductive class of
formulas/inequalities is a positive classification, since it is given in terms of the
order-theoretic properties of the interpretation of the logical connectives. This
contrasts with previous approaches in the literature to generalizing the syntactic
identification of such classes, which were either extensional, and hence limited to
a specific setting, or were given in terms of a negative classification (forbidden
configurations of connectives). Both these approaches proved not amenable to be
naturally extended to different logical settings.

The success and outreach of this theory manifest itself also in the fact that
the algorithm ALBA can be modularly adapted to various settings. In this the-
sis we extend the algorithm ALBA to regular modal logic and bi-intuitionistic
modal mu-calculus in Chapters 4 and 5, respectively. Moreover, in Chapter 6,
we introduce an enhanced version of ALBA to prove canonicity in the presence
of additional axioms (i.e. relativized canonicity) for a class of inequalities in dis-
tributive lattice expansions. The setting of regular modal logic, in which the
modal operators are non-normal, provides an appropriate mathematical environ-
ment to investigate the scope of the theory of unified correspondence. With the
development described in Chapter 4, the state-of-the-art in correspondence the-
ory transfers to non-normal (regular) modal logic on a non-modal base naturally
interpreted on bounded distributive lattices. The setting of fixed-point opera-
tors over an intuitionistic base is mathematically quite rich and powerful. The
unified correspondence approach described in Chapter 5 allows us to develop cor-
respondence theory for fixed-point operators in a uniform and systematic way by
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studying the preservation of order-theoretic properties from certain terms G(x)
to pux.G(x) (resp. ve.G(x)).

In addition to the results presented in this thesis, the unified correspondence
framework covers a range of other logics — including substructural logics [51],
hybrid logic [54], and monotone modal logic [128]. In [44], ALBA developed
for mu-calculus is used to prove canonicity for two classes of mu-inequalities.
Other applications include the identification of syntactic shapes of axioms which
can be translated into well-performing structural rules of a display calculus [90].
Recent work [159] [129] extends the Jonsson-style proof of canonicity [97, [75] to
the inductive formulas in DML. As mentioned early on, the techniques in [97, [75]
do not trivially generalize to the inductive formulas. This proof makes use of
ALBA in a novel way which, interestingly, does not involve correspondence, thus
bringing together the two algebraic approaches to Sahlqvist theory.

Duality and canonicity for compact Hausdorff spaces. The second part
of the thesis focusses on order-topological methods for correspondence and canon-
icity. Dualities in mathematics refer to back-and-forth mappings between classes
of mathematical objects, thereby inducing a translation of their properties. An
important example is the celebrated Stone duality [142] between Boolean algebras
and Stone space{]. Other notable examples include Priestley duality [133] 134]
between distributive lattices and Priestley spacesﬂ and Esakia duality [64] between
Heyting algebras and Esakia space{’} In logic, dualities play an important role
as they establish a connection between the syntactic or algebraic, and semantic
or spatial perspectives to logic.

In case of Stone spaces, while compactness and Hausdorffness are quite stan-
dard topological properties, having a clopen basis is a very specific property. This
reasoning led de Vries [57] to establishing a new duality between what we now
call de Vries algebras, that is, complete Boolean algebras with a binary relation
<, and compact Hausdorff spaces (cf. Figure [I.4). A motivating example for
a de Vries algebra is the complete Boolean algebra of the regular open sets of a
compact Hausdorff space, with U < V' if the topological closure of U is contained
in V. Isbell [95] developed a duality between compact regular frames, that is,
complete distributive lattices satisfying additional conditions and compact Haus-
dorff spaces. The lattice of open sets of a compact Hausdorff space is an example
of a compact regular frame. Other dualities for compact Hausdorff spaces include
Gelfand-Naimark duality [76] using commutative C*-algebras, Kakutani-Yosida
duality [101], 102, [157] using vector lattices and Jung-Siinderhauf duality [100]
using proximity lattices.

TA Stone space is a compact and Hausdorff spaces with a basis of clopen (both closed and
open) sets.

8A Priestley space is a partially ordered Stone space (X, <) in which, whenever z < y, there
is a clopen up-set U such that z € U and y ¢ U.

9An Esakia space is a Priestley space in which the down-set of each clopen set is clopen.
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Stone duality was extended in a different direction to a duality between modal
algebras and modal spaces [08, [83], 84], [137]. Modal spaces are Stone spaces with
a special binary relation. This duality is commonly referred to as the Jénsson-
Tarski duality. From the algebraic completeness for modal logic, it is well-known
that modal logics are complete with respect to modal algebras (see, e.g., [30),
Chapter 5]). As a consequence of the Jénsson-Tarski duality, every axiomatic
system of modal logic is complete with respect to modal spaces. This duality is
central to modal logic, and moreover, many problems in the area of modal logic
have been resolved using the aforementioned duality e.g., Kripke incompleteness
[31], 2], interpolation [122] .

In Chapter [7] of the thesis we prove a “modal-like” alternative to de Vries
duality for compact Hausdorff spaces. In particular, we show that the category of
de Vries algebras is dual to the category of Gleason spaces, which are extremely
disconnected spaces with a closed irreducible equivalence relation. The proof
involves the characterization of properties of the relation on compact Hausdorff
spaces corresponding to the axioms on de Vries algebras. It also leads to the
problem of developing a topological correspondence theory — similar to modal
correspondence theory — which characterizes formulas which have an elementary
frame correspondent over topological spaces.

The research program of extending the dualities for compact Hausdorff spaces
to the modal case was initiated in [24]. To this end, modal compact Hausdorff
spaces (MKH-space) — which are compact Hausdorff spaces with a binary re-
lation satisfying additional conditions — are defined as natural generalizations
of modal spaces. In the same paper, modal operators on de Vries algebras and
compact regular frames are introduced, and both Isbell and de Vries duality are
extended to the modal cases. In [23], a choice-free proof of the equivalence be-
tween modal compact regular frames and modal de Vries algebras is presented.
The authors also study logical aspects of MKH-spaces and prove a Sahlqvist
canonicity theorem in [24]. In [27] a Sahlqvist correspondence and canonicity re-
sult is proved for the modal mu-calculus in the zero-dimensional setting of modal
spaces. We extend this line of research in Chapter [§ by studying canonicity
for Sahlqvist formulas in the language of positive modal fixed-point logic over
MKH-spaces. The proof involves Esakia’s lemma for compact Hausdorff spaces
and follows the Sambin-Vaccaro proof strategy as discussed earlier. The study
of fixed point semantics over topological spaces can be used for applications in
in topological epistemic logic [19, 28] or region-based theories of space [7]. Fi-
nally, it would also be interesting to develop unified correspondence methods for
MKH-spaces.

We mention two other related areas of research which are not covered in this
thesis. The first concerns the relationship between canonicity and elementarity.
A logic is determined by a class of frames if it is sound and complete with respect
to that class. Fine’s theorem [66] states that if a modal logic is determined by
some elementary class of frames, then it is canonical. It was shown by Goldblatt,
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Hodkinson and Venema [82] [81], however, that the converse of Fine’s theorem
does not hold.

The second topic of research related to Sahlqvist theory is Kracht’s theory
[T06], or inverse correspondence. Kracht’s theory is aimed at characterizing
classes of first-order formulas each of which corresponds to some Sahlqvist for-
mula. Kracht’s theorem states that any Sahlqvist formula locally corresponds to
a Kracht formula; and conversely, every Kracht formula is a local first-order cor-
respondent of some Sahlqvist formula which can be effectively obtained from the
Kracht formula (cf. [30, Theorem 3.59]). This result is improved in [103] where
a syntactic characterization is given to the first-order formulas which correspond
to inductive formulas, defined in [89]. Recently, inverse correspondence has been
used for query answering in database theory [160].

1.1 Outline of chapters

We present a brief overview of the contents of the thesis below.

Chapter[2. We give preliminaries on basics of modal logic, Sahlqvist correspon-
dence theory including syntactic classes and algorithmic strategies, and duality
and canonicity.

Chapter We present an introductory algebraic treatment of the well-known
Sahlqvist correspondence theory for classical modal logic. The crucial feature
of our algebraic account is that it highlights the order-theoretic conditions that
guarantee the applicability of the reduction strategies for the elimination of the
second-order variables. Further related to this, the algebraic proofs throw light
in particular on adjunction as a fundamental ingredient of the order-theoretic
conditions — a fact which is not easily recognizable in the model-theoretic account
of Sahlqvist correspondence. This chapter is based on [52].

Chapter [4. We extend unified correspondence theory to Kripke frames with
impossible worlds and their associated regular modal logics. These are logics the
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modal connectives of which are not required to be normal: only the weaker prop-
erties of additivity OzV Oy = ¢(xVy) and multiplicativity Oz AOy = O(zAy) are
required. Conceptually, it has been argued that the lack of necessitation makes
regular modal logics better suited than normal modal logics for the formalization
of epistemic and deontic settings. Our contributions include: the definition of
Sahlqvist inequalities for regular modal logics on a distributive lattice proposi-
tional base; the adaptation of the algorithm ALBA to the setting of regular modal
logics on two non-classical (distributive lattice and intuitionistic) bases; the proof
that the adapted ALBA is guaranteed to succeed on a syntactically defined class
which properly includes the Sahlqvist one; finally, the application of the previous
results so as to obtain proofs, alternative to Kripke’s, of the strong completeness
of Lemmon’s epistemic logics E2-E5 w.r.t. elementary classes of Kripke frames
with impossible worlds. This chapter is based on [130].

Chapter We extend unified correspondence theory to modal mu-calculi with
a non-classical base. We focus in particular on the language of bi-intuitionistic
modal mu-calculus, and we enhance ALBA [50] for the elimination of monadic
second order variables, so as to guarantee its success over a class including the
Sahlqvist mu-formulas defined in [17].

The soundness of this enhancement follows from the order-theoretic properties
of the algebraic interpretation of the fixed point operators. We define the class
of recursive mu-inequalities based on a positive order-theoretic classification of
connectives, and justify that it projects onto the Sahlqvist mu-formulas [17].
Finally, we prove that the enhanced ALBA is successful on all recursive mu-
inequalities, and hence that each of them has a frame correspondent in first-order
logic with least fixed points (FO + LFP). This chapter is based on [45]. The part
on mu-calculus dealing with order-theoretic properties of fixed point operators is
a thoroughly revised and amended version of the story appearing in the master
thesis of Yves Fomatati [68], which turned out to be either too weak, or with

gaps.

Chapter 6. We generalize Venema’s proof of the canonicity of the additivity
of positive terms [I54], from classical modal logic to the logic of distributive lat-
tice expansions (DLE). Moreover, using a suitable enhancement of the algorithm
ALBA, we prove the canonicity of certain syntactically defined classes of DLE-
inequalities (called the meta-inductive inequalities), relative to the structures in
which the formulas asserting the additivity of some given terms are valid. This
chapter is based on [53]

Chapter [7. We introduce the concept of a subordination, which is dual to the
concept of the so-called precontact relation on a Boolean algebra. We develop
a full categorical duality between Boolean algebras with a subordination and
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Stone spaces with a closed relation, thus generalizing the results of [5§]. We
introduce the concept of an irreducible equivalence relation, and that of a Gleason
space, which is a pair (X, R), where X is an extremally disconnected compact
Hausdorff space and R is an irreducible equivalence relation on X. We prove
that the category of Gleason spaces is equivalent to the category of compact
Hausdorff spaces, and is dually equivalent to the category of de Vries algebras,
thus providing a “modal-like” alternative to de Vries duality. This chapter is
based on [70].

Chapter We study topological fixed point logic, by which we mean a fam-
ily of fixed-point logics that admit topological interpretations, and where the
fixed-point operators are evaluated with respect to these topological interpre-
tations. Our topological models are modal compact Hausdorff spaces (MKH-
spaces), which were introduced in [24] as concrete realizations of the Vietoris
functor on a compact Hausdorff space. We investigate topological semantics of
the least fixed-point operator in the framework of MKH-spaces.

We give an interpretation of the least fixed-point operator on compact regular
frames and show that the duality between compact Hausdorff spaces and com-
pact regular locales extends to the language with the least fixed-point operator.
We introduce a new topological semantics for the least fixed-point operator as
the intersection of topological pre-fixed-points. In the new semantics, we prove
that Esakia’s lemma holds for the class of shallow fixed-point formulas which
do not have any nesting of fixed-point operators. As a consequence, we obtain
a Sahlqvist preservation result for MKH-spaces analogous to the one in [27] for
Stone spaces. We also show that the Sahlqvist sequents in our language have
a frame correspondent in FO + LFP, which is first-order language extended with
fixed-point operators with topological interpretations. This chapter is based on
[29].

For the interested reader, we would like to mention two other papers which
were a part of the author’s PhD project: [129] which presents an ALBA-aided
Jénsson-style proof of canonicity of inductive inequalities, and [63] in which we
introduce and study generalized Vietoris bisimulation for Stone coalgebras.






Chapter 2

Sahlqvist correspondence and canonicity

In the present chapter, we collect the formal preliminaries to Sahlqvist correspon-
dence and canonicity theory for basic modal logic. We assume that the reader
is familiar with basics of set theory, category theory, universal algebra, proposi-
tional logic, first-order logic and modal logic. The reader who is familiar with the
textbook approach to Sahlqvist correspondence and canonicity theory (see, e.g.,
[30]) can skip this chapter, and move on to Chapter

2.1 Modal logic

Syntax. The basic modal language, denoted ML, is defined using a countably
infinite set Prop of propositional variables, also called atomic propositions, propo-
sitional constant L, propositional connectives =, V, and a unary modal operator
¢ (‘diamond’). The well-formed formulas of this language are given by the rule:

pu=p|lL]-p VY| Op,

where p € Prop. The propositional constant T is defined as T := -1, and
the propositional connective A is defined as ¢ A ¢ := =(=p V —¢)). The unary
modal connective O (‘box’), the dual of ¢, is defined as Oy := —~)—p. For modal
formulas ¢ and ¢, we define p — ¥ := =V, and ¢ > ¢ 1= (p = V)A (Y = p).

2.1.1. DEFINITION. A normal modal logic A is a set of formulas that contains
all the propositional tautologies and the following axioms:

(K) O — q) — (Op — Oq)
(Dual) Op <> =0—p

and is closed under the following inference rules:

Modus Ponens (MP) : From ¢ and ¢ — v, infer .

17
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Substitution (Subs) : From ¢(p1,...,p,), infer p(¢1,...,¢,).
Necessitation (IN) : From ¢, infer Op.

The smallest normal modal logic is called K. Given a normal modal logic A and
a modal formula ¢, let A+ ¢ be the logic obtained by adding ¢ to A as an axiom.

Semantics. We interpret the formulas in our language on Kripke frames and
models. A Kripke frame is a structure F = (W, R) where W is a non-empty set
and R is a binary relation on W. The elements of the set W are called worlds.
For w € W, we define Rlw] = {v € W : wRv} and R~ '[w] = {v € W : vRw}.
Also, for SCW | R[S]={we W :R'w|NS # @} and R7'[S] = {we W:
Rlw] NS # @}. Augmenting F with a valuation, or an assignment, which is a
map V : Prop — P(W) we obtain a Kripke model M = (W, R, V). The truth of
a formula ¢ € ML at a world w € W (notation: M, w IF ¢) is defined using the
following induction.

e MwlkT, Mywhk¥ L,

o M wlkpiff weV(p),

e M, wlk —p iff M, w ¥ o,

o M,wlFpVy it M,wlkypor M,w -,

o MwlFpAyYiff MjwlF e and M,w Ik,

o M, wlF Oy iff there exists a world v such that wRv, and M, v I ¢,

e M, w I Oy iff for all worlds v such that wRv, M, v IF .

If M, w IF ¢, then we say that the formula ¢ is true at w, or w satisfies ¢ in
the model M. We say a formula ¢ is true in a model M (notation: M I+ ¢) if
M,w Ik ¢, for all w € W. We say a formula ¢ is valid in a frame F (notation:
FIF ) if M IF ¢ for every valuation V' on F.

A normal modal logic A is sound with respect to a class C of Kripke frames if
every member of C is a A-frame, i.e. validates all A-theorems. A normal modal
logic A is complete with respect to C if any formula that is valid in all members
of C is a A-theorem. A normal modal logic A is frame-incomplete if there exists
a formula that is valid in all A-frames but is not a theorem of A.

For Kripke frames, (W, R) and (W', R'), a function f : W — W’ is a p-
morphism if (i) wRw’ implies f(w)Rf(w'), and (ii) f(w)Rv implies there isu € W
with wRu and f(u) = v. The truth of modal formulas is invariant under p-
morphisms.
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General frames, admissible valuations, and canonicity. Appealing as
they are, Kripke frames are not adequate to provide uniform completeness re-
sults for all modal logics (the first examples of a frame-incomplete modal logic
were given by Thomason [149]. This issue has been further clarified by Blok
[31]). For uniform completeness, Kripke frames need to be equipped with extra
structure.

2.1.2. DEFINITION. A general frame is a triple G = (W, R, A), such that G* =
(W, R) is a Kripke frame, and A is a set of subsets of W, i.e. A C P(W) such
that

1. o, W e A,
2. If Al,AQ € ./4, then Al ﬁAQ € A,

w

_If A€ A, then (W\ A) € A,
4. If A€ A, then R-[A] € A.

An admissible valuation on G is a map v : Prop — A. Satisfaction and validity of
modal formulas w.r.t. general frames are defined as in the case of Kripke frames,
but by restricting to admissible valuations.

In fact, the desired uniform completeness can be given in terms of the following
proper subclass of general frames.

2.1.3. DEFINITION. Let G = (W, R, A) be a general frame.
1. G is called differentiated if for each w,v € W,

w # v implies there is A € A such that w € A and v ¢ A.

2. G is called tight if for each w,v € W,

—(wRv) implies there is a A € A such that v € A and u ¢ R™'[A].

3. G is called refined if it is differentiated and tight.

4. G is called compact if for every B C A with the finite intersection property
we have (B # @.

5. G is called descriptive if it is refined and compact.

In the light of the uniform completeness w.r.t. descriptive general frames, to
prove that a given modal logic is frame-complete, it is sufficient to show that
its axioms are valid on a given descriptive general frame G if, and only if, they
are valid on its underlying Kripke frame G*. Formulas the validity of which is
preserved in this way are called canonical.
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Modal algebras and Jénsson-Tarski representation. In this section, we
recall the algebraic semantics for modal logic. An advantage of the algebraic
perspective is that it allows us to use techniques from universal algebra to solve
problems in modal logic. Moreover, modal algebras provide a uniform complete-
ness result for every modal logic, unlike Kripke frames. For further details on
modal algebras we refer to [30, Chapter 5] and [155].

2.1.4. DEFINITION. A modal algebra (also called Boolean algebra with an oper-
ator) is a tuple B = (B, A,V,—, T, L, ), where (B,A,V,—, T, 1) is a Boolean
algebra, and ¢ : B — B is a map satisfying:

1. O(aVd) = Oa) Vv O(b),
2. O(L) = L.

A modal homomorphism is a Boolean homomorphism h : B; — By such that

h(O1a) = O2h(a)

An assignment is a map v : Prop — B. Given an assignment v, the interpretation
of a formula ¢ € ML is defined recursively as follows:

e o
===
<
< &
s
[
[ A
< €

[ ] [ ]
/@\ 4

< S
s >
=
<

w4 w4
3 S

where LB TB =B AB VB OB denote the operations on the modal algebra B. A
formula is said to be true under an assignment v in B if v(p) ~ T2, A formula is
said to be valid on B if it is true under all assignments into B.

2.1.5. EXAMPLE. The complex algebra of a frame F = (W, R) is the modal
algebra

Ft=(PW),nU\w,a,W,(R))

where \y denotes set complementation relative to W, and (R) the unary opera-
tion on P(W) defined by the assignment X — R™[X] (cf. Page |18/ for notation).
The perspective we develop in Chapter 3| Section[3.2]is based on (P(W), C) being
a partial order and the operations of F1 enjoying certain properties w.r.t. this
order.

The completeness of basic modal logic with respect to modal algebras can be
shown using the standard Lindenbaum-Tarski construction; for a proof see, e.g.,
[30, Theorem 5.27].
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2.1.6. THEOREM. K F ¢ iff ¢ is valid in every modal algebra.

The following theorem shows that every modal algebra can be represented using
the admissible subsets of a descriptive general frame. We refer to [30, Theorem
5.43] for a proof.

2.1.7. THEOREM. For every modal algebra B, there exists a descriptive general
frame G = (W, R, A) such that B is isomorphic to (A,U,N,\, <, (R)).

The standard translation. When interpreted on models, modal logic is essen-
tially a fragment of first-order logic, into which we can effectively and straightfor-
wardly translate it using the so-called standard translation. In order to introduce
it, we need some preliminary definitions.

Let Lo be the first-order language with = and a binary relation symbol R,
over a set of denumerably many individual variables VAR = {z¢, x1,...}. Also, let
Ly be the extension of Ly with a set of unary predicate symbols P, Q, Py, P; . . .,
corresponding to the propositional variables p, q, pg, p1 - .. of Prop. The language
L5 is the extension of L; with universal second-order quantification over the unary
predicates P,Q, Py, P, . ..

Clearly, Kripke frames are structures for both Ly and Ly. Moreover, (modal)
models M = (W, R, V) can be regarded as structures for L, by interpreting the
predicate symbol P associated with a given atomic proposition p € Prop as the
subset V(p) C .

ML-formulas are translated into L; by means of the following standard trans-
lation ST, from [30]. Given a first-order variable z and a modal formula ¢, this
translation yields a first-order formula ST, (¢) in which z is the only free variable.
ST.(p) is given inductively by

ST.(p) = Pz,
ST,.(L) = z#u,
STe(~p) = (ST(¥)),
STo(p V) = STu(p) VvV STL(¥),
ST.(Op) = 3Fy(xRy A ST,(¢)), where y is any fresh variable,
ST, (O¢) = Vy(zRy — ST,(p)), where y is any fresh variable.

The standard second-order translation of a modal formula ¢ is the Lo-formula ob-
tained by universal second-order quantification over all predicates corresponding
to proposition letters occurring in ¢, that is, the formula VP, ...VP,ST, (). The
following proposition is well known and easy to check (see, e.g., [30, Proposition
3.12]).

2.1.8. PROPOSITION. Let F = (W, R) be a Kripke frame, V' be a valuation on
F,andw e W.

1. (F,V),wlk e iff (F,V) E ST.(¢)[z := w]
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2. Fwlkpiff FiEVP .. .VP,ST.(¢)[x := w]
3. (F, V) Ik iff (F,V) = VaST,
4. Flk @ iff FEVP ... VP, YxST,(p).

2.2 Correspondence

As seen in the previous subsection, the correspondence between modal languages
and predicate logic depends on where one focusses in the multi-layered hierarchy
of relational semantics notions. At the bottom of this hierarchy lies the model.
At this level, the question of correspondence, at least when approached from
the modal side, is trivial: all modal formulas define first-order conditions on
these structures. This can be made more precise: we have the following elegant
theorem by van Benthem:

2.2.1. THEOREM (CF. [13]). Modal logic is exactly the bisimulation invariant
fragment of L.

At the top of the hierarchy, the interpretation of modal languages over relational
structures via the notion of validity turns them into fragments of monadic second-
order logic, and rather expressive fragments at that. Indeed, as Thomason [I51]
has shown, second-order consequence may be effectively reduced to the modal
consequence over relational structures.

On the other hand, as already indicated, some modal formulas actually define
first-order conditions on Kripke frames. For instance, in the standard second-
order translation of any formula ¢ which contains no propositional variables
(called a constant formula), the second-order quantifier prefix is empty. Hence,
to mention a concrete example, the standard second-order translation ST, (CJL)
is Vy(zRy — y # y) = Vy(-2 Ry).

We refer to 0L and Vy(—zRy) as local frame correspondents, since for all
Kripke frames F and states w,

FawlFOL iff FEVYy(-zRy)r:=w).

A modal formula ¢ and a first-order sentence « are global frame correspondents
if F I ¢ iff F | « for all Kripke frames F.

But formulas need not be constant to define first-order conditions: indeed,
p — Op and xRz are local frame correspondents. A short proof of this fact might
be instructive: Let F = (W, R) and w € W. Suppose wRw, and let V' be any
valuation such that (F, V), w IF p. Then, since wRw, the state w has a successor
satisfying p, and hence (F,V),w I Op. Since V was arbitrary, we conclude that
F,wlF p— Op. Conversely, suppose ~(wRw), and let V' be some valuation such
that V(p) = {w}. Then (F,V),w I p but (F,V),w I} Op, hence F,w ¥ p — Op.
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The latter direction is an instance of the so-called minimal valuation argument,
which pivots on the fact that some “first-order definable” minimal element exists
in the class of valuations which make the antecedent of the formula true at w.
We will take full stock of this observation in Section [3.2.11

According to the picture emerging from the facts collected so far, it is the
correspondence of modal logic and first-order logic on frames which is most inter-
esting. It is here where our efforts are needed in order to try and rescue as much
of modal logic as we can from the computational disadvantages of second-order
logic. Indeed, there is much that can be salvaged.

In [I3], van Benthem provides an elegant model-theoretic characterization of
the modal formulas which have global first-order correspondents. The construc-
tions involved in this characterization (viz. ultrapowers) are infinitary. So it would
be useful to couple this result with a theorem providing an effective way to check
whether a formula is elementary. This would, of course, be much too good to be
true, and indeed, our skepticism is confirmed by Chagrova’s theorem:

2.2.2. THEOREM ([40]). It is algorithmically undecidable whether a given modal
formula is elementary.

An effective characterization is, therefore, impossible, but if we are willing to
be satisfied with approximations, all is not lost. Various large and interesting,
syntactically defined classes of (locally) elementary formulas are known.

2.3 Syntactic classes

A large part of the study of the correspondence between modal and first-order
logic has traditionally consisted of the identification of syntactically specified
classes of modal formulas which have local frame correspondents. The aim of the
present section is to give precise definitions of the syntactic classes that we are
going to treat in Chapter 3, Section [3.2] For the reader’s convenience, we will
do this in a hierarchical form which is conceptually akin to the treatment in [30],
although it is slightly different from it, to better fit our account in the following
section. We confine our presentation to the basic modal language.

Formulas without nesting. These are the modal formulas in which no nesting
of modal operators occurs. Their elementarity was proved by van Benthem
[12].

Closed and Uniform formulas ([30]). The closed modal formulas are those
that contain no proposition letter. An occurrence of a proposition letter
p in a formula ¢ is positive (negative) if it is under the scope of an even
(odd) number of negation signs. (To apply this definition correctly one of
course has to bear in mind the negation signs introduced by the defined
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connectives — and <».) A formula ¢ is positive in p (negative in p) if all
occurrences of p in ¢ are positive (negative).

A proposition letter occurs uniformly in a formula if it occurs only positively
or only negatively. A modal formula is uniform if all the propositional
letters it contains occur uniformly.

Sahlqvist formulas ([30]) This is the archetypal class of elementary modal

formulas, due to Sahlqvist [136].

Very simple Sahlqvist formula. A very simple Sahlquist formula is a
formula built up from T, 1, and proposition letters, using A and ¢. A
very simple Sahlquist formula is an implication ¢ — 9 in which ¢ is a very
simple Sahlqvist antecedent and 1 is a positive formula.

Simple Sahlqvist formula. A bozed atom is a propositional variable pre-
ceded by a (possibly empty) string of boxes, i.e. a formula of the form 0"p
where n € N and p € Prop. A simple Sahlquist antecedent is any formula
constructed from T, L, and boxed atoms by applying A and {. A simple
Sahlquist formula is an implication with a simple Sahlqvist antecedent as
antecedent, and a positive formula as consequent.

Sahlqvist implications. A Sahlquist antecedent is a formula built up from
T, L, negative formulas and boxed atoms, using V, A and ¢. A Sahlquist
implication is an implication ¢ — 1 in which 1 is positive and ¢ is a
Sahlqvist antecedent.

Sahlqvist formulas. A Sahlquist formula is a formula that is built up
from Sahlqvist implications by freely applying boxes, conjunctions and dis-
junctions.

Most of the well-known axioms in modal logic such as the axioms for reflex-
ivity (p — Op), transitivity (O0Op — Op), symmetry (p — OOp), seriality
(Op — Op), and the Churh-Rosser property (O0Op — OOp), are examples
of Sahlqvist formulas. A well-known example of an axiom which is not
Sahlqvist is the McKinsey axiom UOp — QUp. Over the years, many ex-
tensions, variations and analogues of this result have appeared, including
alternative proofs (e.g. [I38]), generalizations to arbitrary modal signatures
(e.g. [I35]), variations of the correspondence language (e.g. [126] and [15]),
or Sahlqvist results for hybrid logics (e.g. [37]).

Apart from being elementary, the Sahlqvist formulas have the added virtue
of being canonical (i.e., of being valid in the canonical, or Henkin, frames
of the logics axiomatized by them), and hence, of axiomatizing complete
normal modal logics. In other words, logics axiomatized using Sahlqvist for-
mulas are sound and complete with respect to elementary classes of Kripke
frames.
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Inductive formulas. The class of inductive formulas, introduced by Goranko
and Vakarelov [89], is a proper generalization of the Sahlqvist class. It
was also shown in [89] that inductive formulas are both elementary and
canonical.

Inductive implications ([80, Definition 122]). Let # be a symbol not
belonging to ML. A box-form of § in ML is defined recursively as follows:

1. for every k € N, 04 is a box-form of f;

2. If B(#) is a box-form of §, then for any positive formula ¢, (¢ — B(f))
is a box-form of f.

Thus, box-forms of f are of the type

where ¢y, ..., p, are positive formulas.

By substituting a propositional variable p € Prop for £ in a box-form B(f)
we obtain a boz-formula of p, denoted B(p). The last occurrence of the
variable p is the head of B(p) and every other occurrence of a variable in
B(p) is inessential there. A reqular antecedent is a formula built up from
T, 1, negative formulas, and box-formulas, using V, A and ¢.

The dependency digraph of a set of box-formulas B = {B1(p1), ..., Bn(pn)}
is the directed graph Gg = (V, E) where V' = {p1,...,p,} is the set of
heads of members of B, and E is a binary relation on V' such that p;Ep;
iff p; occurs as an inessential variable in a box formula in B with head
pj. A digraph is acyclic if it contains no directed cycles or loops. Note
that the transitive closure of the edge relation E of an acyclic digraph is a
strict partial order, i.e. it is irreflexive and transitive, and consequently also
antisymmetric. The dependency digraph of a formula ¢ is the dependency
digraph of the set of box-formulas that occur as subformulas of .

An inductive antecedent is a regular antecedent with an acyclic dependency
digraph. A regular (resp. inductive) implication is an implication ¢ — 9 in
which ) is positive and ¢ is a regular (resp. inductive) antecedent.

2.3.1. ExaMPLE. Consider the following formulas:

p1 = pAOQOp — O¢) — OO0,
w2 == O0OpAOO(p — ¢) vO(p—0O0r) = (g Vv Or)
v3 = Od(p—00q) vO(g — Op)) — OUp.

The formula ¢; is an inductive implication, which is not a Sahlqvist im-
plication. It was shown in [89] that ¢ is not frame equivalent to any
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Sahlqvist formula. The antecedent is the conjunction of the box-formulas
p and O(Op — Og). The dependency digraph over the set of heads {p, ¢}
has only one edge, from p to ¢, and thus linearly orders the variables.

The formula sy is an inductive implication. Its dependency digraph has
three vertices p, ¢, and r, and arcs from p to ¢ and from p to r.

The formula 3 is a regular but not inductive implication. Its dependency
digraph contains a 2-cycle on the vertices p and q.

Inductive formulas. An inductive formula is a formula that is built up
from atomic inductive implications by freely applying boxes, conjunctions,
and disjunctions.

Modal reduction principles. A modal reduction principle is an ML-formula
of the form Q1Qs ... Qnp — Qni1Q@nio ... Qunimp where 0 < n,m and Q; €
{O0,0} for 1 < i < n+ m. Many well-known modal axioms take this
form, e.g. reflexivity, transitivity, symmetry, and the McKinsey axiom. In
[10], van Benthem provides a complete classification of the modal reduction
principles that define first-order properties on frames. For example, as we
have already seen, OUp — OOp defines such a property and Op — OUp
does not. In [I0], it is also shown that, when interpreted over transitive
frames, all modal reduction principles define first-order properties.

Complex formulas. This class was introduced by Vakarelov [152]. Complex for-
mulas can be seen as substitution instances of Sahlqvist formulas obtained
through the substitution of certain elementary disjunctions for propositional
variables. The resulting formulas may violate the Sahlqvist definition.

2.4 Algorithmic strategies

In this section we give a brief overview of algorithmic strategies for correspon-
dence.

Sahlqgvist-van Benthem algorithm. For a detailed exposition of the Sahlqvist-
van Benthem algorithm, we refer to [30, Chapter 3].

2.4.1. LEmMA ([30], LEMMA 3.53). Let p, ¢ € ML.

1. If ¢ and a(x) are local correspondents, then so are Oy and VYy(xRy —

ly/]a).

2. If v (locally) corresponds to a, and v (locally) corresponds to 3, then ¢ A
(locally) corresponds to o A f3.
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3. If v locally corresponds to o, ¥ locally corresponds to 3, and ¢ and v have
no proposition letters in common, then ¢ V 1 locally corresponds to oV f3.

2.4.2. THEOREM (SAHLQVIST CORRESPONDENCE THEOREM [136], [13]). For ev-
ery Sahlquist formula @, there exists a corresponding first-order-sentence x such
that ¢ is valid in a frame iff x holds in the frame.

Proof. In order to simplify our presentation, which closely follows [30), Section
3.6], we work with a Sahlqvist implication ¢ — 1. It follows from Lemma
that in order to compute the frame correspondent of a Sahlqvist formula, it is
sufficient to compute the frame correspondents of Sahlqvist implications which
occur as subformulas. The following algorithm effectively computes the first-order
frame correspondent y of ¢ — ).

Step 1. Let ST,(¢) be the standard translation of ¢. Using the following
equivalences, we move all the existential quantifiers in ST, (¢) at the front of the
implication ST, (¢ — ).

(Fx;a(z;) A B) <> Jzi(a(z;) A B),
(Fzia(x;) — B) < Va;(alz;) A B).

Step 2. Let F = (W, R) be a Kripke frame, and fix w € W. Let py,...,p, € Prop
be the set of propositional variables occurring in ¢, and F,w IF ¢ — . We
compute the minimal valuation Vo(p;), 1 < i < n, for each propositional vari-

able as follows: let By, ..., [, be the boxed atoms in ¢ which contain p;, with
B; = O%p;,1 < j <m; and d; > 0. Let ROw] = {w} and R"[w] = {w' € W :
Jwy, ..., w, such that wRwR... Rw, and w, = w'} for n > 1. The minimal

valuation for p; is: Vo(p;) = R"[w] U ... U R¥mi[w].

Step 3. Let Vy be the minimal valuation computed in Step 2. The syntactic
shape of the Sahlqvist implication ensures the following:

If ¢ — @ is a Sahlqvist implication, then the following are equivalent:
1. FFwlkp= FwlFy,
2. F,Voowl- o= F, Vo,w -1 .

Since F,w Ik ¢ — 1, it is clear that (1 = 2). We prove the converse using a
contrapositive argument. Suppose F,w IF ¢ and F,w ¥ 1. Then there exists a
valuation V' such that F,V,w IF ¢ and F,V,w ¥ 1. We show that the minimal
valuation Vj is such that F,Vj,w IF ¢ and F,V,w ¥ ¢, using an induction on
the complexity of ¢.

The base case with ¢ = L is trivial. If ¢ = O"p, it is easy to check that
F,V,w - O"p if, and only if F, Vp, w I O"p, where Vy(p) = R™[w] is the minimal
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valuation computed in Step 1. Since 9 is a positive formula and Vy(p) C V(p), it
follows that F, Vy, w ¥ . If ¢ = 1 A g, using induction hypothesis, there exist
minimal valuations Vj(p) C V(p) and V'(p) C V(p) for ¢y and 9, respectively.
Let Vo(p) = V§(p) U Vy'(p), which implies Vy(p) € V(p). Hence, F, Vo, w ¥ w If
¢ = Qp1, the minimal valuation V{ such that F,Vy,w IF ¢ and F,V,w W¥ 1, is
the same as the minimal valuation for ¢;.

Step 4. We showed in Step 3 that a Sahlqvist implication is valid under an
arbitrary valuation if and only if it is valid under a minimal valuation. As it
is shown below, the minimal assignment V{, computed in Step 1 is first-order
definable. Hence, it ensures that the frame-condition corresponding to a Sahlqvist
implication is first-order definable.

Let ' :=VP,...VP,Vx ST,(¢ — ) be the second-order translation of ¢ —
1. Suppose Vo(p;) = RU[w] U ... U R%i[w] for p; € Prop. The first-order frame
condition y is obtained from x’ by replacing VP; with Vz;, where z; is a fresh
first-order variable, and each atomic formula of the form P;(v) with a first-order
formula 0; := Jyg, ..., yn[zi = yo/\/\?:_o1 Ry;y;+1 \yn = v], which says ‘there exists
an R-path from z; to v in n steps’.

Finally, we show that the first-order sentence y is a frame condition for ¢ — .
The minimal valuations for all the propositional variables in ¢ computed in Step
2 above are first-order definable. By Proposition [2.1.8] x is equivalent to ¢ — ).
Hence, it follows that x is the first-order frame condition corresponding to ¢ — ).

g

2.4.3. ExaMPLE. We illustrate the algorithm by means of an example. Consider
the Church-Rosser axiom QUp — COp. Its second-order translation is:

VPVz <E|y(ny AVz(yRz — Pz)) = VYu(xRy — Jv(uRv A Pv))).

On moving the existential quantifier in the antecedent to the front of the impli-
cation we get:

VPYaVy((xRy AVz(yRz — Pz)) — Yu(zRu — Jv(uRv A Pv))).
Since p occurs in the scope of a [ in the antecedent, its minimal valuation is
Vo(p) := {z : yRz}. On substituting Pz and Pv with the minimal valuation we
obtain:

VaVy((zRy ANVz(yRz — yRz)) — Yu(xRu — Jv(uRv A yPv))),

which simplifies to the familiar confluence condition:

VaVyVu(x Ry A xRu — Jv(uRv A yPv)).
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2.4.4. REMARK. From the proof of the Sahlqvist correspondence theorem, it is
evident that it is an ad hoc proof for modal logic. Since the proof does not
explain the underlying mechanism which makes Sahlqvist formulas correspond
to a first-order condition, it is not immediately clear how can we systematically
extend this theory to other non-classical logics. Moreover, it does not provide any
intuition regarding the syntactic definition of Sahlqvist formulas themselves. An
algebraic analysis of this proof, as presented in Chapter [3| of this thesis, uncovers
the mathematical ingredients which constitute the correspondence phenomenon.
It also paves the way for the development of this theory in the later chapters.

The algorithm SQEMA. The algorithm SQEMA, introduced in [48], computes
first-order frame correspondents for all inductive (and hence Sahlqvist) formulas,
among others. It has been extended and developed in a series of papers by the
same authors. It also guarantees the canonicity of all formulas on which it suc-
ceeds. The algorithm is based on the following version of Ackermann’s lemma
(see Lemma for a modal version of Ackermann’s lemma). The Ackermann’s
lemma uses a monotonicity argument to eliminate variables. Other than its role in
SQEMA and ALBA, it also plays an important role in the substitution-rewrite ap-
proaches to second-order quantifier elimination such as the DLS algorithm [147].

2.4.5. LEMMA (ACKERMANN’S LEMMA, [2]). Let P be an n-ary predicate vari-
able and A(Z, @) a first-order formula not containing P. Then, if B(P) is negative
m P, the equivalence

dPVZ((-A(z,T) V P(T)) A B(P)) = BJA(Z,7)/ P]

holds, with B[A(Z,T)/P| the formula obtained by substituting A(Z,T) for all occur-
rences P in B, the actual arguments of each occurrence of P being substituted for
T in A(Z,T) every time. If B(P) is positive in P, then the following equivalence
holds:

APVZ((-P(Z) V A(Z,T)) N B(P)) = BlA(z,T)/P].

A sequent ¢ = 1) with ¢, € ML is called a SQEMA-sequent, and a finite
set of SQEMA-sequents is called a SQEMA-system. For a SQEMA-system Sys, let
Form(Sys) be the conjunction of all ¢; = 1); for all sequents ¢; = 1; € Sys. Given
a modal formula ¢ as input, the algorithm reduces to a first-order formula using
the following steps. In the rules below, the letters A, B, .. denote modal formulas.

Phase 1 (Preprocessing). The negation of ¢ is converted to a negation normal
form, and ¢ and A are distributed over V using the equivalences: {(¢ V ) =

Op Vv OP and o A (Y V) = (e AP) V(9 A7),
Phase 2 (Elimination). For elimination, the modal language is enhanced with

a special sort of propositional variables, called nominals (denoted by i, j...) along
with semantic condition that any valuations assigns a singleton subset of the
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domain to a nominal. The following rewrite rules are used to transform each
initial system Sys; to a stage where the Ackermann rule can be applied to elimi-
nate propositional variables. If all the propositional variables are eliminated, the
algorithm proceeds to Phase 3, else it reports failure and terminates.

1.Rules for connectives:

C= (AADB) A=C,B=C

C=A,C=0B (A-rule) (AVB) = C (V-rule)

(g /:\> jﬁ)ng (left-shift V-rule) (gi /\(134:\’/ g) (right-shift V-rule)
m (D-rule) w (inverse O-rule)
j:»joi,ii 7 (Orule)

where k is a new nominal not occurring in the system.

2. Polarity switching rule: Substitute —p for every occurrence of p in the
system

3. Ackermann-rule: The soundness of the Ackermann-rule follows from Ack-
ermann’s lemma (cf.Lemma [2.4.5]).

((A=p
( Bi(A/p)
Bi(p) :
: Bn(A/p)
The system B.(p) is replaced by
G
01
\ Ck-
\ Ck

where:

1. p does not occur in A, C4,...,Cy;

2. By N\ ...\ B, is negative in p.

Phase 3 (Translation). The algorithm reaches this stage only if all the
propositional variables have been eliminated. Let Sys be the system obtained after
the elimination stage.The frame correspondent is then returned as the standard
translation of the conjunction of sequents in the system.
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2.5 Duality and Canonicity

In an influential paper [142], Stone established a duality between Boolean algebras
and Boolean spaces (also called Stone spaces). A Stone space is a compact,
Hausdorff and zero-dimensional spacd] A filter of a Boolean algebra is a subset
F C B such that (i) T € B, (ii) If a € F and b > a, then b € F, (iii) If a,b € F,
then a Ab € F. An ultrafilter is a filter F' such that for all a € B, either a € F or
—a € F. Given a Boolean algebra B, define B, to be the space of its ultrafilters
Ult(B) topologized by the basis {u € Ult(B) : a € u}, for each a € B. Then B, is
a Stone space. For a Boolean homomorphism A : A — B, the map h, : B, — A,
defined as h* = h~! is a continuous map. Conversely, given a Stone space X,
the algebra X™ of its clopen subsets with union, intersection and negation as the
algebraic operations is a Boolean algebra. If f : X — Y is a continuous map,
then f* : X* — Y* defined as f* = f~! is a homomorphism. Based on these
constructions, we have the following result.

2.5.1. THEOREM (STONE DUALITY [142]). The category of Boolean algebras and
homomorphisms is dually equivalent to the category of Stone spaces and continu-
ous maps.

Jénsson and Tarski [98] proved a representation theorem for modal algebras. This
was later extended by Goldblatt [83][84] to a duality between modal algebras and
modal homomorphisms, and descriptive general frames and p-morphisms. The
topological version of this duality that we present below is due to Sambin and
Vaccaro [137]. This duality is often referred to as the Jénsson-Tarski duality,
even though in [98], Jénsson and Tarski did not prove a full categorical duality
for modal algebras. However, their use of canonical extenstions of modal algebras
for the representation of a modal algebra can be seen to encode the topological
duality in an algebraic form. The categorical duality was later developed by
Goldblatt, and Sambin and Vaccaro.

2.5.2. DEFINITION. A modal space is a pair (W, R) where W is a Stone space
and R is a binary relation on W satisfying (i) R[z| is closed for each z € W
and (ii) R7'[U] is clopen for each clopen U C W. For modal spaces, (W, R) and
(W', R'), afunction f: W — W' is a p-morphism if (i) wRw’ implies f(w)Rf(w’)
and (ii) f(w)Rv implies there is u € W with wRu and f(u) = v. Let MS be the
category of modal spaces and continuous p-morphisms.

Let MA be the category of modal algebras modal homomorphisms. Given a
modal algebra (B, ¢), the dual modal space is (B., R) where B, is the dual Stone
space of B and R is a binary relation defined as: uRv iff Qv C u. For a modal
homomorphism A : (By,01) — (Ba, O2), the map A, : ((B2)«, R2) — ((By)., R1)

LA topological space is zero-dimensional if has a basis of clopen (both closed and open) sets.
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defined as h* = h™! is a continuous p-morphism. For a modal space (W, R), the
dual modal algebra is (WW*, ¢) where W* is the Boolean algebra of clopen subsets
of X, and ¢ is a unary map on X* defined as: QU = R™Y(U). If f: (Wy, Ry) —
(Wa, Ry) is a continuous p-morphism, then f*: ((Ws)*, 02) — ((W1)*, 1) defined

as f* = f~!is a modal homomorphism. This leads to the following result.

2.5.3. THEOREM (JONSSON-TARSKI DUALITY [98], [83], [84], 137]). The categories
MA and MS are dually equivalent.

It is important to note that modal spaces are in one-to-one correspondence
with descriptive general frames introduced earlier (cf. Definition 2.1.3). For a
modal space (W, R), the triple (W, R, Clop(X)) is a descriptive general frame.
Conversely, given a descriptive general frame (W, R, A), define a topology on W
by letting A be a basis for the topology. Then (W, R) is a modal space. We refer
to [30, Chapter 5] for a proof. Sambin and Vaccaro [138] used modal spaces to
prove canonicity of Sahlqvist formulas.

2.5.4. THEOREM (SAHLQVIST CANONICITY THEOREM [136], 138]). If ¢ is a
Sahlquist formula, then A + ¢ is canonical whenever A is a canonical logic.

Proof. We give a brief sketch of the proof. For canonicity, we need to show
that for any Sahlqvist formula ¢, if ¢ is valid on a modal space X = (W, R)
under clopen valuations, then it is valid on the underlying Kripke frame X4 of
the modal space under arbitrary valuations. Suppose Xy ¥ ¢, then there is a
minimal valuation which refutes ¢. The key observation is that the minimal
valuation is topologically closed, and this is guaranteed by the syntactic shape
of Sahlqvist formulas. Now using the following Esakia’s lemma, we can find a
clopen valuation which refutes ¢ on the modal space X. U

2.5.5. LEMMA (EsSAKIA’S LEMMA [64]). Let (W, R) be a modal space, FF C W
a closed set, and ¢(p) be a modal formula positive in p.Then,

[o(F)] = {Ie(U)] : U € Clop(W), F € U}

where, for X C W, [o(X)] denotes the set of worlds in W where ¢ is true under
the valuation which maps p to XE]

Recently Sahlqvist correspondence and canonicity theorems were extended to
modal mu-calculus in [I7] and [27], respectively. In Chapter [§ of this thesis, we
generalize the above results to the setting of compact Hausdorff spaces.

2cf. Section for a detailed definition of [¢]



Chapter 3
Basic algebraic modal correspondence

In this chapter, which is a revised version of [52], we propose a new introduc-
tory treatment of the well-known Sahlqvist correspondence theory for classical
modal logic as presented in the previous chapter. The first motivation for the
present treatment is pedagogical: classical Sahlqvist correspondence is presented
in a smooth and modular way. The second motivation is methodological: indeed,
the present treatment aims at highlighting the algebraic and order-theoretic na-
ture of the correspondence mechanism, which also plays an important role in the
later chapters of this thesis. The exposition remains elementary and does not
presuppose any previous knowledge or familiarity with the algebraic approach to
logic.

The connections between the algebraic and the relational semantics of modal
logic and other propositional logics form a mathematically rich and deep theory
which dates back to Stone [142], Jonsson and Tarski [98], and more recently to
Goldblatt [79]. For the sake of keeping the presentation elementary, in the present
chapter we only focus on Sahlqvist correspondence and do not treat Sahlqvist
canonicity in any form. On the other hand, the systematic algebraic treatment of
Sahlqvist correspondence is much newer than the algebraic treatment of Sahlqvist
canonicity (which goes back to Jonsson and Tarski [98, [99]). While making it
possible to consider and reason about properties with a distinct algebraic and
order-theoretic flavour, the environment of complex algebras retains and supports
our set-theoretic intuitions coming from Kripke frames.

The present exposition is closely related to but also very different from the
standard textbook treatments (cf. e.g. [30, 41l [107]), and, without introducing
technicalities such as the Ackermann lemma, explains in elementary terms the
conceptual foundations of unified correspondence theory. We believe that the
present treatment can be useful in making unified correspondence theory acces-
sible to a wider community of logicians than the experts in algebraic methods in
logic.

The present chapter is organized as follows: in Section [3.1] we introduce

33
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preliminaries on the meaning function of a formula and definite implications. In
Section [3.2] which is the core section of this chapter, we illustrate the algebraic
correspondence methodology for different syntactic classes, namely, uniform and
closed formulas, very simple Sahlqvist implications, and Sahlqvist implications.
Finally in Section [3.3] we present our conclusions. In addition to the above
contents, the article [52] contains an algebraic treatment of correspondence for
inductive formulas, which is not included in this chapter.

3.1 Preliminaries

We now define the semantics of formulas in the modal language ML on models and
frames via the following meaning function. This formulation will be convenient
later on in Section [3.2.1] when we will develop the discussion on the reduction
strategies.

3.1.1 Meaning Function

For a formula ¢ € ML we write ¢ = ¢(p1,...,p,) to indicate that at most the
atomic propositions py, . .. p, occur in . Every such ¢ induces an n-ary operation
on P(W),

[e] - PW)" — P(W),

inductively given by:

is the constant function &
is the identity map Idpw)

e e e e=d —d

[-¢] is the complementation W\ [¢]
[ V] is the union [¢] U [¢]
[Op] is the semantic diamond R™*([]).

It follows that

[T] is the constant function W
[ A9] is the intersection [¢] N [¢]
[O¢] is the semantic box Ir([¢]),

where, Ig : P(W) — P(W) is defined as [z(X) := {w € W]| for all v if wRv
then v € X'}, or equivalently, [p(X) := W \ (R™*(W \ X). For every formula ¢,
the n-ary operation [¢] can be also regarded as a map that takes valuations as
arguments and gives subsets of P(W) as its output. Indeed, for every ¢ € ML,
let

[d(V) = [l (V(p1), -, V(pw))- (3.1)

Then [p](V') is the extension of ¢ under the valuation V, i.e. the set of the states
of (F,V) at which ¢ is true. Since this happens for all valuations, we can think



3.1. Preliminaries 35

of [¢] as the meaning function of ¢. We can now define the notion of truth of a
formula ¢ at a point w in a model M = (W, R, V'), denoted M, w IF ¢, by

Mwlke iff  w e [p](V).
Similarly, validity at a point in a frame is given by
Fowlke iff  we[p](V) for every valuation V on F.

The global versions of truth and validity is obtained by quantifying universally
over w in the above clauses. Thus we have M I ¢ iff [¢](V) = W, and F,w IF ¢
iff [¢](V) = W for every valuation V.

3.1.2 Definite implications

Let UF, VSSI, SI and SF, be the class of uniform formulas, very simple Sahlqvist
implications, Sahlqvist implications and Sahlqvist formulas, respectively, as de-
fined in Section 2.3} To further set the stage for the treatment in Section [3.2]
we will also show that the formulas in these classes can be equivalently rewritten
in certain normal forms. The correspondence results for Sahlqvist formulas can
be respectively reduced to the correspondence results for Sahlqvist implications:
this is an immediate consequence of the following proposition:

3.1.1. PROPOSITION. FEwvery Sahlquist formula is semantically equivalent to a
negated Sahlquist antecedent, and hence to a Sahlquist implication.

Proof. Fix a Sahlqvist formula ¢, and let ¢’ be the formula obtained from —p
by distributing the negation over all connectives. Since p = ¢’ — L, it is enough
to show that ¢’ is a Sahlqvist antecedent, in order to prove the statement. This
is done by induction on the construction of ¢ from Sahlqvist implications. If ¢ is
a Sahlqvist implication @ — Pos, negating and rewriting it as o A =Pos already
turns it into a Sahlqvist antecedent. If ¢ = [, where ¢ satisfies the claim,
then —¢ = ¢—1 hence the claim follows for ¢, because Sahlqvist antecedents are
closed under diamonds. Likewise, if ¢ = 11 A 19, where ¢; and 1), satisfy the
claim, then = = —); V =)y hence the claim follows for ¢, because Sahlqvist
antecedents are closed under disjunctions. The case of ¢ = /1 V 9)5 is completely
analogous. O
In their turn, the latter correspondence results can be respectively reduced to the
correspondence results for the subclasses of their definite implications. These are
defined by forbidding the use of disjunction, except within negative formulas, in
the building of antecedents. To be precise:

3.1.2. DEFINITION. A definite very simple Sahlquist antecedent is a formula built
up from T, L, negative formulas and propositional letters, using only A and ¢. A
definite Sahlquist antecedent is a formula built up from T, L, negative formulas
and boxed atoms, using only A and . Let & € {VSSI,SI}. Then ¢ — ¢ € ¢ is
a definite ®-implication if ¢ is a definite ®-antecedent.
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In the next section, we will be able to confine our attention w.l.o.g. to the definite
implications in each class, thanks to Fact and to Proposition below.

3.1.3. Facr. If ¢; € ML locally corresponds to a;(x) € Lo for 1 < i < n, then
Ai_, @i locally corresponds to I, a;(z).

3.1.4. PROPOSITION. Let ® € {VSSI,SI}. Every ¢ € ® is equivalent to a con-
Junction of definite implications in ®.

Proof. Note that ¢ can be equivalently rewritten as a conjunction of definite
implications in ® by exhaustively distributing ¢ and A over V in the antecedent,
and then applying the equivalence AV B - C=(A— C)A (B — C). 0

3.2 Algebraic correspondence

The present section is the heart of the chapter. In it, we will proceed incrementally
and give the algebraic correspondence argument for the definite formulas of each
class defined in Section B.1.21

Methodology: reduction strategies. Both in the model-theoretic and in the
algebraic lines of investigation of modal correspondence theory, the stress has
shifted somewhat from the quest for new syntactic characterizations and more
onto the methodology. Indeed, in the model-theoretic approach, the algorithms
provide an effective tool for concretely occurring formulas that can be fed to
the algorithm one by one, and the algebraic approach is not linked to any given
signature in particular.

Let us now introduce the methodology. The starting point is of course the
same: in both approaches, computing the first-order correspondent of a modal
formula ¢ amounts to devising some reduction strategies that succeed in elim-
inating the universal monadic second-order quantification from the clause that
expresses the frame validity of ¢. From the methodological point of view, the
main contribution of the algebraic account of Sahlqvist correspondence theory is
that this elimination process can be neatly divided into three stages, that can be
then treated independently of one another:

Stage 1. We establish the equivalence between the universal quantification over
arbitrary valuations (in the clause that expresses frame validity) and univer-
sal quantification over a restricted class of carefully designed valuations; this
equivalence will of course not hold in general, but will hold under certain
purely order-theoretic conditions on the algebraic operations;

Stage 2. We show that the universal quantification on the designed valuations
effectively translates to first-order quantification in the associated frame
language;
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Stage 3. We formulate the syntactic conditions on the formulas of a given lan-
guage that will guarantee both the order-theoretic behaviour in Stage 1 and
the effective translation in Stage 2.

3.2.1 The general reduction strategy

Our starting point is the well-known fact, already mentioned above, that any
modal formula ¢ locally corresponds to its standard second-order translation,
ie.,

Fawlke iff FEVP...VP,ST.(p)x:=w). (3.2)

We are interested in strategies that produce a semantically equivalent first-order
condition out of the default local second-order correspondent of ¢ on the right-
hand side of (3.2)).

A large and natural class of formulas for which, by definition, this is possible
is introduced by van Benthem [12]:

3.2.1. DEFINITION. The class of van Benthem-formuladl] consists of those for-
mulas ¢ € ML for which VP, ...VP,ST,(¢) is equivalent to VP]...VP.ST.(p)
where the quantifiers VP| ...VP/ range, not over all subsets of the domain, but
only over those that are definable by means of Lj-formulas.

The van Benthem-formulas are the designated targets of the reduction strategy
in its most general form. To see this, for every frame F = (W, R), let

Val (F) = {V': Prop = P(W) | V'(p) is Lo-definable for every p € Prop}.

This is the set of the tame valuations on F. Using the notation introduced in ({3.1)),
if ¢ € ML is a van Benthem formula, then the following chain of equivalences
holds for every F and every w:

Fowle iff we [p](V) for every V on F (3.3)
ifft w e [p](V') for every V' € Val (F). '
3.2.2. THEOREM. Fwvery van Benthem-formula has a local first-order frame cor-
respondent.

Proof. Let ¢ be a van Benthem-formula and let ¥ be the set of all Ly substitution
instances of ST,(p), i.e. the set of all formulas obtained by substituting Lo-
formulas «a(y) for occurrences P(y) of predicate symbols in ST,(p). Clearly,
VPST,(¢) = B[z := w], where P is the vector of all predicate symbols occurring
in ST,(¢). Also, since ¢ is a van Benthem-formula, ¥ | VPST,(p)[x := w].
Then ¥ | ST.(¢)[xr := w|, and since this is a first-order consequence, we may

this name first appears in [47].
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appeal to the compactness theorem to find some finite subset ¥’ C ¥ such that
Y = STy ()[z = w.

We claim that X' = VPST,(p)[z := w]. Indeed, let M be any L;-model such
that M = Y[z := w]. Since the predicate symbols in P do not occur in ¥,
every P-variant of M also models ¥', and hence also ST,(¢). It follows that
M |= VPST,(¢)[r := w]. Thus we may take A X' as a local first-order frame
correspondent for ¢. U

However, relying on compactness, as it does, Theorem is of little use if
we want to explicitly calculate the first-order correspondent for a given ¢ € ML,
or devise an algorithm which produces first-order frame correspondents for each
member of a given class of modal formulas; therefore a more refined strategy is
in order, the development of which is the core of correspondence theory.

Each class of modal formulas of Subsection is defined so as to guarantee
that the second ‘iff” (i.e. the non trivial one) of can be proved not just for V’
ranging arbitrarily over Val_ (F) but rather ranging over a much more restricted
and nicely defined subset of it. Moreover, each of these subsets of tame valuations
is defined in such a way as to enable the algorithmic generation of the first-order
correspondents of the members of the class of formulas it is paired with. More
specifically, as we will see next, the following pairings hold between classes of
formulas and subsets of tame valuations:

UF | V' : Prop — {o, W}
VSSI | V' : Prop — Ppin(W)
S| V' :Prop— {R"[X]|neN,X e P, (W)},

where N denotes the set of natural numbers. So far, our account has been faithful
to the textbook exposition, albeit with slightly different notation. The algebraic
treatment which we are about to introduce crucially provides an intermediate
step which clarifies the textbook account: each class of modal formulas of Section
is defined so as to guarantee that, for every formula ¢ in the given class, the
meaning function [¢] enjoys certain purely order-theoretic properties that make
sure that the second crucial ‘iff” can be proved for V'’ ranging in the corresponding
subclass of tame valuations (the definition of which, as we already mentioned,
underlies the algorithmic generation of the first-order correspondent of ). We
start to see how this works in the next subsection.

3.2.2 Uniform and Closed formulas

The reduction strategy. Among all the first-order definable valuations V' on
F, the simplest ones are those which assign W or & to each propositional variable.
Indeed, let Vj) be such a valuation and suppose that the following were equivalent
for the modal formula ¢:
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Fowlke iff wep](V) forall Von F
iff w e [p](Vo).

This would in turn mean that

FEVYP ... VYP,ST,(p)[r = w]
it FlEST.(p)r:=w,P:=V(p1),...,Pn:=Volpn)

Therefore, we could equivalently transform the formula above into a first-order
formula by replacing each occurrennce P,z with either z # z if Vy(p;) = &, or
with z = z if Vy(p;) = W. This is enough to effectively generate the first-order
correspondent of ¢.

Order-theoretic conditions. For which formulas ¢ would it be possible to
implement the reduction strategy outlined above? The answer to this question
can be given in purely order-theoretic terms:

3.2.3. PROPOSITION. Let (X;,<), i = 1,...,n, and (Y, <) be posets. Let each
X; have a maxzimum, T;, and a minimum, L;. Let f: Xix---xX,, — Y. If f is
either order preserving or order reversing in each coordinate, then the minimum
of f exists and is f(ci,...cy,), where, for every i, ¢; = L; if f is order preserving
in the i-th coordinate, and c; = T; if f is order reversing in the i-th coordinate.

3.2.4. COROLLARY. For every ¢ € ML, if [¢] : P(W)* — P(W) is order pre-
serving or order reversing in each coordinate, then the following are equivalent:

1. WWw € [p](V)].

2. w € [p](Vo), where Vy(p;) = W if ¢ is order reversing in p; and Vy(p;) = @
if © is order preserving in p;.

Proof. (1 = 2) Clear. (2 = 1) It follows from Proposition that [¢] (Vo) is
the minimum of [¢] and hence [¢](V5) C [¢](V) for every valuation V.

Syntactic conditions. Now that we have the reduction strategy and sufficient
order-theoretic conditions for the strategy to apply, it only remains to verify that
these conditions are met by the uniform formulas. And indeed, the following
proposition can be easily shown by induction on ¢:

3.2.5. PROPOSITION. If ¢ € ML is a uniform formula, then [¢] is order pre-
serving (reversing) in those coordinates corresponding to propositional variables
in which ¢ is positive (negative).

3.2.6. EXAMPLE. Let us consider the uniform formula CIQp. The minimal valu-
ation for p is Vo(p) = &, since the formula is positive and hence order-preserving
in p. The standard translation of this formula gives
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F =VPVy(zRy — Fz(yRz A Pz)[z := w]
if FE Vy(zxRy — Jz(yRz A P°2)[z := w]

where the predicate P’z can be replaced with z # z giving a first-order equivalent
formula Vy(zRy — 3z(yRz A z # z) which simplifies to Vy(—xRy).

To sum up: although the uniform formulas and their accompanying valuations
are extremely simple, the key features of our account are already present: first,
the subclass of tame valuations is identified, using which the desired first-order
correspondent can be effectively computed; second, the order-theoretic properties
are highlighted, which guarantee the crucial preservation of equivalence; third, the
syntactic specification of the formulas ¢ of the given class guarantees that their
associated meaning functions [¢] meet the required order-theoretic properties.

Non-uniform formulas and ‘minimal valuation’ argument. The discus-
sion above also shows that every uniform formula is locally equivalent on frames
to some closed formula (which is obtained by replacing every positive variable
with | and every negative variable with T). This elimination of variables can in
fact be applied not only to uniform formulas but also to formulas that are uni-
form with respect to some variables, so as to eliminate those ‘uniform’ variables
separately. Therefore, modulo this elimination, in the following subsections we
are going to assume w.l.o.g. that the formulas we consider are non-uniform in
each of their variables. Modulo equivalent rewriting, we can assume w.l.o.g. that
every such formula is of the form ¢ — 1, where ¥ is positive, and all the variables
occurring in 9 also occur in . For such formulas, we have:

Fwlke—=y iff welp—y](V)foralVonF
iff for all V on F, if w € [¢](V) then w € [¢](V).

The textbook heuristics for producing the correspondent of formulas of this form
is the ‘minimal valuation’ method (see Section [2.4)): find the (class of) minimal
valuation(s) V* on F such that w € [p](V*) (and plug their description in the
standard translation of the consequent). The success of this heuristics rests on
two conceptually different requirements: first, that ‘minimal valuations’ exist;
second, provided they exists, that they are tame. In the following sections, we
present the methodology for correspondence as described in the discussion at the
end of Subsection [3.2.1]

3.2.3 Very simple Sahlqvist implications

The reduction strategy. Consider the subclass of the tame valuations which
assign finite subsets of some bounded size m € N to propositional variables, i.e.
valuations V; : Prop — P,,,(W), where

Pu(W) :={S CW | [S| < m},
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and suppose the following were equivalent:
L. YW(w € [¢](V) = w e [¢](V))
2. VWi(w € [¢](Vi) = w € [¥](Vh)).

This would mean that

FEVP .. VP,ST,(p — ¥)[x = w|

if FEVP .. VPST.(p—¥)r:=uw],
where the variables P! would not range over arbitrary subsets of W, but only
over those of size at most m. Provided the equivalence between 1 and 2 above
holds, we would effectively obtain the local first-order correspondent of ¢ —
by replacing each VP! in the prefix with Vz!V2?... V2™ and each atomic formula
of the form Ply with y = 2} Vy =22V ---Vy = 2z where all the 2’s are fresh
variables.

Order-theoretic conditions. An operation f : P(W)" — P(W) is a complete
operator if f preserves arbitrary joins in each coordinate, i.e., for every 1 =1...n,
every X g P(W), and all X17 N 7Xi—17Xi+17 e ,Xn S P(W),

J(Xn, o X, UX, X, -, X))
= Uyer f(X1, 0, Xio, Y, Xig1, 0, Xo).

This implies in particular that for all Xi,..., X,, € P(W),

(3.4)

if X; =@ for some i€ {1,...,n}, then f(Xy,...,X,) =4&. (3.5)

Recall that any complete operator is order preserving in each coordinate.

The composition of complete operators will be important for our account: in
order to describe their order-theoretic properties, the following definition will be
useful.

3.2.7. DEFINITION. Let g : P(W)™ — P(W) be a composition of complete op-
erators.

1. The degree of g in the ith coordinate, notation (5;, is defined by induction

on g:

(a) If g is itself a complete operator, then 5; = 1 for every coordinate
1 < i < n whose corresponding variable occurs in g, and 5; =0
otherwise;

(b) If g = f(hy, ha, ..., hy) for some complete operator f and compositions
of complete operators, hy, ..., hp, then 8, =0} +---+ 0}, .

2. The degree of g, notation &y, is maz{d; | 1 <i < n}.
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3.2.8. LEMMA. If g : P(W)" — P(W) is a composition of complete operators,
then

1. g 1is order preserving in each coordinate, and

2. forall Xq,... X, € PW), if X; = & for some 1 < i < n whose correspond-
ing variable occurs in g, then g(Xi,...,X,) = @.

Proof. 1. Every complete operator is order preserving and the composition of
order preserving maps is order preserving.
2. By induction on 4. O

The composition of unary complete operators yields complete operators, but
that this is not generally the case for non-unary complete operators:

3.2.9. ExAMPLE. Consider the extension map [¢] for the very simple Sahlqvist
antecedent ¢(p) = Op A OOp, defined on the complex algebra of the frame F =
(W, R) with W = {w,v,u} and R = {(w,v), (v,u)}. Then,

p({v}u{u}) = R '({v,u}) N R YR ({v,u}))

}w,}v} N{w}

(R*i({v}) NRY R ({v})) U R ({u}) N RTH(R™ ({u}))
{w}ne)u v} n{w})

= QULI=d.

e({v}) Up({u})

However, compositions of complete operators do retain a certain semblance of the
join-preservation of the operators from which they are built, as the next lemma
shows. We will write Y Cp X or Y € Pr(X) to indicate that Y C X and |Y]| < k,
for £ € N.

3.2.10. LEMMA. Ifg: P(W)" — P(W) is a composition of complete operators,
and X1, ..., X, € P(W), then

g(Xla"'axn) = U{g<sl7asn) ‘ Sl gé;’, X’L': 1<i< n}

Proof. By induction on the degree of g. If 6, = 1, then g is a complete operator
f and hence

f(Xla'-->Xn> = f( U {l'l}v"'? U {:Bn})

r1€X1 Tn€Xn

= U{f({a:l}, ooz }) [H{x} S X, 1 <i <n}.
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If §, > 1, then g is of the form f(hy,...,h,,) where f is a complete operator and
each h; is a composition of complete operators. Then

9 X1, .., X)) = f(h(X1,.... X0), . h( X1, X))
= f(Jfni(sy, .8 )ys;g XJ, 1<j<n})m,
= (J{f(h S;,...,S;));’;l|s;g5j.xj, 1<j<n}
C U (S SN | 85 Syt s X5 1< <}
= (J9(S1,....8.) | S5 S X, 1< 5 <}

Here the second equality holds by the inductive hypothesis, and the third since
f is a complete operator. The inclusion holds since the set of which the union is
taken in the third line is a subset of the corresponding set in the fourth line. The
last equality holds by the assumptions on g and by definition of d,.

The converse inclusion follows from g being order preserving (Lemma . U

Consider the following conditions on [¢]:
(@) [e(r, .- p)] = [¢1(p1s - pns [11], - - [e]), where
(b) [¢'(p1,---,Pn,S1,---,8)] is a composition of complete operators on P(W),
(¢) [1] to [ve] are order reversing in each coordinate.

For every frame F and every m € N, let Val;(F) be the set of valuations on
F of type Vi : Prop — P, (W).

3.2.11. PROPOSITION. Let o — 1) € ML be such that [¢] verifies the conditions
(a)-(c) above and )] is order-preserving. Let m = max}_,m; where m; is the
degree of [p] relative to its ith coordinate. Then the following are equivalent for
every frame F:

1. (YV e Val(F))[w € [¢](V) = w € [¥](V)]
2. (VWi e Vali(F))[w € [p] (Vi) = w € [¢](V1)]-

Proof. (1 = 2) Clear. (2 = 1) Let m; be the degree of [¢] in the i-th coordinate,
for 1 <i<n. Fix V and let w € [¢](V). Hence,

@ # [el(V) = [TV (p1), - - Vpa), InI(V), - ] (V)
By Lemma [3.2.8|2), this implies that V(p;) # @ for every i = 1,...,n. By

Lemma [3.2.10]

= PT80S Il (V) e (V) 1S5 G, Vi), 1< <)
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Hence, w € [¢](V) implies that w € [¢'[(T1, ..., Tn, [n](V),...,[7](V)) for
some T; C,,, V(pi), 1 < i < n. Let V] be the valuation that maps any ¢ €
Prop\ {p; | 1 < i < n} to @ and such that Vi(p;) = T;: clearly, V; € Val;(F);
moreover w € [¢](V1): indeed,

2 (V)v A [[76]](‘/))
MﬂbmﬂhhMW%~ﬂwwm
MWMM SVA(pn), [l (), - T (V1))

N

I
—_ e = =

(3.6)

the inclusion in the chain above follows since Vi (p) C V (p) for every p € Prop and
the extensions of the 4’s are reversing. Hence, by assumption (2), w € [¢](V4).
Since [¢] is order preserving in every coordinate, and again Vi(p) C V(p) for
every p € Prop, we get w € [¢](V1) C [¢](V), which concludes the proof. O

Syntactic conditions. It remains to verify that the very simple Sahlqvist im-
plications verify the assumptions of Proposition |3.2.11} The assumptions on
are verified because of Proposition [3.2.5. As to the assumptions on (:

3.2.12. PROPOSITION. Ifp = ¢(p1,...,pn) is a very simple Sahlquist antecedent
then it verifies the assumptions (a)-(c) of Proposition[3.2.11l In particular, the
maps [v]’s are exactly the ones induced by the negative formulas occurring in the
construction of o, the map [¢'] is induced by the compound occurrences of A and
O, and for every 1 < i < n, the degree of [¢'] in the ith coordinate is the number
of positive occurrences of p; in .

Proof. For the first part, note that the identity map id : P(W) — P(W), the
intersection N : P(W) x P(W) — P(W) ((X,Y) — X NY) and the semantic
diamond operations R~ : P(W) — P(W) (X — R™'(X)) are complete opera-
tors. The second part is proven by induction on . U

3.2.4 Sahlqvist implications

The reduction strategy. Another promising subclass of tame valuations is
formed by those V5 € Val(F) such that for every p € Prop, V3(p) = R|z| for some
z € W. Indeed, suppose that the following were equivalent:

LYV (w e [p](V)=w e [¥](V))
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2. YWa(w € [p](V2) = w € [¢](V2)).

This would mean that
FEVYP .. VP,ST(p — P)[w] iff FlEVYPE. . VP2ST, (¢ — ¢)[w]

where the variables P? would not range over P(W), but only over {R|z] | z € W}.
Therefore, the formula above on the right-hand side can be transformed into a
first-order formula by replacing each VP? in the prefix with Vz;, and each atomic
formula of the form P?y with 2z Ry V z! Ry V ...V 2™ Ry, where all the 2’s are
fresh variables.

Actually, this argument can be refined and extended to valuations V5 such
that for every p € Prop, Va(p) = R*[z] for some z € W, and some k € N relation
on W (Notice that the valuations V; ranging over singletons are the special case
of V5 where k = 0). In this case, the formula above on the right-hand side can be
equivalently transformed into a first-order formula by replacing each VP? in the
prefix with Vz;, and each formula of the form P?y with an Lo-formula which says
‘there exists an R-path from z; to y in k; steps’, such as:

ki—1

Jug, ... vk, (2 = vo A /\ vjRvj 1 A vy, = Y]
j=0

This time we are after some conditions on ¢ and ¢ that guarantee that the
universal quantification V1 can be equivalently replaced with the universal quan-
tification VV5.

Order-theoretic conditions. The maps f,g: P(W) — P(W) form an adjoint
pairf] (notation: f - g) iff for every X,Y € P(W),

f(X)CY iff X Cyg(Y).

Whenever f - g, f is the left adjoint of g and ¢ is the right adjoint of f. One
important property of adjoint pairs of maps is that if a map admits a left (resp.
right) adjoint, the adjoint is unique and can be computed pointwise from the
map itself and the order (which in our case is the inclusion). This means that
admitting a left (resp. right) adjoint is an intrinsically order-theoretic property
of maps.

3.2.13. PROPOSITION. 1. Ruight adjoints between complete lattices are exactly
the completely meet-preserving maps, i.e., in the concrete case of powerset
algebras P(W) they are exactly those maps g such that g((S) = ({g(X) |
X € S} forall S CPW);

2For a more general definition see Section




46 Chapter 3. Basic algebraic modal correspondence

2. Right adjoints on a powerset algebra P(W') are exactly maps of the form lg
for some binary relation S on W.

3. For any binary relation S on W, the left adjoint of ls is the map mg-1,
defined by the assignment X — S[X].

Proof. 1. See [56, Proposition 7.34]. 2. We leave to the reader to verify that
every map of the form /s is completely meet preserving, hence it is a right adjoint.
Conversely, let g : P(W) — P(W) be a right adjoint. Then by item 1 above, g
is completely meet preserving. Define S C W x W as follows: for every x,z € W,

xSz it & g(W\ {z}).
We claim that g = [s. Hence,
x€lsW\{z}) iff S[z] C (W \{z}) iff z2¢S[z] iff xe€g(W\{z}),

which shows our claim for all the special subsets of W of type W \ {z}. In order
to show it in general, fix X € P(W) and notice that X = (1, (W \ {z}). Using
the fact that ¢ is completely meet preserving and the special case shown above,
we get:

9(X) = g(HW\{z}) | 2 ¢ X})
= [(Hg(W\{z}) | z¢ X}
= MHsW\{z}) | 2 ¢ X}

= Is(M{W\{z}) | = ¢ X}
= I5(X).

The marked equality can be verified directly, but also follows from the more gen-
eral fact that [s is completely meet preserving for every S.
3. Left to the reader. O

Consider the following conditions on [¢]:
(a) @(p1,-- - pn) = ¢ (alpr)s - -+ Xnlpn), 71, - 5 Ye), moreover
(b) [¢'] is a complete operator;

(c) for 1 < i < n, [xi] : P(W) — P(W) is a right adjoint, i.e. there exists
some f; : P(W) — P(W) such that for every X, Y € P(W), fi(X) C
Y iff X C[x](Y);

(d) for every 1 <i < n, f; is defined by X ~ RF[X]

(e) for every 1 < j </, [v;] is order reversing in each coordinate.
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Notice that, by Proposition , condition (c) already guarantees that for every
i, f; is defined by X — &;[X| for some arbitrary binary relation S; on W; however,
since §; is arbitrary, this is not yet enough to guarantee that valuations defined
by pi — fi({z:}) be Lo-definable. Condition (d) above guarantees this last point.

For every frame F, let Valy(F) be the set of valuations on F such that, for
every p € Prop, Va(p) = R¥[x] for some z € W and some k € N.

3.2.14. PROPOSITION. Let p — 1 € ML be such that [¢] verifies the conditions
(a)-(d) above and [] is order preserving in each coordinate. Then the following
are equivalent:

1. (VW e Val(F))[w € [¢](V) = w e [¢](V)]

2. (Vs € Valy(F))[w € [e](V2) = w € [9](V2)].

Proof. (1 = 2) Clear.
(2= 1) Fix V and let w € [¢](V). Hence,

@ # [el(V) = [PTDal(Vp)), - Dl (V(pn), [l (V), - Tl (V)),

and since by assumption (b) [¢’] is a complete operator, [x;](V(p;)) # @ for
every 1 < ¢ < n. Moreover, because every set is the union of the singletons of
its elements and complete operators preserve arbitrary unions in each coordinate,
the following chain of equalities holds:

w € [p](V)
= HSOI]](HXI]KV(])I))? Tt [[Xn]](v(pn))v [[71]](‘/)’ T [[’7@]](‘/))
= U{[[%Dl]]({xl}a oAzt Il (V) D] (V) | H{d € Dal(V (i) b
= W1, s (V) (V) | filfzd) € V)Y

where the last equality is a consequence of assumption (c). Then

w e [¢]Hz1}s - {z)t, [n](V), - o [ve](V))) for some z; € W, 1 < i < n, such
that f;({z;}) € V(p;). Let V5 be the valuation that maps any ¢ € Prop\ {p; | 1 <
i < n} to @ and such that Va(p;) = fi;({2:}). By assumption (d), V5 € Valy(F).



48 Chapter 3. Basic algebraic modal correspondence

Let us show that w € [¢](V2): indeed,

el@l{z}, - Azd Il (V). - [ (V)

c J¥THa, - Az} I (V) - v (V) 1Fi({2}) € Valpi) Y

C (M1} o Il (), Tl (Vo)) | fil{}) € Vapa) Vi
= (HIP1Hx} o Il 02), - Tl (Vo)) | {} € Dl (Va(pi) Y

= [¢l(Dal(Valp ))v"W[[XnH(VQ(pn))v[[71]](%)7“'7[[7[]](‘/2))
= [el(V2).

The second inclusion holds since Vi(p) € V(p) for every p € Prop and the []'s
are order reversing. By assumption (2), we can conclude that w € [/](V2). Now,
since [¢] is order preserving in every coordinate, and Va(p;) = fi({z:}) € V(ps)
for every 1 <i < n, we get w € [¢[(V2) C [¢](V), which concludes the proof.

U

Syntactic conditions.

3.2.15. PROPOSITION. If ¢ — b € ML is a Sahlquist implication, then ¢ — 1
verifies the hypotheses of Proposition [3.2.14. In particular, the maps [x;] are
exactly the ones induced by the boxed atoms.

Proof. It follows from Propositions [3.2.12| and [3.2.13], and the additional fact
that, for every R17R2 - W x W, ZRQ o lRl = lRloRz- O

3.2.16. ExAMPLE. The (definite) Sahlqvist implication ¢Op A Og — OO(p A q)
has the following standard second-order frame equivalent

VPYQ[(3y(xRy AVu(yRu — P(u))) AVu(zRv — Q(v))) —

Vw(xRw — Is(Rws A P(s) A Q(s)))].

The reduction strategy prescribes that in the above we replace VPV(Q with V2,V zs,
and substitute P(y) and Q(y) with Jvg3vi(vg = 21 A voRvy A vy = y) and
JuoFvi(vg = 29 A vgRv; A vy = y), respectively, which simplify to z; Ry and
29 Ry, respectively. Doing this we obtain the first-order frame equivalent

V21V [(Fy(x Ry A Vu(yRu — z Ru)) AVo(xRv — zRv)) —

Vw(xRw — Is(Rws A z1Rs A z3Rs))].
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Using the well-known fact that for any first-order formula S(z,y) it holds that
VaVyp(x,y) E VaVap(x, x), we see (by pulling out quantifiers and setting z; =y
and zy = x) that the above has as consequence

VyVw(z Ry A tRw — 3s(xRs A yRs A wRs)).

An easy semantic argument shows that the converse also holds, and hence that
the last formula is actually a local first-order frame correspondent for GCIpAClg —
O0(p A q).

3.3 Conclusions

In this chapter, the Sahlqvist-style syntactic identification of classes of modal for-
mulas that are endowed with local first-order correspondents has been explained
in terms of certain order-theoretic properties of the extension maps correspond-
ing to the formulas of these classes. Our treatment is modular: in particular, we
neatly divided the correspondence proof for each class of formulas in three stages.
Although, for simplicity, we confined our treatment to the basic modal signature,
the most important stage, i.e. the one referred to as ‘order-theoretic conditions’ is
intrinsically independent of any algebraic signature. Therefore, it can be applied
to any one, and in particular to any modal signature.

The statements and proofs about the order-theoretic conditions only use the
following two features of powerset algebras: that they are complete distributive
lattices and that they are completely join-generated by their completely join prime
elementsE| (the singleton subsets). Therefore, these proofs go through virtually
unchanged in the more general setting of distributive lattices enjoying these two
properties.

Although it was not strictly needed for our exposition, in this chapter corre-
spondence is regarded as a by-product of the duality between Kripke frames and
complete and atomic BAQO’s. For instance, results such as Proposition [3.2.13] are
essentially characterizations of objects across a duality. Moreover, in general, the
relational interpretation of modal logic can be obtained by dualizing its canon-
ical algebraic interpretation on BAO’s. This modus operandi is not confined to
modal logic: any duality involving the class of algebras canonically associated
with a given propositional logic provides the appropriate setting for correspon-
dence results.

3An element ¢ # L of a complete lattice L is completely join prime if, for every S C L, ¢ < s
for some s € S whenever ¢ <\/ S.






Chapter 4

Algorithmic correspondence and
canonicity for regular modal logic

In the present chapter, which is a revised version of [I30], we apply the unified
correspondence approach to obtain Sahlqvist-type correspondence and canonic-
ity results about regular modal logic on classical, intuitionistic and distributive-
lattice propositional bases.

The formalization of situations in which logical impossibilities are thinkable
and sometimes even believable has been a key topic in modal logic since its onset,
and has attracted the interest of various communities of logicians over the years.
This specific imperfection of cognitive agency can be directly translated in the
language of modal logic by stipulating that, for a given agent a, the formula ¢, L
is not a contradiction, and hence, that the necessitation rule is not admissible.
Impossible worlds have been introduced by Kripke in [I11] in the context of his
relational semantic account of modal logics, as an elegant way to invalidate the
necessitation rule while retaining all other axioms and rules of normal modal
logic, and hence to provide complete semantics for important non-normal modal
logics such as Lemmon’s systems E2-E5 [115]. More recently, impossible worlds
have been used in close connection with counterfactual reasoning, paraconsistency
(e.g. to model inconsistent databases, cf. [8]). The reader is referred to [125] for
a comprehensive survey on impossible worlds.

The logics E2-E5 mentioned above are prominent examples of regular modal
logics, which are classical modal logics (cf. [42]) in which the necessitation rule is
not valid (equivalently, modal logics that do not contain CJT as an axiom) but such
that [J distributes over conjunction. Arguably, their lacking necessitation makes
regular modal logics better suited than normal modal logics at the formalization
of epistemic and deontic settings. To briefly expand on the type of objections
against normality raised in these settings, we mention Lemmon’s argument in
[115], the same paper in which the systems E2-E5 have been introduced together
with other logics. The rule of necessitation is not included in them since it causes
the presence in the logic of theorems of the form [y. In the context of the

51
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interpretation of the [l-operator as moral obligation or scientific but not logical
necessity, Lemmon’s systems are in line with the view that nothing should be a
scientific law or a moral obligation as a matter of logic.

Notwithstanding the fact that the two variants of Kripke relational models
(namely with and without impossible worlds) appeared almost at the same time,
the state of development of their mathematical theory is not the same. In partic-
ular, although unsystematic correspondence results exist (viz. the ones in [I11]),
no Sahlqvist-type results are available.

We introduce an adaptation, referred to as ALBA”, of the calculus ALBA to
regular modal logic (on weaker than classical bases). We define the class of
inductive inequalities in the regular setting. Again, this definition follows the
principles of unified correspondence, and is given in terms of the order-theoretic
properties of the algebraic interpretations of the logical connectives. Similar to
the inductive inequalities defined in other settings, inductive DLR-inequalities
properly and significantly extend Sahlqvist inequalities, while sharing their most
important properties, namely the fact that the (regular) modal logics generated
by them are strongly complete w.r.t. the class of Kripke frames defined by their
first-order correspondent.

The chapter is organized as follows: in Section we introduce the necessary
preliminaries on impossible worlds and non-normal modal logics. In Section [4.2]
we illustrate the algebraic-algorithmic correspondence mechanism. In Section
[4.2.1] we introduce the calculus ALBA" for regular modal logic, and inductive
DLR-~inequalities. Finally, in Section the strong completeness of Lemmon’s
logics E2-E5 w.r.t. elementary classes of Kripke frames with impossible worlds is
obtained as a consequence of the theory developed, and the defining first-order
conditions are effectively computed via ALBA". In addition to the above contents,
the first part of the paper [130], on which this chapter is based on, studies Jénsson-
style canonicity, and shows that Jénsson’s strategy for proving canonicity goes
through all the same under weaker assumptions of the modal operators being
regular.

4.1 Preliminaries

In this section, we collect preliminaries on Kripke frames with impossible worlds
and their complex algebras. We also report on historically important examples
of non-normal modal logics, namely Lemmon’s E2-E4, which have been given a
semantic interpretation in terms of Kripke frames with impossible worlds. We
briefly mention how the discrete duality on objects between usual Kripke frames
and Boolean algebras with operators can be extended to Kripke frames with
impossible worlds and perfect regular Boolean algebra expansions (r-BAEs, cf.
Definition [4.1.7). Finally, we outline the generalization of this discrete duality to
the distributive lattice-based counterparts of r-BAEs and the poset-based coun-
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terparts of Kripke frames with impossible worlds.

4.1.1 Regular modal logics

Classical modal logics (cf. [42], Definition 8.1, and [139]) are weaker than normal
modal logics, and are only required to contain the axiom (A < —[J-A and be
closed under the following rule:

A< B
(RE) OA «~ OB
Monotonic modal logics are required to contain the axiom above and be closed
under the following rule:

A— B
(RM) 0A —- OB

Regular modal logics (cf. [42], Definition 8.8) are required to contain the axiom
above and be closed under the following rule:

(RR) (AANB) —» C
(OAAOB) — OC

Notice that (RE) can be derived from either (RR) or (RM), and hence both
monotonic modal logics and regular modal logics are classical. Notice also that
(RR) can be derived from (RM) in the presence of the axiom (OpAQg) — O(pAq).
Hence, regular modal logics can be equivalently defined as monotonic modal logics
which contain the axiom above.

In what follows, we will consider as running examples some historically im-
portant modal logics which have been given a semantic interpretation in terms of
Kripke frames with impossible worlds. These are Lemmon’s logics E2-E5.

Lemmon’s epistemic logics. In [I15], the systems E1-E5 have been intro-
duced as epistemic counterparts of Lewis’ modal systems S1-S5. The E-systems
E2-FE4 are examples of regular but not normal modal logics, while E5 turns out
to coincide with the normal modal logic S5 (as mentioned in [II1, p. 209]). A
semantic proof of this fact is given in Section [£.5] With the E-systems, Lemmon
intended to capture the principle that “nothing is a scientific law as a matter of
logic”. In particular, Lemmon argues that the necessitation rule is not plausible if
the modal operator [ is to be interpreted as “scientific but not logical necessity”.
The following axioms and rules are reported here with the same names as in [115].
The notation has been changed to the currently standard one.

Axioms:
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P) Propositional tautologies

(
(1) Op—q—00p—0q9 (1) Op-—q — (Op— g
(2) Op—p
(4) Op—0O0p (5) —Op — O-0p.
Rules

(PCa) If «v is a propositional tautology, then F a.
(PCb) Substitution for proposition variables.

(PCc) Modus Ponens.
)

(Eb) If F a — 3, then F Oa — O5.

The logics E2-E5 are defined as follows:

. (P)+(PCa)~+(PCb)+(PCc)
E2: PC+(Eb)+( N+ (2) E3: PC+(Eb)+(1)+(2)
E4d: E2+(4) E5: E2+(5)

4.1.1. FacT. In the presence of (Eb) and (1°), we have F O(a A ) <» Oa A Op.

Proof. The left-to-right implication is obtained by applying (Eb) to the propo-
sitional tautologies a A f — a and oo A § — [, which yields - O(a A 5) — Oa
and - O(a A 8) — Op. From these, PC derives - O(a A §) — Oa A OB.

As to the right-to-left implication, it is enough to show that - (Ha) — (05 —
O(a A B)). Indeed:

FO (Do) = (OB — (A B))).

The entailment (1) can be derived by applying (Eb) to the propositional tau-
tology F a — (8 — (a A (). Finally, using a suitable instantiation of (1), we
obtain

0B = (A B) = (08 — O A B)).

4.1.2. COROLLARY. Lemmon’s logics E2-E5 are reqular.

Proof. Notice preliminarily that (1) and (2) entail (1’). Indeed,

FO O(a = B) — O(0a — OB).
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The entailment (V) immediately follows from the assumption (1). Using a suit-
able instantiation of (2), we obtain

@ O(0a — 08) — Do — OB,
Hence, the regularity of E2-E5 immediately follows from Fact [4.1.1] U

In [IT1], Kripke proved the completeness of E2 and E3 w.r.t. certain Kripke
frames with impossible worlds, and stated that E5 coincides with the well-known
logic S5. In Section [4.5] we are going to obtain these and other results as instances
of correspondence theory for Kripke frames with impossible worlds, which are
defined in the following subsection.

4.1.2 Kripke frames with impossible worlds and their com-
plex algebras

4.1.3. DEFINITION. [cf. [I11} 20]] A Kripke frame with impossible worlds is a
triple F = (W, S, N) such that W # @, N C W and S C N x W. The set N is
regarded as the collection of so called normal worlds, i.e. W \ N is the collection
of impossible worlds. A Kripke model with impossible worlds is a pair M = (I, V)
such that F is a Kripke frame with impossible worlds, and V' : Prop — P(W) is
an assignment.

The satisfaction of atomic formulas and of formulas the main connective of which
is a Boolean connective is defined as usual. As to [J- and {-formulas,

e MwlFOy iff we N andforall ve W if wSv then M, v I .

e Mwl-OQp iff w¢ N or there exists some v € W s.t. wSv, and M, v I
©.
Validity of formulas is defined as usual.

The definition above is tailored to make the necessitation rule fail. Indeed, T
is valid at every point in every model, however M, w | OT whenever w ¢ N.

4.1.4. Fact. Axiom (Op A Ogq) < O(p A q) is valid on any Kripke frame with
impossible worlds.

Proof. Let F = (W, S, N) be a Kripke frame with impossible worlds. Fix a
valuation V and let w € W. if w ¢ N, then w ¥ Op, w ¥ Og, w ¥ O(p A q). So
wlF (OpAQg) <> O(pAgq). If we N, the following chain of equivalences holds:

w - Op A Qg
ifft w lF0Op and w I+ Og
ifft for all v e W s.t. wSv, vIF pand for all v € W s.t. wSv, v IF g
iff forallveW s.t. wSv, viIFpandvl-g
iff wl-O(pAqg).
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g

4.1.5. DEFINITION. For any Kripke frame with impossible worlds F = (W, S, N),
the complex algebra associated with F is F™ := (P(W), fs) where fs : P(W) —
P(W) is defined by the following assignment:

X {weW|wé¢ N orwSv for some v € X} = N°U S [X].

4.1.6. Fact. For any Kripke frame with impossible worlds F = (W, S, N) and
any X C P(W), if X # &, then

fs(Jx) = J{fs(X) | X € ).
Proof. Indeed, the following chain of identities holds:

fs(UX) = NeusHUxA]
= NUU{S'X]| X € X}
— U{NUSX]| X € A}
= U{fs(X) | X e X}

O
The fact above shows that the diamond-type operation of the complex algebra
associated with any Kripke frame with impossible worlds is completely additive.
Facts [4.1.4] and [4.1.6] witness that Kripke frames with impossible worlds are a
natural semantic environment for the so-called regular modal logics.

4.1.3 Algebraic semantics

In this subsection, we collect basic facts about algebraic semantics for (Boolean-
based) regular modal logics.

4.1.7. DEFINITION. A regular Boolean algebra expansion (from now on abbrevi-
ated as -BAE) is a tuple A = (B, f) such that B is a Boolean algebra, and f is
a unary and additive operation, i.e. f preserves finite non-empty joins of B. An
r-BAE is perfect if B is complete and atomic, and f is completely additive, i.e. f
preserves arbitrary non-empty joins of B .

The complex algebra associated with every Kripke frame with impossible worlds
is a perfect -BAE (cf. Fact [£.1.6).

Formulas in the language of regular modal logic are interpreted into r-BAEs
via assignments in the usual way. An assignment is a function h : Prop — A,
which has a unique homomorphic extension to the algebra of formulas over Prop
in the usual way. An equation is a pair of formulas (s,t), usually written as
s & t, which is valid on an r-BAE A (notation: A = s =~ t) if h(s) = h(t) for
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all assignments h. An inequality is a pair of formulas (s,t), usually written as
s < t, which is valid on an r-BAE A (notation: A | s <) if h(s) <* h(t) for
all assignments h, where <* is the lattice order on A. If K is a class of r-BAEs,
then s ~ ¢ is valid on K (notation: K = s & t) if s & ¢ is valid in all A € K, and
the validity of s <t on K is defined similarly.

It is well known (cf. [93] Theorem 7.5]) that the basic regular modal logic is
sound and complete w.r.t. the class of r-BAEs.

Discrete duality on objects. The well-known duality on objects between
Kripke frames and complete atomic Boolean algebras with complete operators
generalizes to the setting of perfect r-BAEs and Kripke frames with impossible
worlds. Indeed, Definition provides half of the connection. As to the other
half:

4.1.8. DEFINITION. For every perfect -BAE A = (B, f), the atom structure with
impossible worlds associated with A is A, := (At(A), Sy, N), where At(A) is the
collection of atoms of A, N := {z € At(A) |z £ f(L)} and for all z,y € At(A)
such that = £ f(L),

zSpy itz < f(y).

4.1.9. PROPOSITION. For every Kripke frame with impossible worlds F and every
perfect r-BAFE A,
(]F+)+ =F and (A+)+ = A

4.1.4 The distributive setting

In this subsection, we briefly outline the Bounded Distributive Lattice (BDL)-
versions of the definitions and facts of the previous subsection. The reason for this
generalization is that most of the treatment in the following sections is presented
in the setting of distributive lattices.

We recall that a distributive lattice is perfect if it is complete, completely
distributive and completely join-generated by the collection of its completely join-
prime elements. Equivalently, a distributive lattice is perfect iff it is isomorphic
to the lattice of upsets of some poset. For a distributive lattice A, an = € A is
completely join-irreducible (resp. completely join-prime) if x # L and for every
ACAifx=\95 (resp. x <\/S) then z = s (resp. z < s) for some s € S.
In the setting of perfect distributive lattices, completely join-irreducibles coincide
with completely join-primes.

4.1.10. DEFINITION. A regular distributive lattice expansioﬂ(abbreviated as DLR
in the remainder of the section) is a tuple A = (B, f) such that B is a bounded

! Actually, this name refers much more generally to bounded distributive lattices with an
arbitrary but finite number of additional operations of any finite arity. Hence, the definition
given above captures only a very restricted subclass of distributive lattice expansions which is
sufficient for the sake of the present section.
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distributive lattice, and f is a unary and additive operation, i.e. it preserves finite
non-empty joins of B. An DLR is perfect if B is a perfect distributive lattice, and
f is completely additive, i.e. it preserves arbitrary non-empty joins of B.

4.1.11. DEFINITION. A distributive Kripke frame with impossible worlds is a
quadruple F = (W, <, S, N) such that W # &, < C W x W is a partial or-
der, N € W is a downset and S € N x W is such that >{nyxnyy0oSo> C 5.
The set N is regarded as the collection of so-called normal worlds.

For every perfect DLR A = (B, f), let A, := (J*(A),>,Sf, N) where J*(A) is
the collection of completely join-irreducible elements of A the symbol > denotes
the converse of the lattice order restricted to J*(A), N := {z € At(A) | z £
f(L)}, and for all z,y € At(A) such that = £ f(L),

xSpy Mt o < f(y).

For every distributive Kripke frame with impossible worlds F = (W, <, S, N),
let F+ := (PY(W), f) where f : PY(W) — PT(W) is defined by the following

assignment:

X {weW |w¢gN or wSv for some v € X} = N°U S~X].

4.1.12. PROPOSITION. For every distributive Kripke frame with impossible worlds
F and every perfect DLR A,

(F+)+ =F (Ind (A+)+ = A

4.1.5 Canonical extension

In this section, we briefly recall the theory of canonical extension for bounded
distributive lattices (BDLs), and define the canonical extension of a regular dis-
tributive lattice expansion (DLR).

For any BDL A = (A4,V,A, L, T), let A? := (A, A,V, T, L) be its dual BDL.
Moreover, let A' := A. An n-order-type ¢ is an element of {1,9}", and its i-th
coordinate is denoted ¢;. We omit n when it is clear from the context. Let £?
denote the dual order-type of ¢, that is, €7 := 1 (resp. €7 := ) if &; = 9 (resp.
g; = 1). Given an order-type ¢, we let A® be the BDL A®' x ... x A®".

4.1.13. DEFINITION. The canonical extension of a BDL A is a complete BDL
A’ containing A as a sublattice, such that:

1. (denseness) every element of A° can be expressed both as a join of meets
and as a meet of joins of elements from A;

2. (compactness) for all S,T C A with AS < \/T in A?, there exist some
finite sets F C Sand G CT s.t. AF <\/G.
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It is well known that the canonical extension of a BDL is unique up to iso-
morphism (cf. [75, Section 2.2]), and that the canonical extension of a BDL is a
perfect BDL (cf. [75, Definition 2.14]). An element x € A° is closed (resp. open)
if it is the meet (resp. join) of some subset of A. Let K(A%) (resp. O(A?)) be the
set of closed (resp. open) elements of A%, It is easy to see that the denseness con-
dition in Definition implies that J>®(A%) C K(A°) and M>(A?%) C O(A°)
(cf. [75], page 9).

Let A, B be BDLs. An order-preserving map f : A — B can be extended to
amap : A° — B’ in two canonical ways. Let f and f™ respectively denote the
o and 7-extension of f defined as follows:

4.1.14. DEFINITION. [cf. Remark 2.17 in [75]] If f : A — B is order-preserving,
then for all u € A°,

o) = \{N\{fla):z<ac A} :u>ze KA}
Fw) = AN{V{f(a) 1y >ae A} :u<yeOAa)}

4.1.15. DEFINITION. The canonical extension of a DLR A = (A, f) is defined as
the tuple A% = (A%, f7), where A° is the canonical extension of the BDL A and
f? is defined according to Definition [4.1.14}

4.1.6 Adjoints and residuals

In this section, we give the relevant preliminaries on adjoints and residuals, which
play a crucial role in the algebraic-algorithmic correspondence theory. In this
section, C and C’' are complete lattices, and we will often use subscripts to in-
dicate the underlying lattice/algebra of the order/meet/join. Given a lattice
C = (C,A,V, L, T), we denote the dual lattice (C,V,A, T, L) as C°. For the
proofs of the propositions in this section, see [50].

4.1.16. DEFINITION. The monotone maps f : C — C' and g : C' — C form an
adjoint pair (notation: f - g), if for every x € C,y € C/,

f(z) <oy iff v <cg(y).

Whenever f - g, f is called the left adjoint of g and g the right adjoint of f. We
also say f is a left adjoint and ¢ is a right adjoint.

An important property of adjoint pairs of maps is that if a map has a left (resp.
right) adjoint, then the adjoint is unique and can be computed pointwise from
the map itself and the order relation on the lattices. This means that having a
left (resp. right) adjoint is an intrinsically order-theoretic property of maps.
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4.1.17. PROPOSITION. For monotone maps f : C — C' and g : C' — C such
that f - g, for every x € C,y € C/,

1 fx) = Ny €C 2z <c g(v)};
2. 9(y) =Vclzr € C: fz) <oy}
4.1.18. PROPOSITION. For any map f:C — C',
1. f is completely join-preserving iff it has a right adjoint;
2. f is completely meet-preserving iff it has a left adjoint.

4.1.19. DEFINITION. For n-ary maps f : C" — C and g : C" — C, they form a
residual pair in the ith coordinate (notation: f -; g), if for all xq,...,z,,y € C,

floy, ..o xy oo x) <cy iff z; <cglz1,...,y,...,2n).

Whenever f -, g, f is called the left residual of g in the ith coordinate and g the
right residual of f in the ¢th coordinate. We also say f is a left residual and g is
a right residual.

4.1.20. PrROPOSITION. For f :C" — C and g : C* — C such that f —; g, for all
Tiyeo oy Ty Y S (C7

L f(o,... x5 0) = Nely € Cray <c g1, ...,y,...,20)};

2. 9(x1,.. .,y xn) = Velz € C: fa, ..z, 20) <c y}
4.1.21. PROPOSITION. For any n-ary map f : C" — C,

1. f is completely join-preserving in the i-th coordinate iff it has a right residual
i that same coordinate;

2. f is completely meet-preserving in the i-th coordinate iff it has a left residual
in that same coordinate.

4.1.22. EXAMPLE. Given a perfect BAO A, the operations ¢ : A — A and
[0: A — A are completely join- and meet-preserving, respectively, and, therefore,
are left and right adjoints, respectively. Hence there are operations B : A — A
and 4 : A — A such that for every z,y € A,

Qv <p yiff v <, My,
x <p Oy iff ¢x <, v.

Therefore, by Proposition 4.1.17, 42 = A\, {y € A : 2 <, Oy} and my =/, {z €
A Oz <, vy}
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4.1.23. EXAMPLE. Given a perfect distributive lattice A, the binary operations
A:AxXA — Aand VvV : AxA — A are completely join- and meet-preserving in each
coordinate, respectively, and therefore have right and left residuals, respectively.
Hence there are binary operations —: A% x A — A and — : A x A9 — A such
that for every x,y, z € A,

r ANy <pziffte <,y— 2,
r—y<pziffx <, yVz.

Therefore, by Proposition4.1.20, y = z =\, {r € Az ANy <, z}and z —y =
A{z €Az < yvVz}

4.1.24. EXAMPLE. Consider the diagonal map A : C — C x C, defined by the
assignment x — (z, ). The defining clauses of the least upper bound and greatest
lower bound can be equivalently restated by saying that the operations V and A
are the left and the right adjoints of the diagonal map A, respectively:

x<cyAziff x <cyand z <c z, iff A(z) <cxc (v, 2),
yVz<cxiff y <czand z <c¢ z, iff (y,2) <cxc Ax).

4.2 Algebraic-algorithmic correspondence

The contribution of the present section is set in the context of order-theoretic algo-
rithmic correspondence theory [50, [46]. As illustrated in Chapter , the strategy
of instantiating propositional variables with first-order definable ‘minimal valua-
tions’ can be developed in the context of the algebraic semantics of modal logic,
and then generalized to various other logics. The algebraic setting helps to dis-
till the essentials of this strategy. Before giving a more detailed account of this
theory, we will guide the reader through the main principles which make it work,
by means of an example.

The algorithm ALBA illustrated. Let us start with one of the best-known
examples in correspondence theory, namely ¢OUp — OOp. It is well known that
for every Kripke frame F = (W, R),

FIFo0Op — 0O0p it FE Vayz (zRy A xRz — Ju(yRu A zRu)).

As is discussed at length in [50], every piece of argument used to prove this
correspondence on frames can be translated by duality to complex algebras (see
Example 2.1.5]). As is well known, complex algebras are characterized in purely
algebraic terms as complete and atomic BAOs where the modal operations are
completely join-preserving. These are also known as perfect BAOs.
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First of all, the condition F |- OCp — CIOp translates to the complex algebra
A = F* of Fas [0Op] C [OOp] for every assignment of p into A, so this validity
clause can be rephrased as follows:

A = vp[0Op < O0Op], (4.1)

where the order < is interpreted as set inclusion in the complex algebra. In perfect
BAOs every element is both the join of the completely join-prime elements (the
set of which is denoted J*(A)) below it and the meet of the completely meet-
prime elements (the set of which is denoted M>(A)) above itf] Hence, taking
some liberties in our use of notation, the condition above can be equivalently
rewritten as follows:

A EVp[\/{i € J=(4) | i <O0p} < A{m € M>(A) | O0p < m}].

By elementary properties of least upper bounds and greatest lower bounds in
posets (cf. [56]), this condition is true if and only if every element in the join is
less than or equal to every element in the meet; thus, condition above can
be rewritten as:

A EVpVivm|(i < 00p & O0p <m) =i < mj, (4.2)

where the variables i and m range over J*(A) and M>°(A) respectively. Since A
is a perfect BAO, the element of A interpreting [p is the join of the completely
join-prime elements below it. Hence, if i € J*°(A) and i < Q0Op, because ¢ is
completely join-preserving on A, we have that

i <O(\/{7€ =) j<Op}) = \/{0j|jeJ(A) and j < Op},

which implies that ¢ < {jo for some jo € J*°(A) such that j, < Op. Hence, we
can equivalently rewrite the validity clause above as follows:

AEVpivm[(FE < 0j & J<Op) & DOp<m)=i<m]  (43)
and then use standard manipulations from first-order logic to pull out quantifiers:
AEVVIVYj[i< 0 & j<UOp & O0p <m) =1i<m|. (4.4)

Now we observe that the operation [ preserves arbitrary meets in the perfect
BAO A. By the general theory of adjunction in complete lattices, this is equiv-

alent to [J being a right adjoint (cf. Proposition 4.1.17). It is also well known
that the left or lower adjoint of [J is the operation ¢, which can be recognized

2In BAOs the completely join-prime elements, the completely join-irreducible elements and
the atoms coincide. Moreover, the completely meet-prime elements, the completely meet-
irreducible elements and the co-atoms coincide.
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as the backward-looking diamond P, interpreted with the converse R~! of the
accessibility relation R of the frame F in the context of tense logic (cf. [30, Ex-
ample 1.25] and [50, Exercise 7.18] modulo translating the notation). Hence the
condition above can be equivalently rewritten as:

AEVPVIVIYj[(i < 0j & 4j<p & O0p<m)=1i<m], (4.5)
and then as follows:
AEYiVmYj[i<0j & Ip(#j<p & O0p<m))=i<m]  (46)

At this point we are in a position to eliminate the variable p and equivalently
rewrite the previous condition as follows:

A EViVmVj[i < 0j & 00#j <m) = i< m]. (4.7)

Let us justify this equivalence: for the direction from top to bottom, fix an
interpretation V' of the variables i,j, and m such that i < {j and JO4j < m.
To prove that i < m holds under V', consider the variant V* of V' such that
V*(p) = 4j. Then it can be easily verified that V* witnesses the antecedent of
under V; hence i < m holds under V. Conversely, fix an interpretation V' of
the variables i, j and m such that i < ¢j & Jp(4j <p & OOp < m). Then, by
monotonicity, the antecedent of holds under V', and hence so does i < m,
as required. This is an instance of the following result, known as Ackermann’s
lemma ([2], see also [48]):

4.2.1. LEMMA. Fiz an arbitrary propositional language L. Let o, B(p),v(p) be
L-formulas such that a is p-free, B is positive and v is negative in p. For any
assignment V' on an L-algebra A, the following are equivalent:

1. AV = Bla/p) < ~v(afp) ;

2. there exists a p-variant V* of V' such that A,V* E a < p and AV* |
Bp) <(p),

where B(a/p) and y(a/p) denote the result of uniformly substituting o for p in 3
and vy, respectively.

The proof is essentially the same as [50, Lemma 4.2]. Whenever, in a reduction,
we reach a shape in which the lemma above (or its order-dual) can be applied,
we say that the condition is in Ackermann shape. Taking stock, we note that we
have equivalently transformed into (4.7)), which is a condition in which all
propositional variables (corresponding to monadic second-order variables) have
been eliminated, and all remaining variables range over completely join- and
meet-prime elements. Via the duality, the latter correspond to singletons and
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complements of singletons, respectively, in Kripke frames. Moreover, 4 is inter-
preted on Kripke frames using the converse of the same accessibility relation used
to interpret [1. Hence, clause translates equivalently into a condition in the
first-order correspondence language. To facilitate this translation we first rewrite

(4.7) as follows, by reversing the reasoning that brought us from (4.1f) to (4.2)):
A = Vj[0) < O04j].

By again applying the fact that [ is a right adjoint we obtain

A |=Vi[40) < O4jl. (4.8)

Recalling that A is the complex algebra of F = (W, R), this gives Vw(R[R™" [w]]
C R '[R[w]]. Notice that R[R™'[w]] is the set of all states x € W which have a
predecessor z in common with w, while R™![R[w]] is the set of all states = € W
which have a successor in common with w. This can be spelled out as

VaVw(3z(zRz A zRw) — Jy(xRy AN wRy))
or, equivalently,
VaVaVw((zRz A zRw) — Jy(xRy A wRy))

which is the familiar Church-Rosser condition.

4.2.1 The basic calculus for correspondence

The example in Section 4.2 illustrated the main strategy for the elimination of
second order variables. We transformed the initial validity condition into a shape
to which Ackermann’s lemma was applicable (i.e., into Ackermann shape). Two
order-theoretic ingredients were used to reach Ackermann shape, namely:

(a) The ability to approximate elements of the algebra from below or from
above using completely join-prime and completely meet-prime elements;

(b) the fact that [J is a right adjoint. Moreover, in general, in perfect distribu-
tive lattices with operators, all the operations interpreting the logical connectives
are either residuals or adjoints.

We can repackage these two observations, together with Ackermann’s lemma,
in the form of proof rules, grouped in the following types: the approzimation
rules, residuation/adjunction rules and Ackermann rules. These rules, together
with the strategy governing the order of their application, as illustrated in Section
4.2 constitute the algorithm ALBA, a rigorous specification of which can be
found in [50, Section 6]. ALBA takes an inequality in input, preprocesses it and
transforms it into one or more expressions known as quasi-inequalities: given
a propositional language £, an L-quasi-inequality is an expression of the form
o1 <P & & en < YU, = @ < where the p;, ¥;, p and ¢ are L-formulas.
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ALBA’s goal is to transform all the obtained quasi-inequalities into (sets of)
pure quasi-inequalities, i.e., into quasi-inequalities in which no propositional vari-
ables occur. If such a state is reached, we say ALBA succeeds on the input
inequality.

First approximation rule. This rule is applied only once to transform an
inequality into a quasi-inequality (as in (4.2])) after some possible preprocessing.

o<
Wm <ok o<m) s <m U

Approximation rules. Each of the following rules can be proved sound with
an argument similar to that used in Section [4.2] to justify the transition from (4.2)
to (4.3]). For more details, see [50, Lemma 8.4].

Oy <m i< o
A A
In(0On <m & ¢ < n) (HAppr) JH(G<Oi&i<v) (OAppr)
X7psm X—p<m
A A
Hiopcm&iy P S Sncmepcn O
T (—Appr1) LEX 8 (—Apprs)

Fi<j—e&j<x) Ini<x-n& ¢ <n)

Adjunction and residuation rules. Each of the following rules can be proved
sound with an argument similar to that used in Section[4.2]to justify the transition

from (4.4)) to (4.5)), cf. [50, Lemma 8.4].

eVx <y o< xVY o< x—Y
<Y xSw(WA) @_X§¢(wm) waéw(ﬁRm

Y<pAXx XAY < X—¢<e¢
v<e vx "N Sy R Sy CIR)

Specifically, the rules in the left column above are justified by the fact that
V and A are respectively the left and the right adjoint of the diagonal map A,
defined by the assignment a +— (a,a); the ones in the middle and right hand
columns above are justified by V and A being respectively the right residual of —
and the left residual of —. For ¢ and O we have:

Qp <Y e <Oy
o< mp WP o (ORA)
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Ackermann rules. The soundness of the following rules is justified by Lemma
and its symmetric version.

W& s <p & & B5(p) < ,(p)] &, Bi(p) < 7;(p)]

& BV, ai/p) < (Vi ai/p) ) &, B5(L/p) < ~;(L/p)
W& p<ai & & vi(p) < Bi(p)] &, i (p) < B;(p)]
= . a (LA)  —— (T)
=1 V(A «i/p) < Bi(N\izy @i/p) & (T/p) < B;(T/p)

The rules above are subject to the restrictions that the «; are p-free, and that
the 3; and the «y; are respectively positive and negative in p. Notice that the
rules (L) and (T) can be regarded as the special case of (RA) and (LA) in which
a:= 1 and a := T, respectively.

Unlike the rules given in the previous paragraphs which apply locally and
rewrite individual inequalities, the Ackermann rules involve the set of inequalities
in the antecedent of a quasi-inequality as a whole. A quasi-inequality to which one
of these rules is applicable is said to be in Ackermann shape. In particular, this
requires that either all positive occurrences of p occur in display in inequalities of
the form a; < p (in the case of (RA)), or that all negative occurrences of p occur
in display in inequalities of the form p < «; (in the case of (LA)).

4.3 ALBA on regular BDL and HA expansions

We adapt the calculus for correspondence ALBA to the setting of regular modal
logic, and we consider both the case in which the propositional base is given
by the logic of bounded distributive lattices (BDLs) and by intuitionistic logic,
the algebras associated with which are Heyting algebras (HAs). Unlike the the
distributive modal logic setting, the modal operators in the setting of DLR/HAR
setting are only additive, and not normal. In order to compute adjoints, we define
their normal approximations below.

As we will discuss below, all rules of ALBA" are sound with respect to all per-
fect DLRs. In what follows, we define ALBA™ for DLR and HAR simultaneously
and from first principles. We use the symbol £ to refer indifferently to DLR or
to HAR.

4.3.1 The expanded language L£*

Analogously to what has been done in [50], we need to introduce the expanded
language £* that the calculus ALBA™ will manipulate. The language £ will be
shaped on the perfect L-algebras. Indeed, as usual, £1 will be built on three
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pairwise disjoint sets of variables: proposition variables in Prop (denoted by
p,q,7), nominal variables in Nom (denoted by 1i,j,k) and conominal variables
in CNom (denoted by m, n, o). Nominals and conominals are to be interpreted as
completely join-irreducible and completely meet-irreducible elements of perfect
DLRs.

With each additive map f : A — B between perfect BDLs, we may associate
its normalization, that is a map

Opu = \/{j € J*B) | j < f(i) for some i € J*(A) such that i < u}.

Order-dually, with each multiplicative map g : A — B between perfect BDLs,
we may associate its normalization, that is a map [, : A — B such that, for
every u € A,

O,u = /\{n € M*>(B) | g(m) < n for some m € M*(A) such that v < m}.

Intuitively, the above definition also states that the normalizations of the
maps f and g are the diamond and box operators associated with the dual binary
relations defined by f and g, respectively (cf. Section [.1.4). By definition, the
normalizations of f and g are completely join-preserving and completely meet-
preserving respectively. Since perfect lattices are complete, this implies that the
normalizations are adjoints, i.e., there exist mapsﬂ ¢, : B — A such that for
every u € A and v € B,

Oru<v iff u<mpw ¢0 <u iff v <Ogu.

The discussion above motivates the following recursive definition of the for-
mulas in the expanded language £ (which is the same for both DLR and HAR):

pu= L|Tlplilm|oeVveloAplo—plo—=0|fle)]|gle)] (49)

{IfSO if n(f) =1 | {‘g@ if n(g) =1 (4.10)

G ifn(f) =09 | wep ifnlg) =0
where p € Prop, j € Nom, m € CNom, 7 € {1,9} is a 1 order-type (cf. Page [5§),
and f, g are unary connectives.
The inclusion of the additional propositional connectives — and — in the
signature above is motivated by the well known fact that perfect DLRs have a
natural structure of bi-Heyting algebras. In what follows, we will also use the

3Using the alternative notation, there exist maps « 7,»g B — A such that for every u € A
and v € B,

<pu <o iff €pv<u v<pgu iff u<pgv
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connective % to denote (meta-)disjunction in the context of quasi-inequalities
(i.e., disjunction of a system of quasi-inequalities).

The interpretation of the modal operators is the natural one suggested by the
notation, and indeed we are using the same symbols to denote both the logical
connectives and their algebraic interpretations.

4.3.2 The algorithm ALBA"

In what follows, we illustrate we introduce the rules of our calculus ALBA". For
examples of execution of the algorithm, we refer to Section
ALBA"™ manipulates input L-inequalities ¢ < 1 and proceeds in three stages:

First stage: preprocessing and first approximation. ALBA" preprocesses
the input inequality ¢ < v by performing the following steps exhaustively:

1. (a) Push down the occurrences of +A, +f for ny = 1, —¢g for n, = 0
towards variables, by distributing them over nodes labelled with +V,
and

(b) Push down the occurrences of —V, —g for n, = 1, +f for ny = 0
towards variables, by distributing them over nodes labelled with —A.

2. Apply the splitting rules (applied from top-to-bottom) :

a<BAy aVp <y
a<fB a<ly a<~y <y

3. Apply the monotone and antitone variable-elimination rules (applied from
top-to-bottom):

a(p) < B(p) B(p) < alp)
a(L) <L) A(T) < a(T)

for 5(p) positive in p and a(p) negative in p.

Let Preprocess(¢ < ) be the finite set {¢; < ¢; | 1 < i < n} of inequalities
obtained after the exhaustive application of the previous rules. We proceed sepa-
rately on each of them, and hence, in what follows, we focus only on one element
©; < 1; in Preprocess(yp < 1), and we drop the subscript. Next, the following first
approzimation rule is applied only once to every inequality in Preprocess(¢ < 1):

ip <y P <mg
p<Y

Here, iy and my are a nominal and a co-nominal respectively. The first-
approximation step gives rise to systems of inequalities {iy < ¢;,¢; < mg} for
each inequality in Preprocess(y < ). Each such system is called an initial system,
and is now passed on to the reduction-elimination cycle.
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Second stage: reduction-elimination cycle. The goal of the reduction-
elimination cycle is to eliminate all propositional variables from the systems which
it receives from the preprocessing phase. The elimination of each variable is ef-
fected by an application of one of the Ackermann rules given below. In order
to apply an Ackermann rule, the system must have a specific shape. The ad-
junction, residuation, approximation, and splitting rules are used to transform
systems into this shape. The rules of the reduction-elimination cycle, viz. the
adjunction, residuation, approximation, splitting, and Ackermann rules, will be
collectively called the reduction rules.

Residuation rules.

e N < x o <YPVy
Yp<eo—x ¢—x<v

In the HAR setting, the rule on the left-hand side above is allowed to be
executed bottom-to-top.

Adjunction rules.

flp) < P o < g(¥) o
<o p<ms W=D T ey U
flp) < . o < g(¥) o
<o wuse W=D S e, U0

In a given system, each of these rules replaces an instance of the upper inequality
with the corresponding instances of the two lower inequalities.

The leftmost inequalities in each rule above will be referred to as the side
condition.

Approximation rules. The following rules are applicable if n;y = n, = 1:

i< f(p) 9(¥) <m
A<f)] & [<¢ i<f@] (M) <m] ¥ P<n gn) <m]

If ny = n, = 0, the following approximation rules are applicable:

i< fe) 9(¥) <m
Ai<f(M)] ¥ [p<m i< f(m)] [g(L)<m] & [i<y g@{i)<m
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The leftmost inequalities in each rule above will be referred to as the side
condition.

Each approximation rule transforms a given system S U {s < ¢} into systems
SU{s1 <t;} and SU {sy < ty, 83 < t3}, the first of which containing only the
side condition (in which no propositional variable occurs), and the second one
containing the instances of the two remaining lower inequalities.

The nominals and co-nominals introduced by the approximation rules must
be fresh, i.e. must not already occur in the system before applying the rule.

Additional approximation rules for the HAR setting.

p—=x<m
<& x<n&j—n<m

(—Appry)

Ackermann rules. These rules are the core of ALBA™, since their application
eliminates proposition variables. As mentioned earlier, all the preceding steps
are aimed at equivalently rewriting the input system into one or more systems,
each of which is of a shape in which the Ackermann rules can be applied. An
important feature of Ackermann rules is that they are executed on the full set of
inequalities in which a given variable occurs, and not on a single inequality.

3 [&l o <} & &L 50) <7 0)
& B (Vi i) < (Vi) ai)}

where p does not occur in «y, ..., «a,, the formulas 8;(p), ..., Bn(p) are positive

in p, and y1(p),...,¥m(p) are negative in p. Here below is the left-Ackermann
rule:

(RAR)

W [&lfp <} & &L 150) <u0)
& (BN ) < (AL i)}

where p does not occur in ay, . .., a,, the formulas 3;(p), ..., Bn(p) are negative
in p, and 1 (p), . . ., Ym(p) are positive in p.

(LAR)

Third stage: output. If there was some system in the second stage from
which not all occurring propositional variables could be eliminated through the
application of the reduction rules, then ALBA" reports failure and terminates.
Else, each system {ig < ¢;,1%; < mg} obtained from Preprocess(p < 1) has
been reduced to a system, denoted Reduce(p; < 1);), containing no propositional
variables. Let ALBA"(p < 1) be the set of quasi-inequalities

&[Reduce(gpi < )] = ip < my
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for each ¢; < 1; € Preprocess(p < ).

Notice that all members of ALBA"(p < 9)) are free of propositional variables.
Hence, translating them as discussed in Section produces sentences in the
language of the Kripke frames with impossible worlds dual to the perfect r-BAEs
which hold simultaneously on those Kripke frames with impossible worlds iff the
input inequality is valid on them. ALBA" returns ALBA"(p < 1)) and terminates.
An inequality ¢ < 1) on which ALBA" succeeds will be called an ALBA"-inequality.

4.3.3 Soundness and canonicity of ALBA"

In this section we give an outline of the proof that ALBA” is sound, i.e. for any
ALBA"-inequality ¢ < 1, for any DLR A,

ANEp<y iff A EALBA(p <),
where A is the canonical extension of A (cf. Definition [4.1.15)).

4.3.1. THEOREM (SOUNDNESS). For any ALBA"-inequality ¢ < 1, for any per-
fect L-algebra A,

Ak <t iff Al ALBA (o < ¥).

Proof. The rules that deserve discussion are the approximation and the adjunc-
tion rules, the soundness of which can be proved, by deriving them from a set
of rules which includes the following ones, which, for the sake of conciseness, are
given as formula-rewriting rules:

_ f(p) 9(p) _
=150V e,m g age "9 =]

B f(p) 9(p) B
" =0Fmvam @ rs,m) "0

Notice that in any perfect DLR A, the interpretations of the connectives f and g
are completely additive and multiplicative, respectively. Hence, it is easy to see
that

Al fp) = F(L)VOsp)ifn(f) =1  Alglp) =g(T) ADy(p) if n(g) =1

AEfp)=fT)Vvp ifn(f)=0 AkEgp) =g(Ll) A>.p)ifnlg) =0

which proves the soundness and invertibility of the rules above on any perfect
DLR A. Let us give two derivations as examples: 7n(f) = 0 in the left-hand one
and n(f) =1 in the right-hand one.
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i<f(v)
flp) <9 <
i< f(L)VvOor(v)
Rt Y Il EXH0)
f<T>_< ; <f J <—(p Ai<f)] & [<v i<0()]
U N f<fL] ¥ <y i<f()

4.3.2. DEFINITION. An execution of ALBA" is safe if no side conditions (cf. Page
introduced by applications of adjunction rules for the new connectives are
further modified, except for receiving Ackermann substitutions.

4.3.3. THEOREM. All inequalities on which ALBA" safely succeeds are canonical.

Proof. Let ¢ < 1 be an inequality such that there exists a safe and successful
execution of ALBA" on it. In order to prove canonicity of ¢ < 1), we follow the
U-shaped argument illustrated below:

A)Z@Sﬁw AEp<y
A<y )

A"EAALBA (p <¢), & A’ EALBA(p <),

where the notation A% =4 ¢ < ¢ denotes that the inequality is valid in the
canonical extension A° for all admissible assignments (i.e., assignments whose co-
domain is restricted to the original DLR A). In order to complete the proof, we
need to argue that under the assumption of the theorem, all the rules of ALBA”
are sound on A’ both under arbitrary and under admissible assignments. The
soundness of the approximation and adjunction rules for the new connectives has
been discussed in Section [4.3.1], and the argument is entirely similar for arbitrary
and for admissible valuations. The only rule which needs to be expanded on is
the Ackermann rule under admissible assignments. This soundness follows from

Propositions and Lemma [B.2.4] O

Before moving on, let us briefly discuss the specific HAR-setting w.r.t. canon-
icity. The only difference between HAR and DLR is that the logical connective
— is part of the original signature. Hence, in the HAR setting, the connective —
has better topological/order-theoretic properties than it has in the DLR setting,
namely that an HAR is closed with respect to the operation —.
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4.4 Sahlqvist and Inductive DLR- and HAR- in-
equalities

In this section, we define the class of inductive DLR- and HAR-inequalities (from
now on abbreviated as inductive inequalities, unless we need to distinguish the
two languages), and prove that ALBA” succeeds on each of them with a safe run.
In the light of Theorems [4.3.1] and 4.3.3] this will show that inductive inequalities
are elementary and canonical. Unlike the corresponding definitions in [50, Section
3], the definitions below are given in terms of a positive classification which is
based on the order-theoretic properties of the algebraic interpretations of the
logical connectives..

We recall that an order-type over n € N is an n-tuple € € {1,0}". For every
order-type ¢, let €7 be the opposite order-type, i.e., €/ = 1 iff ; = 9 for every
1 <i < n. A DLR- or HAR- term s can be associated with its positive (resp.
negative) signed generation tree defined below.

4.4.1. DEFINITION. The positive (resp. negative) signed generation tree for a
term s is defined as follows:

e The root node +s (resp. —s) is the root node of the positive (resp. negative)
generation tree of s signed with + (resp. —).

e If a node is labelled with V, A, assign the same sign to its child node(s).

e If a node is labelled with f, g, assign the same sign to its child node with
order-type 1 and different sign to its child node with order-type 0.

We say that a node in the signed generation tree is positive (resp. negative), if it
is signed + (resp. —). We note that a subterm « of a term s generates a subtree
of s, namely the one which has « as its root. We will also make use of the sub-tree
relation v < o, which extends to signed generation trees.

For any term s(py,...p,), any order-type € over n, and any 1 < ¢ < n, an
e-critical node in a signed generation tree of s is a leaf node +p; with ¢; = 1
or —p; with ¢; = 0. An e-critical branch in the tree is a branch ending in an
e-critical node.

For every term s(p1, . .. p,) and every order-type e, we say that *s (x € {+, —})
is e-uniform, or that xs agrees with ¢, if every leaf in the signed generation tree
of xs is e-critical. A signed term xs is uniform if it is e-uniform for some order-
type . We will write () < *p to indicate that -, regarded as a sub- (signed
generation) tree of xp, agrees with e.

4.4.2. EXAMPLE. We illustrate the notion of a signed generation tree by means
of an example. Consider the axiom O(p — ¢) — O(Op — Og). The positive and
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+0 -
| |
= -
/N /N
—P +q +0 —O
| |
+tr =g

Figure 4.1: Signed generation tree for O(p — ¢) — O(0Op — Ogq)

the negative signed generation trees for the terms O(p — ¢) and O(Op — Og),
respectively, are shown in Figure In the negative signed generation tree of
O(Op — Ogq), since +0p occurs as a sub- (signed generation) tree of —J(Op —
Og), we say that +0p < —0O(0Op — Oq). For the order-type €, = 0, and ¢, = 0,
the e-critical branches are the branch ending in —p in positive signed generation
tree of O(p — ¢), and the branch ending in —¢ in the negative signed generation
tree of O(Op — Og). The signed term +0(p — ¢) is e-uniform with respect to
the order-type €, = 0 and ¢, = 1, since all the branches in the positive signed
generation tree of (J(p — ¢) are e-critical for this order-type.

Skeleton PIA
A-adjoints SMP
+ VA + A g
- AV - Vv f
SAC SRR
+ vV A f + VvV =
- S5 AV g | = A

Table 4.1: Classification of nodes for HAR and DLR.

4.4.3. DEFINITION. Nodes in signed generation trees will be called A-adjoints,
syntactically additive coordinate-wise (SAC), syntactically p-multiplicative (SMP),
syntactically right residual (SRR) according to the specification given in Table
4.1} The acronym PIA in the above table stands for Positive Implies Atomic (cf.
Remark [4.4.4). For x € {+, —}, a branch in a signed generation tree *s is:

e a good branch if it is the concatenation of two paths P, and P,, one of which
may possibly be of length 0, such that P; is a path from the leaf consisting
(apart from variable nodes) only of PIA-nodes, and P, consists (apart from
variable nodes) only of Skeleton-nodes.
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¥

A-adjoints/SAC

SMP

bty P

Figure 4.2: Signed generation tree for a regular Sahlqvist antecedent

e an excellent branch if it is good, and moreover P; consists (apart from
variable nodes) only of SMP-nodes.

4.4.4. REMARK. Let us expand on the criteria motivating the classification of
nodes in the Table Firstly, we are using two types of names: “meaning-
ful” names such as syntactically right residual, and more “cryptic” names, such
as Skeleton and PIA. Hence, the resulting classification has two layers, one of
which accounts for what the connectives are order theoretically, and the other
for what they are for, in the context of ALBA. Specifically, the “meaningful”
names explicitly refer to intrinsic order-theoretic properties of the interpretation
of the logical connectives. For example, the SAC connectives will be interpreted
as operations which are additive in each coordinate (modulo order-type). The
more “cryptic” names classify connectives in terms of the kind of rules which
will be applied to them by ALBA. The idea is that only approximation/splitting
rules are to be applied to skeleton nodes, with the aim of surfacing the PTA sub-
terms containing the e-critical occurrences of propositional variables, and only
residuation/adjunction rules are to be applied to PIA nodes, with the aim of
computing the “minimal valuations”. The fact that these rules can be soundly
applied is guaranteed by the intrinsic order-theoretic properties. Sometimes, the
intrinsic order-theoretic properties of a connective are such that other rules are
also soundly applicable to it. However, the Skeleton/PIA classification indicates
that this is not required in order to reach Ackermann shape. The term Skeleton
formula comes from [I7]. The acronym PIA was introduced by van Benthem in
[14]. The analysis of PIA-formulas conducted in [14, [I7] can be summarized in
the slogan “PIA formulas provide minimal valuations”, which is precisely the role
of those terms which we call PIA-terms here. Again, this choice of terminology
is not based on the original syntactic description of van Benthem, but rather on
which rules are best being applied to them in order to be guaranteed success of
the execution of the algorithm. In this respect, the crucial property possessed by
PIA-formulas in the setting of normal modal logic is the intersection property,
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isolated by van Benthem in [I4], which is enjoyed by those formulas which, seen
as operations on the complex algebra of a frame, preserve arbitrary intersections
of subsets. The order-theoretic import of this property is clear: a formula has the
intersection property iff the term function associated with it is completely meet-
preserving. In the complete lattice setting, this is equivalent to it being a right
adjoint; this is exactly the order-theoretic property guaranteeing the soundness
of adjunction /residuation rules in the setting of normal modal logic. This termi-
nology is also used later Chapters [5] and [6] of this thesis to establish a connection
with analogous terminology in [17].

4.4.5. DEFINITION. Given an order-type &, the signed generation tree xs (for
x € {—,+}) of a term s(p1,...py) is e-reqular Sahlquist (e-DLR~Sahlqvist) if for
all 1 <7 < n, every e-critical branch with leaf labelled p; is excellent.

An inequality s < t is e-reqular Sahlquist if the trees +s and —t are both
e-regular Sahlqvist. An inequality s < ¢ is reqular Sahlquist (DLR-Sahlqvist) if it
is e-regular Sahlqvist for some ¢.

4.4.6. EXAMPLE. Lemmon’s axioms (cf. Subsection [4.1.1]) are examples of DLR-~
Sahlqvist formulas/inequalities. Indeed, the following axioms are DLR~Sahlqvist
for the order-type ¢, = 1:

(2) Op — p, (4) Op — OOp.

For the axiom [Ip — p, the positive signed generation tree of [Ip contains the PIA
node +0, which is an SMP node, on the e-critical branch (i.e., branch ending
in +p). Therefore, it is an excellent branch, and hence the axiom Op — p is
Sahlqvist. Since the formula [p — OUp has Up as an antecedent, it is also
Sahlqvist for the same reason.

The following axiom is DLR-Sahlqvist for the order-type €, = 0:

(5) =0Op — O-0p.

For the order-type ¢, = 0, the positive signed generation tree of —[p contains
the only SAC node —[J. Hence, the e-critical branch is excellent, which implies
that the axiom —Up — U=Up is Sahlqvist.

The following axioms are DLR-Sahlqvist for the order-type ¢, = 1,¢, = 0:

(1) O(p = q¢) — O(0p — Og) and (1") O(p — ¢) — (Op — Og).

For the axiom O(p — ¢) — O(Hp — Og), and the order-type €, = 1,&, = 0,
the critical branches are the branches ending in +p and —¢q in the negative signed
generation tree of the term O(Op — Og) (cf. Figure . The path from leaf
in the branch ending in +p contains an SMP node (+0) followed by SAC nodes
(— — and —0), which makes it excellent. The other branch ending in —q is
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also an excellent branch, since it contains only SAC nodes (-, — — and —[J).
Therefore, the axiom (1) is Sahlqvist. A similar reasoning shows that the axiom
(1) is Sahlqvist.

Note that the axioms (1) and (1’) are not DLR-Sahlqvist for the natural order-
type €, = 1,6, = 1. For the axiom (1), and the order-type ¢, = 1,6, = 1, the
branch ending in 4¢ in the positive signed generation tree of C(p — ¢) is a critical
branch. However, this branch is not an excellent branch as it contains an SRR
node (+ —). Therefore, the axiom (1) is not Sahlqvist for the natural order-type.

4.4.7. DEFINITION. [Inductive DLR-inequalities|] For any order-type ¢ and any
strict partial order <q on py,...p,, the signed generation tree *s, x € {—, +}, of
a term $(p1,...pn) is (9, €)-inductive if for all 1 < i < n every e-critical branch
with leaf p; is good, and moreover, every binary SRR node occurring in it is of
the form *(a ® (), where:

1. 9(a) < *s (cf. Definition |4.4.1)), and
2. pr <q p; for every p, occurring in a.

We will refer to <q as the dependency order on the variables. An inequality
s < tis (,¢e)-inductive if the trees +s and —t are both (2, ¢)-inductive. An
inequality s < t is inductive if it is (€2, €)-inductive for some €2 and ¢.

Notice that, in the DLR-signature, SRR nodes can be either +V or —A,
whereas in the HAR-signature, SRR nodes can also be + —, and hence the
corresponding subtree of xs is either +(aV 3) or —(a A 3) or +(a — (). In each
of the two settings, since excellent branches are in particular good, it is easy to
see that Sahlqvist inequalities are special inductive inequalities.

4.4.8. EXAMPLE. Regarded as HAR-formulas/inequalities, the following axioms

from Section
(1)O(p—q) —0@p—-0q9) and (1) O(p — ¢) = (Op — Og)

which are Sahlqvist for the order-type €, = 1,¢, = 0, are inductive, but not
Sahlqvist, for the natural order-type €, = ¢, = 1 and dependency order p <q ¢.
As mentioned earlier (cf. Example [£.4.6), for the axiom (1), with the natural
order-type ¢, = ¢, = 1, the positive signed generation tree of O(p — ¢) contains
an SRR node (+ —). Hence, it is not a Sahlqvist formula for that order-type.
However, in the positive signed generation tree of O(p — ¢), we have that —p <
+0(p — q), ie., e2(p) < +0(p — q). Moreover, p <q ¢ from our assumption.
Hence, the term O(p — ¢) satisfies both the conditions in the Definition [£.4.7
and is therefore inductive for the natural order-type.



78 Chapter 4. Algorithmic correspondence and canonicity for regular modal logic

Due to its technical nature, the proof of Theorem below is included in
the Appendix A (see Section . The intuitive idea of the proof is that each
rule in the algorithm (i.e., approximation rule, adjunction rule, Ackermann rule)
transforms the syntactic shape of the input inductive inequality to a different
syntactically defined shape. This eventually ensures that all the propositional
variables in the input inductive inequality are eliminated after the algorithm
terminates.

We illustrate the proof by means of an example. Consider the axiom Up —
OOp, which is Sahlqvist (cf. Example . For a detailed reduction of the
axiom to its first-order correspondent, see Proposition [£.5.2] The axiom does not
need any preprocessing, and hence its signed generation is definite (€2, €)-inductive
(cf. Definition , that is, there are no occurrences of +V or —A nodes on
e-critical branches. The first approximation produces the system consisting of
inequalities 1 < Op, O0p < m and i < m. Each of these inequalities are in
definite (Q,€)-good shape (cf. Definition [A.1.5), that is, an inequality s < ¢ where
s is pure and +t is definite (€2, )-inductive, or ¢ is pure and —s is definite (€2, ¢)-
inductive. The next step in the algorithm is the application of the adjunction
rule for [J which produces the inequalities i < T, 4i < p, Ulp < m and i < m.
This system is in the (€2, ¢)-Ackermann form (cf. Definition with respect
to p, that is, for each inequality s < t in the system, either s is pure and t = p, or
s is positive in p and ¢ is negative in p. Finally, the application of the Ackermann
rule produces the pure system consisting of inequalities i < T and OO0 < m
and i < m.

4.4.9. THEOREM. Fach inductive inequality admits a safe and successful execu-
tion of ALBA".

As a corollary of Theorems [4.3.1], [4.3.3], and we obtain:

4.4.10. THEOREM. All inductive L-inequalities are elementary and canonical.

4.5 Applications to Lemmon’s logics

In this section, we apply the theory developed so far to Lemmon’s logics E2-E5 (cf.
Definition . As to E2-E4, we will show that they are strongly complete with
respect to elementary classes of Kripke models with impossible worlds. Moreover,
we will give a semantic proof to Kripke’s statement in [I11] that E5 coincides with
S5. We have already seen (cf. Example that each axiom involved in the
axiomatization of these logics is Sahlqvist. By Theorem [£.5.3] this implies that
E2-E5 are strongly complete and elementary. In Subsection we adapt the
definition of standard translation given in [50, Subsection 2.5.2] to the setting of
Kripke frames with impossible worlds. In Subsection 4.5.2] we effectively compute
the first-order conditions defining their associated classes of Kripke frames with
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impossible worlds by providing a successful and safe run of ALBA” on each axiom.
We would like to point out that our setting is Boolean for what follows in this
section.

4.5.1 Standard translation

Let L; be the first-order language with equality with binary relation symbols R,
and unary predicate symbols P, (), . .. corresponding to the propositional variables
D, q, ... € Prop and unary predicate symbol N for normal worlds. As usual, we let
Ly contain a denumerable infinity of individual variables. We will further assume
that L, contains denumerably infinite individual variables i, j, ... corresponding
to the nominals i,j,... € Nom and n,m,... corresponding to the co-nominals
n,m € CNom. Let Ly be the sub-language which does not contain the unary
predicate symbols P, (@, ... corresponding to the propositional variables. Let us
now define the standard translation of L' into L; recursively:

._ ST.(p =) = STu(p) = ST.(¥)
) D TEZT STipve) = STLR)VSTLW)
STx b - T ST.(Op) = =Nz V Jy(Ray A ST,(p))
STim = A ST = Nenwi(ie o ST)
: ' T, = Jy(Ryx A ST,
ST9) = ST g m) = vy(Ree - STy()

ST, extends to inequalities and quasi-inequalities as follows: for inequali-
ties, ST,(p < ¥) := ST,(p) — ST.(¢), and for quasi-inequalities, ST, (¢ <
ST.(p < ). We also extend ST, to finite sets of inequalities by declaring
STm({Sol S wlu <y Pn S wn}> = /\lgign STI(SOZ S wz)

Observe that if ST, is applied to pure terms, inequalities, or quasi-inequalities,
it produces formulas in the sublanguage Ly. The following lemma is proved by a
routine induction.

4.5.1. LEMMA. For any state w in a Kripke frame with impossible worlds F and
for every formula, inequality or quasi-inequality & in the language LT

1. FowlF€  iff  F = VPYVmST,(6)[x := w|, and
2. FIF¢ iff F EVaVPYjvmST.(€),

where P, 7, and T are, respectively, the vectors of all predicate symbols corre-
sponding to propositional variables, individual variables corresponding to nomi-
nals, and individual variables corresponding to co-nominals, occurring in ST, (&).
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4.5.2 Strong completeness and elementarity of E2-E5

In this subsection, we provide successful and safe runs of the algorithm ALBA" on
each of the axioms in E2-E5. Thereafter, we use the standard translation defined
in the previous subsection to give an interpretation of the pure inequalities on
Kripke frames with impossible worlds.

4.5.2. PROPOSITION. The following axioms in Lemmon’s system are canonical.

(1) Op—q) —00p—0q) (1)) Op—q) — (Op—0q)

(2) Op—p
(4) Op— 0O0p (5) —Op — O-Op.

Proof. As discussed in Example [£.4.6] the above axioms are DLR-Sahlqvist.
Hence, by Theorem [4.3.3] they are canonical. O
In what follows, we compute the first-order frame correspondents of the above
axioms. By Theorem [4.3.1] each of the logics E2-E5 is strongly complete with
respect to the class of frames defined by the first-order frame correspondents of

its axioms (see Tables and [4.4)).

e (2) Op—p

Vp(Op < p)

VoVivm[(i < Op & p <m) = i < m]

VoViVm[i <OT & 4i<p & p<m)=1i<m] (adjunction rule for OJ)
Vivm[i <OT & 41 <m) =i < m| (Ackermann rule)

Vili < OT =i < #].

Using the standard translation, the last clause above translates to the sen-
tence below, which is then further simplified:

ViVe((i=x — Nz) — (i=2 — Jy(Ryzr Ni = y))
ViVae(Ni — Jy(Ryi N1 = y))
Vi(Ni = Rii).

o (4) Op— 0O0Op

Vp(Op < O0p)

Vpvivm|[(i < Op & O0p < m) = i < m]

VoViVm|[(i <OT & i <p & O0p <m) = (i <m)] (adjunction rule for OJ)
Vivm|[(i < OT & 0041 <m) = i < m] (Ackermann rule)

Vili <OT =i < 0O0ei).

Using the standard translation and after some simplifying steps, the clause
above we get
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Vi(Ni — Vy(Riy — Ny AVz(Ryz — Riz)))),
which is equivalent to
ViVyVz(Ni A Ny A Riy A Ryz — Riz) AViVy(Ni A Riy — Ny).

e (5) -Op — O-0Op

The validity of (5) =Op — O-0p is equivalent to the validity of Op — OOp,
which can be reduced as follows.

Vp(Op — O0p)

VpVivm|[(i < Op & O0p < m) = i < m|

WpYidYm[((i< 0L B (1< 0j&j<p) & 0p<m)=i<m] (%)
VoViVm[i < 0L & O0p<m)=i<m| &

wpvivivm((i < 0j & j < p & O0p < m) = i < m)]

Vivm[i < 0L & O0L <m)=i<m]| &

vivjvm{(i < 0j & 00j < m) = i < m) (%)
(0L <D0L] & vj[(0j < DO
In the step (*) above, adjunction rule for ¢ is applied, and in the step (**),

Ackermann rule is applied eliminate p. Using the standard translation and
after some simplifying steps, the clause above can be rewritten as:

VeNz ANVzVyVz(Nx A Ny A Rry A Rrz — Ryz).
Hence, the frame correspondent of =Op — O-0p is Va Nz A VaVyVz(Nz A
Ny A Rxy A Rtz — Ryz).
e (1) O(p — ¢) — O(0p — Og)

In what follows, we run the algorithm ALBA" with respect to the natural
order-type ¢, = 1,¢, = 1. Notice that the axioms (1) above is inductive
but not DLR-Sahlqvist w.r.t. this order-type.

Vp¥gVivm|[(i < O(p — ¢) & O(0Op — Hg) <m) = i < m|
VpVgVivm[i < OT & ¢i<p— ¢ & O0p —» O¢) <m) = i < m|
VpVgVivm[(i < OT & ¢iAp < ¢ & Op - Og) <m) =i < m]

VpVgVivVmVn[i < OT & ¢iAp <q & (OT <m) ¥ (On<m&
Op — Og <n)))=i<m|

VpVgVivm[(i < OT & ¢iAp<¢& OT <m)=i<m]&
VpVgVivmvn[i < OT & $iAp<q¢g&On <m & Op —-0g<n)=i<m).

Notice that the first of the two quasi-inequalities above is a tautology: in-
deed, i < 0OT and T < m imply i < m. Hence, the clause above simplifies
to:
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VpVgVivmVn[i < OT & ¢iAp < ¢ & UOn <m & Op — Og < n)
= (i <m)]

VpYQ¥ivieVYmynyno[(i < OT & #iAp < g & On < m &
10SD])&Dqgno&lo—)n0§H>:>i§m]

VpY¥ivieVYm¥nyno[(i < OT & #iAp < g & On <m & iy < OT &
Qiggp&Dqgno&io—)no)§n:>1§m}

By applying the right-hand Ackermann rule to p, with o = iy, B(p) =
¢i A p, and y(p) = ¢, we have:

VaVivipVmVnVn (i < OT & #iA g < ¢& n <m & ip <OT &
Og<ng&iy—ng<n)=1i<m]

By applying the right-hand Ackermann rule to ¢, with o = ¢iA #ig, 5(q) =
Og, and v(q) = ng, we have:

VivipVmvVnVno[i < OT & On <m & ip <OT &
D(’i/\‘io) Sno&i0—>n0 §n) :>i§m],

which simplifies to:
Vivip[(i < OT & ip <OT = (#iA1) < T(4i A #ip)].

Using the standard translation, it simplifies to the following first-order con-
dition:

e (1) O(p — q) — (Op — Og)

We note that the axiom (1’) above is inductive but not DLR-Sahlqvist with
respect to the natural order-type ¢, = 1,e, = 1. In what follows, we show
that the axiom (1) is valid on each Kripke frame with impossible worlds.

VpVgVivm[(i < O(p — ¢) & Op - g <m) = i < m]

VoVgVivm[(i <OT & ¢i<p—q & Op - O¢ <m) =i < m|

VpVgVivm[(i < OT & ¢iAp < q& Op - Og <m) =i < m]

VpVgViviVvmvn[i < OT & #iAp<q& O¢<n& j<Op & j— n <m)
= (i <m)]

VpVgVivivmvn[i < OT & #iAp<q& O <n & #j<p & j<0OT &
j—on<m)=i<m).

By applying the right-hand Ackermann rule to p, with o = 4j, B(p) = $#iAp,

and v(p) = ¢, we have:
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Vvivivmvn][(i < OT & i/ 6j < q& Og<n&j<OT &j— n < m)
=i<m]

By applying the right-hand Ackermann rule to ¢, with o = ¢i A ¢j, 5(q) =
Cg, and v(q) = n, we have:

Vivivmvn[i <OT & O(¢iN4)) <n& j<OT &j—-n<m)=i<m]
In order to show that the clause above is a tautology, let us further simplify
it by rewriting it as follows:

Vivivn[i < OT & O(4iN ) <n & j<0OT)=i<j— n

Viviva[i < OT & O(@iN ) <n&j<0OT)=iAj<n]

Vv < OT &j<OT) = inj < O(#iA 4))]

Vivi[(i <OT &j<0OT) = iAj < Oéi ACej]

Vivii(i<OT &j<0OT)= (iAnj<O#i & iAj<O¢))]

ViVii(i<OT &j<0OT)=iAnj <O &ViVj[i <OT &
J<OT) =inj<Dejl.
The two quasi-inequalities above are respectively implied by

Vii <OT = i<06¢i) and Vj(j <OT = j < DO4j).

By applying the adjunction rule to the inequality in the consequent, we get:

Vii<OT =i<0OT & 4i < #i),
which is implied by the tautology

Vi(4i < 1),
and similarly for j, by the tautology

Vi(4) < 4)).

The correspondence results obtained above are summarized in the Tables |4.2| and

4.3l

4.5.3. THEOREM. Fach of E2, E3, Ej, E5 is strongly complete w.r.t. the class
of frames specified in Table [.4)

Proof. The canonicity of axioms (1), (1’), (2), (4) and (5) is shown in Proposi-
tion As is shown above, ALBA" (safely) succeeds on each of them. Hence,
by Theorem [4.3.1], the statement follows. O

Notice that any Kripke frame with impossible worlds which satisfies pre-
normal reflexivity, pre-normal euclideanness and normality (cf. Tables and
can be uniquely associated with a standard Kripke frame, the binary relation
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of which is an equivalence relation. Conversely, any such standard Kripke frame
can be uniquely associated with a Kripke frame with impossible worlds which
satisfies pre-normal reflexivity, pre-normal euclideanness and normality. These
observations provide a semantic proof of Kripke’s statement that E5 coincides
with S5.

4.6 Conclusions

In this chapter, we extended the theory of unified correspondence to regular dis-
tributive modal logics (DLRs), i.e., non-normal modal logics the modal connec-
tives of which preserve binary conjunctions or disjunctions, and the propositional
base of which is the logic of distributive lattices. The core technical tool was
an adaptation of ALBA, referred to as ALBA™. We defined the class of inductive
DLR-inequalities. The calculus ALBA”" is shown to succeed on every inductive
DLR-inequality. As a result we obtain that the (regular) modal logics generated
by inductive DLR~inequalities are strongly complete with respect to the class of
Kripke frames defined by their first-order correspondent.

A natural extension of the results in the present chapter concerns the devel-
opment of the regular counterpart of the inductive inequalities of [50]. We expect
that this direction will further develop the techniques and facts introduced in

[159].
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Elementary frame condition | First-order formula
Normality VeNx
Closure under normality VaVy(Nz A Rry — Ny)
Pre-normal reflexivity Ve(Nz — Rxx)
Pre-normal transitivity VaVyVz(Nz A Ny A Rzy A Ryz — Rxz)
Pre-normal euclideanness VaVyVz(Nz A Ny A Rzy A Rrz — Ryz)

Table 4.2: Elementary frame conditions

Modal axiom Elementary frame condition
Up —p Pre-normal reflexivity
Up — UOp Pre-normal transitivity and closure
under normality
-p — U=0p Normality and pre-normal euclideanness
Op—q¢) —Ep—-0q) | T
O(p — q) = O(0p — Oq) | Pre-normal transitivity

Table 4.3: Lemmon’s modal axioms and their elementary frame conditions

Lemmon’s system | Elementary class of frames
E2 Pre-normal reflexivity
E3 Pre-normal reflexivity and pre-normal transitivity
E4 Pre-normal reflexivity, pre-normal transitivity
and closure under normality
E5 Pre-normal reflexivity, pre-normal euclideanness
and normality

Table 4.4: Lemmon’s systems and their elementary classes of frames






Chapter 5

Algorithmic correspondence for
intuitionistic modal mu-calculus

In the present chapter the algorithmic correspondence theory is extended to modal
mu-calculi with a non-classical base. We focus in particular on the language of
bi-intuitionistic modal mu-calculus. We enhance the algorithm ALBA so as to
guarantee its success on the class of recursive mu-inequalities, which we introduce
in this chapter.

Modal mu-calculus [105] is a logical framework combining simple modalities
with fixed point operators, enriching the expressivity of modal logic so as to
deal with infinite processes like recursion. It has a simple syntax, an easily given
semantics, and is decidable. Modal mu-calculus has become a fundamental logical
tool in theoretical computer science and has been extensively studied [34], and
applied for instance in the context of temporal properties of systems, and of
infinite properties of concurrent systems. Many expressive modal and temporal
logics such as PDL, CTL, CTL* can be seen as fragments of the modal mu-calculus
[34, 86]. It provides a unifying framework connecting modal and temporal logics,
automata theory and the theory of games, where fixed point constructions can
be used to talk about the long-term strategies of players, as discussed in [04].

Sahlqvist-style frame-correspondence theory for modal mu-calculus has re-
cently been developed in [I7]. Such analysis strengthens the general mathemat-
ical theory of the mu-calculus, facilitates the transfer of results from first-order
logic with fixed points, and aids in understanding the meaning of mu-formulas
interpreted over frames, which is often difficult to grasp. The correspondence
results in [I7] are developed purely model-theoretically. However, they can be
naturally encompassed within the existing algebraic approach to correspondence
theory, which we saw in the previous chapter, and generalized to mu-calculi on a
weaker-than-classical (and, particularly, intuitionistic) base.

There are three types of reasons for studying (bi-)intuitionistic mu-calculi.
Firstly, the correspondence results obtained in this setting project onto those
obtainable in the classical setting of [I7]. Conceptually, this means that the

87
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correspondence mechanisms for mu-calculi are intrinsically independent of their
being set in classical logic, and hence the non-classical mu-calculi provide clearer
insights into their nature, by abstracting from unneeded assumptionsE] Secondly,
these mu-calculi also bring practical advantages, since their greater generality
means of course wider applicability. Finally, it can be argued that such a study
is now timely, given that closely related areas of logic such as constructive modal
logics and type theory are of increasing foundational and practical relevance in
such fields as semantics of programming languages [127], and intuitionistic modal
mu-calculi can be a valuable tool to these investigations. It is worth stressing
that all the results and, in particular, all the practical reductions developed for
bi-intuitionistic modal mu-calculus are immediately applicable to the classical
case.

This chapter is organized as follows. Within Section [5.1 we collect some
details about the syntax, and algebraic and relational semantics of bi-intuitionistic
modal logic. In Section [5.2] the stage is set for extending correspondence theory
to mu-calculus by proving the relevant order-theoretic preservation properties
of fixed points, and introducing approximation and adjunction rules for fixed
point binders. In[5.1.1] the language and semantics of the bi-intuitionistic modal
mu-calculus are introduced. In Section [5.3] the recursive mu-inequalities are
defined on the basis of order-theoretic properties of the algebraic interpretation
of the logical connectives. In Section [5.4 we define certain syntactic shapes
of formulas, the (normal) inner formulas, which guarantee the applicability of
the approximation rules as stated in Section In Section [5.6], we show the
execution of the algorithm on two examples. Finally, in Appendix [A.2] we show
that the enhanced version of ALBA is successful on all recursive inequalities.

5.1 Preliminaries

5.1.1 The bi-intuitionistic modal mu-language and its se-
mantics

Syntax. Let Prop and FVar be disjoint sets of propositional variables and of
fixed point variables (the elements of which are respectively denoted by p,q,r
and by XY, Z). Let x,y,z be general purpose variables, which can be either
used as place-holder variables, or as generic variables ranging in Prop U FVar. Let
us define, by simultaneous recursion,

(a) the set £ of bi-intuitionistic modal mu-formulad] over Prop and FVar,

In particular, the bi-intuitionistic setting accounts for the projection over the classical
setting more naturally than the intuitionistic one, for various technical reasons which will be
expanded upon in Remark

2Henceforth we will sometimes refer to bi-intuitionistic modal mu-formulas as modal mu-
formulas, mu-formulas, or simply formulas.
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(b) the set F'V () of their free variables,

as follows: T and L are bi-intuitionistic modal mu-formulas; FV(T) = FV(L) =
@. Any x € Prop U FVar is a bi-intuitionistic modal mu-formula; FV(zx) =
{z}. If v and ¢ are modal mu-formulas, then so are ¢ A, o V b, — 1, o —
¥, Op, Op; for © € {O0,0}, we let FV(op) = FV(p), and for © € {A,V,—
,— 1, we let FV(p ©® ) = FV(p) U FV(p). If every free occurrence of X in
the positive generation tree of ¢ is labelled positively, then uX.p and vX.p
are modal mu-formulas; we let FV(©.¢) = FV(p) \ {X}. An occurrence of
X in ¢ is bound if X ¢ FV(p). A sentence is a modal mu-formula with no
free fixed point variables. The symbol ¢(p1, ..., Pn, X1, ..., X;y) indicates that the
propositional variables and free fixed point variables in ¢ are among p, ..., p,
and Xy, ..., X,, respectively; in o(p1, ..., Pn, X1, ---, Xpm), which we will typically
abbreviate as ¢(p, X), the variables pi, ..., pn, X1, ..., X;n will be understood as
pairwise distinct. For modal mu-formulas ¢ and ¥ and x € Prop U FVar, the
symbol ¢(1/x) denotes the mu-formula obtained by replacing all free occurrences

of z in ¢ by 9.

Semantics and the expanded language £*. The non-fixed point fragment
of this language can be interpreted on several types of relational structures such
as those described in the Section [5.1.2} each interpretation yields a different cor-
responding definition of the complex algebra. Irrespective of these differences,
the complex algebras of these relational structures are always perfect modal bi-
Heyting algebras (see Definition . Each operation in such a perfect algebra
is either a residual or an adjoint (see e.g. Section . The core of the the-
ory presented in this chapter can (and will) be developed only on the basis of
these properties, hence independently of any particular choice of relational dual
semantics.

Term functions are associated with L-formulas in the usual way, see e.g.,
4.3.1,[35 Definition 10.2]. For interpretation of fixed-point connectives, we first
recall the Knaster-Tarski theorem.

5.1.1. THEOREM (KNASTER-TARSKI THEOREM). Let C be a complete lattice
and f : C — C be a monotone map, that is, for each a,b € C, with a < b we
have f(a) < f(b). The Knaster-Tarski theorem states that the map f has a least
fized-point LFP(f) and a greatest fixed point GF P(f) which can be computed as

LFP(f)= N{a€C: f(a) <a},

GFP(f)=\/{a e C:a < f(a)}.

We recall that the least fixed-point of f or LFP(f) can be computed in a con-
structive way as follows (see e.g., [61]). For an ordinal o, let fO(L) = L,
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f0) = f(fP(L) if @ = B+ 1, and f(L) = V4o fP(L), if a is a limit or-
dinal. Then LEP(f) = f*(L), for some ordinal a such that f*+1(0) = f(L1).
The greatest fixed point can be defined dually.

In particular, as to the interpretation of fixed point binders, if ¢(p,Y, X) is
positive in Y, then its associated term function is monotone in Y and hence,
by the Knaster-Tarski theorem, for every given assignment of elements to p and
X, the resulting function in Y has a greatest and a least fixed point, which
are, respectively, the values for Y. (p,Y, X) and uY.¢(p,Y, X) under the given
assignment.

For the case of distributive and intuitionistic modal logic, the special prop-
erties of perfect (distributive) lattices make it possible to define an interpre-
tation for the following expanded modal mu-language £, which is built over
Prop U FVar U Nom U CNom, where the variables i,j € Nom (called nominals) and
m,n € CNom (called co-nominals) are respectively interpreted in any perfect
bi-Heyting algebra C as elements of J>°(C) and of M>(C) (see Section [5.1.2)),
additionally closing under the modal operators ¢ and B (respectively interpreted
in C as the left adjoint of (0 and as the right adjoint of (¢). A formula of £ is
pure if it contains no p € Prop.

Notational conventions. For every formula ¢, let = and ~ abbreviate ¢ —
1 and T —¢ respectively. For every order-type ¢, let €2 be its opposite order-type,
ie., 5? = liff g;, = 0 for every 1 < i < n. In what follows we will find it convenient
to use the following conventions: we write T! and T2 for T and L respectively;
likewise, we write L' and L2 for 1 and T respectively. Analogous conventions
will hold for A, V, i, v, <; in particular, A2, V7, u? 19 <9 will respectively denote
V, A, v, i, >. The exponent in these conventions will typically be a generic ¢; for
some order-type €. Hence, for instance, 1% will denote L if &; = 1 and T if
g; = 0. Similarly, j°* denotes a nominal if £; = 1 and a conominal if ¢; = 0, and
dually, n®* denotes a conominal if ¢; = 1 and a nominal if ¢;, = 9. We will use the
symbols &, %, and =, interpreted as conjunction, disjunction, and implication,
respectively, to combine £'-inequalities into quasi-inequalities. Given two tuple
of variables T and 7, denote by T & ¥ their concatenation.

A glimpse at the first-order correspondence language. Pure formulas
can be equivalently translated over the relational semantics (see Section
via a well known standard translation process, similar to the one defined in [49],
see also [50]. This translation targets the associated first-order correspondence
language augmented with least fixed points (see [61]). Since there are many
options when it comes to relational dual semantics for non-classical logics of this
type, we have chosen not to commit to a specific translation, but to focus only
on the reduction process up to the elimination of propositional variables, as this
remains invariant, irrespective of the choice of the specific relational semantics.
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Depending on this choice, the final propositional variable-free clause above will
then receive different translations.

5.1.2 Perfect modal bi-Heyting algebras

A bi-Heyting algebra is an algebra (A, A,V,—, —, T, 1) such that both

(AN, V,—, T, 1) and (A,A,V,—, T, 1)? are Heyting algebras. In particular,
the operation — (referred to as ‘subtraction’, ‘exclusion’ or ‘disimplication’) is
uniquely identified by the following property holding for every a, b, c € A:

a—b<c iff a<cVhb.

In the special case of Boolean algebras, a — b = a A =b. A modal bi-Heyting
algebra is an algebra (A, A\,V, —, —, T, L 00, 0) such that (A, A,V,—,—, T, 1) is
a bi-Heyting algebra and [J and ¢ preserve finite meets and joins, respectively.

5.1.2. DEFINITION. A perfect bi-Heyting algebra is a bi-Heyting algebra the lat-
tice reduct of which is a perfect distributive lattice. A perfect modal bi-Heyting
algebra is a modal bi-Heyting algebra the bi-Heyting reduct of which is a perfect
bi-Heyting algebra, and moreover such that [J and ¢ preserve arbitrary meets
and joins, respectively.

A Stone-type duality on objects (extending the finite Birkhoff duality) holds
between perfect bi-Heyting algebras and posets, which is defined as follows: every
poset X is associated with the lattice PT(X) of the upward—close subsets of X,
on which the implication and the subtraction are defined as Y — Z = (YU Z){°
and Y — Z = (Y N Z9)1 for all Y, Z € PT(X); here (-)¢ denotes the complement
relative to W; conversely, every perfect bi-Heyting algebra C is associated with
(J*(C),>) where > is the reverse lattice order in C, restricted to J*(C).

Just in the same way in which the duality between complete atomic Boolean
algebras and sets can be expanded to a duality between complete atomic modal
algebras and Kripke frames, the duality between perfect bi-Heyting algebras and
posets can be expanded to a duality between perfect modal bi-Heyting algebras
and posets endowed with arrays of relations, each of which dualizes one additional
operation in the usual way, i.e., n-ary operations give rise to n + l-ary relations,
and the assignments between operations and relations are defined as in the classi-
cal setting. We are not going to report on this duality in full detail (we refer e.g. to
[141], 175, [50] ), but we limit ourselves to mention that dual frames to perfect modal
bi-Heyting algebras can be defined as relational structures F = (W, <, Ry, Rp)
such that (W, <) is a nonempty poset, R, and Ry are binary relations on W, and
the following inclusions hold:

3A subset Y of a poset X is upward-closed if x € Y and x < y € X implies y € Y. We write
Yt={reX|IylyeY &y <z)}. Dually for downward-closed subsets and Y.
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>oRyo> C Ry <oRpo< C Rn.
The complex algebra of any such relational structure F (cf. [75) Sec. 2.3]) is
Fr=(P'(W),u,n, @, W.(Ro), [Ra).
where, for every X C W,

[Bo]X = {weW | Rolw] € X} = (R5'[X7])*
(R)X = {weW|RjwNnX#o} = R;'X]

Here R[z] = {w | w € W and zRw} and R7'[z] = {w | w € W and wRx}.
Moreover, R[X| = J{R[z] | z € X} and R} X]| = J{R![z] | z € X}.

5.2 ALBA for bi-intuitionistic modal
mu-calculus: setting the stage

Our aim in this chapter is to extend the algorithmic-algebraic techniques for
correspondence to a larger class of mu-inequalities, including those defined in
[T7]In order to do this we will need to

1. analyze the order-theoretic properties of the term functions associated with
mu-calculus formulas, which we do in Section [5.2.1}

2. define the bi-intuitionistic syntactic and semantic settings for mu-calculus,
which we do in Section B.1.1l

3. on the basis of the analysis in Section formulate approximation and
adjunction rules for fixed point binders. This we do in Sections and
(2.3

To complete our account it would be sufficient to define a syntactic class of bi-
intuitionistic mu-inequalities, as is done in Section [5.3] and then show that the
algorithm enhanced with the rules above succeeds on all its members. However,
some non-trivial further justification needs to be given as to how the rules of
Sections [5.2.2] and [5.2.3] are applicable to the syntactic specifications of Section
6.3l This is further discussed in Section [£.2.5

5.2.1 Preservation and distribution properties of extremal
fixed points
For L and M complete lattices and G : M x L — L, let py.G : M — L

and vy.G : M — L be the maps respectively given by b — LFP(G(b,y)) and
b — GFP(G(b,y)) for each b € M such that LFP(G(b,y)) and GFP(G(b,y))
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are defined, where LF'P(G(b,y)) and GFP(G(b,y)) denote the least and greatest
fixed points of the map G(b,y) : L — L, respectively.

For each such G, and every ordinal &, let G*(b, y) be defined by the following
induction: G%(b,y) = y, G"*(b,y) = G(b, G*(b,y)) and for X a limit ordinal,
GN(b,y) = Moy G™(b,y). Also, for a map F : L — L we define F*(x) for
all ordinals x by induction as follows: F%(z) = z, F**(z) = F(F*(z)) and
PX(y) = Vo P (0).

5.2.1. LEMMA. Let L, M and G be as above.

1. If G : M x L — L is completely meet-preserving, then the map g : M — L
defined by the assignment b — G*(b, T) is completely meet-preserving for
every ordinal k.

2. If F: L — M x L is the left adjoint of G, and Fy : L — M and Fy: L — L
are such that F = (Fy, Fy), then Fy and Fy are completely join-preserving.

3. If F, Fy and Fy are as in the previous item, then for every ordinal k, the left
adjoint of g" is the map defined by the assignment a — Fy(aV\/,._, Fy [(a)).

K <K

4. If G is completely meet-preserving, then vy.G : M — L is defined every-
where on M, and is completely meet-preserving.

5. If G is completely meet-preserving, then the left adjoint of vy.G is the map
defined by the assignment a — Fi(aV py.Fy(aV y)).

Proof.

1. Let S € M. We proceed by induction on k: we have GYH(A S, T) =
GINS.T)=G(N(s,T) | s € 5}) = MG(s, T) | s € S} = N{G'(s, T) |
s € S}, where the penultimate equality holds by the assumption that
G : M x L — L is completely meet-preserving and the fact that the second
coordinate is T.

Assume the claim holds for x and consider the case for & + 1:

G(n+1)L(/\ S, T)

G(NS.G*(N\S,T))

G(AS,\{G"(s,T)|s€S}) (Induction hypothesis)
G(M(s.G"(s,T)) | s € S})

= NA{G(s,G%(s,T)) | s€ S} (G completely meet-preserving)
= A{GH(s,T) | se€ S}

If X is a limit ordinal, then
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GY(A\S, T)

/\n<>\ GHL(/\ S? T)

Aoy N{G"(s,T) | s € S} (Induction hypothesis)

Nses NMG™(s, T) | K <A} (Associativity and commutativity)

/\SES G)\[(S7 T)

2. Let S C L. The inequality \/{Fi(s) | s € S} < Fi(\V 5) follows imme-
diately from the fact that F' is order-preserving and hence F} and F; are.
Conversely, fix b € M arbitrarily, suppose that \/{Fi(s) | s € S} < b and
let us show that Fi(\/S) <b:

V{Fi(s)|se S} <b iff Fi(s) <bforeachseS
s) < (b, T) for each s € S

ifft F

iff s <G(b, T) for each s € S
i /S <G, T)

iff F(VS)<(bT)

it Fi(\VS) < b

The case for F5 can be proved similarly.

. We proceed by induction on k. If kK = 1, then for every a € L and b € M,
we have that a < G(b, T) iff F(a) < (b, T) iff Fi(a) < b and Fy(a) < T iff

Fi(a) < b, which proves the base case.

Assume the claim holds for x and consider the case for s + 1:

a < GWEHFILB,T)
iff o <G GHb,T))
iff F(a) < (b,G"(,T))

iff Fi(a) <band Fy(a) < G™(b, T)

iff  Fi(a) <band Fy(Fy(a) V'V, Fy (Fy(a)) <b
iff  Fi(a) V Fi(Fy(a) V Vo B (Fa(a) < b

iff Fi(a) V F(Fa(a) V Vo B3 (@) < b

it Fi(aV Fy(a) V Ve B3 (a) < b

iff Fi(aV Vo F5(0) <0

Let A be a limit ordinal and assume that the claim holds for all k < A:

ift
ift
ifft
iff
iff
iff

a < GNb,T)

a< /\f;<>\ G(b,T)

a < G®(b, T) for every k < A

Fi(avV, . F; “I(a)) < b for every Kk < A

Voo FraV Vo B () < b

Fi(avV,_, \/H o Fy (@) < b (by item 2 above)
Fi(aV Vo, F'(a) < b
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4. Since G is completely meet-preserving, G is monotone in each coordinate.
Hence, by the Knaster-Tarski theorem, vy.G is everywhere defined. By
the general theory of fixed points, for all b € M, we have vy.G(b,y) =
N> G™(b, T). Hence,

vy.G(AS:y)
= /\nZl GHL(/\ S, T)
A1 N{G"(s,T) | s € S} (item 1 above)
Necs N{G™ (s, T) | K > 1} (Associativity and commutativity)

= Niesvy-G(s,9).

5. Foralla e Land be M,

a < Vy’G<b7 y)
iff @ <A GRO,T)
iff a <G (b,T) for every xk > 1
ifft Fi(avV,_, Fr'(a)) < b for every k> 1 (by item 3 above)
i Vo) Fi(aV Ve, B (@) <
iff Fi(aVV.1 Ve, F'a) < b (by item 2 above)
il Fi(aV Ve Fy'(a) <
iff Fi(aVpy.Fa(aVy)) <b

U

5.2.2. REMARK. In the following sections we will use the lemma above with
M = LF for some order-type € over n. In such a setting the map F; : L — L¢
takes the form (Fy1,...,Fi,) where Fy; : L — L% for each 1 < i < n. Hence
the left adjoint of vy.G(Z,y) : L* — L is the map defined by the assignment
a— (Fii(aVpy.FyaVy)),...,Fi,(aV py.Fy(aVy))), ie., for all a € L and
be s,

a<vyGby) iff 1§é<n Fii(aVpy.FylaVy)) <¥b;.

5.2.3. LEMMA. Let L, My and M, be complete lattices.

1. If f : L — L preserves all finite non-empty joins and g; : M; — L, 1 €
{1,2}, then

p[f (@) vV (91(21) V g2(22))] = pe.[f(2) V g1 ()] V e[ () V g2(2)]

2. If f - L — L preserves all finite non-empty meets and g; : M; — L,
i €{1,2}, then

ve.[f(z) A (g1(z1) A go(22))] = va.[f(z) A gi(z1)] Ave[f(z) A ga(z2)].
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Proof. We only prove item 1, item 2 being order dual.

p-[f(x) V (g1 (1) V ga(w2))]
Viso (L) V 5 (91(x1) V g2(2)))
\/N>oéf”+1( ) V,f”(gl(? z)) 0

V
= paff(x) Vg (z)] V pa[f () V ga(22)].

In applying the lemma above, M; and Ms will typically be powers of L. Accord-
ingly, x1 and x5 will tuples of variables which we will write as Z; and Ts.

5.2.2 Approximation rules and their soundness

Let £ be an order-type on an n-tuple z.We let i, be the n-tuple whose i-th
coordinate is i¥ and whose j-th coordinate is L% for all j # ¢. Dually, we let n;®
be the n-tuple whose i-th coordinate is n® and whose j-th coordinate is T% for
all j # i[f] The approximation rules are:

i < uX(p/7, X, 2)
N G5l < uX( /7, X,2) & <5 p)])

(n=-A)

vX.p(¥/7,X,Z) <m
N (A v X.p@f/T, X,Z) < m & ¢; <5 1)

(v-A)

where

1. in each rule, the tuples T and z are disjoint, and the variables ¥ € Var do
not occur in any formula in ¢ or in ©;

2. in (pf-A) the associated term function of ¥ (7, X, Z) is completely
\/-preserving in (7, X) € C* x C, for any perfect modal bi-Heyting algebra
C

3. in (v°-A) the associated term function of p(Z, X, Z) is completely
/\-preserving in (7, X) € C* x C, for any perfect modal bi-Heyting algebra
C.

The soundness of (u°-A) is proven in the following proposition and that of (v°-A)
is dual.

5.2.4. PROPOSITION. Let (%, X,Z),p € LT such that T and Z are disjoint
and the term function associated with (T, X,Z) is completely \/-preserving in
(Z,X) € C° x C. Let V be an assignment on C. Then the following are equiva-
lent:

40f course, if we fix a value for i, then 1" denotes the element in J> (A%) corresponding

to i¥ in the i-th coordinate. Dually, n;® ranges in M*°(A%) in an analogous way.
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1L.CV Ei<pXi(p/z,X,7),

2.CVEiIL ,uX.@Z)(jiE/E, X,Z) and C, V' |= j5 <& ; for some j*-variant
V' of V, and some 1 < i < n.

Proof. (2) = (1) follows by e-monotonicity. Conversely, assume that C,V =1 <
pX ()T, X,z). The assumption implies, by the order dual of Lemma [5.2.1]1
with M = C°¢ and L = C, that the term function associated with puX.1(Z, X, z)
obtained by fixing Z according to V' is completely join-preserving in C¢. Since C,
and hence C¢, is a perfect modal bi-Heyting algebra, we have:

pX0(@/F X,2) = \[{uX 9, X,2) | j € J(C) &j < P}

Since V(i) € J*°(C), this implies that V(i) < uX.¥(jo, X,Z) for some j, €
J>°(C?) such that jo < . Notice that jy is an n-tuple which is equal to 1© ex-
cept for exactly one coordinate, the i-th say, which is equal to some j,; € J*(C%).
Let V’ be the j%-variant of V' which sends j* to jo, € J*(C%). Then (2) holds
under this choice of i and V". O

5.2.3 Adjunction rules and their soundness

X <vX.p(@/z,X,Zz)
&:;1 Fl,i(X V ,uY.FQ(X VY, 5)72) <Ei

(v°-Adj)

where p, P, x € LT, the arrays of variables T and z are disjoint, T has arity n, the
term function associated with ¢(Z, X, %) is a right adjoint in (7, X) € C* x C for
any perfect modal bi-Heyting algebra C, and F' = ((F1,(y,Z))iy, F2(y,2)) : C —
C* x C is its left adjoint.

uX W)z, X,7) < x
&?:1 77/}2 Sei Gl,i(X VAN VYGQ(X VAN Y, 2),2)

(p°-Adj)

where 1,1, x € L, the arrays of variables Z and Z are disjoint, T has arity n,
the term function associated with ¥ (7, X, %) is a left adjoint in (7, X) € C* x C
for any perfect modal bi-Heyting algebra C, and G = ((G1,:(y,2)),, G2(y,Z)) :
C — C* x C is its right adjoint.

The next proposition formally states and proves the soundness of (v°-Adj).
The soundness of the rule (u°-Adj) can be proven similarly using an order-dual
version of Lemma [5.2.1]

5.2.5. PROPOSITION. Let (T, X,Z), x, and F be as in (v°-Adj). Let C be a
complete modal bi-Heyting algebra and let V' be an assignment on C. Then the
following are equivalent:
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1L CVE X <vXp@/F X,3),

2. CVE & FLlxVvuy Ry VY27 < g,

Proof. The statement immediately follows from Lemma [5.2.1}5 with M = C¢,
L = C, and G the term function ¢(Z, X,V (Z)), cf. Remark [5.2.2] O

5.2.4 Recursive Ackermann rules

If we relax the requirement that p does not occur in « in Ackermann lemma
(see Lemma and are willing to admit fixed point operators in our (corre-
spondence) language, we can formulate the following more general version of the
Ackermann lemma (see also [49]):

5.2.6. LEMMA. Let a(p), B(p), and ~(p) be L-formulas, with a(p) and B(p) pos-
itive in p, and vy(p) negative in p. For any assignment V' on a complete L-algebra
A, the following are equivalent:

1. AV = B(up-a(p)/p) < v(up-a(p))/p);

2. there exists a p-variant V* of V' such that A, V' = a(p) < p, and A V' |
Bp) < ().

where up.c(p) denotes the least fixed point of a(p), and need not be an expression
wn the language L.

Proof. We begin by noting that, since we are working in a complete lattice, least
fixed points of monotone operations exist by the Knaster-Tarski theorem. As
regards ‘1 = 2’, let V'(p) := V(up.a(p)). As regards 2 = 1", A, V' = a(p) <p
implies that V'(p) is a pre-fixed point of a(-) P]and hence up.a(p) < V'(p). There-

fore, B(pp-a(p)/p) < B(V'(p)) < v(V'(p)) < v(up-o(p)/p). O
Lemma proves the soundness of the following more general recursive Acker-

mann rules, which allow us to eliminate a propositional variable p even if the «;
are not p-free. The recursive Ackermann lemma can be incorporated into ALBA
executions as following rules:

W& ailp) <p & &1 B5(p) < %))
& B (X IV, ai(X)]/p) < v (n X[V, (X)) /p)
&y p < ailp) & &y (p) < B5(p)]

& v (WX AL, ai(X)]/p) < B (X [N\, ai(X)]/p)

The rules are applicable subject to the restrictions that the o;(p) and j; are
positive in p, that the «; are negative in p, and X is a fresh fixed point variable.

(RArec)

(LArec)

SHere af+) is obtained from the term function « by leaving p free and fixing all other variables
to the values prescribed by V.
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5.2.5 From semantic to syntactic rules

The conditions of applicability of the rules defined in Sections [5.2.2] and |5.2.3| are
given in terms of the order-theoretic properties of the term functions associated
with the argument of the fixed point binder. This makes the present formulation
of these rules unsuitable for inclusion in an extended calculus for correspondence,
which is supposed to be a purely syntactic tool. This also makes the practical
application of these rules very inconvenient, since the order-theoretic properties
have to be verified each time. These difficulties are further compounded by the
fact that, unlike other approximation and adjunction rules that apply to a single
connective at a time, here we need to consider an entire subformula as a whole.
Another serious difficulty is posed by the conclusions of the adjunction rules,
which give no information as to how the F; and G; are to be computed, or
whether they are expressible as L£-term functions at all. It is therefore highly
desirable to have syntactic versions of these rules. To this end, in Section a
syntactic class of formulas, called the inner formulas, is defined which is shown to
verify the assumptions for the applicability of the approximation and adjunction
rules.

5.3 Recursive mu-inequalities

In the present section, the definition of recursive inequalities for the signature of
bi-intuitionistic modal mu-calculus is introduced. The style of this definition is
grounded on a certain classification of the nodes in the signed generation trees of
formulas (cf. Table p.1]). However, one major difference with [50] is that the clas-
sification of nodes adopted in the present chapter is based on the order-theoretic
properties which the operations interpreting the logical connectives enjoy, rather
than on those they lack. This is reflected in the names of the groupings in Table
.1} recall that SLA, SRA, SLR and SRR stand for syntactically left adjoint, syn-
tactically right adjoint, syntactically left residual and syntactically right residual,
respectively. In order to establish connections with the model-theoretic analysis
conducted in [17], nodes are firstly classified as inner and outer skeleton nodes
and PIA nodes, cf. Table [5.1l This order-theoretic classification is then applied
within these categories.

Note that in Table an array of signed connectives wider than that of the
language of bi-intuitionistic modal mu-calculus is classified. This serves as a
template for extending the definition of e-recursive inequalities to different lan-
guages. Specifically, the extra connectives o, x, <1, and > serve as generic con-
nectives which respectively are (completely) join-preserving in each coordinate,
(completely) meet-preserving in each coordinate, (completely) meet—reversingﬂ

6For any complete lattices P,@Q, a map f : P — @Q is completely join-reversing if f(\/ S) =
N{f(s) | s € S} for any S C P, and completely meet-reversing if f(AS) = V{f(s)|s € S} for
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Outer Skeleton Inner Skeleton PIA
A-adjoints Binders Binders
+ VvV A + u + v
- ANV N - W
SLR SLA SRA

+ ¢ < o — + O <V O > A

- 0> +« = - 0> A o <V
SLR SRR

+ A o — Vo ox —

-V *x — — N o —

Table 5.1: Skeleton and PIA nodes.

and (completely) join-reversing. Notice, in particular, that the order-theoretic
behaviour of the defined connectives ~ and — matches that of < and >, respec-
tively, and hence they will be classified in the same way as < and [>.

5.3.1 Recursive mu-inequalities

Every term in the language of bi-intuitionistic modal mu-calculus can be asso-
ciated with a signed generation tree: for terms without fixed point connectives,
we follow Definition [4.4.1)); for ® € {uX,vX}, the *-signed generation tree of
®.¢ consists of a root node, labelled by *©®, whose only child is the root of the
x-signed generation tree of ¢. We recall the sub-tree relation v < ¢, which ex-
tends to signed generation trees, and we will write £(7) < *¢ to indicate that -,
regarded as a sub- (signed generation) tree of xp, agrees with e.

5.3.1. DEFINITION. Nodes in signed generation trees will be called skeleton nodes
and PIA nodes according to the specification given in Table [5.1] A branch in a
signed generation tree %, for * € {+, —}, ending in a propositional variable is an
e-good branch if, apart from the leaf, it is the concatenation of three paths Py, Ps,
and P3, each of which may possibly be of length 0, such that P, is a path from
the leaf consisting only of PIA-nodes, P, consists only of inner skeleton-nodes,
and Pj consists only of outer skeleton-nodes. Moreover,

1. The formula corresponding to the uppermost node on P; is a mu-sentence.

2. On any SRR-node in P; of the form v ® g, where [ is the side where the
branch lies, 7 is a mu-sentence and £?(7y) < ¢ (see above for this notation).
Unravelling the condition £2(y) < *¢ specifically to the L-signature, we ob-
tain:

any S C P.
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a)if v © Bis +(y % ), +(vV B), +(8 = 7), or —=(8 — =), then £?(+7);
bg(if ’V)Gﬁ is +(y = B), =(v A B), =(y0 B), or —(y — B), then (+7), i.e.,
e?(—7).

3. On any SLR-node in P, of the form v ® 8, where [ is the side where the
branch lies, 7 is a mu-sentence and £?(7y) < ¢ (see above for this notation).
Unravelling the condition £2(y) < *¢ specifically to the L-signature, we ob-
tain:
ag if i O] ﬂ is _(7*5)7_(7 \ ﬂ)a _<ﬂ — 7)7 or +(5 - 7)7 then 8(4—7)7 i~e-7
e%(=7);

b) if 7O ﬁ Is _<7 — ﬁ)) +(7 A 6)7 +(7 © 5)7 or +(7 - 6>a then 68(—’_7)

5.3.2. DEFINITION. Given an order-type ¢, the signed generation tree xp, with
x € {—,+}, of an L-sentence ¢(p1,...p,) is e-recursive if every e-critical branch
is e-good. Such a signed generation is non-trivially e-recursive if contains at least
one e-critical branch.

An L-inequality ¢ < 9 is e-recursive if the signed generation trees +¢ and
—1) are both e-recursive. An L-inequality ¢ < 9 is recursive if it is e-recursive
for some order-type €.

The signed generation tree ¢, with x € {—,+}, is e-PIA if it is e-recursive
and all e-critical branches consist only of PIA-nodes. Such a signed generation is
non-trivially e-PIA if contains at least one e-critical branch.

5.3.3. EXAMPLE. The inequality v X.O(pAX) < p, corresponding to the formula
vX.O(pAX) — p from [I7, Section 5.3] was discussed at the beginning of Section
[5.2] This inequality is e-recursive for ¢ = (1) and € = (9). In Section[5.2 we gave
the ALBA-reduction according to € = (0). In Section we discuss how to do
a reduction according to € = (1).

5.3.4. EXAMPLE. The inequality v X.—(pA—X) < OUp is not e-recursive for any
order-type €. Indeed, if €, = 0 then, on the critical branch in +vX.—(p A =X),
the —A is an SRR node which separates the p and the fixed point variable X.
If £, = 1 then the critical branch in —QUp is clearly not good. On the other
hand, the unfolding of the fixed point stabilizes after the first step as T, hence
the inequality is equivalent to T < QUp which is e-recursive for ¢, = 0. In fact,
the first-order definability of T < QUp already follows from the fact that it is
monotone in p.

5.3.5. ExaMPLE. Consider the inequality

OuX.[(pVX)V~Y [O(XV~((Y Ap) ApuZ~OpA=Z))) — 00p]] < O0p.
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This is e-recursive with ¢, = 1. Indeed, in the positive generation tree of the
left-hand side, there are two critical branches, respectively corresponding to the
first and third occurrences of p in the formula, counting from the left. The branch
leading from the first is +p, +V, +V, +uX, +0, and partitioning this as P, = &,
Py = +V,4+V,4+uX, and Py = +¢ satisfies the requirements of Definition [5.3.2]
The branch leading from the third occurrence of p is

+p7j—|j7 +/\7 - _MZ/7\_A7 +N7 +\/7 +<>7 -, _VY7 +N7 +\/7 +,LLX, +<> )

P1 P2 P3

and partitioning it as indicated satisfies the requirements of Definition [5.3.2]
In particular, there are no SRR nodes, and the only occurring SLR node is
— —, which satisfies condition 3(a) of the definition since Qp is a sentence
and €9 (—=00p).

5.3.6. REMARK. Definition implies that on a good branch, within P, and
within P;, occurrences of nodes — and — where the branch goes through the
child corresponding to the antitone coordinate need to be in strict alternation.
This can be seen, e.g., in Example in the P,-part of the displayed branch.
This implies that, if we restrict to the signature of intuitionistic modal logic by
removing —, we would be able to change polarity at most once within the P, and
P, parts of a good branch. Given the further restrictions imposed by Definition
[5.3.1}2 and [5.3.1}3, this would imply that no good branch could go through the
antitone coordinate of — within the scope of a fixed point binder, thus severely
restricting the diversity of order-theoretic behaviour within the resulting class of
recursive mu-inequalities. This brings with it the added inconvenience that, when
projecting onto the classical setting (see Section below) we would have to
restrict the range to formulas in negation normal form.

5.3.2 General syntactic shapes and a comparison with ex-
isting Sahlqvist-type classes

The aim of the present subsection is to position the e-recursive mu-inequalities
with respect to the general syntactic shape of Sahlqvist/Inductive/Recursive in-
equalities discussed in [46, Subsections 36.6.1 and 36.7.2], and to compare them
with the Sahlqvist mu-formulas defined in [I7, Definition 3.4].

Recursive mu-inequalities and the general Sahlqvist/Inductive/
Recursive shape

It can be straightforwardly checked that the outer-skeleton nodes (see Table
of an e-recursive mu-inequality satisfy the same order-theoretic requirements of
the nodes of an e-Sahlqvist inequality |46, definitions 36.6.2 and 36.6.3] in which
the length of the P, paths of e-critical branches is 0. It is also straightforward to
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see that, in any e-recursive mu-inequality, the e-PIA subtrees are defined in such
a way that at most one e-critical branch may pass through any given SRR-node;
as discussed in [40, Subsection 36.7.2], this is the defining feature of e-Recursive
inequalities across languages. The specific definition of the PIA-subtrees for mu-
languages incorporates extra conditions regulating the relative positions of free
fixed point variables and e-critical variables in each subtree; as we will see further,
these conditions ensure that formulas in the scope of binders have the appropriate
order-theoretic properties, ultimately guaranteeing the applicability of the u- and
v-adjunction rules.

The inner skeleton essentially arises by the addition of fixed point binders, in
the appropriate polarity, to the ‘outer skeleton’ shape. This introduction blocks
the application of the A-rules (A RA) and (V LA) (and, more generally, also the
possibility of applying rules to single connectives), leaving us with only u- and
v-approximation rules. Hence, in inner skeletons, all the nodes are reclassified
according to the properties which they enjoy and which are now relevant. Sim-
ilar to the PIA-subtrees, the inner-skeleton shape incorporates extra conditions
regulating the relative positions of free fixed point variables and e-critical vari-
ables; as we will see in the remainder of the chapter, these conditions ensure that
formulas in the scope of binders have the appropriate order-theoretic properties
guaranteeing the applicability of the u- and v-approximation rules.

The shape of e-recursive mu-inequalities provides a uniform ‘winning strategy’
for the success of ALBA, analogous to the one described for e-inductive and e-
Sahlqvist inequalities in [50, Section 10] and [46, Subsection 36.6.1]. Indeed, as
we will show in Section[A.2] the order-type € tells us which occurrences of a given
variable we need to solve for so as to reach Ackermann shape, and the e-recursive
shape guarantees that this is always possible. Specifically, going down a critical
branch, we can surface the PIA-subtree, containing the e-critical occurrences of
propositional variables, by means of applications of approximation rules to the
skeleton nodes. Then adjunction/residuation rules such as (u-Adj) and (v-A) are
applied to the PIA-subtrees so as to display the e-critical occurrences, and to
simultaneously calculate the minimal valuation for them. Finally, notice that the
remaining occurrences of variables are of the opposite order-type: this guarantees
that they have the right polarity to receive the calculated minimal valuations,
as prescribed by (LA), (RA) or their recursive counterparts. An exhaustive and
formal account of this procedure will be given in Section

Finally, as hinted above, notice that the winning strategy outlined so far
does not provide information about which version of the Ackermann rule will
actually be applied in the reduction procedure. Should we want to guarantee
that either (LA) or (RA) will be applied, and not their recursive counterparts,
we need to strengthen Definition so as to guarantee that, when displaying
the critical occurrences in inequalities of the form o < p or p < a, the formula
« is p-free. This requirement can be enforced by introducing the (€2, €)-inductive
mu-inequalities along the lines of the (2, ¢)-inductive DML/IML inequalities of
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[50, Definition 3.1]: namely, by imposing a partial ordering {2 upon the variables
in Recursive inequalities, and demanding not only that at most one e-critical
branch pass through any given SRR-node, but also that if an e-critical branch
passes through an SRR-node, all variables occurring on other branches passing
through it have to be strictly 2-smaller than the variable on the critical branch.

Recursive mu-inequalities and Sahlqvist mu-formulas

In [I7], the following notions are introduced in the language of classical modal
mu-calculus:

5.3.7. DEFINITION. The class of PIA formulas is recursively defined as follows:

pu=p| X |1 AN |[Op | vX.@| 1V o,

where p € Prop, X € FVar, and 7 is a positive sentence. The class of Sahlquist
mu-formulas is recursively defined as follows:

xo=X[m| oo xiAxe [Ox|vXx|[7Vx|orVo,

where p € Prop, X € FVar, ¢ is a PIA sentence, 7 is a positive sentence, and o
and oy are Sahlqvist mu-formulas which are sentences.

Let us consider the mapping 7 from the language of classical modal mu-calculus
to the language of bi-intuitionistic modal mu-calculus recursively defined as ex-
pected (in particular, 7(=¢§) := 7(§) — L); let us also translate formulas as
inequalities by the mapping 7/(§) := T < 7(§). Conversely, consider the map-
ping A recursively defined as expected on the connectives which have a primitive
classical counterpart, and such that:

A& — &) = 2A&) VAEL)
AM& —&) = M&) A &)
AGXE(X)) = uXmE(~X/X).

Let us also translate bi-intuitionistic inequalities into classical formulas by the
mapping N (& < &) = =€) V A(&). We omit the proof of the following
proposition, which is straightforward but tedious.

5.3.8. PROPOSITION. 1. Every formula & of modal mu-calculus s logically
equivalent to N (7'(€));

2. for every Sahlquist mu-formula x, the inequality T < 7(x) is an e-recursive
inequality with € = 1;

3. for every 1-recursive inequality & < &, the formula —\(&) V AN&) is a
Sahlquist mu-formula.
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5.4 Inner formulas and their normal forms

As discussed in Section the aim of the present section is to introduce and
study a class of mu-formulas, the inner formulas, the syntactic shape of which
guarantees that their associated term functions enjoy the order-theoretic prop-
erties which in turn guarantee that the approximation and adjunction rules are
systematically applicable to them.

This is the most technically involved section of the chapter; for the sake of
clarity, it is organized as follows: in Subsection [5.4.1] inner formulas are defined,
and is shown that their associated term functions indeed satisfy the mentioned
order-theoretic requirements; in Subsection [5.4.2] two case studies are discussed,
which focus in particular on how to effectively calculate the adjoints of inner
formulas; this discussion motivates the introduction, in Subsection [5.4.3] of the
notion of inner formulas in normal form, and its ensuing normalization proposi-
tion; finally, in Subsection a lemma is proven which provides the effective
computation of the adjoints of inner formulas in normal form.

5.4.1 Inner formulas

5.4.1. DEFINITION. Let 7,Z C Var and X C FVar be tuples, each consisting of
pairwise different variables, such that 7 and Z are disjoint. Let 7 = 5 @ X and
let 6 be an order-type on T = (z;)",. The §-0 and 0-O (T,Z)-inner formulas
((7,2)-IF§ and (7,%)-IFY), the free variables of which are contained in (7,%),
are given by the following simultaneous recursion (for the sake of readability, the
parameters T and Z are omitted):

Fi2p o= T | o | Op | gihge | VY | m=9 |
TV | Yo

IF{5¢ == L | x| Ov | ¢aVi | pYap' | -7 |
TAY | m—°
where
1. 4; = 1 in the base of the recursion, for 1 <i < n,
2. misw(z) € LT,

3. ¢ = (T 7’,2) and ¢/ = (g ® 7’,2) are IFy and IF(?,, respectively,
with X =X @Y andd =6 @ 1,

4. y° € (z,2)-IFY, and ¢° € (T,%)-IF5).

5. All other formulas have their free variables among (7, Z).
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With similar side conditions we can define the 5-B and 0-® (T, z)-inner for-
mulas ((T,z)-IFP and (T,z)-IFY) by the following simultaneous recursion:

IFP> @ o= T | o | Op | Mo | orAgs | VY |
T | Ve | Yo7

IFfs¢ == L | x | 00 | & | ¥aVvy | uYa' |
-7 | TAY | Tm—¢°

In what follows, the letter ¢ and 1 (possibly with superscripts or indexes) will
denote IFY- and IF¢-formulas, respectively.

Note that every IFP-formula is an IF 2-formula and that every IF®-formula is
a IF®-formula.

5.4.2. REMARK. The above definition is tailored to ensure that for any perfect
modal bi-Heyting algebra L (cf. Definition [5.1.2)), the term function associated
with a IF2 (respectively, IFY) formula is a right (respectively, left) adjoint from
L° — L fixing the variables Z as parameters (see lemma below).

In particular this requires that in the associated generation tree, on each
branch ending in an x; the nodes corresponding to the negative sides of — and
— are in strict alternation. Moreover, any alternation between IF 2 and IF® is
accompanied by a change of polarity. Finally, these considerations imply that,
in the signature of intuitionistic modal logic, where the subtraction symbol is
removed, change of polarity on these ‘critical’ branches can occur at most once.

5.4.3. LEMMA. For any perfect modal bi-Heyting algebra C,

1. the term function associated with any IF{P-formula ¢(T,Z) is completely
meet-preserving as a map C° — C, fiving the variables Z, and

2. the term function associated with any IF§-formula ¥(Z,Z) is completely
join-preserving as a map C° — C, fizing the variables %.

Proof. By simultaneous induction on ¢ and 1. The base cases are clear, as are
the cases corresponding to the third, fourth and fifth columns in the recursive
definition above. The case for ¢ of the form vY.©'(y & 7,,3) follows by the
induction hypothesis and Lemma [5.2.1]4. Analogously the case for ¢ of the
form pY. ' (y @ YI,E) follows by the induction hypothesis and the order-dual of
Lemma [5.2.1]4. The cases corresponding to the fifth and sixth columns in the
recursive definition follow from the induction hypothesis, the fact that — and
V are completely meet-preserving in their positive coordinates, while — and A
are completely join-preserving in their positive coordinates, and the fact that
variables from Z appear in at most one coordinate of each, which are moreover



5.4. Inner formulas and their normal forms 107

positive. Similarly, the cases corresponding to the last column follow from the
fact that — and — are respectively completely meet and join-reversing in their
negative coordinates, and the fact that variables from ¥ appear in at most their
negative coordinates. U

5.4.4. REMARK. We note that inner formulas provide sufficient conditions for
the term functions to be either completely join-preserving or meet-preserving. In
[69], the authors provide a syntactic characterization of fragments of mu-calculus
enjoying such order-theoretic properties.

5.4.2 Towards syntactic adjunction rules

The lemma above guarantees that the approximation rules (u°-A) and (°-A) can
be respectively applied in particular to inequalities of the form i < pX.4(y, X, Z)
and vX.¢(7, X,Z) < m, such that X .1 and vX.¢ are (7, Z)-IF¢- and (7, Z)-1F5-
sentences respectively. For the same reasons, also the general adjunction rules
can be applied to inequalities featuring 0-CJ and §-0 (¥, Z)-inner sentences as main
formulas on the appropriate sides. However, the general adjunction rules do not
provide any information as to how the adjoint map can be effectively computed
as term functions. Indeed, in what follows, we will work towards new adjunction
rules which explicitly incorporate such computations. These new rules will be
given in terms of a syntactic refinement of inner formulas, introduced in the next
subsection. In order to motivate this refinement, it will be useful to consider the
following pair of examples.

Consider the inequality v X.0(p A X)) < p, which we already solved towards
the end of Section [4.2] Notice that vX.0(x A X) is an (z, @)-IF§ formula, with
d = (1). An alternative and more instructive reduction proceeds as follows: after
first approximation we get

VpoVivm[(i < vX.O(pA X) & p <m) = i< m)].

Trying to solve for the occurrence of p in i < vX.O(p A X), we unfold the fixed
point (see, e.g., [61]) and obtain i < A ., O%p. This is equivalent to i < O0"p for
every k > 1. By general adjunction, each such inequality is equivalent to 4*i < p.
Hence we have:

i< AO%p if \/#i<p.
k>1 k>1
Noticing that \/, ., #"i is the unfolding of uX.4(X V i), the quasi-inequality
displayed above is equivalent to
VpVivm[(u X . 4(X Vi) <p) & p <m) = i< m],

which is in Ackermann shape and yields

Vivm[p X . ¢(X Vi) <m=i<m],
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This example illustrates an effective computation of the left adjoint of an IF}-
formula, with 6 constantly 1. Consider now the analogous computation of the
adjoint of an IF§-formula, where § is not constantly 1; for instance the left adjoint
of vX.=Q(pV ~X). It is easy to see that, unfolding this fixed point, one gets to a
conjunction A ., >x(p), where for every ordinal s, the symbol >, (p) denotes an
L*-term which is (completely) join-reversing in p. Hence, proceeding as we did
in the previous computation we obtain:

1< /\an ifft p< /\»Hi.

k>0 k>0

The main difference between this clause and the analogous clause displayed in the
previous computation is that we are not yet in a position to recognize A\, ., ».i as
the unfolding of some fixed point. In particular, for this, we would need to see the
parameter x explicitly as the exponential ()* applied to some term. This term can
be calculated either inductively for each k, or observing that v X.=0(p V ~X) =
v X.[~OpA—=O~X], unfolding which yields A, . ,(=0~)"(=0p). Now the displayed
clause above becomes: -

i< A0~ (=0p) it \/(~mo) (i) < =0p iff p < m-\/(~mo)(D).

k>0 k>0 k>0

Notice that the term v X.[-0p A =0~ X] which was obtained by distributing -
over V can be seen as the result of substituting —Op for = in vX.[z A =2O~X],
and that the latter is an IF5-formula with ¢’ constantly 1. This neatly breaks the
computation of the adjoint into two steps, the first of which calculates the adjoint
of the ‘right-side-up’ fixed point, and the second composes it with the adjoint of
the negative term —Qp. This is the basic idea underlying the notion of normal
forms in the following subsection.

5.4.3 Normal forms and normalization

5.4.5. DEFINITION. The normal (7, z)-IF§- and (7, Z)-IF¢-formulas are given by
the same simultaneous recursion as in Definition [5.4.1] subject to the following
additional constraints:

1. if ¢ is of the form vY.¢/'(Z',Z), where T’ = y@f’ and X =X @ Y, then
there exists an (7' @ 7/,3)—IF55,—f0rmula ", where ¢’ is the order-type over
7 P X' which is constantly 1 over 7' and restricts to ¢ over 7,, such that
O(T,z2) = ¢"(@/7 ,71,2) where the @ are normal (7,%)-IF5,-sentences,
where 0" is the restriction of ¢ to 3.

2. if ¢ is of the form pY.(Z,%), where 7 = 7@ X and X = X @Y, then
there exists an (y' @ 7/,7)—IF(?,—formula ", where ¢’ is the order-type over
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7 ® X which is consE%ntly 1 over i’ and restricts to § over X', such that

"T,%Z) = " ()7, X ,Z) where the ¢ are normal (7,%)-IF$,-sentences
¢ ( 90 y ) ) y> ) 9
where ¢” is the restriction of § to 7.

5.4.6. LEMMA. 1. Every (T,%)-IF5-formula o with x1, 79 € T is equivalent to
an (T,Z)-IF5-formula of the form ¢1(Z1,%) A\ p2(T2, %), where Ty =T \ {x}
and Ty =T \ {z1}.

2. FEvery (T, E)—IF?-formula W with x1,x9 € T is equivalent to an (T,Z)- [FO
formula of the form 1(T1,Z) V ¥2(T2, Z), where Ty = T \ {x2} and Ty =

T\ {1}

Proof. By simultaneous induction on ¢ and v. The base cases when ¢ € {z, T}
and ¢ € {z, L} follow by noting that ¢ = ¢ AT and ¢ = ¥V L, respectively. The
case ¢ = [y’ follows by the induction hypothesis and the distributivity of [ over
A. The case p = @1 Ao follows by the induction hypothesis and associativity and
commutativity of A. The case ¢ = ¢ — 7 follows by the induction hypothesis
on the IFga-formula ¢ and the fact that — turns V into A in its first coordinate.
Consider the case ¢ = vY.¢'(7',Z) with T =T @Y and ¢’ = § & 1. By induction
hypothesis ¢'(7',2) = 1(T1 @ Y,Z) A pa2(T2 @ Y, Z), where T, = T \ {22} and
Ty = T\ {z1}. By applying the induction hypothesis again to ¢1(Z; @Y, Z) (w.r.t.
x1 and YY) and ¢o(T2 @Y, Z) (w.r.t. 29 and V) we obtain

¢ (@, %)

= (i@ ©Y.2) A (@1, D)) A [0h(T5 @ Y, Z) A 03(T2, 2))]

= [P(@©Y,2) Apo(Th @Y, Z)| A @] (T1,2) A 5 (Ta, 2)],
where 7} = 71 \{x1} and T, = T2\ {z2}. Note that ¢} (T)BY, Z)Aph(T,@Y, Z) is an
(T @Y, z)-1F-formula, and hence, by Lemma [5.4.3] it is a right adjoint in T&Y.
Therefore, it preserves non-empty joins in Y. Hence, by Lemma [5.2.3] applied to
fY) =@ @Y. 2) Nph(T Y, Z), g1(T1) = ¢ (T1,2), and g2(T2) = ¢5(T2, 2),
we have

Y.'(@,Z)
= Y.([pr(my @Y, Z) A 902(962 DY, 2)] A @] (T1,2) A ¢5(Ta, Z)])
= [90/1(3:1@}/2)/\902< @Ya 2)/\90/1/(?172)]
A VY[ (T DY, Z) A h(T ’Q@Y,E)/\sdz’(fz,?)],
where x5 does not occur in the first conjunct, and x; does not occur in the second.
The other cases are analogous and are left to the reader. U

By repeated application of the lemma above we obtain the following Corollary:

5.4.7. COROLLARY. 1. Every (T,%)-IF5-formula ¢ is equivalent to an (T,Z)-
IFS-formula of the form ¢1(Z1,%) A <p2(x2, Z), where Ty, Ty form a partition

of T.
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2. Every (T, E)-]F?-formula Y is equivalent to an (E,E)-IFg—formula of the
form Y (T1,Z) V o(Ta, Z), where Ty, Ty form a partition of T.

5.4.8. PROPOSITION. Every IF; formula, x € {Q,0}, is equivalent to an IF;
formula in normal form.

Proof. Notice that if a (7,z)-IF5-formula ¢ is non-normal, it must contain a
subformula of the form vY.¢’ which violates Definition [5.4.5/1, and where ¢’ is an
T ® X @Y, 2)-IF5-formula. If in ¢/, every variable y € 7 occurs only positively,
the trivial substitution given by the identity on ¥ in ¢ itself would witness the
normality. This means that, in the positive generation tree +¢’, there is at least
one leaf —y with y € y. le., on the branch from each such —y to the root
there is an odd number of order-reversing nodes which, as per Definition [5.4.1],
need to be positive occurrence of — and negative occurrences of —, in strict
alternation. Thus the first order-reversing node above each such leaf —y is a
positive occurrence of —. By the assumption that ¢ is not in normal form, it
follows that at least one of the subformulas rooted at such a node + — is not a
sentence. (Indeed, if all the subformulas { = ) — 7 rooted at such nodes were
sentences, then replacing each of them with a fresh variable 3/ € ' would give us
the required formula ¢” of Definition 1). Let a defect of ¢ be an occurrence
of a + — node in the scope of a +7Y node in +¢ such that the corresponding
subformula ¢ = ¥° — 7 is not a sentence and contains negative occurrences of
variables in 7. Dually, we define a defect of a (7, E)—IFg—formula 1 as a positive
occurrence of — in the scope of a +uY node in +v such that the corresponding
subformula ( = m — ¢° is not a sentence and contains negative occurrences of
variables in 7.

The proof now proceeds by induction on the set (defect(x), x) ordered lexico-
graphically, where x is an inner formula and defect(x) is the number of defects
occurring in y. The base case is trivial. As for the induction step, we proceed by
cases depending on the form of y. If the main connective of x is not a fixed point
binder, then the claim follows by the induction hypothesis applied to the imme-
diate subformulas. Now suppose ¢ is a (7, z)-IF5-formula of the form vY.¢'. Let
( = ¢¥° — 7 be a defect of . Since, by Definition [5.4.1, 7 must be a sentence, all
the free variables of ( occur only in the IFg,a—formula V(@ X @Y, %). By Corol-
lary .2, the formula 9 is equivalent to one of the form 1, (7, Z) Vo (X @Y, %),
where 1/, and 19 are IFg,a—formulas. Hence, ( is equivalent to — and hence can be
replaced by — (¢1(7,2) — 7) A (Yo(X @ Y) — 7). Let ¢” be the formula result-
ing from this replacement in ¢. Notice that (¢(7,z) — 7) is an IF%,-sentence,
where ¢” is the restriction of § to 7, and hence, within ¢”, no subformula of
(V1(7,2) = 7)A(2(X @Y) — ) constitutes a defect. Hence ¢” has at least one
defect less that ¢, so by the inductive hypothesis ¢”, and hence ¢, is equivalent
to a (7,%)-1F5 formula in normal form. O
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5.4.9. REMARK. We observe that an effective procedure for transforming any
inner formula into an equivalent one in normal form can be extracted from the
proof of Proposition [5.4.8f In Section we will exploit the fact that such a
procedure exists, although we will not describe it in any further detail, limiting
ourselves to illustrate it by means of the examples below.

5.4.10. EXAMPLE. The formula vX.~(zV ~X) is an (z, @)-IF¥-formula for § =
(0), and it is not in normal form, the subformula —(zV ~X) being its only defect.
The normalization procedure on this subformula amounts to distributing — over
V, so as to obtain vX.[-x A =~X], which is in normal form: indeed, the latter
is a substitution instance of vX.[y’ A =~X] which is a (v, @)-IFy with §' = (1);
moreover, i has been substituted for the IF” sentence —a.

5.4.11. EXAMPLE. The formula v X.O0(XA-uY.Q(~X V(Y Vz))) is an (z, @)-1F§
formula for 6 = (0), and it is not in normal form, the subformula —pY.Q(~XV(YV
x)) being its only defect. The normalization procedure on this subformula involves
surfacing the innermost V node, by applying associativity of V and distributivity
of O over V, so as to obtain =uY.QY VvV (O0~X V Qz), to which Lemma [5.2.3/1
applies with f(Y) := QY ¢1(X) := O~X and ¢z(x) := Oz, yielding

—uY. QY V (O~ X V Q)] = —uY [OY V O~ X A —uY. [OY V Oul.
Hence the original formula can be equivalently rewritten as
vX.OX A (mpY. [0Y VO~X] A —uY [OY V Ox))),

which is in normal form: indeed, it is a substitution instance of the formula
vX.O(XA(—pY.[0Y VO~X]|Ay')) which is a (v, @)-IF5 with ¢’ = (1); moreover,
' has been substituted for the IF=-sentence —uY.[QY V O]

5.4.4 Computing the adjoints of normal inner formulas

By Lemma we know that the term functions associated with IFY- and IF©-
formulas are completely meet- and join-preserving, respectively. In the setting of
perfect bi-Heyting algebras this implies that they have left- and right-adjoints,
respectively. In the present section we are going to show that these adjoints can
be represented, componentwise, as term functions of IF®- and IF ?-formulas. In
fact, in the following lemma we will effectively construct these term functions.
To this end, we need to introduce the following notation:

5.4.12. DEFINITION. For any formula ¢(Z,Y,z) we define ©"(Z,y,%) and
0™ (T, y,%) for every ordinal k, as follows: (%, y,2) =y = (T, L,Z). Assum-
ing that ©"(Z,y,%z) and ¢"(7,y,Z) have been defined, we let *V(7, 1y, %) =
(@, " (T,y,%),Z) and (T, y, 2) = o(T, 9" (T, y, Z), Z). Assuming that
0" (Z,y,7z) and ¢*(Z,y,7) have been defined for every k < A\, where X is a limit
ordinal, we let oV (Z,y,2) = V,_, ¢" (T, y,%) and o™(T,y,2) = A, ¢™ (T, v, 2).
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5.4.13. LEMMA. Let o(%,Z) and (T,%), respectively, be an (%,%)-IF5 and an
(Z,2) -]F?-formula i normal form, where the arity of © is n. Then:

1. there exists an n-array (u,Z), where u is a fresh variable, given compo-
nentwise by LT -formulas 1;(u,z) for any 1 <i < n, such that

(a) for every 1 < i <mn, the formula 1;(u,z) is an IF,-formula with n the
order-type over 1 with n; = §;, and moreover 1;(u,z) is an ]Fﬁ-formula
if 0; = 1 and an IF7-formula if 6; = 0;

(b) in any perfect modal bi-Heyting algebra C and for all a,b,¢ € C
b<p@e) o vbo<a i Guno) <a

2. there exists an n-array p(u,z), where u is a fresh variable, given compo-
nentwise by LT -formulas @;(u,z) fo any 1 <i <n, such that

(a) for every 1 < i < n, the formula ¢;(u,Z) is an IF,-formula with n
the order-type over 1 with my = §;, and moreover p;(u,z) is an IFn”—
formula if 6; = 1 and an [F,?—formula if 0; = 0;

(b) in any perfect modal bi-Heyting algebra C and for all a,b,¢ € C

¢(67 E) < b Zﬁ a S(s @(b,E) Zﬁ ié)?ai Séi (pz(baé)
Proof. Fix @,b,¢ € C. The proof proceeds by simultaneous induction on ¢ and
1. As to the base cases: if ¢ is T, the the claim holds if we let ¢, = L for every
1 < j < n. Dually, if ¥ is L, then the claim holds if we let ¢; = T for every
1 <j<n If pis z; for some 1 < j < n such that §; = 1, then the claim holds
if we let 1; be equal to the variable u, and 1); be the constant L% for i # j.
Similarly, if v is z; for some 1 < j < n for which §; = 1, then the claim holds if
we let ¢, be equal to the variable u, and ; be the constant T% for i # j.
If ¢ is of the form (T, 2) A @ (T, 7) we let 1 = ' (u, 2) VO ) (u, Z) for
1 <17 < n. Indeed, we have
b<oW(@e)np@(are) iff b<eV(a,re),j=1,2
iff Pbe)<Va;,j=1,2,1<i<n
iff M (b,2) v P (be) <Va;, 1< i<

iff (b,c) <°a.

Moreover, if 9; = 1, then by the inductive hypothesis %(1) and wi(z) are IF:-
formulas with n = (1), and hence wi(l)(u,i) v/ wi@) (u,Zz) is wl-(l)(u,i) v wZ@) (u,2)
which is an IFT? -formula. If §; = 9, then by the inductive hypothesis 1/12-(1) and 1/12-(2)
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are IF,”-formulas with n = (9), and hence 1/11( (u,z) Vo 1/1( )(u Z) is 1/1 (u,?) A
wl@) (u,Z) which is an IF,?-formula.
If ¢ is of the form O¢'(Z,Z) we let ¢; = ¥i(#u/u,z) for 1 < i < n. Indeed,
we have
b<Oy'(a,c) iff b<¢(a,c)
iff 1 (#b,C) <% a;, 1<i<n.

Moreover, if §; = 1, then by the inductive hypothesis ¥}(u,Z) is an IF:-formula
with = (1), and then, using Definition [5.4.1] it is not difficult to show that
V}(#u/u, z) is an IF S -formula. If §; = &, then by the inductive hypothesis ;(u, Z)
is an IF P-formula with = (9), and then, using Definition m, it is not difficult
to show that ¢;(#u/u,z) is an IF,”-formula.

Let ¢ be of the form vY.o" (7', Z) with 7 = 5® X @Y, where m and k are the
lengths of 7 and X, respectively. Let §(1) and §(2) be the restrictions of d to § and
X, respectively. By normality we can assume that ¢” = ¢'(3/7, X,Y, %), where
7' is an {-tuple of variables, ¢' (7 ® X @Y, %) is an IF5-formula with 5’ constantly
1 on ¥ and Y, and restricting to ¢ on 7, and with @ = (¢1,...,¢¢) and ¢; a
(7, %)-IF5 sentence for every 1 < j < /. Let @, b,¢ € C be fixed as above. Let @’ =
(p1(a,e), ..., 0@ )@ T°?. Then by induction hypothesis on ¢’ (7 & X @Y, %),
we have formulas ¢ (y,%), ..., ¥;(y,Z) and ¥{(y,%), ..., ¥y, (y,Z) such that

V5i(b,¢) < ¢ ( c) for 1 <j </, and
b<¢'(@, T,c) iff (b)) <On TO@n  for 1 <h <k, and
Y (b,0) < T.

Moreover, ¢y, (y,%) and ¢(y, %) for 1 < j < £ are IFy-formulas with 5 = (1).
In the following calculation we will abuse notation and write ¢"(a’, T,¢) for

(o(@, w,0))"[T /w], and 4" (b, ) for (¢'(u,€))"[b/u].

b<vY.'"(aVY,?)

iff b<vY.(d,Y,0)

iff b< Ao @™(@,T,0)

iff b< (@, T,e) forall k >0

iff WAGIAY! ,<H¢,’;j;( ©),0) <! ¢;(@,c) forall 1 < j < landall k>0

and Y0V Vo, ¥ (b,2),8) <X@n T@n for all 1 < h < k and all k>0
and ¢ 1 (0V Vo, w;/fl( ,¢),c) <! T forallk >0

iff Vib vV ,<H¢,’;ﬁ1(b ©),0) <! pj;(@c) forall 1 <j < landall k>0
iff vn>o @/}’(b\/ V K <k @Z)Zil( c),¢) <! %(575) foralll1 <j </

iff w,(b\/ \/n>ov <k wgil(b C) ) <! ‘Pj(aj) forall1 <j </

iff ¢;(b \ \/n>0 wgﬁ (b,©),¢) <! pj(@c) forall 1 <j </

iff (UAGAY Yl (bvY.,e),e) <! p;(are) forall 1 <j </
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The second and fourth equivalence hold because of Definition and Lemma
5.2.113, respectively. To see that the starred equivalence holds, recall that ¢ (u, Z)
is an IF-formula with 1 = (1), hence by Lemma its associated term function
is completely join-preserving in C. Applying the induction hypothesis to ¢;, we
obtain formulas 9, ;) (u, %), for 1 <i < n, such that

UiV pYahy, (0 VY,e),e) < g;(a,c)
iff 1/1],)(¢ (bV uYay  (bVY,¢),¢),¢) <%a; forall 1 <i<n.

This shows that, for every 1 < i < n, we can take v;(u,Zz) to be

\/" {0 (W) vV Y, (u v ¥,2),2),7) | 1< < () (5.1)

which proves part (b) of the claim. As to part (a), we begin by recalling that
Vi (y,Z) and ¢)(y,z) for 1 < j < £ are IFy-formulas with n = (1). Hence
Yi(uV pY b, (u VY, %), Z) is also an IF;- formula By the induction hypothesis
applied to ¢;, each formula v; ;) (u, Z) is an IFn -formula with ' = (1) if §; = 1, or

an IF,7-formula with 7’ = (9) if ; = 0. Therefore, reasoning about /% in a way
analogous to the inductive step for A above, we see that (| . is an IF° formula
with ' = (1) if ; = 1, or an IFn -formula with ' = (09) if §; = 0.

If ¢ is of the form 7 (Z) — ¢'(7,Z), we let ¢; = ¥i((u A 7(Z))/u,Zz). Indeed, we
have

b<mn(e) —¢(a,c) iff bAm(c) < ¢(a,c)
iff Yl(bA7(C),c) <%a; 1<i<n.

Moreover, if §; = 1, then by the inductive hypothesis ¥}(u,Z) is an IF,?—formula
with = (1), and then, using Definition [5.4.1] it is not difficult to show that
Vi((uAT(Z))/u,Z) is an IF° formula. If §; = 9, then by the inductive hypothesis
Yi(u,z) is an IF P-formula w1th n = (0), and then, using Definition m, it is
not difficult to show that ;((u A 7(2))/u,z) is an IF,”-formula.

If ¢ is of the form 7(2) V ¢'(T,Z), we let ¢; = 9 ((u —7(%))/u,z). Indeed, we
have

b<m()V¢(arc iff b—mn(e) <¢(a,z)
iff i(b—7(c),c) <%a;,1<i<n.

Moreover, if §; = 1, then by the inductive hypothesis ¢(u, Z) is an IFy-formula
with 7 = (1), and then, using Definition [5.4.1] it is not difficult to show that
Vi((u—m(Z))/u,z) is an IF° formula. If §; = (9 then by the inductive hypothesis
Yi(u,Z) is an IF P-formula Wlth n = (0), and then, using Definition m, it is
not difficult to Show that ¢;((u — 7(%))/u, z) is an IF,”-formula.

If ¢ is of the form (7, Z) — m(Z), then by clause (4 of Definition [5.4.1] (7, )

is an IF 50 -formula, and hence by the inductive hypothesis there are formulas
©$(u,z), 1 < i < n such that for every a, ¢ and V', we have ¢“(a,¢) < v iff
a; <% eV, E) for 1 < i < n. We let ¢; = ¢5((u — 7(2))/u,Z). Indeed, we have
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b<yc(ac) = n(e) iff ¢(ac)<b—n(e)
it a; <% (b — 7(e),2), 1 <i<n
iff f(b— 7(e),c) <% a;, 1 <i<n.

Moreover, if §; = 1 (hence 62 = ), then by the inductive hypothesis applied
to ¢¥°(Z,z), which we recall is an IF?O—formula, ©$(u, %) is an IF:a—formula with
n? = (), and then, using Definition [5.4.1] it is not difficult to show that ¢§((u —
7(2))/u,z) is an IF$-formula with » = (1). If § = & (hence 67 = 1), then by
the inductive hypothesis ¢f(u,z) is an IF B-formula with n? = (1), and then,
using Definition [5.4.1] it is not difficult to show that ¢}((u — 7(z))/u,%) is an
IF,?-formula with 7 = ().

Similar proofs can be given in the remaining cases for . U

5.5 Adjunction rules for normal inner formulas

The following definition is extracted from the proof of Lemma |5.4.13]

5.5.1. DEFINITION. For 7 =5 @ X of arity n, for each order-type 6 over Z, and
each 1 < i < n, we define maps LA’ and RA?, sending normal (, Z)-IF§- and
(7, Z)-1FY-formulas into (u,E)—IF&_)— and (u, z)-IF § sformulas respectively, by the
following simultaneous recursion:
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LAXT) = L
LAY (z;) = wuforue Var— (TUZ);
LA2(z;) = 1% when i # j;
LAY (Op(z,2)) = LA (9)(#u,2);
LA (¢1(T.2) A a(T,7) = LA (01)(u,Z) V7 LA (102) (u, %) 5
LAI (Y p(3(7,2)/7.Y.7) = V(LA () (LAT () (wv

PY LAY (9)(uVY,%),%),7) |1 <j <}

LAY (7(2) — o LAY (¢0)(u A (2), 2);

T,z)) =
LAY(T(2) V p(7,7) = LAN(p)(u—7(2),2);
LAN(9(7,2) = 7(2)) = RAT () (u— 7(2),2)
RAY(L) = T
RA(z;) = wforuec Var— (TUZ);
RA?(z; T% when i # j;

— RAY(w) (W, 2)

NN NN AN N

RA?(W(TJ;
RAJ(11(T,2) Va(7,2)) = RAY(¥1)(u,2) A RAT (1) (u, 2);
RAY (uY-0(0(7, )7, Y,2)) = N> {RAS (1) (RAY (1) (u

)
VYRAY () (uAY,Z),2),2) | 1 < j < (};

RA!(U(z.2) — () = RAYW)((2) Vu,2);
RAY(n(z) A(T,2)) = RAJ()(n(2) = u,2);
RAY(m(2) — ¢°(%,2) = LAY (¢)(m(2) — ).

By normality, formulas with Y as main connective are of the form

vY.o(9(y,2) /7, X, Y, Y, Z) where (¥, X,Y, %) is an IF5-formula, the length of 7 is
¢, the length of 7 @ X ®Y is k+1, ¢ constantly 1 on 7 and Y and restricting to
§on X, and (7, %) = (p1(7, %), - - -, pe(¥, 2)) is such that ¢;(y,%) is a (7, 2)-1F5-
sentence for every 1 < j < /. Likewise, formulas with ©Y as main connective are
of the form pY.4(V(w,2)/v,X,Y, Z) where (¥, X,Y,%) is an IFY-formula, the
length of i is ¢, the length of ¥ ® X @Y is k + 1, ¢’ constantly 1 on 7 and Y
and restricting to § on X, and (¥, %) = (¥1(7,2), . - -, %e(y, Z)) is such that 1; is
a (7, Z)-IF$-sentence for every 1 < j < /.

The following lemma is just a direct consequence of the definition, but is very
useful in simplifying computations.

5.5.2. LEMMA. 1. Let ¢ be a (T,%)-IF5-formula for T =5 ® X of arity n. If
z; does not occur in @ for some i, then LAY (@) = L%,

2. Let ¢ be a (T, E)-]Fg-formula forT =5®X of arity n. If x; does not occur
in 1 for some i, then RAJ(¢)) = T,

Proof. By simultaneous induction on ¢ and . The base cases hold by definition.
If ¢ is of the form vY.o(®(7,Z)/7, Y, Z), then by definition

LAN o) = /™ { LAY (0 (LAY () (u v iV LA, (9)(u v Y,2),2), ) [ 1< G < £}
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Since x; does not occur in any formula in ®, by induction hypothesis LAf(gpj) =
19 for every 1 < j < £. Hence LA () = \/* L% = 1%, The remaining cases are
left to the reader.

O

We are now in a position to give versions of the adjunction rules tailored to
normal (7, Z)-IF§- and (7, 2)-IF$-formulas, for which the adjoints are expressible
as L*-term functions:

n < ¢(, %)
&y LA (@) [n/fu] <% @

(IFR)

where ¢ € £, n € LT, the arrays T and Z are disjoint, the arity of Z is n, and
¢ € (7,2)-IF5.

Y(T,z) <n
&)z <% RAY(Y)[n/u]

(IFL)

where ¢ € £, n € LT, the arrays T and z are disjoint, the arity of T is n, and
Y € (7,%)-IFY. The soundness of these rules immediately follows from Lemma

0.4. 131
The rules above are closed under substitution. In particular, the following
reformulations are sound for any propositional variables p and any sentences 7:

n < ¢(p/Z,7/%)
& LA (@) n/fu, 7/7) <% p;

(IF%)

where ¢ € £, n € LT, the arrays T and 7z are disjoint, the arity of T is n, and ¢
is a normal (7, z)-IF5-sentence, i.e., T = 7.

V(p/7,7/Z) <1
&y pi <5 RNV () [n/u.7/7]

where ¢ € L, n € LT, the arrays T and Z are disjoint, the arity of T is n, and v
is a normal (7, 2)-1F§-sentenee, ie., T =17.

As discussed earlier, the maps LA; and RA; explicitly compute the term func-
tions corresponding to the adjoints of normal (Z, Z)-inner formulas. By construc-
tion, this adjunction is parametric in Z. The next lemma states the syntactic
version of order-theoretic facts that hold in such situations generally, and which
will be useful in the proof that u-ALBA is successful on all e-recursive inequalities.

In what follows we will say that is formula ¢ is d;-positive in a variable u if ¢
is positive in v when 9; = 1 and negative in v when J; = 0.

(IF7)
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5.5.3. LEMMA. 1. Let ¢(Z,%) be a normal IFS-formula in which each z € Z
occurs at most once. Then, for each 1 < i < n, LA%(p)(u,Z) is &;-positive
in u, and for each z € Z, the polarity of z in LAY (¢)(u, Z) is the opposite of
(respectively, the same as) its polarity in ¢ if 6; = 1 (respectively, if 6; = 0).

2. Let ¢¥(%,Z) be a normal ]Fg—formula in which each z € Z occurs at most
once. Then, for each 1 < i < n, RA%(¢)(u,Z) is 8;-positive in u, and for
each z € Z, the polarity of z in RAY(¥)(u,Z) is the opposite of (respectively,
the same as) its polarity in ¢ if 6; = 1 (respectively, if §; = ).

Proof. By simultaneous induction on ¢ and . The base cases are trivially true.
The cases in which the main connective is [J or A immediately follow from the
induction hypothesis. For ¢ of the form vY.¢'(p(%,%1)/7, Y, Z2) as in Definition
5.4.5 we have

LAY Y (7, 51) /7, Y, %))
= VO LAY ) (LAT () (1 V @Y ILAL, () (0 V Y, 52), 52), 2

| /\

with ¢ constantly 1 on 7' and Y and restricting to 6 on X, and ®(T,z;)
L<y

(01(T,Z1), .., u(T,Z1)) such that ¢; is a (T,z)-IF5-sentence for overy
¢. By induction hypothesis, LA?(;)(v/,Z,) is d-positive in 1/, LAk+1( "

INA m
I/\ I

—~

u, ZQ)
hence

—~

is d;,-positive (hence positive) in w, and LA?( "Nu,Zo) is (5} positive
positive) in u for every 1 < j < ¢. Hence LA’(vY.'(B(Z,%1)/7,Y, %)) is 0
positive in u. If z € Z;, then z occurs in ¢; for some 1 < j < ¢, hence the
statement follows by application of the induction hypothesis to ¢;. Let z € Zs.
Since ¢’ is constantly 1 on 7’ and Y, by induction hypothesis on ¢, it follows
that z has the opposite polarity in LA?/( NuV Y LAY (@) (u V'Y, %), %) to
that which it has in ¢'. If §; = 1, then LAY (¢,)(v/, %) is positive in «/, and hence
the polarity of z in LA?(vY.¢'(B(Z, %) /7, Y, Z2)) is the opposite to that it has in
¢'. If §; = 0, then LA (p;)(u',%1) is negative in ', and hence the polarity of z in
LAY (vY.¢' (B(Z,%1) /7, Y, Z2)) is the same to that it has in .

For ¢ of the form 7(Z,) — ¢'(F, Z2) we have LA? () = LAY (@) ((u A7 (1)) /2,
Zo). Then the claims about the polarities of u and z € Z, follows by the inductive
hypothesis applied to ¢'. If z € Z; then we distinguish two cases: if §; = 1
then LAY (¢')(u/, Z,) is positive in ' by the induction hypothesis, and since 7(%;)
occurs negatively in ¢, the polarity of z in LA%(¢/)((u A m(Z1))/u', %) is the
opposite of its polarity in . If §; = 9 then LA (¢')(u/, Z5) is negative in ' by the
induction hypothesis, and since 7(Z;) occurs negatively in ¢, the polarity of z in
LAY (@) ((u A 7(Z1)) /1, Z2) is the same as its polarity in (.

For ¢ of the form 9(Z,Z;) — m(Z1) we have LA(p) = RAfa(wc)((u —

(zl))/u Zy). If §; = 1, then 62 = 9, and by the inductive hypothesis
RA5 (¥°) (v, Z2) is negative in v/, and hence RA6 (V) ((u — m(Z1))/u', Z2) is posi-
tive in w. If §; = 0, then §9 = 1, and by the inductive hypothesis RA?6 (V) (v, Z2)
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is positive in «’, and hence RAfa(wc)((u — 7w(z1))/u/,Z2) is negative in u. If
z € Zo and §; = 1, then 62 = 9 and hence, by the induction hypothesis, the
polarity of z in RAfa(wc)(u’ ,Z2) is the same as its polarity in ¢, and since
1° occurs negatively in ¢°(T,Z3) — w(Z1), we have that the polarity of z in
RAfa (¥°) (v, Z2), and hence in RAfa (W) (v — m(Z1))/u,Z2), is the opposite of
its polarity in . The case where z € zy and §; = 0 follows by an order-dual
argument. If 2 € Z; and §; = 1 then §? = 9, and hence by the induction hypoth-
esis, RAfa(wc)(u’ ,Z2) 1s negative in u’. So because 7(Z;) occurs positively in ¢,
it occurs negatively in RA;Sa (¥°)((u — w(Z1))/u',Z2), and hence the polarity of z
in RA?B (¥°)((u — m(Z1))/u', Z2) is the opposite of its polarity in ¢. The case in
which z € Z; and §; = 0 follows by an order-dual argument.

The remaining cases are left to the reader. O

5.6 Examples

In the ensuing examples, for the sake of clarity, we will often write LAii () instead
of LA?(¢) where ¢ is some (T, Z)-IF5-formula. Similarly for RAii ().

5.6.1. EXAMPLE. Consider the inequality v.X.[O(X A-pY.[O(~X V(Y Vp))])] <
OU=p, which is e-recursive for €, = 0. Its left-hand side has been discussed in
Example |5.4.11] After first approximation we have:

VpvVivm[(i < vX.[O(X A=pY . [O(~X V(Y Vp))])] & O0-p < m) = i < m]. (5.2)

No approximation rules are applicable, thus we work toward the application of
an appropriate adjunction rule to display the p in the first inequality in the
antecedent of the quasi-inequality above. As discussed in Example the
left-hand side of this inequality is not in normal form, and its normalization was
computed there. We thus apply the adjunction rule (IF%) to its normalization

e =vX.[OX A (—pY [0Y VO~X] A —uY. [OY V Op)))].

Recall that ¢ is a substitution instance of the formula vrX.¢' = vX.[O(X A
(Y [OY V O~ X AY))], where ¢ is a (v & X, @)-IF5-formula with § = (1,1).
Moreover, y' has been substituted for the (p, @)-IFP-sentence —1) = —uY.[Q0Y V
Opl. Thus,

LAS(¢) = LAS(-9)[(LA,
— LA (—)[LAY,

()[(uV pX [LAS (@) (w v X) /u']]) fu']) ful
() (uV pX LAY (¢') (u Vv X)),
where

LAS (=) (u) = RAS (¢)(—u/u)
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and ¥ = pY.[OY Vv Op] is of the form uY.o)'(p/y', Y, @) such that ¢'(v/,Y, @) =
QY v Oy is an IF(?,—formula with ¢’ being the order-type constantly 1 on ¢/ @Y.
Hence 1 is already in normal form. Thus,

RAS'(U)(u) = RAS (uY.[OY v Opl)(u)
= RAT(p) (RAY(4/)(u A WY RAL(4)(u A Y))
RA;@ (p)(RAY (¥)(u A VY B(u AY)))

RAD (p)(m(u A vY.Bm(u AY)))
BuAvYB(uAY)),

and hence,

LA (=¢)(u) = RA;B (V) (~u/u) = W-uAvY.B(-uAY)).
Next,

LA (@) (u)

LAL(T(X A (uY-[0Y v O~X] A )

LA (X A (mpY [OY V O~XT A Y)) ($u/u)

(LAS () v LAS (uY[0Y v O~X] A y) (#u/0)

(Lv (LAg,(ﬂ,uY. [OY VO~ X]) VvV LAg,(y’)))(Ou/u) (Lemma |5.5.2
(Lv(LvV LAZ,(y’)))(Ou/u) (Lemma [5.5.2
LA (/) (a0
u(u/u)

du.

LAS (') (u)

LAS (B(X A (=Y [0Y V O~ X] A YY) (u)

LAS (X A (=pY.[OY V O~X] A YY) (4u/u)

(LAY (X) V LAY (=Y [0Y V O~ X A y/)) ($u/u)

(uV (LAY (~pY [0V V O~ X]) V LAY () (#u /)

(uV (LAY (=Y. [OY V O~ X]) V L)) (#u/u) (Lemma
(u VLAY (~uY [OY V O~ X])) (u/u)

Qu VLA (—pY [OY V O~ X)) (du/u).

LAY (=)(u) = RAY (¢)(-u/u)

and ¢ = pY.[QY V O~X] is of the form pY.9)'(~X/y',Y, @) such that
V' (Y, Y, ) = QY VO is an IF(?,—formula with 0’ being the order-type constantly
1ony &Y. Hence ¢ is already in normal form. Thus,

RAY (¥)(u) = RAY (uY.[0Y V O~X])(u)

= RAY (~X)(RAY (¢)(u A vY.RAY (¢/) (u A Y)))
RAY (~X)(m(u A vY m(uAY)))
(~u)(M(u AvY.B(uAY))/u) (%)
~BuAvYR(uNY))
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The starred equality above is justified as follows:

RAY (~X)(u) = RAY(T = X)(u)
= LAY(X)(T = u/u)
= ()(T —u/u)
= T —-u

Thus,

LAX(9) (1) = uV LAY (~pY [0V V O~ X]) ($u/u)

$u vV (RAY () (—u/u)) ($u/u)

duV ((~muAvYB(uAY)))(~u/u))(u/u)
= duV (~B(—uAvYBR(-uAY)))(bu/u)

= duV~EduAVvY.B(—4uANY)

Finally,

LAS (o)1) = LAS(=)[LAL (/) (1 V 1 X.LAS (/) (1 v X))
= LAS(=)[@(uV puX.(#(uV X))V ~E-¢(uV X)A
vY.B(—4(uV X)AY)))]
= B(-wAvYR(-wAY))(#uVpX.(¢uVX)V
~E—¢(uVX)AvYR(—¢(uV X)NY)))/ w).

Thus, applying (IF%) to the normalized inequality transforms (5.2)) into
VpVivm([(LAS (o) (i/u) < p & O0-p <m) = i < m],

which is in Ackermann shape, since LA (¢)(i/u) is p-free. Now applying (RA)
yields the quasi-inequality

Vivm[OO-LA (¢)(i/u) < m = i < m],

from which all propositional variables have been eliminated, and which can be
further rewritten as

Vi[i < OO=LAL(0)(i/u)].
5.6.2. EXaAMPLE. Consider the inequality
OuX.[(pVvVX)VArY[O(XV~((Y Ap) AuZ~OpA—-2))) — o00p]] < OUp.

which, as discussed in Example [5.3.9] is e-recursive with e, = 1. After first
approximation we have:

Vpvivm|[(i < QuX.[(pV X))V ~Y. [O(X V~((Y Ap) AuZ.~(OpA—=Z))) —
O00p]J& O0p <m) = i < ml. 53
5.3
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Applying ({ Appr) to surface the inner skeleton of the first inequality in the

antecedent of the quasi-inequality above yields:
pHiviYm](i < 0 & j < ¢ & O0p <m) = i < m], (5.4)

with ¢ = uX.[(pV X))V ~Y.[O(XV~(Y Ap) AuZ.~OpA-2Z))) — O00p]].
Now notice that ) = ¢/ (1 /21, pa/x9,7/2), where

V(xy,x9,2) = pX.[(z1 VX)V~Y[O(XV~(Y Ap)Axg)) = 2]
Y1 = D
g2 = pZ~pA-Z),
v = OUlp.

Moreover, 9’ is an (xl,@,z)—IF?l 9) formula. Hence, by Lemma |5.4.3] its asso-

ciated term function is completely join-preserving as a map A x A? — A, for
any perfect modal bi-Heyting algebra A; that is, the inequality j < v satisfies
the appropriate order-theoretic conditions for the application of the rule (u-A).
Hence, after this application, the inequality j < v is equivalently replaced with
the following disjunction:

35 <G 2, T /aa,v/2) &3 <] Y Infj < ¢'(L/21,n/2,7/2) & 92 < 1

At this point we transform the quasi-inequality obtained from by perform-
ing the replacement above, into the conjunction of two quasi-inequalities, by
distributing &s over % in the antecedent so as to make % the main connective of
the antecedent, and then distributing = over %. This gives us:

VPV < 0f & § < /(' far, T/w2,7/2) & § < 1 & O0p < m)
=i<m],
(5.5)
and
VpViviVmvn[(i < 0j & j < ¢'(L/z1,n/x9,7/2) & w2 <n & OUp < m)
=i<m)].
(5.6)
Recalling that ¢ = p and v = QUp, the quasi-inequality is

VpVivivi'vm((i < Oj & j < ¢'(j/x1, T /22, O00p/2) & ' < p & OUp < m)
=i<m)|,

which is in Ackermann shape (cf. page [63), hence we can apply (RA) to it and
obtain

VAVIVIYm((i < 0j & § < /(' /a1, T faz, OO0 /2) & 00f < m) = i < ml,

where all propositional variables have been eliminated, and hence can be trans-
lated into FO + LFP as discussed in Section Turning our attention to (5.6)),
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we note that only occurrence of p for which we want to solve is in the in-
equality ¢o < n. Recalling that ¢ = pZ.~(Op A =Z) we work towards the
application of an appropriate adjunction rule. As it stands, @y is not a sub-
stitution instance of a normal IF?,—formula, thus we need to normalize it. In-
deed, the normalization consists in distributing ~ over A, transforming ¢, into
,uZ [~OpV ~—Z) = pZ"(~Op/y') with " (y', Z) = y' V ~—Z which is a normal
IF —formula Hence we may apply (IF7) which yields

p < RAM (¢5)[n/u],
where

RAM (@) (1) = RAWD(uzy"(~Oply', Z))
= RAD (~Op)(RAL (") (u A vZ[RAY (") (u A 2)])),

and
RAY (v")(u) = RAQ(y v ~Z)(w)
= (RAY(y) ARAY (~—2))(u)
= (T ARAD (~=2))(u) (Lemma |5.5.2
= RAY(T —=2)(u)
= LAY (=2)((T = u)/u)
= (RAZ(Z2)(—u/u)((T —u)/u)
= (ulu/u)((T = u)/u)
RAY (") (w) = RAD (v v ~=2)(u)
= (RAY(y) ARAD (~=2))(u)
= (uAT)(u) (Lemma [5.5.2)
RA(~Op)(u) = RAY(T —Op)(u)
= LAD@)(T - w)/u)
= (LAD (p) (/) (T — w)u)
(u(®u/u)) (T = u) /)
= u(T —u)/u)
= $~u.
Therefore,

RAL (p2) (u) = RA( (~Op) (RA (4)(u A vZ.[RAG (0" (w A 2)]),
= ¢~uNAvZ-~uNZ)).
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Thus (5.6) becomes

VpVivivVvmvn[(i < 0j & j < ¢/(L/x1,n/xe,v/2) & p < $~(nAvZ.—~~n A Z))
& OUp <m) =i <ml],

which is in Ackermann shape. Applying the Ackermann rule (LA) and recalling
that v = OUp, we obtain

Vivivmvn[(i < 0j & j < ¢/ (L/z,n/xe, OO0~ (n A vZ.—~~(n A Z))/2)
& OUe~(nAvZ-~(nAZ)) <m)=1i<m],

where all occurring propositional variables have been eliminated.

5.7 Conclusions

In the present chapter, we extended the algorithm ALBA of [50] to the language of
bi-intuitionistic modal mu-calculus. We defined the class of recursive inequalities
(see Definition for the bi-intuitionistic modal mu-calculus which is the bi-
intuitionistic counterpart of the Sahlqvist mu-formulas defined in [I7]. We proved
that the enhanced ALBA is successful on all recursive mu-inequalities, and hence
that each of them has a frame correspondent in first-order logic with least fixed
points (FO + LFP) [61] .

A future direction of work would be to investigate the canonicity of inequal-
ities in the language of bi-intuitionistic modal mu-calculus. In [44], canonicity
results for a class of mu-inequalities has been studied using algorithmic-algebraic
techniques. In Chapter 8 of this thesis, we will use order-topological methods
to show canonicity of a class of mu-inequalities in the more general setting of
compact Hausdorff spaces.



Chapter 6

Pseudocorrespondence and relativized
canonicity

In this chapter, which is based on [53], we generalize Venema'’s result on the canon-
icity of the additivity of positive terms [I54], from classical modal logic to the logic
of distributive lattice expansions (DLE). We provide two contrasting proofs for
this result: the first is along the lines of Venema’s pseudo-correspondence argu-
ment but using the rules and methodology associated with the ALBA algorithm;
the second is closer to the style of Jonsson. Using insights gleaned from the second
proof we define a suitable enhancement of the algorithm ALBA, which we use to
prove the canonicity of certain syntactically defined classes of DLE-inequalities
(called the meta-inductive inequalities), relative to the structures in which the
formulas asserting the additivity of some given terms are valid.

The order-theoretic facts underlying this generalization provide the basis for
the soundness of additional ALBA rules relative to the classes of structures in
which the formulas asserting the additivity of some given terms are valid. These
classes do not need to be first-order definable, and in general they are not. Ac-
cordingly, an enhanced version of ALBA, which we call ALBA¢, is defined, which
is proven to be successful on a certain class of inequalities which extends (see
discussion on Section the class of inequalities on which the canonicity-via-
correspondence argument is known to work. These inequalities are shown to be
canonical relative to the subclass defined by the given additivity axioms.

The algorithm ALBA" for is similar to ALBA® developed in Chapter 4l How-
ever, it is worth mentioning that they are different in important respects. Firstly,
the two settings of these algorithms (that is, the present setting and that of Chap-
ter 4f) are different: indeed, the present setting is that of a normal modal logic
(i.e. the primitive modal connectives are normal), but the term functions are as-
sumed to be arbitrary compound formulas. Then, this basic setting is restricted
even further to the class of distributive lattice expansions (DLEs) on which the
interpretations of the term functions verify additional conditions. In contrast to
this, in the regular distributive lattice expansion (r-DLE)-setting of Chapter [4]
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the primitive connectives are not normal in the first place, but are assumed to
be additive or multiplicative. Hence in particular the basic setting of Chapter
covers a strictly wider class of algebras than normal DLEs.

Secondly, ALBA" guarantees all the benefits of classical Sahlqvist correspon-
dence theory for the inequalities on which it succeeds. This is not the case of
ALBA*®, which is used to prove relativized canonicity in the absence of correspon-
dence. The reason for this difference is due to the fact that the approximation
and the adjunction rules of ALBA® relative to compound term functions are only
sound on perfect DLEs which are canonical extensions of some DLEs, whereas
the corresponding rules for ALBA"™ concern only primitive regular connectives,
and for this reason they can be shown to be sound on arbitrary perfect r-DLEs.

A direction in which the results of the present chapter are useful concerns the
investigation of canonicity in the presence of additional axioms (or relativized
canonicity, cf. Definition . It is well known that certain modal axioms which
are not in general canonical (i.e., over the class of all algebras) are canonical over
some smaller class of algebras. Examples of relativized canonicity are rather rare,
canonicity in the presence of transitivity being one example: in [I1§], Lemmon
and Scott prove that the McKinsey formula becomes canonical when th n in
conjunction with the transitivity axiom. More generally, all modal reduction
principles are canonical in the presence of transitivity, and this can be seen as
follows: in [I58] Zakharyaschev proves that any extension of K4 axiomatized with
modal reduction principles has the finite model property, and is hence Kripke
complete. Combining this fact with the elementarity of the reduction principles
over transitive frames as proved by van Benthem [10], the claim follows by Fine’s
theorem [66]. The problem of relativized canonicity is difficult to tackle directly
and in general, and this chapter can be regarded as an ALBA-aided contribution
in this direction.

The chapter in organized as follows. In Section [6.1, we provide the necessary
preliminaries on the distributive lattice-based logical environment. In Section
[6.2] we explain the notion of pseudo-correspondence which we also illustrate by
recasting Venema’s argument [I54] in terms of an ALBA-type reduction and the
methodology of unified correspondence while lifting it to the setting of distributive
lattice expansions. In Section [6.3] we provide the algebraic and order-theoretic
facts, in the setting of distributive lattices, at the basis of the generalization of the
results in [154]. We prove the canonicity of the inequalities stating the additivity
of e-positive terms as immediate consequences of the order-theoretic results. In
Section [6.4] we introduce the enhanced algorithm ALBA® and prove the soundness
of its new rules on the basis of the results in Section [6.3] In Section we prove
that ALBA® succeeds on the class of meta-inductive inequalities introduced there;
then, in Section [6.6] the relativized canonicity of all meta-inductive inequalities
is stated and proved. Section presents some examples and in Section we
draw some conclusions and discuss further directions. Some technical facts are
collected in Appendix [B]
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6.1 Preliminaries

6.1.1 Language, basic axiomatization and algebraic se-
mantics of DLE and DLE*

Our base language is an unspecified but fixed modal-type language DLE, to be
interpreted over distributive lattice expansions. For such a language and natu-
rally associated axiomatization, the algorithm ALBA can be deployed to obtain
correspondents and a definition of inductive inequalities. In what follows, we
will provide a concise account of the main definitions and facts. Moreover, for
the sake of the developments in Section [6.5, we will find it useful to work with
an expansion DLE* of DLE, obtained by adding ‘placeholder modalities’. Since
DLE* is itself a member of the DLE family, all the results and notions pertaining
to the unified correspondence theory for DLE will apply to DLE* as well.

We fix a set of proposition letters Prop, two sets F and G of connectives of
arity ny,n, € N for each f € F and g € G, and define the languages DLE and
DLE*, respectively, by the following dependent recursion:

DLEs ¢ u=p|L[TleAeleVelf(@)]e(®)
where p € Prop, f € F and g € G, and

DLE" s ¢ =g |By | oy ||y

where ¢ € DLE.

We further assume that each f € F and g € G is associated with some order-
typel] eronnyg (resp. €, on n,). The equational axiomatizations of DLE and DLE*
are obtained by adding the following axioms to the equational axiomatization of
bounded distributive lattices:

o if /(i) = 1, then
fr, o opVa, .. ony) = f(1s 0y )V f(P1s G Py
and f(p1,..., L, ;) = 1

e if £4(i) = 0, then
S pANG D) = f(D DD )V f(PLs G Py
and f(p1,..., Ty ;) = 15

o if £,(j) =1, then
g1, PAG - Prg) = 9D Dy Pag) AG(DL G D)
and g(p1,..., T,...,pn,) = T3

'Recall that an order-type over n € N is an n-tuple € € {1,9}".
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o if £,(j) = 0, then
g(plu"'7p\/Q7"'7png) :g<pl7"'7p7"'7png)/\g(p17"'7Q7"'7png>
and g(p1,...,L,....,pn,) = T.

for each f € F (resp. g € G) and 1 < i < ny (resp. for each 1 < j < ny).
For DLE* we also add

o(pVe)=6pVeq ©L=1 pAEe=B(pAq T=08T
AdlpAhg)=<dpV<dq a«T=1L BpAbqg=p(pVe T=pL.

The ALBA algorithm manipulates inequalities in the following expansions of
the base languages DLE and DLE*: Let DLE" be the expansion of DLE with two
additional sorts of variables, namely, nominals 1i,j, ... and conominals m,n, ...
(which, as mentioned earlier on, are intended as individual variables ranging over
the sets of the completely join-irreducible elements and the completely meet-
irreducible elements of perfect DLEs, see below), and with residuals —, — of A
and V, and residuals i(i) and gV for each 1 < i < ng and 1 < j < ny. The
language DLE*T is the expansion of DLE™ with the adjoint connectives ¢, B, <
and » for [, &, < and B, respectively.

6.1.1. DEFINITION. A distributive lattice expansion (abbreviated as DLE) is a
tuple A = (D, F,G) such that D is a bounded distributive lattice, and every
f € F (resp. g € G) is an n-ary map preserving finite joins (resp. meets) in each
coordinate with e(i) = 1 (resp. £4(¢) = 1) and reversing finite meets (resp. joins)
in each coordinate with e¢(i) = O (resp. €,(i) = 09). A DLE is perfect if D is
a perfect distributive lattice, and all the preservations and reversions mentioned
above are for arbitrary joins and meets.

6.1.2. DEFINITION. Given any DLE A = (D, F,G), its canonical extension A’ is
defined as A° = (D?, F°,G%), where D? is the canonical extension of the under-
lying BDL, the set F° (resp. G° consists of the map f° (resp. map g™) for every
fer.

The canonical extension of a DLE is a perfect DLE (cf. Lemma 2.21 in [75]).

6.1.2 Inductive DLE and DLE* inequalities

In this subsection we define the inductive inequalities in the two languages DLE
and DLE* simultaneously. For preliminaries on order-type and signed generation
trees, we refer to Section The definitions are the same, except that they refer
to nodes in table [6.1] and table [6.2] respectively.
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Skeleton PIA
A-adjoints SRA
+ VvV A + A Gm,=1)
AN — vV foy=n
SLR SRR
+ A fgzy + V' Gme>2)
— VY= AN (T

Table 6.1: Skeleton and PIA nodes for DLE

Skeleton PIA
A-adjoints SRA
+ vV A + A B B Gue
- NV -V &« f(nle)
SLR SRR
+ AN O D fwpey TV Gm>2)
-~ V. B B Gw AN (T

Table 6.2: Skeleton and PIA nodes DLE*.

6.1.3. DEFINITION. Nodes in signed generation trees will be called A-adjoints,
syntactically left residual (SLR), syntactically right residual (SRR), and syntac-
tically right adjoint (SRA), according to the specification given in tables and
[6.2l We will find it useful to group these classes as Skeleton and PIA as indicated
in the table. A branch in a signed generation tree *s, with x € {4, —}, is called
a good branch if it is the concatenation of two paths P, and Ps, one of which may
possibly be of length 0, such that P; is a path from the leaf consisting (apart from
variable nodes) only of PIA-nodes, and P, consists (apart from variable nodes)
only of Skeleton-nodes.

6.1.4. DEFINITION. For any order-type € and any strict partial order <o on
D1, ... Dn, the signed generation tree xs, x € {—,+}, of a term s(py,...p,) is
(Q, e)-inductive if for all 1 < i < n every e-critical branch with leaf p; is good,
and moreover, every m-ary SRR node occurring in it is of the form

*® (V1,5 Yie1, By Vi1 - - - s Ym), and where for any h € {1,...,m}\ j:

1. €2(yn) < *s (cf. Definition [4.4.1)), and
2. pr <q p; for every pi occurring in v, and for every 1 < k < n.

We will refer to <q as the dependency order on the variables. An inequality
s < tis (2,¢e)-inductive if the trees +s and —t are both (€, ¢)-inductive. An
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inequality s <t is inductive if it is (€2, €)-inductive for some Q and e. Item 2 of
definition above and the fact that €2 is a strict partial order imply that the s are
p; free.

6.2 Pseudo-correspondence and relativized
canonicity and correspondence

In this section, we give an account of the proof in [I54] of the canonicity of ad-
ditivity for positive terms, via pseudo-correspondence. Our presentation differs
from the one in [I54] in some respects. These differences will be useful to mo-
tivate the results in the following sections. Namely, our presentation is set in
the context of algebras and their canonical extensions, rather than in the origi-
nal setting of descriptive general frames and their underlying Kripke structures.
This makes it possible to establish an explicit link between the proof-strategy
of canonicity via pseudo-correspondence in [154] and unified correspondence the-
ory.Specifically, our account of canonicity via pseudo-correspondence is given in
terms of an ALBA-type reduction, and the pseudo-correspondent of a given modal
formula is defined as a quasi-inequality in the language DLE™, which is the ex-
pansion of DLE™ with the connectives ¢, [,, <I) and >,, and their respective
adjoints M., ¢,, €, and »,. Another difference between [I54] and the present
account is that here the Boolean setting does not play an essential role. Indeed,
the present treatment holds for general DLEs.

6.2.1. DEFINITION. [[154], Definition 1.1] A modal formula ¢ and a first-order
sentence « are canonical pseudo-correspondents if the following conditions hold
for any descriptive general frame g and any Kripke frame F:

1. if g IF ¢, then g* = «, where g* denotes the underlying (Kripke) frame of g;
2. if F = a then F IF .

This definition can be better understood in the context of the familiar canonicity-
via-correspondence argument, illustrated by the diagram below:

gF ¢ g Fo
() )

gF o YEN g F a,

where, g is a descriptive general frame, and g* denotes the underlying (Kripke)
frame of gf. Indeed, if a is a first-order frame correspondent of ¢, then the
U-shaped chain of equivalences illustrated in the diagram above holds| which

2The horizontal equivalence in the diagram holds since « is a sentence in the first-order
language of Kripke structures, and hence its validity does not depend on assignments of atomic
propositions.
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implies the canonicity of p. The observation motivating the definition of pseudo-
correspondents is that, actually, less is needed: specifically, the arrows of the
following diagram are already enough to guarantee the canonicity of ¢:

gk g Ep
) f
gFEd &  gFa.

The conditions 1 and 2 of the definition above precisely make sure that the im-
plications in the diagram above hold. Thus, we have the following:

6.2.2. PROPOSITION. Ify and « are canonical pseudo-correspondents, then ¢ is
canonical.

Definition [6.2.1| above straightforwardly generalizes to the algebraic setting
introduced in Subsection [6.1.1] as follows:

6.2.3. DEFINITION. A DLE-inequality ¢ < 9 and a pure quasi-inequality « in
DLE*™ (cf. Page [130) are canonical algebraic pseudo-correspondents if the fol-
lowing conditions hold for every DLE A and every perfect DLE B:

1. if A = o <9, then A? |= o
2. if B a, then B = ¢ <.

6.2.4. LEMMA. If ¢ < 9 and « are canonical algebraic pseudo-correspondents,
then ¢ < 1s canonical.

Proof. Similar to the discussion above, using the following diagram:

Ay o< A<y
y 0
A(S):AO{ = A(S):Oé.

In the diagram above, the notation =, refers to validity restricted to assignments
mapping atomic propositions to elements of the DLE A. O

In the remainder of the present subsection, we will prove the canonicity of the
inequality 7w(p V q) < m(p) V 7(q) for any positive term 7, by using the strategy
provided by the lemma above. That is, by proving that 7(pV¢q) < m(p)Vr(q) and
the following pure quasi-inequality are canonical algebraic pseudo-correspondents:

C(r) =Vm[r(Ll) <m = 7(mm) < mj, (6.1)

where the new connective B is interpreted in any perfect DLE B as the operation
defined by the assignment v — B = \/{i € J®(B) | 7B(i) < u}.
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Hence, in the light of the discussion in Section[4.2] it is not difficult to see that,
under the standard translation, for every conominal variable m, the term B,m
denotes a first-order definable set in any Kripke frame. Indeed, if m is interpreted
as W\ {v} for some state v, then B, m is interpreted as the set of all the states w
such that v does not belong to the set defined by the standard translation of 7 in
which the predicate variable P is substituted for the description of the singleton
set {w}.

Hence, via the standard translation, the pure quasi-inequality C(7) can be
identified with a first-order sentence.

The following proposition is the algebraic counterpart of [I54, Proposition
2.1], and shows that 7(p V ¢q) < 7(p) V m(q) and C(7) satisfy item 1 of Definition
i

:

6.2.5. PROPOSITION. For any algebra A,

ifAEn(pVvqe <m(p)Vn(q), then
A=y C(r) =Vm[r(L) < m = 7(m,m) < m].

As in [154], for every u € A?, let

On(u) := \/{m(j) | J € J¥(A%) and j < u},
6.2.6. LEMMA. For every positive term m and every algebra A,
ifAET(pVq) <7mp)Vrlg), then A4 m(p)=Ox(p) V(L)

Proof. Let us fix a € A and let us show that w(a) = O, (a) V w(L).

The right-to-left inequality immediately follows from the fact that 7 is mono-
tone. As to the converse, it is enough to show that, if m € M>(A%) and
(L) V Or(a) < m, then w(a) < m. Consider the set

J:={beA|rb) <m}.

Note that J # @, since 7(L) < w(L)V Ox(a) < m, and that J is a lattice ideal:
indeed, J is downward closed by construction, and the join of two elements in J
belongs to J, since by assumption w(a V b) < m(a) V 7(b).

We claim that a < '\/ J. To see this, let j € J>®(A%) s.t. j < a and let us show
that there is some b € J s.t. 7 < b. From j < a, by definition of {,(a), we have
7(7) < Ox(a) < m. By applying the intersection lemma [50, 13§] to =,

A{7(®) [ b€ A and j < b} =w(j) <m.
Since, by assumption, 7(b) is a clopen hence closed element of A% for all

b € A, the displayed inequality implies by compactness that A}, w(b;) < m for
some by,...,b, € A such that 7 < b; holds for every 1 < i < n. Since 7 is
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order-preserving, putting b := A, b; we get 7 < b and 7(b) = w(A_, b;) <

Ni_; m(b;) < m. So we have found some b € J with j < b, which finishes the
proof of the claim.

From a <'\/ J, by compactness, there is some element b € J such that a < b.
Then 7(a) < w(b) < m, as required. O

As in [I54], we are now ready to prove Proposition [6.2.5;

Proof.[Proof of Proposition [6.2.5] We need to show that
A’ = vm[r(L) < m = 7(m,m) < m]. (6.2)

By assumption, we have that A = 7(pV q) < m(p) V 7(q). Hence, by Lemma

@7
A =4 Yplr(p) < Ox(p) V (L)), (6.3)
The remainder of the present proof consists in showing that is equivalent
to . This equivalence is the counterpart of an analogous equivalence which
was proved in [I[54] between g I 7(p) < O(p) V m(L) and ¢* IF C(x) for any
descriptive general frame g.E| We will prove this equivalence by means of an
ALBA-type reduction. By performing a first approximation, we get:

A® =, VpVivm|[(i < 7(p) & Ox(p) V(L) <m) =i < m). (6.4)

By applying the splitting rule to the second inequality in the premise in (6.4]), we
obtain

A% =, VpVivm([(i < 7(p) & Ox(p) <m & 7(L) <m) =i < m). (6.5)

Notice that the interpretations of (. and B in any perfect DLE form an adjoint
pair (this will be expanded on below). Hence, the syntactic rule corresponding
to this semantic adjunction is sound on A’. By applying this new rule, we get:

A =, VpVivm[(i < 7(p) & p < mm & 7(L) <m) = i < m]. (6.6)

The quasi-inequality above is in topological Ackermann shape (this will be ex-
panded on below). Hence, by applying the Ackermann rule, we get:

A =, Vivm[(i < 7(m,m) & 7(L) <m) = i < m), (6.7)

which is a pure quasi-inequality, i.e. it is free of atomic propositions. Hence, in
particular, its validity does not depend on whether the valuations are admissible
or not. Therefore, the condition above can be equivalently rewritten as follows:

A° = Vivm[(i < 7(mm) & 7(L) <m) = i< m]. (6.8)

3In [154], C(n) is defined in terms of the standard translation, and formulated in the extended
language, it would correspond to Vi[i < (L) %1 < 7(#,1)], where % is disjunction, and the new
connective ¢, is interpreted in any perfect BAO B as the operation defined by the assignment
u V{j € J®(B) | i < n(j) for some i € J®(B) s.t. i < u}, and 7(p) := —w(—p).
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It is easy to see that the inequality above is equivalent to
A® = vm[r(L) < m = 7(m,m) < m], (6.9)

as required. To finish the proof, we need to justify our two claims above. As to
the adjunction between B, and ¢, for all u,v € A°,

u< B (v) iff u<V{je JOA)|n(j) < v}
iff \V{j € oA [j <u} <V{j[#() < v}
iff if j € J®(A%) and j < u, then 7(j) <w
iff 7(j) <wforallje Jo(A%) st j<u
ifft \V{r(j) |j € J°(A) and j <u} <w
iff  On(u) <w.

As to the applicability of the topological Ackermann lemma (cf. Appendix
, let us recall that this lemma is the restriction of the general Ackermann
lemma to validity w.r.t. descriptive general frames. The algebraic counterpart of
this lemma is set in the environment of canonical extensions and requires for its
applicability on a given quasi-inequality the additional condition that in every
inequality the left-hand side belongs to K(A°) and the right-hand side belongs
to O(A°%). Hence, in order for the topological Ackermann lemma to be applicable
to the quasi-inequality , it remains to be shown that the interpretation of
B.m is in O(A?). This is an immediate consequence of the fact that, for every
DLE-assignment V,

V(mm) =\/{a € A|7(a) <V(m)}. (6.10)

Let m € M>(A°) be s.t. V(m) = m. The right-hand side of can be
equivalently rewritten as \/{j € J*(A°) | j < a for some a € A s.t. w(a) < m}.
If j is one of the joinands of the latter join, then 7(j) < m(a) < m, hence the
right-to-left inequality immediately follows from the fact that V(m,m) = \/{i €
J2(A) [ m(i) < m}.

Conversely, let i € J°(A%) s.t. 7(i) < m. Since i = A\{a € A | i < a}, by the
intersection lemma (cf. Appendix [B]) applied on 7, we have (i) = 7(A{a € A |
i <a})=MN{m(a) | « € A and i < a}. Hence by compactness, A, 7(a;) < m.
Then let a = a; A ... Aay,. Clearly, m(a) = m(ay A... Na,) < A\ m(a;) < m, which
finishes the proof as required. O

The following proposition is the algebraic counterpart of [I54, Proposition
2.2]. It proves that m(p V ¢) < m(p) V m(q) and C(x) satisfy item 2 of Definition
)l

:

6.2.7. PROPOSITION. For every positive term m and every perfect algebra B,

ifBEVmr(Ll) <m= r(lm)<m], then BE=T(pVq) <n(p) Vn(qg.
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Proof. It is easy to see that the equivalences 1D in the proof of Proposi-
tion hold on any perfect algebra B and for arbitrary valuations on B. Hence,
from the assumption we get

B = Vp[r(p) < Ox(p) V m(L)]. (6.11)

Notice that the assumption that 7 is positive implies that the equality holds in
the clause above, that is,

B = m(p) = On(p) v 7(L). (6.12)

Since ¢, is by definition a complete operator, the condition above immediately
implies that the interpretation of 7 is completely additive. Thus B = 7(p V q) <
7(p) V 7(q), as required. O

6.3 An alternative proof of the canonicity of ad-
ditivity

In this section, we extract the algebraic and order-theoretic essentials from the
account given in Section of the proof of the canonicity of the inequality m(p Vv
q) < m(p) Vm(q). In the following subsection, we abstract away from any logical
signature, and present order-theoretic results on monotone maps f,g : A° — B?
defined between the canonical extensions of given bounded distributive lattices
(BDLs). The feature that sets apart the results in Subsection from similar
existing results in the theory of canonical extensions is that these maps are not
assumed to be the o- or m-extensions of primitive functions A — B. As we will
see, this calls for different proof techniques from the ones typically used for o-
and m-extensions.

In Subsection [6.3.2] we apply the results of Subsection to term functions
of given DLE-type modal languages, so as to achieve a generalization of the results
in [154] and in Sectionwhich does not rely anymore on pseudo-correspondence,
but which is more similar to the proof strategy sometimes (cf. [129] 130]) referred
to as Jonsson-style canonicity after Jénsson [97].

6.3.1 A purely order-theoretic perspective

The treatment in this section makes use of some of the notions and proof strategies
presented in Section [6.2], and slightly generalizes them.

Throughout the present section, A, B will denote bounded distributive lattices
(BDLs), and A%, B° will be their canonical extensions, respectively. We recall that
J®(A?) (resp. M>=(A?)) denotes the set of the completely join-irreducible (resp.
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meet-irreducible) elements of A’, and K (A%) (resp. O(A?)) denotes the set of the
closed (resp. open) elements of A? [T]

6.3.1. DEFINITION. A monotone map f : A — B is additive if f preserves
non-empty finite joins, and it is completely additive if it preserves all (existing)
nonempty joins. A monotone map ¢ : A — B is multiplicative if g preserves non-
empty finite meets, and it is completely multiplicative if it preserves all (existing)
nonempty meets.

6.3.2. DEFINITION. For all maps f,g: A? — B,

1. fis closed Esakia if it preserves down-directed meets of closed elements of
A% that is:

FN{eivie1y)= N{f(e):iel}
for any downward-directed collection {¢; : i € I} C K(A°);
2. g is open Esakia if it preserves upward-directed joins of open elements of

A% that is:

o\ {osie 1)) =\/{glo) i}

for any upward-directed collection {o; : i € I} C O(A?).
Our main aim in this section is proving the following

6.3.3. THEOREM. Let f,q: A° — B® be monotone maps, which are both closed
and open Esakia.

1. If f(a) € K(B®) for alla € A, and f(aV b) < f(a)V f(b) for all a,b € A,
then f(uVv) < f(u)V f(v) for all u,v € A°.

2. If g(a) € O(B?) for all a € A, and g(a Ab) > g(a) A g(b) for all a,b € A,
then g(u Av) > g(u) A g(v) for all u,v € A°.

Notice that the feature that sets apart the theorem above from similar existing
results e.g. in the theory of canonical extensions is that f,g : A° — B° are not
assumed to be the o- or m-extensions of primitive functions A — B. As we will
see, this calls for different proof techniques from the ones typically used for o-
and m-extensions.

4Preliminary versions of Theorem Lemmas|6.3.5] [6.3.6|and [6.3.9}, and Propositions
and have been developed by Sam van Gool in collaboration with Alessandra Palmigiano
in unpublished notes. Proposition [6.3.10|is original to [53].
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6.3.4. DEFINITION. For all f,g: A° — B°, let Of, 00, : A° — B° be defined as
follows. For any u € A?,

Op(u) == \/{f(j) | j € J®(A%) and j < u};

Oy (u) == /\{g(m) | m € M*>(A?%) and m > u}.
The following fact straightforwardly follows from the definition:

6.3.5. LEMMA. For all monotone maps f,q: A® — B?,

1. Oy is completely join-preserving, Op(u) < f(u) for allu € A%, and O;(j) =
f(5) for every j € J®(A%).

2. O, is completely meet-preserving, O,(u) > g(u) for allu € A%, and O, (m) =
g(m) for every m € M>(A°).

The following lemma offers the relational perspective as mentioned earlier in
Section [4.3.1], while defining the normalization for additive maps.

6.3.6. LEMMA. For all monotone maps f,q: A° — B°, and any u € A°,
1 Op(u) = V{j € J=(B%) | Ji € J=(A%) i < u and j < f(i)};
2. Oy(u) = N{m € M>°(B%) | In € M>(A%) : u < n and g(n) < m}.

Proof. 1. We first show the inequality from right to left. If j € J°°(B°) and
§ < f(i) for some i € J*(A?) such that i < u, then j < O¢(i) < Of(u) by Lemma
.1 and the monotonicity of ¢;. For the converse direction, it is enough to
show that if j € J®(B’) and j < O(u), then j < f(i) for some i € J>®(A?)
such that ¢ < w; this immediately follows by the definition of ¢; and j being
completely join-prime.

2. is an order-variant of 1.

g

The proof of Theorem above is an immediate consequence of the following:

6.3.7. PROPOSITION. Let f,g : A° — B° be monotone maps, which are both
closed and open Esakia. Then, for any u € A°,
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Condition implies that the map f is a composition of completely additive
maps (cf. Definition , and is therefore completely additive. Similarly, con-
dition implies that the map ¢ is a composition of completely multiplicative
maps (cf. Definition , and is therefore completely multiplicative.

From Lemma [6.3.5 and the monotonicity of f and g, it immediately follows that
for every u € A°,

SV Os(u) < flu)  g(u) < g(T) Ag(u). (6.15)

The proof of the converse directions will require two steps. The first one is to
show that (6.13)) and (6.14)) respectively hold for every closed element k € K (A°)
and every open element o € O(A?).

6.3.8. PROPOSITION. Let f,g : A° — B® be monotone maps, which are both
closed and open FEsakia.

1. f(k) = f(L)V Os(k) for all k € K(A?);
2. g(o) = g(T) AO,(0) for all o € O(A?).

Proof.
1. Fix k € K(A?%). By (6.15), it is enough to show that, if o € O(B?) and
f(L)V Os(k) <o, then f(k) <o. Consider the set

J:={beA| f(b) <o}

Note that J # @, since f(L) < f(L)V Os(k) < o, and that J is a lattice ideal:
indeed, J is downward closed by construction, and the join of two elements in J
belongs to J, since by assumption f(a VvV b) < f(a)V f(b).

We claim that k < \/J. To see this, let j € J®(A%) s.t. j < k and let us
show that there is some b € J s.t. 7 < b. From j < k, by Lemma[6.3.6,1, we have
f(j) < Of(k) <o. Since f is closed Esakia,

ANLF() b€ Aandj <b}=f(j) <o

Since, by assumption, f(b) € K(B?) for all b € A, the displayed inequality
implies by compactness that A, f(b;) < o for some by,...,b, € A such that
J < b; holds for every 1 < i < n. Since f is order-preserving, putting b := A", b;
we get j < b and f(b) = f(A_; b)) < Ay f(b;) < 0. So we have found some
b € J with j < b, which finishes the proof of the claim.

From k <'\/J, by compactness, there is some element a € J such that k < a.
Then f(k) < f(a) < o, as required.

2. is an order-variant of 1.
O
The second step will be to show that the inequality proved in the proposition
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above can be lifted to arbitrary elements of A’. For this, we remark that, by
Lemma [6.3.5, the maps O, [0, : A° — B° have adjoints, which we respectively
denote by Wy, ¢, : B’ — A°. We will need the following lemma.

6.3.9. LEMMA. For all maps f,qg : A° — B’ as in Theorem for any o €
O(B°) and k € K(B°),

1. if f(L) <o, thenms(0) = \/{a € A | a <H(0)} € O(AY).
2. if k < g(T), then #,(k) = N{a € A | #,(k) <a} € K(AY).

Proof. 1. To prove the statement, it is enough to show that if ¢ € K(A%) and
c < My(0), then ¢ < a for some a € A such that a < Ms(0). By adjunction,
c < M (0) is equivalent to O¢(c) < o. Then, by assumption, f(L)V O¢(c) < o.
Proposition [6.3.§ implies that f(c) < f(L)V Os(c) < o. Since f is closed Esakia,
fle) = A{f(a) | a € A and ¢ < a}. Moreover, by assumption, f(a) € K(B?) for
every a € A. Hence by compactness, A, f(a;) < o for some ay,...,a, € A s.t.
c<a;,1<i<n. Leta= /\f:1 a;. Clearly, ¢ < a and a € A; moreover, by the

monotonicity of f and Lemma [6.3.5\1, we have {f(a) < f(a) < AL f(a;) < o,
and hence, by adjunction, a < B¢(0).

2. is an order-variant of 1.

U
We are now ready to prove Proposition [6.3.7}

Proof.[Proof of identity (6.13).] By (6.15), it is enough to show that, if o € O(B?)
and f(L)V Or(u) <o, then f(u) < o. The assumption implies that O s(u) < o,
so u < M¢(0) by adjunction. Hence f(u) < f(ms(0)), since f is order-preserving.
Since f(L) < o, the following chain holds:

f(u) < f(mg(0))

= f(M{a]a€Aand a<m(0)}) (Lemma [6.3.9)
= V{f(a) |a€ Aand a <H(0)} (f is open Esakia)
= V{f(a) | a€Aand Or(a) <o} (adjunction)
= V{f(L)VOs(a) | acAand Os(a) <o}  (Proposition
s o (f(L) <o)

g

Before moving on, we state and prove the following Esakia-type result. We can
call it a conditional Esakia lemma, since, unlike other existing versions, it crucially
relies on additional assumptions (on f(L) and g(T)).

6.3.10. PROPOSITION. For any f,q : A° — B as in Theorem for any
upward-directed collection O C O(IBS‘S) and any downward-directed collection C C
K(B°),
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1.4f f(L) <\ O, then me(\/ O) = \/{mso | 0 € O}. Moreover, there exists
some upward-directed subcollection O C O such that \| O' = \J O, and
W0 € O(A%) for each o € O, and \/{Mso| o€ O’} =\/{m0]| 0 € O}.

2. 4f g(T) > AC, then #,\C) = N{#sc | ¢ € C}. Moreover, there exists
some downward-directed subcollection C' C C such that NC' = A\C, and
¢,c € K(A%) for each c € C', and \{#,c|c€C'} = \{#,c|c€C}.

Proof. 1. It is enough to show that, if £ € K(A%) and k < m(\/ O), then
k < ms(oy) for some o, € O. The assumption k& < M;(\/ O) can be rewritten
as QOrk <\ O, which together with f(L) <\ O yields f(L)V Ok <\ O. By
Proposition [6.3.8] this inequality can be rewritten as f(k) < \/O. Since f is
closed Esakia and f(a) € K(A?) for every a € A, the element f(k) € K(A%).
By compactness, f(k) < \/i_,0; for some oy,...,0, € O. Since O is upward-
directed, o, > \/i_, 0; for some o, € O. Then f(L)V Ok = f(k) < oy, which
yields ¢ sk < oy, which by adjunction can be rewritten as k < Bs(oy) as required.

As to the second part of the statement, notice that the assumption f(L1) <
\/ O is too weak to imply that f(L) < o for each 0 € O, and hence we cannot
conclude, by way of Lemma , that @0 € O(A°) for every o € O. However,
let

O :={o€O|0> o for some k € K(A°) s.t. k < lf(\/ 0)}.

Clearly, by construction O is upward-directed, it holds that \/ O’ =\/ O, and for
each 0 € O', we have that f(L) < o, < o for some k € K(A?%) s.t. k < m;(\/ O),
hence, by Lemma|6.3.9, ;0 € O(A?) for each 0 € O'. Moreover, the monotonicity
of My and the previous part of the statement imply that \/{Bso | 0 € O'} =
m,(VO) = \/{mo|oc O}

2. is order-dual.
O

6.3.2 Canonicity of the additivity of DLE-term functions

In this subsection, the canonicity of the additivity for e-positive term functions
in any given DLE-language is obtained as a consequence of Theorem [6.3.3] We
recall that for any n € N, an order-type on n is an element ¢ € {1,0}".

6.3.11. LEMMA. Let m(p) be a positive unary term. The map m° : (A)? — A?

preserves meets of down-directed collections C C K ((A%)?) and joins of up-directed
collections O C O((A®)?).

Proof. The proof is analogous to the proof of [159, Lemmas 4.12, 6.10] and is
done by induction on 7, using the preservation properties of the single connectives,
as in e.g. in [50, Esakia Lemma 11.5]. O



6.4. Towards extended canonicity results: enhancing ALBA 141

6.3.12. THEOREM. Let e be an order-type onn € N, let p,q be n-tuples of propo-
sition letters, and let w(p) be an n-ary term function which is positive as a map
As — A.

IfAErEVY <7(@) V@), then A’ Er(pVg < (D) V().

Proof. By Theorem [6.3.3] it is enough to show that 7 is both closed and open
Esakia, and that 7(@) € K(A?) for any @ € A®. Clearly, the second requirement
follows from 7 : A° — A C K(A?). The first requirement is the content of the
Lemma [6.3.11] O

6.3.13. EXAMPLE. Let p = (p1,p2) and § = (¢1,¢g2) be tuples of propositional
letters, and 7(p) = Up; oUp,y. Since 7(p) : A2 — A is a positive map, by Theorem

6.3.12, the inequality
O(p1 V @1) oO(p2 V g2) < (py oOpsy) V (Ogy 0 Ogo)

is canonical.
The term function 7(p) = >>I>p is positive as a map A% — A. Hence, by
Theorem [6.3.12] the following inequality is canonical:

>>>(pAq) < D>>DpV >>>q.

6.4 Towards extended canonicity results: en-
hancing ALBA

In this section, we define an enhanced version of ALBA, which we refer to as
ALBA®, which manipulates quasi-inequalities in an expanded language DLE™,
and which will be used in Section to prove our main result. The results
obtained in the previous two sections will be applied to show that the additional
rules are sound in the presence of certain additional conditions.

Throughout the present section, we fix unary DLE-terms 7(p), o(p), A(p) and
p(p), and we assume that 7 and o are positive in p, and that A and p are negative
in p.

We recall that the language DLE'™ is the expansion of DLE™ with the con-
nectives O, 0,, <y and >,, and their respective adjoints B, ¢,, €, and »,.
The quasi-inequalities in DLE*" manipulated by the rules of ALBA® will have
the usual form Vpvivm(& S = i < m), with S being a finite set of DLE**-
inequalities, which we will often refer to as a system, and P, i and m being the ar-
rays of propositional variables, nominals and conominals occurring in SU{i < m}.
In practice, we will simplify our setting and focus mainly on the system S.

The interpretation of the new connectives is motivated by the specializa-
tion of the facts in Section [6.2] and [6.3] to the term functions associated with

m(p),o(p), A(p) and p(p).
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6.4.1. DEFINITION. For any term function 7", o )\Aé - A% — A° as above,
let Or, Uy, <, D> A% — A% be defined as follows. For any u € A,

L On(u) = V{7 (j) | j € J°(A®) and j < u}.

2. O, A{o® (m) | m € M>(A%) and m > u}.

(u) := (
3. <a(u) == VM (m) | m € M=(A%) and m > u}.
(u) == A{p™(

Each of the functions above has an adjoint (cf. Lemma [6.3.5]). Let B, ., <,
» . A° — A° respectively denote the adjoints of the maps O, ,, <ly,>,. These
maps provide a natural interpretation for the new connectives associated with
the terms 7 (p), o(p), A(p) and p(p).

The algorithm ALBA® works in an entirely analogous way as ALBA, through
the stages of preprocessing, first approximation, reduction/elimination cycle, suc-

cess, failure and output. Below, we will limit ourselves to mention rules that are
additional w.r.t. ALBA on DLE.

4. >,(u §) 7€ J®A? and j < u}.

Distribution rules. During the preprocessing stage, along with the DLE-
distribution rules, the following rules are applicable:

(e V) < x Mo Ay) < x X <o(pAy) X < ple V)
) Vr() <x  AMe)VAW) <x  xZal@)Aa@)  x < ple)Ap()

Each of these rules replaces an instance of the upper inequality with the corre-
sponding instance of the lower inequality.

Adjunction rules.  During the reduction-elimination stage, the following rules
are also applicable:

In a given system, each of these rules replaces an instance of the upper inequality
with the corresponding instances of the two lower inequalities.

The leftmost inequalities in each rule above will be referred to as the side
condition.
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Approximation rules. During the reduction-elimination stage, the following
rules are also applicable:

i<m(y) o(p) <m
i<a()] ¥ < i<0:(3)] [o(T)<m] ¥ [p<n O,(n)<m]

i<Aw) p(p)
A<AT)] ® [<m i<<y(m)] [p(L)<m] % |

The leftmost inequalities in each rule above will be referred to as the side
condition.

Each approximation rule transforms a given system S U {s < t} into the
two systems (which respectively correspond to a quasi-inequality) S U {s; < 1}
and S U {sy < ty, 83 < t3}, the first of which containing only the side condition
(in which no propositional variable occurs), and the second one containing the
instances of the two remaining lower inequalities.

6.4.2. PROPOSITION. The rules given above are sound on any perfect DLE A°
such that

AlErpve <z(p)Vrleg) Akoalp)rolg) <olpng)
AEXpAg <Ap)VvAlg) Ak pp)Aplg) <plpVa)
Proof. The soundness of the distribution rules immediately follows from Lemma

6.4.4. Each of the remaining rules can be derived from standard ALBA rules,

plus the following set of rules:

i<Or(1) Oo(p) <m
i<y 1<0:() p<n O,(n)<m
i< a(y) >,(p) <m

p<m i<<(m) i<e >,(i)<m

Oxp <Y <O <<y <>y
(pg-ﬂ',l/} ’a%ng ‘)ﬂbﬁ%o ¢§>p§0

For the sake of conciseness, we give the following rules as formula-rewriting rules:

m(p) a(p) A(p) p(p)
(L) VOr(p)  o(T)ADs(p) AMT)V<ap) p(L)A,(p)

Indeed, let us give two derivations as examples:
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Alp) <9 i<7(v)
AT)V<ap) <v i<7(L)VOx(¥)
AT) <S¢ <lp) <9 f<m(D)] ¥ [i<On(¥)

NT) <y @<y [isa(L)] B <o i<0:0)]

So to finish the proof, it is enough to show that the rules given above are sound.
The soundness of the first batch of rules follows from the fact that nominals
and conominals are respectively interpreted as completely join prime and meet-
prime elements of A?, together with Lemma applied to the term functions
A oA M and p~’.

The soundness of the second batch of rules follows again from Lemma|6.3.5ap-
plied to the term functions 7TA5, JM, M and pAé, since it predicates the existence
of the adjoints of the maps ¢, ,, <) and >,.

Finally, the soundness of the third batch of rules directly follows from Lemma
6.4.51 O

6.4.3. REMARK. The proposition above is crucially set on the canonical exten-
sion of a given DLE. This implies that the soundness of the approximation rules
introducing the additional connectives O, [,, <15, >, has been proved only rel-
ative to perfect DLEs which are canonical extensions of some given DLE, and
not relative to any perfect DLEs, as is the case of the other rules. The further
consequences of this limitation will be discussed in the conclusions.

The following lemma is an immediate application of Theorem [6.3.12f

6.4.4. LEMMA. Let w(p),o(p) be positive unary terms and A(p) and p(p) be neg-
ative unary terms in a giwen DLE-language.

LoifAEn(pVae) <7(p)Vr(q), then A’ Ew(pVq) < 7m(p) vV m(q);
2. if AEa(pAg) > a(p) Ao(q), then A’ E o(p Aq) > a(p) Aa(q);
3. if AE AP AG) < Ap)V ), then A = Xp Aq) < Ap) V Ma);
4 if A p(pVa) > p(p) A pla), then A = p(pV q) > p(p) A p(q)-

The following lemma is an immediate application of Lemma to term
functions.

)
)

6.4.5. LEMMA. For any term function 7TA5, UM, )\Aé,pA5 : A — B as above,

1. if A r(pVq) < w(p)Vr(q), then for allu € A%, 7° (u) = 74(L) V Ox

2. If A = o(pAq) > a(p) Aolq), then for allu € A®, o™ (u) = o(T) AD,(u).
3. IfA = ApAq) < Ap)VAQ), then for all u € A%, M (u) = M(T)V <x(u).
4 IFAE p(p V) = p(p) Aplg), then for allu € A%, p*° (u) = pA(L) A, (u).
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6.5 Meta-inductive inequalities and success of
ALBA-°

Recall that DLE* is an expansion of DLE, obtained by closing the set of formulas
under the following set of additional connectives {&, [, <0,>}. Recall that a
DLE*-inequality is an inequality s < ¢ such that both s,¢ are formulas in the
language DLE*.

6.5.1. DEFINITION. Let @ : {®,[,<,>} — {71, 0, A, p} such that ®(®) = m,
®([@) =0, P(<) = X and ®(&>) = p. A DLE-inequality ¢ < 1 is meta-inductive
with respect to ® if there exists some inductive DLE*-inequality s < ¢, such that
¢ < 1 can be obtained from s < ¢ by replacing each ® € {&, @, <, >} with
P(O).

6.5.2. EXAMPLE. The class of meta-inductive inequalities extends the inductive
inequalities. Let 7(p) = 00O (p) and o(p) = O(p). The McKinsey-type inequality
OUOOp < OOLOp is meta-inductive with respect to ®, as it is obtained as a
®-substitution instance of the Sahlqvist DLE*-inequality ©&p < E&p, where
®(®) =7 and, ®(0) = 0.

6.5.3. DEFINITION. An execution of ALBA® is safe if no side conditions (cf. Page
142)) introduced by applications of adjunction rules for the new connectives are
further modified, except for receiving Ackermann substitutions.

6.5.4. THEOREM. If p <1 is a meta-inductive inequality, then it admits a safe
and successful execution of ALBA®.

Proof. Since ¢ < ¢ is a meta-inductive inequality, there exists some (£2,¢)-
inductive DLE*-inequality s < ¢ s.t. ¢ < 9 can be obtained from s < t by
replacing each ® € {&, [, <, >} with ®(®). Then the version of ALBA on the
language DLE* can be successfully executefd on s < ¢, following the appropriate 2
solving according to €. For each rule applied in this execution, the corresponding
rule can be applied by ALBA® on the reduction of ¢ < 1. In particular, for
each rule applied to ® € {&, [, <, &}, the corresponding rule will be applied by
ALBA° to x € {m,o,\ p}. It is immediate to see that, since the execution of
ALBA® on ¢ < 9 simulates the execution of ALBA on s < ¢, and since the latter
execution does not “see” the side conditions introduced by ALBA®, the execution
of ALBAF® so defined is safe. Let us show that if the system generated by ALBA
from s <t is in Ackermann shape, then so is the corresponding ALBA® system.
Firstly, we observe that if the first system is in Ackermann shape for a given p,
then all the strictly 2-smaller variables have already been solved for. Moreover,
all the occurrences of p which agree with ¢ are in display. Consequently, on the
ALBAc® side, all the corresponding occurrences are in display. Moreover, there
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cannot be more critical occurrences of p in the system generated by ¢ < .
Indeed, such occurrences could only pertain to side conditions. However, we can
show by induction on 2 that no critical variable occurrences can belong to side
conditions. Indeed, if p is 2-minimal, then when displaying for critical occurrences
of p, the minimal valuation cannot contain any variable.

If an adjunction rule such as

m(p) < ¢
(L) <y o<y
has been applied in the process of displaying such a critical occurrence, then p
occurs in ¢, B is a subformula of the minimal valuation, and hence is pure.
The other adjunction rules can be treated similarly. And so the side condition
(L) < cannot contain any proposition variables. The induction case is similar.
If an approximation rule such as

i<7(v)
i<a(L)] ¥ [<¢ i<0:0)]
has been applied in the process of displaying such a critical occurrence, then
p occurs in ¥, and the generated side condition is pure altogether. The other
approximation rules can be treated similarly. The induction case is similar.

g

6.6 Relativized canonicity via ALBA®

In this section, we use ALBA® to obtain the relativized canonicity of meta-
inductive DLE-inequalities.

6.6.1. DEFINITION. Let K be a class of DLEs which is closed under taking canon-
ical extensions, and let ¢ < i be a DLE-inequality. We say that ¢ < is canon-
ical relative to K if the intersection of K and the class of DLEs defined by ¢ < %
is closed under taking canonical extensions.

Specifically, we aim at proving the following theorem:

6.6.2. THEOREM. Let w(p),o(p) be positive unary terms and A(p) and p(p) be
negative unary terms in a given DLE-language. Let A be a DLE such that

AETpVe <m(p)Vr(q AEoap) Aolqg <alpAqg)

AEppVa) <plp)Apla) AEAP)VAG) <ApAg).
Let ¢ < 9 be a meta-inductive DLE-inequality with respect to ®, where ® :
{&,0,<,} = {m,0,\,p}. Then

AFp<y = AEp<y.
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Proof. The strategy follows the usual U-shaped argument illustrated below:

A}Z@Sﬁdf A Ep<y
A g o< )

A" EAALBA(p <9), & A’ EALBA®(p <),

Since ¢ < 1 is meta-inductive, by Theorem [6.5.4 we can assume without loss
of generality that there exists a safe and successful execution of ALBA®. For the
proof, we need to argue that under the assumption of the theorem, all the rules
of ALBA® are sound on A’, both under arbitrary and under admissible assign-
ments. The soundness of the approximation and adjunction rules for the new
connectives has been discussed in Section [6.4] and the argument is entirely simi-
lar for arbitrary and for admissible valuations. The soundness of the Ackermann
rule under admissible assignments follows from Propositions [B.2.5] together with

Proposition and Lemma [B.2.4] O

6.6.3. EXAMPLE. By the theorem above, the inequality ¢OIOOp < OO0,
which is meta-inductive w.r.t. 7w(p) = OOO(p) (cf. Example |6.5.2)), is canonical
relative to the class of DLEs defined by the inequality 00O (pVq) < 000pVOOOg.
6.7 Examples

In this section, we illustrate the execution of ALBA® on a few examples.

6.7.1. EXAMPLE. Consider the inequality 7(p V ¢) < w(p) V 7(q). The first
approximation rule now yields:

{jo<m(pVvyq), n(p)Vn(q) <my };
by applying the splitting rule, this system is rewritten into:

{io<mpVa), m(p) <mg, w(g) <mg },
by applying the adjunction rule for 7, this system is rewritten into:
{jo<m(pVvyq), p<m(mg) =w(L)<mg ¢<m(my) |,
to which the left Ackermann rule can be applied to eliminate p:

{ jo < (M (mg) Vg), m(L)<my, ¢<m(m) },
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by applying left Ackermann rule, we can further eliminate ¢:
{ j() < W(.W(mg) V .ﬂ(mo)), 7T(J_) < my } .

By applying the formula-rewriting rule, the system above can be equivalently
reformulated as the following quasi-inequality:

VioVmo(jo < 7(L) V Ox(Mr(my)) & m(L) <mg) = jo < myp)
which in its turn can be rewritten as follows:
Vmo(7(L) <mg = Vjo(jo < 7(L) V Or(M:(mp)) = jo < my))
which can be rewritten as follows:
Ving(r(L) < my = 7(L) V O (My(my)) < my)
and hence as follows:
Vmy(m(L) <my =7(L) <my & Or(M:(myp)) < my).

Since the adjunction between ¢, and B, implies that ¢, (B,(my)) < my is
a tautology, it is easy to see that the quasi-inequality above is equivalent to T.
This is of course unsurprising, given that the additional ALBA® rules rely on the
validity of the inequality in input.

6.7.2. EXAMPLE. In this example we illustrate a safe execution of ALBA® on
the meta-inductive formula (o (p)) < o(7(p)) corresponding to the Geach axiom
SOp <Bop.
Consider the inequality 7(o(p)) < o(m(p)). The first approximation rule now
yields:
Lo < 7o), o(x(p) <mo }s

by the approximation rule for 7, the system is written into:

{héﬂi%UW@DSmo}{iiggYUW@»Smo}

by applying the adjunction rule for ¢, this system is rewritten into:

(ho< a0, onl) <my {9 =5 ) <m |

by applying the monotonicity rule for p, this system is rewritten into:

(b5 s sm b (BE00 G507 )
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by applying the right-handed Ackermann rule for p, this system is rewritten into
the following system of pure inequalities:

{ jo <m(L), o(m(L)) <mg }7{ j‘; 2 <0>€:]|—1)’ o(m(#:j1)) < mg }

In parallel to this execution, we show the execution of ALBA, to which the
safe execution of ALBA® corresponds.
Consider the inequality ® Op < @ ®p. The first approximation rule now
yields:
{jh<omp, BOp<mg };

by the approximation rule for ¢, the system is written into:

Jo<eoh, BOp<mg
i <nop

by applying the adjunction rule for [, this system is rewritten into:

J0<0j, Bop<m
i1 <vp

by applying the right-handed Ackermann rule for p, this system is rewritten
into the following system of pure inequalities:

{jo<®j, Doji <mg }

6.8 Conclusions

In this chapter, we developed and applied ALBA to achieve two different but
closely related results. We derived the canonicity of additivity obtained in [154]
via pseudo-correspondence as an application of an ALBA-reduction. The key
to this result is having expanded the basic language which ALBA manipulates
with additional modal operators and their adjoints. With a similar expansion, we
obtained a relativized canonicity result for the class of meta-inductive inequalities,
which is, by definition, parametric in given term functions 7,0, A, p. Clearly,
relativized canonicity (cf. Definition boils down to canonicity if K is the
class of all DLEs, which embeds the canonicity via pseudo-correspondence result
as a special case of the relativized canonicity result.

Together with the notion of relativized canonicity, we can consider the no-
tion of correspondence relativized to a given class K. A natural question to
ask is whether successful runs of ALBA® generate pure quasi-inequalities which,
under the standard translation, are relativized correspondents of the input for-
mula/inequality w.r.t. the class K defined by the following inequalities:
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m(pVaq) <m(p)Vm(e) olp)Aolg) <alpAq)
ApAg) <Ap)VAg)  pp)Aplg) <plpVa)

Unfortunately, we can answer the question in the negative. For the correspon-
dents effectively calculated by ALBA® to be true correspondents within K, i.e.
relativized correspondents w.r.t. this class, the rules of ALBA®¢ would have to be
sound on all perfect DLEs in K. Now, as we mentioned in Remark [6.4.3] certain
rules of ALBA® are sound only on perfect DLEs which are canonical extensions.
Indeed, there are perfect DLEs on which 7(p) := ¢0O(p) is additive but not com-
pletely additivd’]l In these lattices, the identity m(p) = O.(p) V m(L) does not
hold, and hence the ALBA® rule based on it is not sound.

However, if we restrict ourselves to the case of finite DLEs, the correspondents
effectively calculated by ALBA€ are true correspondents within the finite slice of
K, of which they define elementary subclasses.

In this chapter, the canonicity result in [I54] has been slightly generalized so
as to apply to non-unary term functions which are positive w.r.t. some order-
type €. The axioms which are proved to be canonical state the additivity of those
term functions seen as maps from e-powers of DLEs. It remains an open question
whether a similar result can be proven for non-unary maps and axioms stating
their coordinatewise additivity.

5To see this, the following considerations are sufficient: for every perfect DLE B, n? is
completely additive iff B = 7(p) = Ox(p) V w(L) iff B = C(w). If for any perfect DLE the
additivity of 72 implies its complete additivity, then we could add B = 7(p V q) < 7(p) V 7(q)
to the chain of equivalences mentioned above. Hence we would have shown that B = w(pVq) <
w(p) V m(q) iff B = C(w) for any perfect DLE B, i.e. the additivity of = would have a first-
order correspondent, contradicting the well known fact that Fine’s formula is canonical but not
elementary.



Chapter 7

Subordinations, closed relations, and
compact Hausdorft spaces

In this chapter, which is based on [70], we use correspondence like arguments
on topological spaces to develop an alternative duality for de Vries algebras. By
the celebrated Stone duality [142], the category of Boolean algebras and Boolean
homomorphisms is dually equivalent to the category of Stone spaces (compact
Hausdorff zero-dimensional spaces) and continuous maps. De Vries [57] general-
ized Stone duality to the category of compact Hausdorff spaces and continuous
maps. Objects of the dual category are complete Boolean algebras B with a
binary relation < (called by de Vries a compingent relation) satisfying certain
conditions that resemble the definition of a proximity on a set [124].

Another generalization of Stone duality central to modal logic is the Jénsson-
Tarski duality [98] between the categories of modal algebras and modal spaces.
The dual of a modal algebra (B, ) is the modal space (X, R), where X is the
Stone dual of B (the space of ultrafilters of B), while R is the dual of O (see,
e.g., [41, 107, 30]). Unlike the modal case, in de Vries duality we do not split
the dual space of (B, <) in two components. Instead, we work with the space of
“<-closed” filters which are maximal with this property.

The aim of this chapter is to develop a “modal-like” duality for de Vries
algebras by splitting the dual space of a de Vries algebra (B, <) in two parts: the
Stone dual of B and the dual of <. If X is the de Vries dual of (B, <), then the
Stone dual Y of B is the Gleason cover of X [21I]. We show that the irreducible
map 7 : Y — X gives rise to what we call an irreducible equivalence relation
R on Y, which is the dual of <. It follows that compact Hausdorff spaces are
in 1-1 correspondence with pairs (Y, R), where Y is an extremally disconnected
compact Hausdorff space and R is an irreducible equivalence relation on Y. We
call such pairs Gleason spaces, and introduce the category of Gleason spaces,
where morphisms are relations rather than functions, and composition is not
relation composition. We prove that the category of Gleason spaces is equivalent
to the category of compact Hausdorff spaces and continuous maps, and is dually
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equivalent to the category of de Vries algebras and de Vries morphisms, thus
providing an alternate “modal-like” duality for de Vries algebras.

For this, we first introduce a general concept of a subordination < on a Boolean
algebra B. Examples of subordinations (that satisfy additional conditions) are
(i) modal operators [J, (ii) de Vries’ compingent relations, (iii) lattice subordina-
tions of [22], etc. We show that subordinations on a Boolean algebra B dually
correspond to closed relations on the Stone space X of B.

We note that a subordination can be seen as a generalization of the modal
operator [J (see Section 2). If we generalize the modal operator ¢ the same way,
then we arrive at the well-known concept of a precontact relation and a precontact
algebra [58 [60]. Since subordinations and precontact relations are definable from
each other, the representation of precontact relations can be obtained from the
representation of subordinations and vice versa. The representation of precontact
algebras is given in [58] (see also [60] [0, [7]), but since there are no proofs given
in [58], we include all the proofs here. In addition, we also provide duality for
the corresponding morphisms, thus establishing a full categorical duality for the
categories of interest.

The chapter is organized as follows. In Section 2, we briefly recall de Vries
duality. In Section 3, we introduce the concept of a subordination on a Boolean
algebra, show that subordinations are in 1-1 correspondence with precontact re-
lations, and give a number of useful examples of subordinations. In Section 4, we
prove that subordinations on a Boolean algebra B are in 1-1 correspondence with
closed relations on the Stone space of B, and develop a full categorical duality
for the category of Boolean algebras with subordinations, thus generalizing [58].
In Section 5, we show that on objects the duality of Section 3 can be derived
from the generalized Jénsson-Tarski duality. In Section 6, we prove that modally
definable subordinations are dually described by means of Esakia relations. As
a corollary, we derive the well-known duality between the categories of modal
algebras and modal spaces. In Section 7, we characterize those subordinations
whose dual relations are reflexive, transitive, and/or symmetric, thus obtaining
results similar to [60) 58]. In Section 8, we show that a subordination is a lattice
subordination iff its dual relation is a Priestley quasi-order. The duality result of
[22] follows as a corollary. Finally, in Section 9 we introduce irreducible equiv-
alence relations, Gleason spaces, and give a “modal-like” alternative to de Vries
duality.

7.1 Preliminaries

In this section, we briefly recall the de Vries duality for compact Hausdorff spaces.

7.1.1. DEFINITION. ([57,21]) A de Vries algebra is a pair (A, <) consisting of a
complete Boolean algebra A and a binary relation < on A satisfying the following
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S1) 0 <0and 1 < 1;

S2) a < b,cimplies a < b A¢;

S3) a,b < cimplies a Vb < ¢;

S4) a < b < ¢ <dimplies a < d.

S6) a < b implies =b < —a;

S7) a < b implies there is ¢ € B with a < ¢ < b;

(S1)
(52)
(S3)
(54)
(S5) a < b implies a < b;
(56)
(57)
(S8)

S8) a # 0 implies there is b # 0 with b < a.

7.1.2. DEFINITION. ([57, 21]) A map h : A — B between two de Vries algebras
is a de Vries morphism if it satisfies the following conditions:

(M1) (0) =

(M2) h(a Ab) = h(a) A h(b).

(M3) a < b implies ~h(—a) < h(b).
(M4) h(a) = \/{h(b) : b < a}.

For de Vries morphisms h : A — B and ¢g : B — C, their composition is given by

(g h)(a \/{g ):b=<a}l.

Let DeV be the category of de Vries algebras and de Vries morphisms, and
KHaus be the category of compact Hausdorff spaces and continuous maps.

Recall that a subset U of a topological space X is regqular open if U =
Int(CI(U)), where Int(.) and CI(.) are topological interior and closure operators,
respectively. The set of regular open sets of a compact Hausdorff space X de-
noted by RO(X) form a complete Boolean algebra. For U,V € RO(X) define
U<V if Cl(U) CV. We define a contravariant functor ® : KHaus — DeV as
¢(X) = (RO(X),=<). Then ®(X) is a de Vries algebra. For a continuous map
f:X =Y, let ®(f): RO(Y) — RO(X) be given by ®(f)(U) = Int(CI(f~1(U)))
for each U € RO(Y'). Then ®(f) is a de Vries morphism.

For a de Vries algebra (A, <) and B C A, let

tB = {acA:3eBwithb<a}
tB = {aecA:3beB with a < b}.

A filter F of a de Vries algebra A is round if F =T F. The maximal round
filters are called ends. We define a contravariant functor ¥ : Dev — KHaus as
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follows. For a de Vries algebra A, let W(A) be the space of ends of A topologized
by the basis of sets {e(a) : a € A}, where e(a) = {E € V(A) : a € E} for each
a € A. For a de Vries morphism h : A — B, let U(h) : ¥(B) — ¥(A) be given by
U(h)(E) =1 h='(E) for each E € ¥(B). Then ¥(h) is continuous.

7.1.3. THEOREM (DE VRIES DUALITY [57]). The functors ® and ¥ defined above
provide a dual equivalence between the categories DeV and KHaus.

7.2 Subordinations on Boolean algebras

In this section, we introduce the concept of a subordination on a Boolean al-
gebra. We show that subordinations are in 1-1 correspondence with precontact
relations, and that modal operators, de Vries’ compingent relations, and lattice
subordinations of [22] are all examples of subordinations.

7.2.1. DEFINITION. A subordination on a Boolean algebra B is a binary relation
< satisfying:

S1) 0 <0and 1 < 1;

S3) a,b < cimplies a Vb < ¢

(
(
(
(54

)

S2) a < b,c implies a < b A ¢;
)
)

a <b<c<dimplies a < d.

7.2.2. REMARK. It is an easy consequence of the axioms that 0 < a < 1 for each
a € B. In fact, (S1) can equivalently be stated this way.

7.2.3. EXAMPLE. We recall [60, 58] that a prozimity or precontact on a Boolean
algebra B is a binary relation ¢ satisfying

(P1) a0 b = a,b#0.
(P2) adbVe < adboralec.
(P3) avbdc & adcorbiec.

Let < be a subordination on B. Define a binary relation - by ad<b iff a 4 —b.
It is routine to verify that d- is a precontact relation on B. Conversely, if § is
a precontact relation on B, then define <5 by a <5 b iff @ #—b. Then it is easy
to see that <; is a subordination on B. Moreover, a < b iff a <. b, and adb ift

ad<,b. Thus, subordinations are in 1-1 correspondence with precontact relations
on B.
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We recall that an alternative definition of a modal operator on a Boolean
algebra B is a unary function (J : B — B that preserves finite meets (including
1), and a modal algebra is a pair (B, ), where B is a Boolean algebra and O is a
modal operator on B. We show that modal operators are in 1-1 correspondence
with special subordinations.

7.2.4. EXxAMPLE. Let B be a Boolean algebra and let [1 be a modal operator on
B. Set a < b provided a < 0b. Since [J1 = 1, it is clear that < satisfies (S1).
As O(b A ¢) = 0Ob A Oe, we also have that <g satisfies (S2). That <g satisfies
(S3) is obvious, and since [J is order-preserving, < satisfies (S4). Therefore, <n
is a subordination on B. Note that <5 is a special subordination on B that in
addition satisfies the following condition: for each a € B, the element [la is the
largest element of the set {z € B: z < a}.

7.2.5. DEFINITION. Let B be a Boolean algebra and let < be a subordination
on B. We call < modally definable provided the set {x € B : z < a} has a largest
element for each a € B.

In Example we saw that if O is a modal operator, then < is a modally
definable subordination. The converse is also true.

7.2.6. EXAMPLE. Let B be a Boolean algebra and let < be a modally definable
subordination on B. Define L1, : B — B by

O%a = the largest element of {x € B: x < a}.

By (S1), O<1 = 1. In addition, by (S4), O<(a A b) < Osa A O<b, and by (S2)
and (S4), Oza A 0O<b < O<(a Ab). Therefore, O is a modal operator on B.
Moreover, . a = Ua and a <g_ b iff a < b. Thus, modal operators on B are in
1-1 correspondence with modally definable subordinations on B.

Other examples of subordinations are quasi-modal operators of [3§], lattice
subordinations of [22] and compingent relations of [57].

7.2.7. DEFINITION. ([22]) A subordination < on a Boolean algebra B is a lattice
subordination if in addition < satisfies

a < b implies that there exists c € B with ¢ < c and a < ¢ < b.

7.2.8. DEFINITION. ([57]) A subordination < on a Boolean algebra B is a compin-
gent relation if in addition it satisfies:

(S5) a < b implies a < b;

(S6) a < b implies —b < —a;
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(S7) a < b implies there is ¢ € B with a < ¢ < b;

(S8) a # 0 implies there is b # 0 with b < a.

We let Sub be the category whose objects are pairs (B, <), where B is a Boolean
algebra and < is a subordination on B, and whose morphisms are Boolean homo-
morphisms h satisfying a < b implies h(a) < h(b).

7.3 Subordinations and closed relations

In this section, we show that subordinations on a Boolean algebra B can be dually
described by means of closed relations on the Stone space of B, and work out a full
categorical duality between the category of Boolean algebras with subordinations
and the category of Stone spaces with closed relations. These results generalize
the results of [58)].

7.3.1. DEFINITION. Let X be a topological space and let R be a binary relation
on X. We call R a closed relation provided R is a closed set in the product
topology on X x X.

The next lemma generalizes [26, Prop. 2.3], where a characterization of closed
quasi-orders (reflexive and transitive relations) is given. In fact, the proofs of
(1) = (2) and (2) = (3) are the same as in [26], so we only sketch them. For the
rest of the implications, we provide all details.

7.3.2. LEMMA. Let X be a compact Hausdorff space and let R be a binary relation
on X. The following conditions are equivalent.

1. R s a closed relation.
2. For each closed subset F' of X, both R[F] and R™'[F] are closed.
3. If A is an arbitrary subset of X, then R[A] C R[A] and R—1[A] C R™'[A].

4. If (z,y) ¢ R, then there is an open neighbourhood U of x and an open
neighbourhood V' of y such that R[U| NV = @.

Proof. (1) = (2): Suppose that F' is a closed subset of X. As X is compact
Hausdorff, the projections my,m : X x X — X are closed maps. Since R is a
closed relation, R[F] = my((F x X)N R), and R7'[F] = m((X x F) N R), both
R[F] and R™'[F] are closed subsets of X.

(2) = (3): Let A be an arbitrary subset of X. Since A C A, we have

R[A] C R[A]. As Ais closed, by (2), R[A] is also closed. Therefore, R[A] C R[A].

A similar argument gives R—1[A] C R™![A].
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(3) = (4): Let (z,y) ¢ R. Theny ¢ R[z]. Since X is Hausdorff, {x} is closed.
By (3), R[z] C R|z], so R[z] is also closed. As X is compact Hausdorff, and hence
regular, there exist disjoint open sets W,V such that R[x] C W and y € V. Set
U=X—-R'X-W]. Since X —W is closed, by (3), R-}[X — W] C R7'[X -W].
Therefore, R™'[X — W] is closed, hence U = X — R~'[X — W] is open. Moreover,
Rlz] € W implies x € U. If v € R[U] NV, then there is u € U with uRwv.
This yields v € Rju] C W, so WNV # @. The obtained contradiction proves
that R[U] NV = @. Thus, U is an open neighbourhood of z, V' is an open
neighbourhood of y, and R[U] NV = @.

(4) = (1): Let (z,y) ¢ R. By (4), there is an open neighbourhood U of z
and an open neighbourhood V' of y such that R[U] NV = &. Therefore, there is
an open neighbourhood U x V of (z,y) such that (U x V)N R = @. Thus, R is
a closed subset of X x X. 4

For i = 1,2, let R; be a relation on X;. Following [25], we call a map f: X; —
X, stable provided zRyy implies f(x)Rsf(y). The following is straightforward.

7.3.3. LEMMA. The following are equivalent:
1. f: Xy — Xy is stable.
2. f(Ri[z]) C Ra[f(x)] for each x € X;.
3. Ry W) € FHRY ) for each y € Xo.
Proof. Easy. O

We recall that a Stone space is a compact, Hausdorff, zero-dimensional space.
The celebrated Stone duality yields that the category of Boolean algebras and
Boolean homomorphisms is dually equivalent to the category of Stone spaces and
continuous maps (cf. . We next extend Stone duality to the category Sub.

Let StR be the category whose objects are pairs (X, R), where X is a Stone
space and R is a closed relation on X, and whose morphisms are continuous stable
morphisms. We will prove that Sub is dually equivalent to StR.

For a Boolean algebra B, let X be the set of ultrafilters of B. For a € B, set
o(a) = {x € X : a € z}, and topologize X by letting {¢(a) : a € B} be a basis
for the topology. The resulting space is called the Stone space of B and is denoted
B..

7.3.4. DEFINITION. For (B, <) € Sub, let (B, <). = (X, R), where X is the
Stone space of B and zRy iff Tz C y.

7.3.5. LEMMA. If (B, <) € Sub, then (B, <), € StR.
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Proof. It is sufficient to prove that R is a closed relation on X. Let (x,y) ¢ R.
Then Tz € y. Therefore, there are a € = and b ¢ y with a < b.

Claim. a < b implies R[p(a)] C p(b).

Proof.[Proof of Claim| Let v € R[p(a)]. Then there is u € (a) with uRwv.
Therefore, a € u and Tu C v. Since a < b, we have b € v, s0 v € ©(b). Thus,
Rlp(a)] € ¢(b). O

We set U = ¢(a) and V = X — (b). Then U is an open neighbourhood of z,
V' is an open neighbourhood of y, and R[U] NV = &. Thus, by Lemma[7.3.2 R
is a closed relation on X, which completes the proof. U

7.3.6. DEFINITION. For i = 1,2, let (B;, <;) € Sub and let (X;, R;) = (B;, <i)x-
For a morphism h : By — By in Sub, let h, : Xy — X; be given by h.(z) =
h=1(z).

7.3.7. LEMMA. If h is a morphism in Sub, then h, is a morphism in StR.

Proof. By Stone duality, h, is a well-defined continuous map. Suppose z,y € Xs
with 2Ryy. Then Tyx Cy. Let b e T1h 1 (z). So there is a € h™'(z) with a < b.
Since h is a morphism in Sub, we have h(a) <, h(b). Therefore, h(b) € T,2. This
implies h(b) € y. Thus, b € h™'(y), yielding 1127 (z) € h~'(y). Consequently,
h, is a stable continuous map, hence a morphism in StR. U

7.3.8. DEFINITION. Define (—). : Sub — StR as follows. If (B, <) € Sub, then
(B,<). = (X,R), and if h is a morphism in Sub, then h, = h~!. Applying
Lemmas [7.3.5| and [7.3.7] it is straightforward to verify that (—), is a well-defined
contravariant functor.

For a topological space X, let Clop(X) be the set of clopen subsets of X. Then
it is well known and easy to see that Clop(X) is a Boolean algebra with respect
to the set-theoretic operations of union, intersection, and complement.

7.3.9. DEFINITION. For (X, R) € StR, let (X, R)* = (Clop(X), <), where U <
V iff R[U] C V.

7.3.10. LEMMA. If (X, R) € StR, then (X, R)* € Sub.

Proof. Since R[@]| = @, it is clear that < satisfies (S1). That < satisfies (S2) is
obvious. From R[U U V] = R[U]U R[V] it follows that < satisfies (S3). Finally,
as U C V implies R[U] C R[V], we obtain that < satisfies (S4). Thus, R is a
subordination on Clop(X), and hence (X, R)* € Sub. O
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7.3.11. DEFINITION. Fori = 1,2, let (X;, R;) € StR and let (B;, <;) = (X;, R;)*.
For a morphism f : X; — X5 in StR, let f* : Clop(X3) — Clop(X;) be given by
f(U) = f1U).

7.3.12. LEMMA. If f is a morphism in StR, then f* is a morphism in Sub.

Proof. It follows from Stone duality that f* is a Boolean homomorphism. Let
U,V € Clop(X3) with U <5 V. Then Ry[U] C V. This implies f~!(Ry[U]) C
(V). Since f is a stable map, by Lemma [7.3.3 Ri[f~1(U)] C f~H(R.[U)).
Therefore, By[f~(U)] € f~Y(V). Thus, f~1(U) < f~*(V), and hence f* is a
morphism in Sub. Il

7.3.13. DEFINITION. Define (—)* : StR — Sub as follows. If (X, R) € StR,
then (X, R)* = (Clop(X), <), and if f is a morphism in StR, then f* = f~'.
Applying Lemmas [7.3.10 and [7.3.12] it is straightforward to see that (—)* is a
contravariant functor.

7.3.14. LEMMA. Let (B, <) € Sub and let ¢ : B — (B.)* be the Stone map.
Then a < b iff p(a) < ¢(b).

Proof. Let a,b € B with a < b. By the Claim in the proof of Lemma [7.3.5] this
implies R[o(a)] € ¢(b), so ¢(a) < ¢(b). Next suppose that a £ b. Then b ¢ Ta.
Since < is a subordination, it is easy to see that Ta is a filter. Therefore, by the
ultrafilter theorem, there is an ultrafilter « such that Ta C 2z and b ¢ x.

Claim. Ta C z implies that there is an ultrafilter y such that a € y and Ty C z.
Proof.[Proof of Claim| Let F' = ta and [ = B — 2. Then F'is a filter containing
a and [ is an ideal. We show that TF NI =@. If c € TF NI, then ¢ € I and
there is d € F with d < ¢. Therefore, a < d < ¢ and ¢ ¢ z. Thus, a < ¢, so
¢ e Taand ¢ ¢ x. This yields ta ¢ x, a contradiction. Consequently, the set
Z consisting of the filters G satisfying a € G and TG Cuis nonempty because
F € Z. 1t is easy to see that (Z, C) is an inductive set, hence by Zorn’s lemma,
Z has a maximal element, say y. We show that y is an ultrafilter. Suppose
c,—c ¢ y. Let Fy be the filter generated by {c} Uy and F; be the filter generated
by {—c} Uy. Since F; and F, properly contain y, they do not belong to Z, so
TFl, TFQ ¢« x. This gives dy,dy € y and e ¢ x such that ¢ A dy,—c A dy < e.
By (S3) and distributivity, (¢ V —¢) A (¢ V do) A (dy V —¢) A (dy V dy) < e. But
(cV=e)A(eVdy) A(dyV—e)A(dy Vdy) €y, s0ee Ty Ca The obtained
contradiction proves that y is an ultrafilter. Since y € Z, we have a € y and
Ty C z, which completes the proof of the claim. O

It follows from the Claim that there is y € B, such that y € ¢(a) and yRx.
Therefore, © € R[p(a)]. On the other hand, x ¢ ¢(b). Thus, R[p(a)] Z ¢(b),
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yielding p(a) £ ¢(b). O

For a Stone space X, define ¢ : X — (X*). by ¢(z) = {U € Clop(X) : x € U}.
It follows from Stone duality that ¢ is a homeomorphism.

7.3.15. LEMMA. Let (X, R) € StR and let ¢ : X — (X*). be given as above.
Then xRy iff ¥(x)Ry(y).

Proof. First suppose that zRy. To see that i (x)Ry(y) we must show that
T(x) C p(y). Let V e Tep(z). Then there is U € ¢(z) with U < V. Therefore,
z €U and R[U CV. Thus, y € V, so T¢(z) C ¢(y), and hence 1 (x)Rip(y).
Conversely, suppose that (z,y) ¢ R. Since X has a basis of clopens and R
is a closed relation, by Lemma there exist a clopen neighbourhood U of x
and a clopen neighbou rhood W of y such that R[U]NW =@. Set V=X —W.
Then U € ¢(z), V ¢ ¢(y), and R[U] C V. Therefore, U <V, so V e Ti(z), but

V ¢ ¥(y). Thus, (Y(v),9(y)) & R. O

7.3.16. THEOREM. The categories Sub and StR. are dually equivalent.

Proof. By Definition [7.3.8, (=), : Sub — StR is a well-defined contravariant
functor, and by Definition [7.3.13] (—)* : StR — Sub is a well-defined contravari-
ant functor. By Stone duality and Lemmas[7.3.14] and [7.3.15} each (B, <) € Sub
is isomorphic in Sub to ((B, <).)* and each (X, R) € StR is isomorphic in StR
to ((X, R)*).. That these isomorphisms are natural is easy to see. Thus, Sub is
dually equivalent to StR. U

7.3.17. REMARK. As follows from Example [7.2.3] there is a 1-1 correspondence
between subordinations and precontact relations on a Boolean algebra B. There-
fore, each precontact algebra (B,d) can be represented as (Clop(X),dg), where
(X, R) is the dual of (B, <s) and UdgV iff R[U] NV # @. This yields the rep-
resentation theorem of [58, Thm. 3]. In fact, this representation theorem can be
generalized to a full categorical duality. Let PCon be the category of precon-
tact algebras and Boolean homomorphisms h satisfying h(a) d h(b) implies a 0 b.
Then an obvious generalization of Example [7.2.3] gives that the categories Sub
and PCon are isomorphic. Thus, by Theorem [7.3.16, PCon is dually equivalent
to StR.

7.4 Subordinations, strict implications, and Jénsson-
Tarski duality

In this section, we show that on objects the duality of the previous section can
also be derived from the generalized Jénsson-Tarski duality.
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7.4.1. DEFINITION. Let B be a Boolean algebra and let 2 be the two-element
Boolean algebra. We call a map —: B x B — 2 a strict implication if it satisfies

M) 0—=a=a—1=1.
(I12) (aVb) wc=(a—c)N(b—c).
(I13) a = (bA¢c)=(a—b)A(a— c).

7.4.2. EXAMPLE. Let < be a subordination on a Boolean algebra B. Define
—2:Bx B —2by

e 1 ifa=<b,
@7<9%7 1 0 otherwise.

It is easy to see that —_ is a strict implication. Conversely, if —: B x B — 2 is
a strict implication, then define < ,C B x B by

a<_biff a—b=1.

It is straightforward to see that <_, is a subordination on B. Moreover, a < b iff
a < band a = b=a —-, b Thus, there is a 1-1 correspondence between
subordinations and strict implications on B.

This observation opens the door for obtaining the duality for subordinations from
Jénsson-Tarski duality [98]. Let A, B, C' be Boolean algebras and X, Y, Z be their
Stone spaces, respectively. Suppose that f: A x B — C is a map. Following the
terminology of [141], we call f a meet-hemiantimorphism in the first coordinate
provided

e f(0,0) =1,
e f(aVvb,c)= fla,c)N f(b,c);
and a meet-hemimorphism in the second coordinate provided
e f(a,1)=1,
o fla,bNc)= f(a,c) N f(b,c).

By the generalized Jénsson-Tarski duality [79, 141], such maps are dually de-
scribed by special ternary relations S C X x Y x Z. For z € Z, let

Szl i={(z,9) € X xY : (w,y,2) € S},
and for U € Clop(X) and V' € Clop(Y'), let
Os(U,V):={2€Z: (Ve e X)(VyeY)[(z,y,2) €eS=ax¢UoryeV|}.
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7.4.3. DEFINITION. We call S C X XY x Z a JT-relation (Jonsson-Tarski re-
lation) provided

(JT1) SYz] is closed for each z € Z,
(JT2) Og(U,V) is clopen for each U € Clop(X) and V' & Clop(Y).

By the generalized Jénsson-Tarksi duality [79] 141], the dual ternary relation
SCXxYxZof f: Ax B— Cis given by

(x,y,2) € Siff (Va € A)(Vb € B)(f(a,b) € zimpliessa ¢ zorbey); (7.1

and the dual map f : Clop(X) x Clop(Y) — Clop(Z) of S C X x Y x Z is given
by

Now let — be a strict implication on a Boolean algebra B. By Definition [7.4.1]
— is a meet-hemiantimorphism in the first coordinate and a meet-hemimorphism
in the second coordinate. Let X be the Stone space of B. The Stone space of
2 is the singleton discrete space {z}, where z = {1} is the only ultrafilter of 2.
Therefore, the dual ternary relation S C X x X x {z} of — is given by

(x,y,2) € S iff (Va,b € B)(a — b=1implies a ¢ x or b € y).
The ternary relation S gives rise to the binary relationR C X x X by setting
rRy iff (z,y,1) € S.

If < is the subordination corresponding to the strict implication —, then a < b
iff a — b = 1. Therefore, the binary relation R is given by

xRy iff (Va,b € B)(a < b implies a ¢ x or b € y).

7.4.4. PROPOSITION. Let < be a subordination on a Boolean algebra B, and let
(X, R) be the dual of (B, <). Then Tx Cy iff (Va,b € B)(a < b implies a & = or
bey).

Proof. First suppose that T C y. Let a < band a € x. Then b € Tx, sobey.
Conversely, suppose (Va,b € B)(a < b implies a ¢ x or b € y). If b € T2, then

there is a € z with a < b. Therefore, y € B, and hence Tz C y. U
Applying Proposition then yields
xRy iff Tz Cy.

Consequently, the dual binary relation R of a subordination < can be described
from the dual ternary relation S of the corresponding strict implication. In fact,



7.5. Modally definable subordinations and Esakia relations 163

if S C X x X x{z} is a JT-relation, then (JT2) is redundant, while (JT1) means
that R is a closed relation.

The converse is also true. Given a closed relation R on a Stone space X,
define the ternary relation S C X x X x {z} by

(z,y,2) € S iff zRy.

Since R is a closed relation, S satisfies (JT1), and S satisfies (JT2) trivially, hence
S is a JT-relation. Let —: Clop(X) x Clop(Y) — 2 be the corresponding strict
implication. Then

U1 — 1 1f(Vx§X)(VyEY)(ny:>x§§UoryeV)

0 otherwise.
7.4.5. PROPOSITION. Let X be a Stone space, R be a closed relation on X, and
U,V € Clop(X). Then R[U] CV iff (Vx,y € X)(zRy impliesx ¢ U ory € V).

Proof. First suppose that R[U] CV, 2Ry, and x € U. Theny € R[U],soy € V.
Conversely, suppose that (Vz,y € X)(zRy implies x ¢ U or y € V). If y € R[U],
then there is x € U with zRy. Therefore, y € V| and hence R[U] C V. O

If < is the subordination corresponding to —, then it follows from Proposi-
tion that U < V iff R[U] C V iff U — V = 1. This shows that on objects
our duality for subordinations is equivalent to a special case of the generalized
Jonsson-Tarski duality.

7.5 Modally definable subordinations and Esakia
relations

In this section, we show that modally definable subordinations dually correspond
to Esakia relations, and derive the well-known duality between the categories of
modal algebras and modal spaces from the duality of Section 3.

7.5.1. DEFINITION. Let X be a Stone space. We call a binary relation R on
X an Esakia relation provided R[z] is closed for each x € X and U € Clop(X)
implies R~![U] € Clop(X).

7.5.2. REMARK.

1. Let V(X) be the Vietoris space (cf. of X. It is well known (see,
e.g., [64]) that R is an Esakia relation iff the map pr : X — V(X) given
by p(z) = Rlz] is a well-defined continuous map. Because of this, Esakia
relations are also called continuous relations.
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2. It is easy to see that Esakia relations are exactly the inverses of binary
JT-relations with the same source and target (see, e.g., [79]). Inverses of
binary JT-relations with not necessarily the same source and target were
first studied by Halmos [92].

It is a standard argument that each Esakia relation is closed, but there exist
closed relations that are not Esakia relations. In fact, for a closed relation R on
a Stone space X, the following are equivalent:

1. R is an Esakia relation.
2. U € Clop(X) implies R7'[U] € Clop(X).
3. U open implies R™![U] is open.

Therefore, Esakia relations form a proper subclass of closed relations, hence cor-
respond to special subordinations. We show that they correspond to modally
definable subordinations. Our proof is a generalization of [22, Lem. 5.6].

7.5.3. LEMMA.

1. Suppose that (B, <) € Sub and (X, R) = (B, <).. If < is modally definable,
then R is an Fsakia relation.

2. Suppose that R is an Esakia relation on a Stone space X and (B, <) =
(X, R)*. Then < is modally definable.

Proof. (1) Suppose that < is modally definable and [ is the largest element of
{beB:b=<a}.

Claim. p(0za) = X — R7'X — p(a)].

Proof.[Proof of Claim] We have z € X — R™'[X — p(a)] iff R[z] C ¢(a). This
is equivalent to (Vy € X)(T:v Cy = a € y). Since Tz is a filter, by the ultra-
filter theorem, it is the intersection of the ultrafilters containing it. Therefore,
the last condition is equivalent to a € Tz. Because [l is the largest element of
{b € B:b < a}, this is equivalent to 0. a € x, which means that z € ¢(Oza).
Thus, p(0za) = X — R71X — ¢(a)]. O

Now, let U € Clop(X). Then X — U € Clop(X), so there is a € B with
¢(a) = X — U. Therefore, p(0a) = X — R7X — p(a)] = X — R7!U]. This
yields X — R7'[U] € Clop(X), so R7![U] € Clop(X). Since R is also a closed
relation, we conclude that R is an Esakia relation.

(2) Let U € Clop(X). We show that X — R7'[X — U] is the largest ele-
ment of {V € Clop(X) : V < U}. Let y € R[X — R™'[X — U]]. Then there
is v € X — R7YX — U] with zRy. From x € X — R7}X — U] it follows that
R[z] C U. Therefore, y € U, yielding X — R™'[X — U] < U. Suppose that
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V € Clop(X) with V- < U. Then R[V] CU,s0o V C X — R7!'[X — U]. Thus,
X — R7'[X — U] is the largest element of {V &€ Clop(X) : V < U}, and hence <
is modally definable. O

We recall that a modal space is a pair (X, R), where X is a Stone space and
R is an Esakia relation on X. Modal spaces are also known as descriptive frames.
They are fundamental objects in the study of modal logic as they serve as dual
spaces of modal algebras (see, e.g., [41} 107, [30]).

Let MSSt be the category whose objects are modal spaces and whose mor-
phisms are continuous stable morphisms. Let also MSub be the full subcategory
of Sub consisting of the objects (B, <) of Sub in which < is modally definable.
It is an immediate consequence of Theorem and Lemma that MSub
is dually equivalent to MSSt.

But modal logicians are more interested in p-morphism rather than stable
morphisms since they dually correspond to modal algebra homomorphisms. We
recall that a modal homomorphism is a Boolean homomorphism A : B; — Bs such
that h(0ya) = Oyh(a). We also recall that a p-morphism is a stable morphism
f: X1 — Xy such that f(x)Ryy implies the existence of z € X; with 2R,z and
f(2) =y (cf. Definition[2.5.2] Let MA be the category whose objects are modal
algebras and whose morphisms are modal homomorphisms, and let MS be the
category whose objects are modal spaces and whose morphisms are continuous
p-morphisms. (Note that MS is not a full subcategory of MSSt.) It is a standard
result in modal logic that MA is dually equivalent to MS. We next show how to
obtain this dual equivalence from our results.

Let h : By — By be a morphism in MSub. For a € By, let [;a be the largest
element of {z € By : © <y a}, and for b € By, let Lyb be the largest element
of {y € By : y <2 b}. Since Uya < a, we have h((ya) <2 h(a). Therefore,
h(Oya) <y Oyh(a). Conversely, suppose that h is a Boolean homomorphism
satisfying h(0ya) <5 Osh(a) for each a € By. Let a,b € By with a <; b. Then
a <y Oyb. Therefore, h(a) <o h(O1b) <5 Oyh(b). Thus, h(a) <5 h(b), and h is a
morphism in MSub.

We call a morphism A in MSub a modal homomorphism if h(ya) = Osh(a).
Let MSub™ be the category whose objects are the objects of MSub and whose
morphisms are modal homomorphisms. Then MSub™ is a non-full subcategory
of MSub. From Examples [7.2.4] and [7.2.6| and the discussion above it is evident
that MSub™ is isomorphic to MA.

We show that MSub™ is dually equivalent to MS. For this, taking into ac-
count the dual equivalence of MSub and MS3t, it is sufficient to see that if i is a
morphism in MSub™, then h, is a morphism in MS, and that if f is a morphism
in MS, then f* is a morphism in MSub™. This is proved in the next lemma,
which generalizes [22, Lem. 5.7].

7.5.4. LEMMA.
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1. Let (By, <1),(Ba,<2) € MSub™ and h : By — By be a morphism in
MSub™. Then h, is a morphism in MS.

2. Let (X1, R1), (X2, Ry) € MS and [ : X1 — X3 be a morphism in MS. Then
f* is a morphism in MSub™.

Proof. (1) From the dual equivalence of MSub and MSS* we know that h,
is continuous and stable. Suppose that h,(z)Ryy. Then 1,2 '(z) C y. Let
F' be the filter generated by Toz U h(y) and let I be the ideal generated by
h(By —y). If FN I # o, then there exist a € Toz, b € y, and ¢ ¢ y such
that a Ay h(b) <5 h(c). Therefore, a <y h(b —; ¢). From a € Tox it follows
that there is d € x with d <3 a. So d <y Osa. But a <y h(b —; ¢) implies
DQCI/ <5 Dgh(b —1 C) = h(Dl(b —1 C)) This y1€ldS D1<b —1 C) S h_l(.??), SO
b —1 ¢ € T1h~'(x) C y, which is a contradiction since b € y and ¢ ¢ y. Thus,
FNI = @, and by the ultrafilter theorem, there is an ultrafilter z containing
F and missing I. From T,z C z it follows that 2Ryz, and from h(y) C z and
h(B; —y) Nz = & it follows that h~!(z) = y. Consequently, there is z such that
xRyz and h,(z) =y, yielding that h, is a morphism in MS.

(2) From the dual equivalence of MSub and MS®* we know that f* is a
Boolean homomorphism satisfying U <5 V implies f*(U) <; f*(V) for each
U,V € Clop(X3). Therefore, f*(U) <y Oy f*(U) for each U € Clop(X3). Sup-
pose that z € Oy f*(U). Then Ry[x] C f~Y(U), so f(Ry[z]) € U. Since f is
a bounded morphism, f(R;[z]) = Rs[f(x)]. Therefore, Ry[f(x)] C U, yielding
f(z) € OU. Thus, x € f~(0U). This implies that f*(0,U) = O, f*(U) for
each U € Clop(X3), hence f* is a morphism in MSub™. O

As a consequence, we obtain that MSub™ is dually equivalent to MS, and
since MSub™ is isomorphic to M A as a corollary, we obtain the well-known dual
equivalence of MA and MS. Below we summarize the results of this section.

7.5.5. THEOREM.
1. MSub is dually equivalent to MSSt.
2. MSub™ is isomorphic to MA.

3. MSub™ is dually equivalent to MS, hence MA is dually equivalent to MS.

7.6 Further duality results

In modal logic, modal algebras corresponding to reflexive, transitive, and/or sym-
metric modal spaces play an important role. In this section, we characterize those
(B, <) € Sub which correspond to (X, R) € StR with R reflexive, transitive,
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and/or symmetric. Since there is a 1-1 correspondence between subordinations
and precontact relations, these results are similar to the ones given in [60, 58],
but our proofs are different.

7.6.1. LEMMA. Let (B, <) € Sub and let (X, R) be the dual of (B, <).
1. R is reflexive iff < satisfies (S5).
2. R is symmetric iff < satisfies (S6).
3. R is transitive iff < satisfies (S7).

Proof. (1) First suppose that R is reflexive. Let a,b € B with a < b. By
Lemma w(a) < (b), so Rlp(a)] C ¢(b). Since R is reflexive, p(a) C
Rlp(a)]. Therefore, R[p(a)] C ¢(b) implies p(a) C ¢(b). Thus, a < b, and hence
< satisfies (S5). Next suppose that < satisfies (S5). Let 2 € X and a € Ta.
Then there is b € x with b < a. This, by (S5), yields b < a, so a € x. Therefore,
T2 C 2, which means that zRz. Thus, R is reflexive.

(2) Suppose that R is symmetric. Let a,b € B with a < b. By Lemma(7.3.14]
Rlp(a)] € ¢(b). We show that R[X — ¢(b)] € X — ¢(a). Let x € R[X — ¢(b)].
Then there is y ¢ ¢(b) with yRx. Since R is symmetric, zRy. If z € ¢(a),
then y € R[p(a)], so y € ¢(b), a contradiction. Therefore, x ¢ ¢(a), and hence
R[X—¢(b)] € X —¢(a). This implies R[p(-b)] C ¢(—a). Applying Lemmal7.3.14]
again yields =b < —a. Thus, < satisfies (S6). Conversely, suppose that < satisfies
(S6). Let x,y € X with zRy. Then T2 C y. Suppose a € Ty. So there is b € y
with b < a. By (S6), —a < —b. Since Tz C y and —b ¢ y, we see that —a ¢ =.
Therefore, as x is an ultrafilter, a € x, yielding Ty C z. Thus, yRx, and hence R
is symmetric.

(3) Suppose that R is transitive. Let a,b € B with a < b. Then R[p(a)] C
©(b). Therefore, p(a) € X — R X — p(b)]. Denoting X — R7[X — ¢(b)] by
Ore(b), we obtain ¢(a) C Ogrp(b). Since R is transitive, Orp(b) € OrOgre(b).
This implies p(a) C OrOrp(D), so Rlp(a)] € Orp(b). Because R is a closed re-
lation, R[p(a)] is closed and Orp(b) is open. Thus, as X is a Stone space, there
is clopen U with R[p(a)] C U C Ogp(b). But U = ¢(c) for some ¢ € B. The first
inclusion gives ¢(a) < ¢(c) and the second yields ¢(c) < ¢(b). Consequently,
there is ¢ € B with a < ¢ < b, and < satisfies (S7). Conversely, suppose that
< satisfies (S7). Let z,y,z € X with xRy and yRz. Then fo Cyand Ty C 2.
Suppose a € Tz. Then there is b € z with b < a. By (S7), there is ¢ € B with
b<c<a. Fromb<candb€x,wehavec€Tx,hencecéy. But then ¢ < a
yields a € Ty, so a € z. Thus, xRz, and hence R is transitive. O

7.6.2. REMARK. Let (B, <) € Sub and let (X, R) be the dual of (B, <). Lemmal7.6.1]
shows that axioms (S5), (S6), and (S7) correspond to elementary conditions on
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R. Developing a general theory which characterizes the class of axioms for sub-
ordinations corresponding to elementary conditions on R is closely related to the
field of Sahlqvist correspondence theory. A Sahlqvist correspondence for logics
corresponding to precontact algebras is developed in [5].

7.6.3. DEFINITION.

1. Let SubK4 be the full subcategory of Sub consisting of the (B, <) € Sub
that satisfy (S7).

2. Let SubS4 be the full subcategory of Sub consisting of the (B, <) € Sub
that satisfy (S5) and (S7).

3. Let SubS5 be the full subcategory of Sub consisting of the (B, <) € Sub
that satisfy (S5), (S6), and (S7).

Clearly SubS5 is a full subcategory of SubS4, and SubS4 is a full subcate-
gory of SubK4.

7.6.4. DEFINITION.

1. Let StR*™ be the full subcategory of StR. consisting of the (X, R) € StR,

where R is transitive.

2. Let StR° be the full subcategory of StR consisting of the (X, R) € StR,
where R is a quasi-order (that is, R is reflexive and transitive).

3. Let StR®? be the full subcategory of StR consisting of the (X, R) € StR,
where R is an equivalence relation.

Clearly StR°? is a full subcategory of StR°, and StR9° is a full subcategory
of StR**. The next theorem is an immediate consequence of Theorem [7.3.16| and
Lemma [7.6.1]

7.6.5. THEOREM.
1. SubK4 is dually equivalent to StR*.
2. SubS4 is dually equivalent to StR°.

3. SubS5 s dually equivalent to StR9.

7.6.6. REMARK. We recall (see, e.g., [58]) that a precontact algebra (B, ) is a
contact algebra if it satisfies the following two axioms:

(P4) a # 0 implies a ¢ a.
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(P5) a § b implies b ¢ a.

Let Con be the full subcategory of PCon consisting of contact algebras. By
Example [7.2.3] it is straightforward to see that (P4) is the J-analogue of axiom
(S5), while (P5) is the d-analogue of axiom (S6). Therefore, Con is isomorphic to
the full subcategory of Sub whose objects satisfy axioms (S5) and (S6). Thus, by
Theorem[7.3.16)and Lemmal[7.6.1], Con is dually equivalent to the full subcategory
of StR consisting of such (X, R) € StR, where R is reflexive and symmetric.

7.6.7. REMARK. We recall that a modal algebra (B, ) is a K4-algebra if Oa <
OCa for each a € B; a K4-algebra is an S4-algebra if Cla < a for each a € B; and
an S4-algebra is an S5-algebra if a < OQa for each a € B. Let K4, S4, and S5
denote the categories of K4-algebras, S4-algebras, and S5-algebras, respectively.

We also let TRS be the category of transitive modal spaces, QOS be the cat-
egory of quasi-ordered modal spaces, and EQS be the category of modal spaces,
where the relation is an equivalence relation. Then it is a well-known fact in
modal logic that K4 is dually equivalent to TRS, S4 is dually equivalent to
QOS, and S5 is dually equivalent to EQS. These results can be obtained as
corollaries of our results as follows.

Let SubK4™, SubS4™, and SubS5™ be the subcategories of SubK4, SubS4,
and SubS5, respectively, where morphisms are modal morphisms. It is then clear
that SubK4™ is isomorphic to K4, SubS4™ is isomorphic to S4, and SubS5™
is isomorphic to S5. It is also obvious that SubK4™ is dually equivalent to TRS,
SubS4™ is dually equivalent to QOS, and SubS5™ is dually equivalent to EQS.
The duality results for K4, S4, and S5 follow.

7.7 Lattice subordinations and the Priestley sep-
aration axiom

An interesting class of subordinations is that of lattice subordinations of [22]. In
this section, we show that a subordination < on a Boolean algebra B is a lattice
subordination iff in the dual space (X, R) of (B, <), the relation R is a Priestley
quasi-order. The duality result of [22] Cor. 5.3] follows as a corollary.

We recall that a lattice subordination is a subordination < that in addition
satisfies

(S9) a<b= (FceB)(c<c&ka<c<h).

By [22, Lem. 2.2], a lattice subordination satisfies (S5) and (S7). In addition,
since c is reflexive, in the above condition, a < ¢ < b can be replaced by a < ¢ < b.
Therefore, a lattice subordination is a subordination that satisfies (S5) and a
stronger form of (S7), where it is required that the existing c is reflexive.
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If < is a lattice subordination on B, then as follows from the previous section,
in the dual space (X, R), we have that R is a quasi-order. But more is true.
Let (X, R) be a quasi-ordered set. We call a subset U of X an R-upset provided
x € U and xRy imply y € U. Similarly U is an R-downset if x € U and yRx
imply y € U. We recall (see, e.g., [134, 26]) that a quasi-order R on a compact
Hausdorff space X satisfies the Priestley separation axiom if (x,y) ¢ R implies
that there is a clopen R-upset U such that z € U and y ¢ U. If R satisfies
the Priestley separation axiom, then we call R a Priestley quasi-order. Each
Priestley quasi-order is closed, but the converse is not true in general [143, 26]. A
quasi-ordered Priestley space is a pair (X, R), where X is a Stone space and R is a
Priestley quasi-order on X. As was proved in [22, Cor. 5.3], lattice subordinations
dually correspond to Priestley quasi-orders. To see how to derive this result from
our results, we will use freely the following well-known fact about quasi-ordered
Priestley spaces:

If A, B are disjoint closed subsets of a quasi-ordered Priestley space (X, R),
with A an R-upset and B an R-downset, then there is a clopen R-upset U con-
taining A and disjoint from B.

7.7.1. LEMMA. Let < be a subordination on B and let (X, R) be the dual of
(B, <). Then R is a Priestley quasi-order iff < satisfies (S9).

Proof. First suppose that R is a Priestley quasi-order. Let a,b € B with a < b.
By Lemma [7.3.14] R[¢(a)] C ¢(b). Therefore, R[p(a)] N (X — (b)) = &. Since
R[p(a)] is an R-upset, this yields R[p(a)]N R[X — ¢(b)] = @. As R[p(a)] and
R7[X — ¢(b)] are disjoint closed sets with R[¢(a)] an R-upset and R™'[X — ¢(b)]
an R-downset, there is a clopen R-upset U containing R[p(a)] and disjoint from
R X — p(b)]. But U = ¢(c) for some ¢ € B. Since U is an R-upset, R[p(c)] C
p(c), s0 ¢ < c. As p(a) C Rlp(a)] € ¢(c), we have a < c. Finally, since ¢(c) is
disjoint from R™'[X — ¢(b)], we also have ¢(c) N (X — (b)) = &, so ¢(c) C ¢(b),
and hence ¢ < b. Thus, < satisfies (39).

Next suppose that < satisfies (S9). Then < satisfies (S5) and (S7), hence R
is a quasi-order. Let x,y € X with (z,y) ¢ R. Then T2 ¢ y. Therefore, there
are a,b € B with a € x, a < b, and b ¢ y. By (S9), there is ¢ € B with ¢ < ¢
and a < ¢ < b. From ¢ < ¢ it follows that R[p(c)] C ¢(c), so ¢(c) is a clopen
R-upset of X. Since a € x and a < ¢, we have ¢ € x,s0 x € p(c). Asc <b
and b ¢ y, we also have ¢ ¢ y, hence y ¢ p(c). Thus, there is a clopen R-upset
¢(c) such that = € p(c) and y ¢ (c), yielding that R is a Priestley quasi-order. [J

Let LSub be the full subcategory of Sub consisting of the (B, <) € Sub,
where < is a lattice subordination. Let also QPS be the full subcategory of StR
consisting of quasi-ordered Priestley spaces. It is an immediate consequence of our

results that the dual equivalence of Sub and StR restricts to a dual equivalence
of LSub and QPS. Thus, we arrive at the following result of [22], Cor. 5.3].
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7.7.2. THEOREM. LSub is dually equivalent to QPS.

7.8 Irreducible equivalence relations, compact
Hausdorft spaces, and de Vries duality

In this final section we introduce irreducible equivalence relations, Gleason spaces,
and provide a “modal-like” alternative to de Vries duality. We recall [57] that
a compingent algebra is a pair (B, <), where B is a Boolean algebra and < is a
binary relation on B satisfying (S1)—(S8). In other words, a compingent algebra
is an object of SubS5 that in addition satisfies (S8). It follows from our duality
results that the dual of (B, <) € SubS5 is a pair (X, R), where X is a Stone
space and R is a closed equivalence relation on X. Since X is compact Hausdorff
and R is a closed equivalence relation on X, the factor-space X /R is also compact
Hausdorff. In order to give the dual description of (S8), we recall that a continuous
map f : X — Y between compact Hausdorff spaces is irreducible provided the
f-image of each proper closed subset of X is a proper subset of Y.

7.8.1. DEFINITION. We call a closed equivalence relation R on a compact Haus-
dorff space X irreducible if the factor-map w: X — X/R is irreducible.

7.8.2. REMARK. Clearly a closed equivalence relation R on a compact Hausdorff
space X is irreducible iff for each proper closed subset F' of X, we have R[F] is
a proper subset of X. If X is a Stone space, then an immediate application
of Esakia’s lemma ([64], 24]) yields that we can restrict the condition to proper
clopen subsets of X.

7.8.3. LEMMA. Let (B, <) € SubS5 and let (X, R) be the dual of (B, <). Then
the closed equivalence relation R is irreducible iff < satisfies (S8).

Proof. First suppose that R is irreducible. Let a € B with a # 0. Then
v(a) # &, so X — p(a) is a proper closed subset of X. Since R is irreducible,
R[X — ¢(a)] is a proper subset of X. Therefore, X — R[X — ¢(a)] # &, and as
R[X — p(a)] is closed, X — R[X — ¢(a)] is open. As X is a Stone space, there is
a nonempty clopen subset U of X contained in X — R[X — ¢(a)]. But U = ¢(b)
for some b € B. Since U # @, we have b # 0. As p(b) C X — R[X — ¢(a)] and R
is an equivalence relation, R[¢(b)] C ¢(a). Thus, there is b # 0 with b < a, and
so < satisfies (S8).

Next suppose that < satisfies (S8). Let F' be a proper closed subset of X.
Then X — F'is a nonempty open subset of X. Since X is a Stone space, there is
a nonempty clopen set contained in X — F'. Therefore, there is a € B — {0} with
p(a) € X — F. By (S8), there is b € B — {0} with b < a. Thus, R[p(b)] C ¢(a).
As R is an equivalence relation, this yields ¢(b) C X — R[X — ¢(a)] € X — R[F].
So R[F] C X — ¢(b). Since b # 0, we see that X — (b) is a proper subset of X,
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hence R[F] is a proper subset of X. Consequently, R is irreducible. O

Let Com be the full subcategory of SubS5 consisting of compingent algebras;
that is, Com consists of the objects of SubS5 that in addition satisfy (S8). Let
also StR'®4 be the full subcategory of StR®4 consisting of the pairs (X, R), where
R is an irreducible equivalence relation on a Stone space X. The above results
yield:

7.8.4. THEOREM. Com is dually equivalent to StRI®9.

We recall that a space X is extremally disconnected if the closure of every
open set is open. We call an extremally disconnected Stone space an ED-space.
(Equivalently, ED-spaces are extremally disconnected compact Hausdorff spaces.)
It is well known that a Boolean algebra B is complete iff its Stone space X is
an ED-space. Since a de Vries algebra is a complete compingent algebra, the
duals of de Vries algebras are pairs (X, R), where X is an ED-space and R is an
irreducible equivalence relation on X.

7.8.5. DEFINITION. We call a pair (X, R) a Gleason space if X is an ED-space
and R is an irreducible equivalence relation on X.

Our choice of the name is motivated by the fact that Gleason spaces arise
naturally by taking Gleason covers [78] of compact Hausdorff spaces. Indeed,
suppose X is compact Hausdorff and (Y, ) is the Gleason cover of X, with
7 :Y — X the canonical irreducible map. Then Y is an ED-space. Define R on
Y by zRy iff m(x) = 7(y). Since 7 is an irreducible map, it is easy to see that R is
an irreducible equivalence relation on Y, hence (Y, R) is a Gleason space. In fact,
each Gleason space arises this way because if (Y, R) is a Gleason space, then as R
is a closed equivalence relation, the factor-space X :=Y/R is compact Hausdorff.
Moreover, since R is irreducible, the factor-map 7 : Y — X is an irreducible map,
yielding that (Y, ) is (homeomorphic to) the Gleason cover of X [78]. Thus, we
have a convenient 1-1 correspondence between compact Hausdorff spaces and
Gleason spaces, and both dually correspond to de Vries algebras.

It is an easy consequence of (M1) and (M3) in Definition that a de Vries
morphism h also satisfies h(1) = 1. Therefore, each de Vries morphism is a meet-
hemimorphism [92]. Let X be the Stone space of A and Y be the Stone space of
B. As follows from [92], meet-hemimorphisms h : A — B are dually characterized
by relations r C Y x X satisfying r[y] is closed for each y € Y and r~[U] is clopen
for each clopen U C X. In [92] such relations are called Boolean relations.

7.8.6. REMARK.

1. In [92] Halmos worked with join-hemimorphisms, which generalize the modal
operator ¢, while meet-hemimorphisms generalize the modal operator [.
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2. Boolean relations are exactly the inverses of binary JT-relations, and if
X =Y, then Boolean relations are Esakia relations (see Remark [7.5.2(2)).

We recall that the dual correspondence between h: A — B andr CY x X is
obtained as follows. Given h : A — B, define r C Y x X by setting

(y,x) € riff (Va € A)(h(a) € y = a € x).
Conversely, given 7 : Y x X, define h : Clop(X) — Clop(Y') by setting
h(U)=Y —r'[X = U].

In order to simplify notation, instead of (y,z) € r, we will often write yrz. We

also set
O0U =Y —r '[X = U].

Thus, h(U) =0,U.
7.8.7. DEFINITION. Suppose r CY x X.
1. We say that r is cofinal provided (Vy € Y)(Jz € X)(yrz).

2. We say that r satisfies the forth condition provided

Vy,y € V)V, 2" € X)(yRy' & yrz & y'ra’ = zRx').

3. We say that r satisfies the de Vries condition provided

(VU € Clop(X))(r " (U) = int(r*R™[U])).

7.8.8. LEMMA. Let (A, <) and (B, <) be de Vris algebras, (X, R) be the dual
of (A, <), and (Y,R) be the dual of (B,<). Suppose h : A — B is a meet-
hemimorphism and r CY x X is its dual.

1. h satisfies (M1) iff r is cofinal.
2. h satisfies (M3) iff r satisfies the forth condition.

3. h satisfies (M4) iff r satisfies the de Vries condition.
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Proof. (1) We have h(0) = 0 iff J,(@) = @, which happens iff ![X] = Y. This
in turn is equivalent to (Vy € Y)(3x € X)(yrz). Thus, h satisfies (M1) iff r is
cofinal.

(2) First suppose that h satisfies (M3). Let y,4/ € Y and z, 2’ € X with yRy/,
yrz, and y'ra’. To see that xRz’ we must show that Tz C 2. Let b € Tz. Then
there is a € x with a < b. By (M3), =h(—a) < h(b). Since a € x, we have —a ¢ x.
As yrz, this yields h(—a) ¢ y. Because y is an ultrafilter, —h(—a) € y. Therefore,
h(b) € Ty. Since yRy, this gives h(b) € 3. Thus, by y'ra’, we obtain b € /, so
xRz'. Consequently, r satisfies the forth condition.

Next suppose that r satisfies the forth condition. Let a,b € A with a < b.
Then Rlp(a)] € ¢(b). We have p(=h(-a)) = r~[p(a)] and @(h(b)) = Orp(b).
Therefore, to see that —h(—a) < h(b), it is sufficient to show that R[r*[¢(a)]] C
O,0(b). Let v/ € R[r~[p(a)]]. Then there are x € p(a) and y € Y with yRy’
and yrz. Suppose ' € X with y/'rz’. So yRy', yrx, and y'ra’, which by the
forth condition gives xRz’. Therefore, 2’ € R[p(a)], yielding 2’ € ¢(b). Thus,
y' € O,(b). Consequently, R[r~![p(a)]] € O,¢(b), and hence h satisfies (M3).

(3) We recall that if S C A, then ¢(\/ S) = U{¢(s) : s € S}. Therefore, for
each a € A, we have p(h(a)) = O,¢(a) and

e(\{ht) b <a}) = (D) : Rlp(0)] € p(a)}
= (O : (b) € Orepl(a)}
= 0O0,0grp(a).

Thus, h satisfies (M4) iff O,¢(a) = O,0gp(a) for each a € A. This is equivalent
to Y —r U] =Y —int(r ' R7U]) for each U € Clop(U). This in turn is equiv-
alent to r~ U] = int(r~'R™[U]) for each U € Clop(U), yielding that h satisfies
(M4) iff r satisfies the de Vries condition. 4

7.8.9. DEFINITION. Let (Y, R) and (X, R) be Gleason spaces. We call a relation
r CY x X a de Vries relation provided r is a cofinal Boolean relation satisfying
the forth and de Vries conditions.

As follows from Lemma[7.8.8 de Vries relations dually correspond to de Vries
morphisms. As with de Vries morphisms, because of the de Vries condition, the
composition of two de Vries relations may not be a de Vries relation. Thus, for
two de Vries relations 1 C X7 x X5 and ry X X5 X X3, we define roxry C X7 X X3
as follows. Let hy : Clop(X3) — Clop(X;) be the dual of r; and hy : Clop(X3) —
Clop(X3) be the dual of 5. Let hy = hy % hy be the composition of h; and hy
in the category DeV of de Vries algebras. Then hg : Clop(X3) — Clop(X;) is a
de Vries morphism. Let r3 C X; x X3 be the dual of hsz, and set r3 = 1y * 1.
With this composition, Gleason spaces and de Vries relations form a category we
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denote by Gle. We also let KHaus denote the category of compact Hausdorff
spaces and continuous maps. The following is an immediate consequence of the
above observations.

7.8.10. THEOREM. Gle s dually equivalent to DeV, hence Gle is equivalent to
KHaus.

Thus, Gle is another dual category to DeV. This provides an alternative
more “modal-like” duality to de Vries duality.

7.8.11. REMARK. The functor ® : Gle — KHaus establishing an equivalence
of Gle and KHaus can be constructed directly, without first passing to DeV.
For (X, R) € Gle, let &(X,R) = X/R. Clearly X/R € KHaus. For r : Y x X
a morphism in Gle, let ®(r) = f, where f : Y/R — X/R is defined as follows.
Let m : X — X/R be the quotient map. Since r is cofinal, for each y € Y there
is x € X with yrz. We set f(n(y)) = w(x), where yrz. Since r satisfies the
forth condition, f is well defined, and as r is a Boolean relation, f is continuous.
Thus, f is a morphism in KHaus. From this it is easy to see that ® is a functor.
We already saw that there is a 1-1 correspondence between Gleason spaces and
compact Hausdorff spaces. The functor & is full because for each continuous
function f : Y — X between compact Hausdorff spaces, f = ®(r), where r is
the de Vries relation corresponding to the de Vries dual of f. Finally, the functor
is faithful because among the cofinal Boolean relations r that satisfy the forth
condition and yield the same continuous function f : Y — X in KHaus, there
is the largest one, which satisfies the de Vries condition. Consequently, by [121],
Thm. IV.4.1], ® : Gle — KHaus is an equivalence.

7.9 Conclusion

In this chapter, we discussed duality for Boolean algebras with subordination
relations. We showed that the category of Boolean algebras with subordinations
and subordination preserving Boolean homomorphisms is dually equivalent to the
category of Stone spaces with closed relations and continuous stable maps. As a
particular instance of our duality we obtained a new duality for de Vries algebras
(that is, Boolean algebras with compingent relations). We also showed how to
derive the de Vries duality between de Vries algebras and compact Hausdorff
spaces from our duality.

Next step in this research is to develop logical calculi for the dualities discussed
in this chapter. Balbiani et al. [0 [7] already have a number of interesting results
in this direction. We aim to continue logical investigations of compact Hausdorff
spaces via Boolean algebras with relations in a forthcoming in a future work.
Another interesting direction would be to develop a topological correspondence
theory which characterizes the class of axioms for subordinations corresponding
to elementary conditions on the dual relation R on the topological space.






Chapter 8

Sahlqvist preservation for topological
fixed-point logic

In this chapter, which is based on [29], we study correspondence and canonicity
for modal fixed-point logic beyond the zero-dimensional setting of Stone spaces.
By topological fixed-point logic, we mean a family of fixed-point logics that ad-
mit topological interpretations, and where the fixed-point operators are evaluated
with respect to these topological interpretations. We concentrate on a variant of
topological fixed-point logic whose models are modal compact Hausdorff spaces
(MKH-spaces for short). These spaces were introduced in [24] as a generaliza-
tion of modal spaces (descriptive frames), which are central order-topological
structures appearing in modal logic. In [24], duality and various properties of
MKH-spaces were studied for positive modal languages without any fixed-point
operators. [27] studied topological fixed-point logic based on descriptive p-frames.
This is a restricted class of modal spaces (descriptive frames) that admits a topo-
logical interpretation of fixed-point operators. In this chapter, we investigate
topological semantics of fixed-point operators (we consider only the least fixed-
point operator) similar to the ones discussed in [27], but in the framework of
MKH-spaces of [24]. This way the methods of [27] are extended to a wider class
of models and the language of [24] is expanded by incorporating (topological)
fixed-point operators.

Modal spaces, which are dual to Boolean algebra with operators, also ad-
mit a coalgebraic representation. The Vietoris space of closed sets of a Stone
space [156], is a standard construction in topology. The construction naturally
extends to an endofunctor on a Stone space. It turns out that the category of
modal spaces and continuous p-morphisms, is isomorphic to the category of coal-
gebras for the Vietoris functor on the category of Stone spaces and continuous
maps [1l 112]. The Vietoris functor, however, can be defined in the more general
setting of compact Hausdorff spaces. An MKH-space is defined as a concrete
realization of the Vietoris functor on a compact Hausdorff space. In particular,
an MKH-space is a tuple (W, R) where W is a compact Hausdorff space and R

177



178 Chapter 8. Sahlquist preservation for topological fixed-point logic

is a continuous relation on W, meaning the corresponding map from W to its
Vietoris space is continuous. An example of an MKH-space is the interval [0, 1]
with the binary relation <. It is well known that [0, 1] is compact and Hausdorff,
but not zero-dimensional. In [24] modal compact regular frames and modal de
Vries algebras were introduced as the algebraic structures dual to MKH-spaces,
and a Sahlqvist preservation and correspondence result for the positive modal
language was proved.

In this chapter, we advance the study of MKH-spaces by extending the positive
modal language of [24] with fixed-point operators. We introduce and compare the
different semantics of positive modal language extended with a least fixed-point
operator over MKH-spaces. In modal spaces formulas are evaluated as clopen
(both closed and open) sets. Note that clopen subsets, in general, do not form
a complete lattice. Thus, there may exist fixed-point formulas that cannot be
interpreted on a modal space as an intersection of clopen pre-fized points. To
overcome this, descriptive mu-frames (modal mu-spaces) were introduced in [3]
as those descriptive frames that admit a topological interpretation of the least
fixed-point operator. The main motivation to study this semantics is that every
axiomatic system of modal mu-calculus is complete with respect to descriptive
mu-frames [3]. Moreover, powerful Sahlqvist correspondence and completeness
results hold for mu-calculus over descriptive mu-frames [27]. Unlike descriptive
frames, every least fixed-point formula can be interpreted in an MKH-space as
the interior of the intersection of open pre-fixed points. This makes MKH-spaces
a natural candidate to study the topological semantics of fixed-point operators.

The key contributions of this chapter is a Sahlqvist preservation theorem for
topological fixed-point logic over MKH-spaces. We define a Sahlqvist sequent
in our language. By preservation, we mean the following: a Sahlqvist sequent
in the language of positive modal logic with a least fixed-point operator is valid
under arbitrary open assignments if, and only if, it is valid under arbitrary set-
theoretic assignments. Since we are no longer in the setting of zero-dimensional
spaces, the Sahlqvist preservation result in [27] fails for the clopen semantics
for the fixed-point operator. We overcome this by introducing an alternative
topological semantics where the pre-fixed point of a map f is defined as an open
set U such that f(U) C U, where U is the topological closure of a set U. We
call such sets topological pre-fixed points. This alternative interpretation of fixed-
point operators is different from the classical fixed-point operators, and thus
enhances their expressivity. The alternative interpretation can be used for other
(topological) interpretations of fixed-point operators (e.g., in logics for spatial
reasoning).

The fixed-point is then computed as an intersection of all topological pre-fixed
points. For this new semantics and shallow modal formulas we prove an analogue
of Esakia’s lemma, from which our preservation result follows immediately. We
show that the new semantics has a nice algebraic counterpart when restricted
to shallow modal formulas. Finally, we also show that the Sahlqvist sequent in
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our language has a frame correspondent in FO + LFP, which is the first-order
language extended with fixed-point operators with topological interpretations.
We also provide a few examples of Sahlqvist sequence and their corresponding
FO + LFP-formulas on MKH-spaces.

Finally, we note on an unfortunate overlap of terminology in modal logic and
point-free topology: the meaning of the term “frame” in modal logic differs from
its meaning in point-free topology. By now both terms are well established in
the modal logic and point-free topology literature. We follow these standard
terminology hoping that it will not generate confusion. In particular, in Section
4 of the chapter we use the term “frame” in the context of point-free topology
and in Section 6 we refer to “frame conditions” which have a standard meaning
in the modal logic literature.

The chapter is organized as follows: in Section 2, we introduce preliminary
definitions on Vietoris construction and MKH-spaces. In Section 3 we introduce
and compare different semantics of the least fixed-point operator over MKH-
spaces. In Section 4 we look into the algebraic semantics for our language. In
Section 5 we show the Esakia’s lemma and Sahlqvist preservation theorem. In
Section 6, we prove a correspondence theorem for Sahlqvist sequents followed by
examples in Section 7. We conclude and present directions for future research in
Section 8.

8.1 Preliminaries

In this section, we recall a few preliminary definitions and results.

8.1.1. DEFINITION. Let C be a category and let 7 : C — C be an endofunctor.
A T-coalgebra is a pair (X,0), where ¢ : X — T X is a morphism in C. A
morphism between two coalgebras (X, o) and (X', ¢’) is a morphism f in C such
that the following diagram commutes:

X X'
| b
TX TX

Tf

8.1.2. DEFINITION. For a topological space W and U C W an open set, consider

the sets
OU ={F CW: Fisclosed and FF C U}

QU ={F C W : Fisclosed and FNU # @}.
Then the Vietoris space V(W) of W is defined to have the closed sets of W as
its points, and the collection of all sets JU, QU , where U C W is open, as a
subbasis for its topology.
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It is a standard result in topology that if W is a Stone space, then so is V(W)
(see, eg., [62], p. 380). Let Stone be the category of Stone spaces and continuous
maps. The Vietoris construction V extends to a functor V : Stone — Stone,
which sends a Stone space W to V(W) and a continuous map f : W — Y to V(f)
where V(f)(F) = f[F] for all closed sets ' C W. In considering V-coalgebras,
note that if R is a relation on W, then pr : W — P(W) given by pr(w) = R[w]
is a well-defined continuous map from W to V(W) iff (W, R) is a modal space.
This leads to the following theorem.

8.1.3. THEOREM ([I, 112], 64]). MS is isomorphic to the category of V-coalgebras
on Stone.

It is known that the Vietoris functor can be defined in the more general
setting of compact Hausdorff spaces (see, e.g., [62], p.244). The category of
compact Hausdorff spaces and continuous maps is denoted by KHaus. The
Vietoris construction yields a functor V : KHaus — KHaus where a continuous
map f: W — Y is taken to V(f) with V(f)(F) = f[F] for all closed sets F* C W.
It is natural to consider coalgebras for this functor. We first define the notion of
a continuous relation on a compact Hausdorff space.

8.1.4. DEFINITION. A relation R on a compact Hausdorff space W is point
closed, if the relational image R[w] is a closed set for each w € W. Further,
R is continuous if it is point closed and the map pr : W — V(W), taking a point
w to R[w] is a continuous map from the space W to its Vietoris space V(W). In
other words, R is continuous if (X, pg) is a Vietoris coalgebra.

8.1.5. PROPOSITION. ([24]) A relation R on a compact Hausdorff space W is
continuous iff R satisfies the following conditions:

1. RJw] is closed for each w € W.
2. R7'F] is closed for each closed F C W.

3. R7YU] is open for each open U C W.

8.1.6. DEFINITION. A modal compact Hausdorff space or an MKH-space is a
tuple (W, R) such that W is a compact Hausdorff space and R is a continuous
relation on W. Let MKHaus be the category of MKH-spaces and continuous
p-morphisms.

8.1.7. THEOREM ([24]). MKHaus is isomorphic to the category of V-coalgebras
on KHaus.
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8.2 Topological fixed-point semantics

In this section, we discuss various semantics for the modal mu-calculus on modal
compact Hausdorff spaces. We restrict our language to positive modal logic.
Given a set Prop of countably infinite propositional variables, the modal mu-
formulas in our language are inductively defined by the following rule

p:=L|T|pleAe|eVe|dp|Op|pze

where p, x € Prop. Note that we have only the least fixed-point operator in our
language. An occurrence of x in ¢ is said to be bound if it is in the scope of
a px, and free, otherwise. We interpret formulas in our language over MKH-
spaces. Given an MKH-space (W, R), let F C P(W) be such that (F,C) is a
sublatticd’| of (P(W),C). That is, @, W € F and if U,V € F, then UNV € F
and UUV e F. We denote the (infinite) meets and joins in F by A7 and \/7,
respectively. If (F, C) is complete, then infinite meets and joins always exist. As
we will see below, /\]E and \/JT may differ from set-theoretic intersection and union.
An assignment h is a map from the set of propositional variables Prop to F. For
each modal mu-formula ¢, we denote by [[go]]f, the set of points satisfying ¢ under
assignment h. Given S C W, let (R)(S) = R7![S] and [R](S) = W\(R™{W\S]).
We define the semantics of a modal mu-formula ¢, by induction on the complexity
of formulas as follows:

[, = o

[T, = W,

[l = hip),
[eneln = lely N vy,
[evelr = lely v vy,

[0y = (R)Iely),
[Oel;, = [RI(el).

where p € Prop.

Let o(z,p1,...,pn) be a modal mu-formula. The semantics of ¢ is defined
for all assignments h using the definition above. For a fixed assignment h, ¢
and h give rise to a map f,, : F — F defined by f,,(U) = [[gp]]fg, where
UeF,hY(z) =U and hY(y) = h(y) for each propositional variable y # . Since
we have restricted our language to positive modal formulas, f,; is a monotone
map with respect to the inclusion order. Assume that (F,C) is a complete

lattice. Therefore, by the Knaster-Tarski theorem (cf. Theorem [5.1.1)), f,, 5 has a

'Note that this requirement is not essential (see Remark , but it always holds in the
examples that we consider in this chapter. So we find it convenient to make this restriction.
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least fixed-point. We define [[;LIQO]]{L: to be the least fixed-point of f, 5, which, is
computed as follows

]:

[uxely, = N{U € F: [elhw C U}

A set U € F such that [¢ ]]hU C U is called a pre-fized point.
Note that the powerset (P(W), C) is a complete lattice where meets and joins
are set-theoretic intersections and unions. Therefore, if 7 = P (W), then

[naell" = (U e PW) : [l c U},

In the complete lattice (CI(WW), C) of closed sets of a topological space, infinite
meets are intersections and infinite joins are the closure of the union. Thus, if

F = Cl(W), then

[naely™ = (U e QW) : [l ™) c U}

Finally, in the complete lattice (Op(W), C) of open sets of a topological space
infinite meets are the interior of the intersection and joins are unions. Thus, if
F = Op(W), then

[pael? ™) = e (VU € 0p(W) : [) 2™ C U}),

where Int is the interior operator.

If 7 =P(W), then [[]]h]: is called classical or set-theoretic semantics. If F =
CI(W), then [.]J7 is called closed semantics, and if F = Op(W), then [.]J] is
called open semantics. The assignment h is called a set-theoretic assignment if
h(p) € P(W), closed if h(p) € CI(W), and open if h(p) € Op(W), for each
p € Prop.

The following example illustrates how to compute modal mu-formulas in
MKH-spaces.

8.2.1. EXAMPLE. Consider the interval [0,1] C R with the subspace topology.
It is an example of a compact Hausdorft space which is not totally disconnected.
The only clopen sets are [0, 1] and @. Consider the relation < on this space which
gives, < [a] = [a, 1], which shows that < is point closed. Also, for an open set
U C [0, 1] with supremum b we have (<)U = [0, b), which is open in the subspace
topology. Checking that (<) of a closed set is closed is similar. Therefore, the
relation < satisfies the conditions of the Proposition which shows ([0, 1], <)
is an MKH-space. Moreover, it is not a modal space.

Consider a modal mu-formula, px(pV Qx) with the open assignment of p given
by h(p) = (3, %). The valuation for the formula is given by

[na( pv 02)IpP™) = Int (U € Op(W) : hi(p) U{S)U € U}).
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As noted above, for an open set U C [0, 1] with supremum b we have (<)U = [0, b).
The only open sets U which satisfy h(p) U (<)U C U, are the ones which are of
the form [0,b) and contain h(p). The interior of the intersection of all such sets
will be the set [0, %), which is the least fixed-point of the formula.

8.2.2. REMARK. The requirement that (F,C) is a complete lattice is not nec-
essary for interpreting fixed-point operators. It is sufficient to demand that the
meet of the sets of type {U € F : [¢]iy C U}, for each ¢ and h, exist in F.
The lattice (F, C) may not be complete, but such meets may still exist in F. For
example, for a modal space (W, R) the lattice (Clop(1V), C) of its clopen sets may
not be complete. Descriptive mu-frames are those modal spaces where meets
of the sets of type {U € F : [[go}]fg C U}, for each ¢ and h, are clopen, see
e.g., [3] and [27]. They provide completeness for any axiomatic system of modal
mu-calculus. Moreover, a version of Sahlqvist theorem holds for descriptive mu-
frames [27]. We view MKH-spaces as generalizations of descriptive mu-frames.
Similarly the results in this chapter generalize the results of [27] to the case of

MKH-spaces.

8.2.3. REMARK. Also, note that the regular open (closed) sets of a topological
space form a complete Boolean algebra [62]. These sets provide important topo-
logical structures for interpreting modal mu-formulas. Note that these Boolean
algebras are not sublattices of the powerset Boolean algebra, see e.g., [62]. As
already noted in the footnote in the previous page, the demand that (F,C) is
a sublattice of the powerset, is made only for convenience and could be eas-
ily dropped in order to accommodate interesting examples such as regular open
(closed) sets. Since we do not consider regular open and closed sets in this chap-
ter, we are going to keep this restriction.

The key property of MKH-spaces is that modal operators [1 and ¢ can be
interpreted on open sets. The next theorem shows that modal mu-formulas can
also be interpreted on open sets of an MKH-space.

8.2.4. THEOREM. The open semantics of modal mu-formulas is well-defined, that
ey - Op(W)
is, if h is an open assignment, then [¢], 18 an open set, for any modal mu-

formula .

Proof. The proof is by induction on the complexity of ¢. In the base case, when
o=T,L orpée Prop, [[go]]gp(w) is an open set, since &, W are open sets and h(p)
is an open assignment. For the induction step if ¢ = @1 V @9 or ©1 A @, [[go]]?p(w)
is also open since finite intersection and union of open sets is open. If ¢ = (),
[0w] 2P = (R)([¢]9"™), which is open by Proposition as [P is
open by induction hypothesis. The case when ¢ = [ is similar and uses the fact
that [R|U is open for an open U. Finally, if ¢ = paxt), since we define the seman-

tics of px1 to be equal to the interior of an intersection of open sets, [[(p]]gp(w)
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will be an open set. U

In order to simplify the notation, instead of [yo(ps, ... ,pn)]]flr with h(p;) =
Us;, 1 < i < n, we will sometimes simply write ¢(Uy, ..., U,)” orjust p(Uy,...,U,)
if it is clear from the context. We now show that the semantics for pxy defined
above, gives the least fixed-point of (.

8.2.5. LEMMA. Let (W, R) be an MKH-space, F C P(W) a complete lattice and
h such an assignment that [[go]]flT € F for each modal mu-formula p. Then the
valuation function is monotone, that is, for U,V € F such that U C V', for every

modal mu-formula, [[go]]th c [[90]]th-

Proof. The above lemma can be proved by induction on the complexity of the
formula . The basic modal cases are well known. For the case when ¢ = uy,
we want to show that for U C V we have [[/Lylp]],]:z] - [[,uyw]]fv. By induction

hypothesis, we have [[w]]fg - [[w]]hfg This means that for each C' € F, if [[w]]i;, C
C, then [¢];y € C. Therefore, A{C : [¢]}c € C} € N{C: [¢]je C C}, where

f=hY and g = hY. Hence, [[ua:w]]fg C [[,um/}]]f;/, and [[gp]]fg C [[gp]]fg. O
8.2.6. THEOREM. For a modal mu-formula o, the map given by (U — [[(p]]gg(w)),

where h is an open assignment, has the least fized-point [[/mgo]]gp(w).

Proof. We know that Op(W) is a complete lattice, and [[@]]SE(W) is monotone

as shown in the previous lemma. Therefore, from the Knaster-Tarski theorem, it
follows that [[ux@]]gp(w) is its least fixed-point.
O

8.2.1 Open fixed-point semantics

In this section, we focus on the open semantics for the least fixed-point operator.
We first prove the following theorem which shows that if we restrict ourselves
to open assignments, the interpretation of any modal mu-formula under the set-
theoretic semantics is the same as in the open semantics.

8.2.7. THEOREM. Let (W, R) be an MKH-space and h be an open assignment.
Then, for each for each modal mu-formula ¢, [[cp]]f(w) = [[gp]]gp(w).

Proof. We prove the lemma by induction on the complexity of formulas. The
cases o = T or L, o = 1 Ay or p1 Vs, ¢ = Qv or LY are obvious. Now
assume ¢ = pxyy and suppose the result holds for . We let f,, and gy, be a

map such that fy,(U) = [W]]OP(W) and gy, (U) = [W]]P(W)'

hU hU
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We have seen earlier that the least fixed-point can also be computed as the
limit of the following increasing sequence of sets,

@ C fun(@) C fi,(2) C ... fin(2)...

3 C gpn(2) C gi,h(g) C...gin(@)...

By the induction hypothesis fy,,(U) = gypn(U), for each U € Op(W). So
fon(@) = g3,(@), for each n € w. As h is an open assignment, each f7, (@) is
an open set. So their join is just the union. Thus, f7,(9) = U,c, for(9) =
Unew 90.4(9) = g7, (). Continuing this process transfinitely we obtain that

for each ordinal o we have f3,(9) = g ,(2). This implies that [[M:xw]]gp(w) =

[uay]y ™.
[

Note that the above theorem holds only when h is open. In the following
we will be dealing with assignments that in general are not open. For such
assignments, the above theorem may not hold as Example below shows.

8.2.8. EXAMPLE. Consider the interval I = [0,1] C R with the subspace topol-
ogy. Note that this is an MKH-space. We compute the fixed-point of the modal
mu-formula ¢ = piz(pV x) on this interval with an assignment (p) = [3, ) which
is not open. It is easy to see that the least fixed-point of ¢, with the set-theoretic
semantics is [%, %) In case of open semantics, the least fixed-point is the interval
(%, %) So, this example shows that, if the assignment is not open, then the least
fixed-point of a modal mu-formula may not be the same in set-theoretic and open

semantics.

We now show that the semantics of the least fixed-point operator simplifies in
the case of open semantics and open assignments. To this end, we define a new
semantics |||}, where F C P(W) is complete. It agrees with [-] on all clauses
except for the one for the fixed-point operator which we define as follows

lpzelly = (U € F: |lelliy S U}

8.2.9. LEMMA. Let (W, R) be an MKH-space, F C P(W) a complete lattice, and
h be an assignment such that ||g0]|f € F for every modal mu-formula p. Then
the valuation function is monotone, that is, for U,V € F such that U C V', for
every modal mu-formula ¢, ||g0||:g - ||<,0||i¥

Proof. Similar to the proof of Lemma [8.2.5 O
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8.2.10. THEOREM. Let (W, R) be an MKH-space and F C P(W) be a complete
sublattz'c. If h is an arbitrary assignment such that [[(,0]]2T € F for each modal
mu formula @, then [l = |||l for each modal mu-formula ¢.

Proof. We prove the theorem by induction on the complexity of . Suppose
¢ = pxyp. By induction hypothesis, [[w]]flE = ||¢||] for any assignment h such
that [¢], € F. From definition, [uzy[; = A"{U € F : [l C U} Since
[uxy], C U for each pre-fixed point U € F and [¢) ]]hU = ||1/J||hU,

[pavly (U € F: |l¢lly S U} = [|uzy]lf.

For the converse inclusion, let U be a pre-fixed point of ¢ with respect to the
semantics || - ||. By induction hypothesis, U is a pre-fixed point of 1) with respect
to the semantics [-]. Using Lemma|8.2.5| the induction hypothesis and [uzt]] C
U, it follows that WHZ@*W“ C [¥ly, and ||@ZJ||@ C U. But this implies that

[l € N{U € F: Wiy € UY = [pag]y. Since [[¢]/pen = [ pen, it
follows that ||¢||}::[[qu]] is a pre-fixed point. Moreover, since ﬂ@b]]ﬁ#wﬂ € F, by our
induction hypothesis, leﬁuwﬂ belongs to F. Hence, (U € F : |[¢||/s CU} C

[uxy], . This finishes the proof of the theorem.
U

8.2.11. COROLLARY. Let (W, R) be an MKH-space. If h is an open assignment,
then

[ely™™) = (WU € 0p(W) : [plpe™ C U}
Proof. The result follows directly form Theorems [8.2.4] and 8.2.10| U

By Theorem the open semantics for open assignments coincides with
the classical semantics. However, in this chapter, we are more interested in the
topological semantics of fixed-point operators. Moreover, we aim at proving an
analogue of the Sahlqvist theorem of [27]. For this purpose, it is essential to prove
an analogue of Esakia’s lemma. As we will show in Section 5.1 Esakia’s lemma
fails for the open semantics considered above. We remedy this by introducing a
new topological semantics for fixed-point operators. For this we will first need to
recall from [24] the algebraic semantics and duality for MKH-spaces.

8.3 Algebraic semantics

A duality between compact Hausdorff spaces and compact regular frames was
established by Isbell [95] (see also [96]). In [24], Isbell duality was extended to

2By a complete sublattice, we mean a sublattice which is complete.
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a duality between modal compact Hausdorff spaces and modal compact regular
frames. We briefly recall this duality and later show that the duality extends to
the language of positive modal mu-calculus.

8.3.1. DEFINITION. A frame L is a complete lattice that satisfies a A \/ S =
N{aANs|se S} where S C L. It is compact if whenever \/ S = 1, there is a
finite subset 7' C S with \/ T = 1. A map f: L — M between frames is a frame
homomorphism if it preserves finite meets and arbitrary joins.

Suppose L is a frame. For each a € L there is a largest element of L whose
meet with a is zero, called the pseudocomplement of a and written —a. For a,b € L
we say a is well inside b and write a < b if ma Vb = 1. We say L is reqular if
a=\{b|b=<a}foreach a € L.

Given a topological space X, the collection Op(X) of all open sets of X is
a frame. For a continuous map f : X — Y between spaces, define Qf = f~!:
Op(Y) — Op(X). It can be checked that 2 is a contravariant functor from the
category of topological spaces to the category of frames. Given a frame L, a
filter F' C L is called complete if \/ A € F implies that there is a € A such that
a € F. The set pL of complete filters forms a topological space with the basis
a(a) ={z € pL |a € x} where a € L.

For a frame homomorphism h : L — M, the map ph : pM — pL sending a
x € pM to h™!(z) is well defined and continuous. p is a contravariant functor
between the category of frames and the category of topological spaces. The
functors €2 and p give dual equivalence when we restrict them to appropriate
subcategories.

8.3.2. THEOREM (ISBELL DUALITY [95] 96]). The functors Q@ and p provide a
dual equivalence between the category KHaus of compact Hausdorff spaces and
continuous maps and the category KRFrm of compact regqular frames and frame
homomorphisms.

8.3.3. DEFINITION. A modal compact reqular frame (abbreviated: MKR-frame)
is a triple L = (L,, ) where L is a compact regular frame, and [J, ¢ are unary
operations on L satisfying the following conditions.

1. O preserves finite meets, so 01 =1 and O(a A b) = Oa A 0.
2. { preserves finite joins, so 00 = 0 and O(a vV b) = Qa V Ob.
3. O(avd) <OaVOband Oa A Ob < O(aAD).

4. O, O preserve directed joins, so O \/ S = \/{0s | s € S},0OV S = V{Os |
s € S} for any up-directed S.
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For MKR-frames L = (L,0,0) and M = (M,0, ), an MKR-morphism from L
to M is a frame homomorphism h : L — M that satisfies h(Ca) = Oh(a) and
h(Qa) = Oh(a) for each a € L. Let MKRFrm be the category whose objects are
MKR-frames and whose morphisms are MKR-morphisms.

8.3.4. DEFINITION. ([24]) For M = (W, R) an MKH-space, QM = (Op(W), [R], (R)).
For a continuous p-morphism f : W — V between MKH-spaces (W, R) and
(W', R') define Qf : Op(W') — Op(W) by Qf = f~L.

8.3.5. DEFINITION. For £ = (L,, ) an MKR-frame, p£ = (W, R) where W =
pL and R is arelation on W defined by PRQ iff a € Q) implies Qa € P foralla € L
(alternatively, by Oa € P implies a € Q). For a modal frame homomorphism
h : L — M, between MKR-frames £ = (L,[0,0) and M = (M,, ) we define
ph:pM — pL as (ph) = h™ 1.

8.3.6. THEOREM ([24]). The functors Q2 and p defined above, provide a dual
equivalence between MKHaus and MKRFrm.

The positive modal mu-formulas in our language can be interpreted over a modal
compact regular frame £ = (L,,)). An algebra assignment h is a map from
propositional variables to L. The semantics of propositional connectives are given
in a standard way. The formulas [(Jp and Q¢ are interpreted using [J and ¢ in
L. Let h{ denote the map which agrees with h on all variables except for = and
which maps = to a. The semantics of uxry is given by

prely = N{a € L: [¢lng < a}.

Using the Knaster-Tarski theorem, it is easy to see that [uz ], is the least fixed-
point of the map given by (a + [¢]pa).

The next theorem shows that computing a modal mu-formula ¢ in (W, R) or
algebraically in its dual frame yields the same result.

8.3.7. THEOREM. Let (W, R) be an MKH-space and (Op(W),0, Q) be the dual

MKR-frame. For each modal mu-formula ¢ and open assignment h, we have
[(p]gp(W) _ ng]]gp(w)_

Proof. The proof is by induction on the complexity of ¢. For the propositional
and modal cases we refer to the modal Isbell duality in [24, Prop. 3.10]. If
© = pap(x,p1, ..., pn), by induction hypothesis []E = [[w]]fp(w). Let U={U €
Op(W) : [¢],v € U}. The result now follows from the fact that A\ U = Int( U),
which is true because in Op(W) the meet is the interior of the intersection. [

We now introduce an alternative semantics for puxy as follows.
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8.3.8. DEFINITION. Let (L,0, ) be an MKR~frame and h an assignment. For

each propositional and modal connective, the alternative semantics [.J is eaual
to the standard semantics = [.],. For a least fixed-point formula, we define

[,uw(p]{jl = /\{a €¢L:dbe L st. a<band [go]ﬁg <a}.
We will now define its topological counter-part.

8.3.9. DEFINITION. Let (W, R) be an MKH-space and h an open assignment.

Op(W)’ Op(W
]P0 = [ P

For each modal formula ¢ we let [ ) and we let

[[uxgp]]gp(w)/ = Int m{U € Op(W) : 3V € Op(W) s.t. U CV and [[@]]Sﬁ(w)/ CU}.

The next theorem shows that the two new interpretations of the fixed-point
operator coincide for MKH-spaces.

8.3.10. THEOREM. Let (W, R) be an MKH-space and (Op(W),0, ) be the dual
Op(W)" _ [[SO]]SP(W)I-

MKR-frame. For any modal mu-formula ¢ we have [¢],
Proof. We prove the theorem by induction on the complexity of . We only con-
sider the case ¢ = pa1p. First note that in the frame Op(W) for U,V € Op(W)
we have U < V iff U C V. The rest of the proof follows from duality and the fact
that meets in Op(1V) are the interior of the intersection. O

We will use this new algebraic interpretation of the fixed-point operator in the
next section. In particular, we will give yet another (topological) interpretation
of the fixed-point operator. But we will show that in some important cases the
topological and algebraic interpretations of the fixed-point operator coincide.

8.4 Sahlqvist preservation

In this section, we define Sahlqvist sequents in our language and prove a preser-
vation result for these sequents using Esakia’s lemma. We begin by introducing
an alternative topological semantics for the fixed-point operator.

8.4.1 An alternative fixed-point semantics

In case of classical modal logic, Esakia’s lemma shows that in modal spaces the
valuation of a positive formula ¢ on a closed set is equal to the intersection of
valuations of ¢ on clopen sets containing this closed set [64], [138]. This was
extended in [27] to positive modal mu-formulas and descriptive mu-frames. An
analogue of Esakia’s lemma for MKH-spaces and positive modal formulas was
proved in [24]. In the case of MKH-spaces clopen sets are replaced by open
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sets. First, we show that an analogue of Esakia’s lemma does not hold for the
open semantics defined in Section 3. This motivates the introduction of a new
topological semantics for fixed-point operators for which a fixed-point analogue
of Esakia’s lemma will be shown in Section B.4.2

8.4.1. EXAMPLE. Consider an MKH-space ([0,1], <) and a modal mu-formula
pz(pVz), such that h(p) = [3,1]. The least fixed-point of the formula is computed
as the interior of the intersection of those open sets U, for which h(p) U U C U,
or [3,1] U U C U. This is equal to the interior of [,1], which is (3, 1].

Let A={U € Op(W) : [5,1] CU}. Then [3,1] = A. Let ¢ = pa(pVx). If
Esakia’s lemma were true, we would have

1° W)
[px(p V ) hp(” ﬂ{[[/w p\/x]] ") U e A}
It is easy to check that with h'(p) = A € A, the least fixed-point of the formula
px(pV x) is equal to A itself. The intersection of all the least fixedpoints, or A’s
in this case, is the closed set [%, 1]. So, we have

(1/2,1] = [p v )5 2 (Wlpalp v )™ - U € A} = [1/2,1).

Therefore, Esakia’s lemma fails for modal mu-formulas for open semantics.

We remedy this by introducing an alternative semantics for the least fixed-
point operator. For an important class of modal mu-formulas this semantics will
coincide with the semantics introduced in the previous section. We first introduce
an alternative notion of a pre-fixed-point of a modal formula ¢.

8.4.2. DEFINITION. Let (W, R) be an MKH-space and h be an open assignment.

The Boolean and modal operators for the topological semantics [[go]]gp(w) are in-

terpreted in the same way as in the case of open semantics. Finally, for a formula
 with free variable x, we set

[paelg?™ =t (VU € Op(W) : [I ™ € U}),

where U is the closure of U.

The difference between topological and the open semantics is that the pre-

fixed points in the topological semantics are taken with respect to the closure of

a set. Sets U such that [[go]]ip(w

C U will be called topological pre-fixed points.

8.4.3. EXAMPLE. Consider the interval I = [0, 1] with the usual metric topol-
ogy. We compute the valuation of fixed-point operator according to the topo-
logical semantics defined above. Consider a modal mu-formula pz(p V x) and an
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open assignment h(p) = (3,%). As we saw in Example [8.2.1) [pz(p V @

(1/3,2/3). For the new semantics we have

Op(I
)]]hp( )

[pa(pV 2)]7 = Int (ﬂ{U e Op(I) : ((1/3,2/3)) UT C U}) .

It can be checked that the only open U C [0,1] which satisfies (3,2) UU C U,
is U = [0,1]. Now this is a pre-fixed point but not the least fixed-point, in the
sense that it is not the least open pre-fixed point. We have seen earlier in the
Example that the set (%, 2) is the least open pre-fixed point for the formula

33
pa(p V x).

The following lemma shows that the topological semantics [[go]]gp(w)

defined.

is well-

8.4.4. LEMMA. Let (W, R) be an MKH-space and h an open assignment. Then

for each modal mu formula ¢ [[go]]gp(w)

1S an open set.

Proof. We want to show that if we restrict ourselves to open assignments, then

the open semantics [[go]]fp(W) is an open set. It is easy to see this for the cases

when ¢ is a modal formula, since the valuation function is the same as in the

case of usual semantics. In the case when ¢ = px, [[go]]gp(w)

we define it to be the interior of intersection of sets U such that [[@D]]:ﬁp(w) cU.
D x

is still open since

The following lemma connects the topological semantics with the algebraic
semantics discussed in the previous section.

8.4.5. LEMMA. For an MKH-space (W,R), if Fi,..., F, are closed sets and

o(x1,...,x,) is a modal formul then [[gp]]:})fW)Fn is a closed set.
LY yeens Tn

Proof. The above lemma can be proved by induction on the complexity of .
For the base case when ¢ = p, L or T, the lemma follows trivially. If ¢ = @1V @9
or ¢1 A 9, the lemma holds since finite union and intersection of closed sets is
closed. If ¢ = Oy or ¢ = Q1) the lemma is true because of the conditions on R
in Proposition [8.1.5] U

8.4.6. THEOREM. For an MKH-space (W,R), U C W is a topological pre-fized
of a modal formula ¢(x) as defined above iff there exists an open V' such that

UCV and [[go]]}?"f(w) CU.

3 does not have any fixed-point operator
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Proof. Note that ¢ is a modal formula and does not contain any fixed-point
operators. The direction from right to left is easy If there is an open V' such that

U C V, by monotonicity, [[go]]Op(W) C ¢l hV( C U. For the converse direction,

since ¢(x) is a modal formula, Esakia’s lemma for positive modal formulas and
MKH-spaces ([24, Lemma 7.8]) holds for it. So, we have

°P<W> = (Il 19T C V' & V e Op(W)}.

hV'

Then, [¢] W) 7 implies that ({[¢ ]] :UCV &V eOp(W)} CU.

hg
As ¢ is a modal formula, [[go]]gvi(w) is a closed set using Lemma [8.4.5] Therefore,

/

T

by compactness of W, there is an open V with U C V such that [¢ ]] g ) cu.
But then [[gp]]op(W) - [[(p]]op( C U. So, we found V with U C V such that

104 hY

[M]hv cU. O

We restrict the syntax of modal mu-formulas so that we only have a modal
formula in the scope of a fixed-point connective.

8.4.7. DEFINITION. A shallow modal mu-formula is modal mu-formula such that
only a modal formula (without fixed-point operators) can occur in the scope of
the least fixed-point operator.

8.4.8. EXAMPLE. A simple example of a shallow modal mu-formula is px(OpVe).
We cannot have the formula pzupy(Op V ) A (Op V y) in our language since the
nesting of fixed-point operators is not allowed by the syntax, but we can have
pz(Op V) A py(Op Vv y). To see more concrete cases, one can check that the
computational tree logic (CTL), linear temporal logic (LTL) and propositional
dynamic logic (PDL) have shallow fixed-point connectives. For example, the
iteration diamond (a*) of the PDL can be expressed as the least fixed-point of
the modal formula p V (a)x, that is, pz (p V («)z). We note, however, that both
PDL and CTL do allow for nesting of operators, even if each operator is “shallow”.

The following theorem connects the topological semantics with the algebraic se-
mantics discussed in the previous section.

8.4.9. THEOREM. Let (W, R) be an MKH-space. Then for each shallow modal

mu-formula @, and an open assignment h, we have [[go]]gp(w) = [[go]]op(W)/.

Proof. We prove the lemma by induction on the complexity of the formula .
The only case that needs to be checked is ¢ = px1, where ¢ is a modal formula.
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But then by Theorem [8.4.6, and the definitions of [[go]]gp(w)

immediately obtain that [[,ua:w]]Op W) = [pap] P,

[] P

and , We

g

8.4.10. THEOREM. Let (W, R) be an MKH-space and h be an open assignment.

Then for each modal p-formula o(z), [[(p]]gp(w) is monotone. That is, for U C 'V,

s.t. U,V € Op(W)

UCV implies ﬂs@ﬂ%@’m - H@HZ@’(W)
Proof. We prove the lemma by induction on the complexity of ¢ and show the
induction step only for the case when ¢ = pyi(y, ). By induction hypothesis,
the lemma holds for v, that is, for all U,V C W and C € Op(WW), we have

UCV= [p]2W) C [y

c,U a,v
hyvz hy,z

= T[]l € O, then [I72S) C C

> {0l c oy e {0 ulEy

= N{C:[¢ ]]O"(W c cy cn{C: [w]%0" c ¢}

= Int (m{c [[ ] gg” C C}) C Int }Zrz}{o thxg C})

(0] (0]
= Huywﬂh§(w) C Huywﬂh§(w)-

cC}

)
T

g

We have already seen in the Example that the alternative semantics of

the formula pxe does not give the least fixed-point of . In the following lemma,

we show that if h is an open assignment, then [[;wgp]]gp(w), gives a pre-fixed point
of . This is similar to [27], where the semantics of the least fixed-point operator

is the standard semantics, which is not necessarily the least fixed-point.

8.4.11. THEOREM. The topological semantics for the fized-point operator [[ua:go]]Op(W)

under an open assignment h, gives a pre-fized point of the formula .

Proof. In order to show that [uxy(z,p1,. .. ,pn)}]]}?p(w) is a pre-fixed point, we
need to show that [ ]]OP(W C S, where S = Int (ﬂ{U € Op(W) : [[go]]oﬂ(w) C U})

Let U= {U € Op(W) : [[@]]SUP(W C U}. Since S CU C U, for all U € U, we have
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[ee™ ¢ [[w]]OPW C U. So [p]2™ € N{U € Op(W) : [l %) 7}, By

Lemma|8.4.4] [[go]]gsp( ) is open. So [[ ]]hs( ) C Int (ﬂ{U € Op(W) : [[go]]:Up(W)>

S. Therefore, S is a pre-fixed point.

ool

8.4.2 Esakia’s lemma

In this section, we work with only shallow modal mu-formulas. We prove an
Esakia’s lemma for MKH-spaces which will be used later to prove a Sahlqvist
theorem for the shallow modal fixed-point formulas. Let W be any set. Recall
that a set F C P(W) is downward directed if for each F,F" € T, there exists
F” € F such that F” C FNF'.

8.4.12. LEMMA (ESAKIA’S LEMMA). Let (W, R) be an MKH-space. Let F,
Fi,...,F, CW be closed sets and let A C Op(W) be a downward directed family
of open sets such that () A = F. Then, for each positive shallow modal ji-formula
o(z,x1,...,x,), we have

Op(W ﬂ{ Op W) Nox= A}

where, F = (Fy,...F,) and & = (z1,...,2,).
Proof. Throughout this pI‘OOf, we adopt the following simplified notation: we
use o(F, F) instead of [¢]° PV).

hF‘F

First, note that o(F, F) = Me(C, F) : C e A} follows from o(F,F) =
N{p(C,F) : C € A}, where C is the closure of C, as a result of the following
claim.

Claim. o(F,F) = ({¢(C,F):C € A}, implies o(F, F) = ({@(C,F) : C € A}.
Proof.[Proof of Claim| From Lemma [8.4.10, we have that ¢ is monotone. So,
if F C C CC, then o(F,F) C ¢(C,F) C »(C,F), which implies p(F, F)

N{p(C, F_’i) :C e A} C N{e(C, ﬁl C e A} Therefore, if we show o(F, F)
Mp(C,F): C e A}, we get o(F, F) =({p(C,F):C € A}

O inn

We show o(F, F) = N{¢(C,F) : C € A} by induction on the complexity of
@. For the cases not involving the fixed-point operator, we refer to the proof of
[24, Lemma 7.8]. For the case when ¢ = pzy)(x,y, Z), we need to show

pa(z, F,F) ﬂ{/m:w F):Ce A}

For each C' € A, we have F C C' C C, which implies pzi(z, F, ﬁ) C pxip(x, C, ﬁ)
using Lemma [8.4.10, Therefore, paip(z, F, F) C ({paw(z,C, F) : C € A}.
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For the other direction, suppose w € ({ua(z, C, F) : C € A}. This implies
that w € px(z,C, F), for each C € A. As a result,

we Tt (U € 0p(W) : (T, 0. F)  U}).

using the definition of the alternative semantics for the least fixed-point operator.
Therefore, there exists a neighborhood U,, of w such that U,, C (\{U € Op(W) :
(U, C,F) CUY}. So, for each C € A, and each V € Op(W) with »(V,C, F) C V
we have U,, C V.

Assume U € Op(W) is such that (U, F, F) C U. By the induction hypothe-
sis, (U, F, F = M{w(T, ﬁ) C e A}. Hence, {¢(U,C,F):Ce AL CU.
By Lemma 8.4.5, each (U, C,F ) is a closed set. Therefore, as U is open, by com-
pactness, there ex1st ﬁmtely many C1,...,C € A such that ﬂle YU, C;, F ) C
U. As A is downward directed, there exists a C € A such that ¢ € N, C;

which implies C € N, C; € N, C;

Finally, by Lemma 8.4.10, 1(U, C, F) C U which implies U,, C U. Therefore,
it follows that w € pxy(z, F, F).

g

8.4.13. COROLLARY. Let (W, R) be an MKH-space, F = (Fy,..., Fy),
G =Gy,...,Gy T W be closed sets and p(Z, ) be a modal mu-formula, where
Z=(r1,...,2,) and ¥ = (y1,...,yx). Then,

Op(W Op(W ,
1 el o = NI o Fi © Cr € Op(W),1 < i <}
2. [[gp]]Op ﬂ{[[go]] : B, C Gy e A1 < i < n}, where A; C

,,,,,,,,,,

Op(W ) is downward dzrected cmd N A; = F;, for each 1 <i <n.

Proof. The result follows from Lemma by a trivial induction. Il

8.4.14. REMARK. From the proof of the Esakia’s Lemma, one can see why do
we need to restrict our syntax to shallow modal mu-formulas. In order to use the
compactness property to get a finite intersection, from an infinite intersection, we

need the set S = [[w]]Op( to be closed. If ¢ contains fixed-points, S may not

U,C,F
z,y,T

necessarily be a closed set.

To see this let ¢ be the formula px(pV x). We consider the space N of natural
numbers with the discrete topology. The Alexandroff one-point compactification
aN of N is a compact Hausdorff (and also zero-dimensional) space. This space is
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obtained by adding oo to N. A set U is open in aN if U C N or U = V U {0}
for a cofinite subset V' C N. Let h(p) = {n € N: nis even} U {oo} be a closed
valuation. Then it is easy to check that the evaluation of the formula pz(p V x)
under the alternative semantics is equal to the set Int({n € N : n is even} U
{0}) = {n € N : niseven}. Obviously this is open but not a closed set.
This justifies why we work with shallow modal mu-formulas ensuring that ¢ does
not have any fixed-point operators and S is a closed set as a result of Lemma
[B.4.5] The above example underlines once again the non-standard nature of this
semantics. Note that in the standard semantics the evaluation of the formula
px(p V x) is equal to the evaluation of the atom p.

8.4.3 Sahlqvist formulas

In this section, we define a Sahlqvist formula and Sahlqvist sequent in our lan-
guage. We then prove a version of Sahlqvist preservation result using the Esakia’s
lemma proved in the previous section for shallow modal fixed-point logic. In fact,
with an analogue of the Esakia’s lemma at hand the proof follows the standard
patter of a proof of Sahlqvist theorem via topological frame see e.g., [138], [89],
[27], [75], [24]. Thus, we will only underline the main steps. The details can be
found in any of the above reference.

8.4.15. DEFINITION. Let (W, R) be an MKH-space and h an assignment. For

each formulas ¢ and v we say that ¢ F is true in W under h if [[cp]],?p(w) -

[[zb]]gp(w). We say that ¢ b 1 is topologically valid in (W, R) and write W = ¢ k9
if [o] 2P C [ 2P™) for each open assignment k. We say that ¢ F 1) is valid in

, and write ) (%) - or each assignment h.
W, R) and write MW - if [o] 2P C ] 9P £ h assi h

8.4.16. DEFINITION. Define (% = p and (0""!'p = O"p. Recall that a boxed
atom is a formula of the form (0" L, (1" T, or (0"p for some propositional variable

pand n > 0. A Sahlquist antecedent is obtained from boxed atoms by applying
A and O.

8.4.17. DEFINITION. A sequent ¢ b v is called a Sahlquist sequent if ¢ is a
Sahlqvist antecedent and v is a shallow modal mu-formula in our language.

8.4.18. THEOREM (SAHLQVIST PRESERVATION). Let (W, R) be an MKH-space
and @ 1 be a Sahlquist sequent. Then the following are equivalent.

1. W Eek.
2. MW = ¢ F 4.
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Proof.(Sketch) Obviously, (2) implies (1). Now suppose MW [~ ¢ F 1. Then
there exists a set-theoretic assignment f and a point w € W such that w €

[[goﬂ?p(w and w ¢ [¢ ]]OP(W) But since ¢ is Sahlqvist, there is a minimal closed

assignment ¢ such that w € [[go]]sp(w) and w ¢ [[Q/JJ]SP(W). By the Esakia lemma
[W]]SP(W)

there exists an open assignment h such that w ¢ . Finally, by mono-

tonicity, x € ﬂ@bﬂ}?p(w). Thus, W £ ¢ 1. O

8.5 Sahlqvist correspondence

The aim of this section is to show that every Sahlqvist sequent is equivalent to
a frame condition, which can be expressed in a first-order language with a least
fixed-point operator (FO + LFP). The language FO 4 LFP [61] has a countably
infinite set of variables, a binary relation symbol R, and a unary predicate P,
for each propositional variable p € Prop. A formula y in FO + LFP is said to
be an FO + LFP-frame condition if it does not contain free variables or predicate
symbols.

Let M = (W, R) be an MKH-space and h be an open assignment. We interpret
formulas in FO + LFP over (W, R), such that PM = h(p) € Op(W) for every
p € Prop. Let g be a first-order assignment of variables. The satisfaction of a
FO + LFP formula &, denoted by (M, h,g) = &, is defined in a standard way
using induction on . For a FO + LFP formula &(v, X), where v is a first-order
variable and X is a unary predicate, let hY denote the assignment of the variable
r to the set U and g denote the first-order assighment mapping variable v to
we W. Let F(U) = {w € W : (M,hV,g%) = £(v,X)}. The semantics of
(u(X,v)&(v, X)p))(u), can be defined as follows

(M, h,g) b (u(X,0)&(, X)) () iff gu) € Int ((J{U € Op(W) : F(T) € U})

8.5.1. DEFINITION. Let u,v be first-order variables. The standard translation of
a modal mu-formula into the language FO + LFP is inductively defined as follows

o ST, (L) =
°

)=

p) = P(u), where p € Prop ,

) = STu(p) V STu(¥),

(
Tu(
Tu(
Tulp ANY) = STu(p) A STy (¥),
Tu(p V
Tu(0p) = Fu(R(u,v) A ST, (),
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o ST, (Oyp) = Vo(R(u,v) = ST,(p)),
o STu(pxp) = (u(X,v)STy(p))(u),
o ST (pF ) =STu(p) = STu(¥).

8.5.2. PROPOSITION. Let M = (W, R) be an MKH-space, h be an open assign-
ment and @ be a modal mu-formula. For eachw € W and a first-order assignment
gy mapping variable v to w, we have,

1w e [l iff (M, h,g¥) | STu(p).

2. Vh <w e MW) iff (M, g®) = VP, .. VP, STu().

3. VhVw <w c [[gp}]SP(W)) iff M= YPL.. YPYu STy().

Proof. The Proposition easily follows from an induction on the complexity of ¢.
O

8.5.3. THEOREM. Let (W, R) be an MKH-space and ¢ = 1 be a Sahlquist sequent.
Then there is a frame condition x(p, 1) in FO 4+ LFP such that

(W, R) |= (0. %) iff ¢ b is valid in (W, R).

Proof.We give an algorithm to effectively compute the first order frame corre-
spondent x(p, 1) of ¢ .

Step 1 Since ¢ 9 is valid in (W, R), Yw € W,

Op(W Op(W
w € [p]PP™) = w e [yl P

Fix w € W. Let p1,...,p, € Prop be the set of propositional variables occur-
ring in ¢. We compute the minimal assignment hy(p;), 1 < i < n for each
propositional variables as follows: let f,..., 3, be the boxed atoms in ¢ which
contain p;, with 8; = O%p;,1 < j < m; and d; > 0. Let R°w] = {w} and
R'w] = {w" € W : Juwy,...,w, s.t. wRwR... Rw, and w, = w'} for n > 1.
The minimal valuation for p; is equal to ho(p;) = R% [w] U ... U R%m:|w).

Step 2 Let hy be the minimal assignment computed in Step 1. The syntactic
shape of the Sahlqvist formula ensures that we have the following equivalence.

Claim. If ¢ is a Sahlqvist antecedent, then

Yh (U) c [[QO]]SP(W) = we [W}]]SP(W) > iff \V/h0 <U} c [[QO]]W = we [[w]]}(l)op(7W)>
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Proof.[Proof of Claim| The direction from left to right is clear. We prove the
converse by contraposition. Suppose there exists an arbitrary assignment h such

that w € [¢]"") and w ¢ [¢]Y""). We show that there exists a minimal
valuation hgy such that w € [[go}]%)(w and w ¢ [¢] O(W), using an induction on

the complexity of .
The base case with ¢ = L is trivial. If ¢ = O"p, it is easy to check that

€ [[D”p]]gp(w) if, and only if, w € [[D”P]]if’(w), where ho(p) = R"[w] is the mini-
mal valuation computed in Step 1. Since 9 is a positive formula and hy(p) C h(p),

it follows that w ¢ [¢ ]]OOP(W If o = 1 A g, by induction hypothesis, there exist
minimal valuations go(p) C h(p) and ko(p) C h(p) for p; and ¢y respectively.

Let ho(p) = go(p) U ko(p), which implies ho(p) C h(p). Hence, w ¢ []oP™ If

¢ = Q¢1, the minimal valuation hgy such that w € [[<p]]oop and w ¢ [¢ ]]OP(W), is
the same as the minimal valuation for ;. U

Step 3 We showed in Step 2 that a Sahlqvist sequent is valid under an arbitrary
assignment if and only if it is valid under a minimal assignment. As it is shown
below, the minimal assignment hy computed in Step 1 is first-order definable.
Hence, it ensures that the frame condition corresponding to a Sahlqvist sequent
is in FO + LFP.

Let X'(p,v) = VP, ...VP,Yu ST,(p F v). Suppose ho(p;) = R [w]U ... U
Rmi[w] for p; € Prop. The FO + LFP condition x(¢, ) is obtained from x'(y, )
by replacing VP; with Vz;, where z; is a fresh first order variable, and each atomic
formula of the form P;(v) with an FO + LFP formula 6; = Jvg,...,v,[z; = v A
/\;L OIUJRUJH A v, = o], which says ‘there exists an R-path from z; to v in n
steps’.

Claim. The FO + LFP sentence x (i, ) is the frame condition for ¢ - 9.

Proof.[Proof of Claim| The minimal valuation for all the propositional variables
in ¢ computed above are first-order definable. Hence, it follows using Proposition

8.5.2l3 that x(p, ) is an FO + LFP frame condition. O
The proof of the theorem follows from the claim. O

8.5.4. EXAMPLE. Consider the sequent Op F OO*p, where O*p = px(p V Ox).
The standard translation of the sequent is given as follows

ST.(Op O0"p) =Fvi (R(u,v1) A P(v1)) = Yua(R(u, ve) —
(X, v3)(P(vs) V Jug(R(vs, v4) A X (04)))(v2))-
The propositional variable p does not occur in scope of any box in the an-

tecedent. Hence, the minimal valuation for p is ho(p) = {w}. According to
the algorithm in Theorem [8.5.3] the FO + LFP frame condition x(Op, J0*p) is
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a

Figure 8.1: Alexandroff compactification of N with an isolated point

obtained by replacing all occurrences of P(v;) with z; = v;, where z; is a new
variable

X (Op, 00" p) =Vz1VzoVuTv Yoo (R(u, v1) A (21 = v1)) = (R(u,v) —
(X, v3)((22 = v3) V Jva(R(vs, v4) A X (04)))(v2)).

8.5.5. ExAMPLE. Consider the sequent OO L = OO*0 L, where O*0L = px(OLV
Qz). Since there are no propositional variables in the sequent, its first order cor-
respondence is obtained from its standard translation by quantifying over the free
variable as follows

x(OOL, OO0 *0L) =Vudvy (R(u, v1) A Vo (R(vy,v2) = L)) — Yus(R(u,vs) —
p( X, vg)(Yos(R(vg, v5) — L)V Jug(R(vg, v6) A X(v6)))(v3)).

This simplifies to

x(OOL, O0*0L) =Vudvy (R(u,v1) A Vug(—R(v1,v9))) — Yusz(R(u, vs) (8.2)
— (X, vq)(Vos(—R(vy, v5)) V Jug(R(vyg, v6) A X (v6)))(v3)).

We now give a semantic interpretation of the sequent. Consider the space of
N of natural numbers with the discrete topology. The Alexandroff one-point
compactification of this space obtained by adding oo is a compact and Hausdorff
space. The open sets of the compact space are open sets in the discrete topology of
the original space and cofinite sets including infinity. We further add an isolated
point a to the space after compactification, as seen in Figure 8.1 Let W =
NU {00, a} with the topology described above. The relation R = {(n,n—1) : n €
Nand n > 1} U {o0,00} U{a,0} U {a,oco} on W makes (W, R) an MKH-space.

The antecedent QLI of the sequent is valid at points @ and 1. The classical
semantics of the formula ¢*[JL in the consequent is given as

[0*01L]%P) = Int (ﬂ{U e Op(W) : ({0} UR (1)) € U})
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For any open U = {0,1,...,k} U {a}, where k € N, R-Y(U) = {0,...,k, k +
1}U{a}. Hence, the open sets U which satisfy the condition ({0} U R7'(U)) C U
are {0,a} UN and {0,a, 00} UN. As a result, [0*0L]°"™) = {0,a} U N.

In our closure semantics the semantics of ¢*[JL is

[0*01L]%P™) = Int (ﬂ{U e Op(W) : ({0} URY(T)) € U}>

The closure of the open set {0,a} UN is {0,a,00} UN. Therefore, it does not
satisfy the condition ({0} U R (U)) C U. The only open set which satisfies the
condition is U = NU {a, c0}. Hence, O*0JL is valid everywhere in (W, R). As a
result, the sequent QLI L F COO*L is valid. Therefore, it follows from Theorem
that the FO + LFP frame condition x(¢OL F OO*0L) obtained above is
valid on (W, R).

8.6 Conclusion

In this chapter, we studied different topological semantics of the least fixed-point
operator on MKH-spaces. We showed that for an open assignment, set-theoretic
and open semantics coincide. We gave an interpretation of the least fixed-point
operator on compact regular frames and showed that the duality between com-
pact Hausdorff spaces and compact regular locales extends to the language with
the least fixed-point operator. For Sahlqvist preservation, we introduced a new
topological semantics for the least fixed-point operator as the intersection of topo-
logical pre-fixed-points. In the new semantics, we proved that Esakia’a lemma
holds for the class of shallow fixed-point formulas which do not have any nesting
of fixed-point operators. As a consequence of Esakia’s lemma, we obtained our
main preservation result which states that a Sahlqvist sequent in our language is
valid under open assignments on an MKH-space if and only if it is valid under
arbitrary assignments. We also showed that a Sahlqvist sequent is valid in an
MKH-space if and only if the condition expressible in FO + LFP corresponding
to the sequent is valid on the space. Finally, using examples we illustrated that
the alternative topological semantics for the least fixed-point operator is different
from the usual semantics over MKH-spaces.

One criticism of the semantics considered in the chapter might be that it is
specially tailored for proving Esakias lemma and obtaining the Sahlqvist preser-
vation result this way. Although this might be a valid criticism, we note that
the fixed-point operators considered in the chapter are new and topological in
nature. These operators often differ from the classical fixed-point operators and
thus enrich the realm and expressivity of the existing fixed-point operators. We
also believe that this point of view opens up a wider perspective for other (topo-
logical) interpretations of fixed-point operators (e.g., via regular open or closed
sets, convex sets, polygons, rectangles, etc.).
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We conclude with a few open problems and future directions that can be
explored. An interesting problem is whether our results hold for the greatest
fixed-point operator and formulas with mixed fixed-point operators. Also regular
open sets play an important role in the semantics of spatial logics, and are suitable
for modal mu-calculus with negation. Therefore, the fixed-point semantics for
regular open sets is an interesting and, for now, unexplored area that deserves
attention.

The completeness of Kozen’s axiomatization [105] over MKH-spaces is an-
other open problem. In [3] Kozen’s axiomatization was shown to be complete
with respect to descriptive mu-frames, or equivalently with respect to modal
mu-algebras. In our case, the algebraic structures which provide the semantics
are compact regular frames. These structures have infinitary operations, while
our language has connectives of finite arity. This leads to a major question on
what should be the logical counterpart of these structures. Does this have to be
an infinitary logic or the infinitary operations of compact regular frames can be
encoded in a finitary logic?

Another possible direction is to explore the expressivity results for our lan-
guage with a fixed-point operator over compact Hausdorff spaces (see eg., [36]).
It would be interesting to find examples of standard topological properties which
can be expressed with the alternative fixed-point semantics and e.g., to find an
analogue of the Goldblatt-Thomasson theorem [30] Section 3.8].



Appendix A

Success of ALBA on inductive and
recursive inequalities

A.1 ALBA" succeeds on inductive inequalities

In the present subsection, we discuss the success of ALBA”™ in both the DLR and
the HAR setting simultaneously. We will use the symbol L to refer generically to
either of DLR or HAR. The treatment of the present subsection is similar to that
of [50, Section 10], hence, in what follows, we expand only on details which are
specific to the regular setting. Let us start with some auxiliary definitions and
lemmas. Unlike the corresponding definitions in [50, Section 10|, the definitions
below are given in terms of the positive classification (cf. [46, Section 6.2]).

A.1.1. DEFINITION. Given an order type e € {1,0}", a signed generation tree xp
of a term ¢(p1,...,p,) € LT is called e-conservative if all connectives occurring
on e-critical branches of xp are from the base language L.

The next definition extends the notion of inductive terms and inequalities to
L5 and L', essentially by keeping Definition intact and simply forbidding
connectives belonging properly to the extended language on critical branches.
Nevertheless, since this definition will be used extensively, we write it out in full
here.

A.1.2. DEFINITION. [(Q,¢)-inductive £ -terms and inequalities] For any order
type € and any irreflexive and transitive relation (2 on py,...p,, the generation
tree xs (x € {—,+}) of a LT-term s(py,...p,) is (Q,e)-inductive if

1. it is e-conservative, and

2. for each 1 <17 < n, on every e-critical branch with leaf labelled p; is good
(cf. Definition [4.4.3)), and moreover, every binary node x(a o 3) in P; for
* € {4+, —}, such that the critical branch lies in [ satisfies the following
conditions:

203
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(a) €?(xa) (resp. e(xa)) if o is positive (resp. negative) in the first coordi-
nate, and

(b) p; <q p; for every p; occurring in .

An L7*-inequality s < t is (2, €)-inductive if the trees +s and —t are both (€, £)-
inductive.

Notice that in the DLR setting, o in item (a) above can only be +V and —A, and
hence the options in brackets are ruled out.
The next definition makes use of auxiliary notions in Definition [4.4.3]

A.1.3. DEFINITION. [Definite (2, ¢)-inductive £ -terms and inequalities] For any
L*-term s(py, . . . pn) such that the signed generation tree xs (x € {—, +}) is (22, ¢)-
inductive, xs is definite (Q, €)-inductive if, in addition, there are no occurences of
+V or —A nodes in the segment P, of any e-critical branch of xs. The term s is
definite (2, €)-left inductive (resp. definite (2, €)-right inductive) if +s (resp. —s)
is definite (€2, €)-inductive. An inequality s <t € Loy is definite (2, €)-inductive
if the trees +s and —t are both definite (£2, ¢)-inductive.

The definition of definite inductive inequalities is meant to capture the syntac-
tic shape of inductive inequalities after preprocessing (see Lemma below).
During preprocessing, all occurences of +V and —A in the segment P, of every
critical branch can be surfaced and then eliminated via exhaustive applications
of the splitting rule.

The proof of the following lemma is analogous to that of [50, Lemma 10.4].

A.1.4. LEMMA. Let {s; <t;} be the set of inequalities obtained by preprocessing
an (Q,e)-inductive L-inequality s < t. Then each s; < t; is a definite (€, ¢)-
inductive inequality.

A.1.5. DEFINITION. [Definite good shape] An inequality s < ¢t € LT is in definite
(Q, £)-good shape if either of the following conditions hold:

1. s is pure, +t is definite (€2, ¢)-inductive, and moreover, if +t contains a
skeleton node on an e-critical branch, then s is a nominal.ﬂ

2. t is pure, —s is definite (€,¢)-inductive and moreover, if —s contains a
skeleton node on an e-critical branch, then t is a co-nominal.

Clearly, if an inequality s < t is definite (€2, ¢)-inductive, then the two inequalities
obtained by applying the first approximation rule to it are in definite (2, €)-good
shape. Next, we would like to prove a ‘good-shape lemma’ for definite inductive

!Note that the sides have been swapped around: We require that the righthand side of the
inequality must be left inductive. This is so because the first approximation rule swaps the
sides of inequalities.



A.1. ALBA" succeeds on inductive inequalities 205

inequalities. In particular, we would like to show that the application of the
reduction rules does not spoil good shape. Actually the application the following
rules might spoil good shape:

zNy<z z<yVzx

<y —z z—y<zx

This happens e.g. when z is pure and y is not. A solution to this is provided
by allowing only applications of the rules above which are restricted to the cases
in which the term y that switches sides is pure.

A.1.6. LEMMA. If s < t is in definite (§2,¢)-good shape, then any inequality
s" < t' obtained from s < t, by either the application of a splitting rule, of an
approximation rule, or of a residuation rule for a unary connective from-top-to-
bottom, or of the application of a residuation rule restricted as indicated above,
is again in definite (2, €)-good shape. Moreover, any side condition introduced by
an application of an adjunction rule is pure on both sides.

Proof. The proof of the lemma above is analogous to that of [50, Lemma 10.6].
We only discuss the rules and the additional statement specific to the regular
setting. Consider for instance the case in which s is definite inductive, ¢ is pure
and the root of s is f for n; = 1. Then the following adjunction rule is applicable:

fls) <t
F)<t & <mt

Then, both inequalities in the conclusion are in definite (€2, €)-good shape. Indeed,
the side-condition is all pure, as required by the second part of the statement,
and s’ < Mt is in definite good shape, because otherwise, the inequality f(s") <t
would not be, contrary to the assumptions. The remaining cases are analogous
and are omitted. O

A.1.7. DEFINITION. [(Q,¢)-Ackermann form] A set of LT -inequalities {s; < t;}ies
is in reduced 1-Ackermann form with respect to a variable p if, for every i € I,
either

1. s; is pure and t; = p, or
2. s; is positive in p and t; is negative in p.

Similarly, the set {s; < t;}ier is in reduced 0-Ackermann form with respect to a
variable p if, for every ¢ € I, either

1. s; = p and t; is pure, or
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2. s; is negative in p and t; is positive in p.

For any irreflexive, transitive ordering € on pi,...,p, and any order-type ¢ =
(€1,...,6n), aset {s; <t;}ier of inequalities is in reduced (€2, €)-Ackermann form
if it is in reduced e,-Ackermann form w.r.t. every 2-minimal variable py.

A.1.8. PROPOSITION. Any finite set {s; < t;}icr of inequalities which are in
definite (€2, ¢)-good shape can be transformed into a set {s, < ti}icp which is in
reduced (L2, €)-Ackermann form, through the exhaustive and safe application, only
to non-pure inequalities, of the N-splitting, \V-splitting, approximation, and unary
residuation rules top-to-bottom, as well as the restricted application of the binary
restduation rules top-to-bottom.

Proof. The proof is analogous to that of [50, Proposition 10.10], and makes
use of the counterparts, in the L-setting, of [50, Lemma 10.8, Corollary 10.9],
which are here omitted, since their statement and proof reproduce the mentioned
ones verbatim. Notice that by Lemma the side conditions do not contain
proposition variables, which guarantees that if the rules are applied to display
critical variable occurrences, then they are applied safely. U

A.1.9. THEOREM. For each inductive inequality, there exists a safe and success-
ful execution of ALBA™ on it.

Proof. Let sy < tg be an (Q,¢)-inductive inequality. By Lemma , pre-
processing sg < to will yield a finite set {s; < t;}ic; of definite (£, €)-inductive
inequalities. The execution of the algorithm now branches and proceeds sepa-
rately on each of these inequalities. Each s <t € {s; < t;}ies is replaced with
{i < s,t < m}. Notice that i < s and t < m are in definite (€, ¢)-good shape.
Hence, by Proposition [A.1.8] the system {i < s, < m} can be transformed,
through the safe application of the rules of the algorithm, into a set of inequali-
ties in reduced (£2, €)-Ackermann form. To this set, the Ackermann-rule can then
be applied to eliminate all {2-minimal propositional variables.

The Ackermann rule, applied to a set of inequalities in reduced (£, €)-Ackermann
form, replaces propositional variables with pure terms, therefore the resulting set
of inequalities is in definite (£2',¢)-good shape, where €' is the restriction of
to the non 2-minimal variables. Indeed, the application of an Ackermann rule
turns all e-critical branches corresponding to {-minimal variables into non-critical
branches, and leaves the critical branches corresponding to the other variables
unaffected.

Now another cycle of reduction rules, applied safely, will lead to a new set
of inequalities in reduced (€', e)-Ackermann form, from which an application of
the Ackermann rule will eliminate all the 2-minimal variables, and so on. Since
the number of variables in sq < t; is finite, after a finite number of cycles the
algorithm will output a set of pure inequalities. Il
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A.2 Success on recursive pu-inequalities

The aim of the present section is to show that the enhanced version of ALBA is
successful on e-recursive inequalities.

A.3 Preprocess, first approximation and approx-
imation

Indeed, let n < B be an e-recursive inequality. We proceed as in ALBA and
preprocess this inequality by applying splitting and (T) and (L) exhaustively.
This might produce multiple inequalities, on each of which we proceed separately.
On each such inequality, denoted again n < /3, we proceed to first approximation,
which yields the following quasi-inequality:

VoViVm|[i<n & f <m) =i < m]. (A.1)

Because its consequent is always pure, we only concentrate on its antecedent.
Since the outer skeleton of § and 7 is built exactly as the outer part of an inductive
modal formula, the ordinary approximation rules can be applied so as to surface
the inner skeleton. So we can equivalently rewrite i < n & 8 < m as the
conjunction of a set of inequalities which, whenever they contain critical variables
in the scope of fixed points occurring as skeleton nodes, are of the form

i<pXy'(p) and  vX.¢'(p) <m, (A.2)

where X .9 (p) and vX.¢'(p) are sentences. (For the critical branches which do
not contain such fixed points, we further proceed by exhaustively applying the
approximation rules as in ALBA).

A.3.1. PROPOSITION. 1. The inequality i < uX.4)' in is of the form
i < puXA(@/y,7/z), where pX ab(y, X, z) is an (y, Z)-1F§ -formula for some
order-type § over y;

2. the inequality vX.¢" < m in is of the form vX.o(¢ /7, X,7/Z) < m,
where vX.p(y, X, %) is an (y,z)-1F5 -formula for some order-type & over 7.

Proof. Notice that preprocessing, first approximation and ordinary approxima-
tion rules do not involve fixed points. Hence a proof very similar to that given
for [50, Lemmas 10.4 and 10.6] proves that +uX.¢)" and —vX.¢’ are non trivially
e-recursive. Hence the statement immediately follows from Lemma below.
O
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A.3.2. LEMMA. 1. If +' is non-trivially e-recursive, and the Ps-paths of all
critical branches are of length 0, then ' is of the form ¥(9/y, X,75/%),
where (T, %) is an (T,%)-IF-formula for T = 5 @© X, some order-type 0
over T, and @ and 7y L- sentences

2. If —¢' is non-trivially e-recursive, and the Ps-paths of all critical branches
are of length 0, then o' is of the form o( /7, X,7/%), where o(Z, Z) is an
(T, Z)-1F5 -formula for T =y ® X, some order-type § over T, and ¢ and 7
L-sentences.

Proof. Let us define the skeleton depth of an e-recursive generation tree %&£, with
x € {+,—}, to be the maximum length of the P, paths in *{ leading to critical
variables. The proof proceeds by simultaneous induction on the skeleton depths
of +¢' and —¢'.

If the depth of +%/ is 0, then the critical branches will consist only of PIA
nodes, i.e., +1' is non-trivially e-PIA, and by Definition [5.3.1}1 ¢ is a sentence;
hence we let ¢ = x; which is IF$ with § = (1), and ¢; = ¢’. Analogously for the
base case of —¢'.

As for the induction step, let us suppose that the depth of +4’ is k + 1, and
that the statement is true for generation trees satisfying the assumptions and of
depth not greater than k. We proceed by cases, depending on the form of 41/

If +¢' is of the form +pX.¢)|, then by the induction hypothesis applied to +,
we have that 1} is of the form v (3/y, X 7/Z) where X = X & X and ¢, (%, %)
is an (f’,?)—IFg—formula for7 =75 X' =76 X and some order-type &' = @ 1
over T @& X, and the @ and 7 are sentences. Hence we let v = uX.) (7, X, Z)
which is an (7, 2)-IF¢-formula.

If +4 is of the form +(¢)] V %), then, by the induction hypothesis applied
to +! and -+, we have that ¢} and ¢, are of the form ¢, (%/y, X,7/Z) and
Vo (P/7, X,7/Z), respectively, satisfying the statement for some order-types § over
T=7®X. Welet ¥ = (7, Z) V (T, %), which is IFY. Hence ¢/ is of the form
b = (35, X,7/2) V a(/7, X, 7/2), as required.

If +1' is of the form +(x — ¢') with x a sentence and €?(+Y), then —¢' is
e-recursive, and hence, by the induction hypothesis, ¢ is of the form
(1 /7,X,7/%), where ¢(7, %) is an (T, z)-IF5,-formula for some order-type 6 over
T = 7 ® X, and the ¢ and 7 are sentences. Then we let ¢ = 2 — (T, %),
which is (7,Z @ 2)-IFY, where z is a fresh variable. Hence 1 is of the form
(= — p(B/7, X, 7/7)[x/2] as required.

If +4" is of the form +(¢)’ — x) with x a sentence and &(+x), then +1' is e-
recursive, and hence by the induction hypothesis 1 is of the form ¥(3/7, X, 7/%)
where w(x %) is an (T, 2)-TF¢-formula for some order-type & over T =3 @ X, and
the ¢» and 7 are sentences. Then we let ¢ = (7, Z) — z which is (7,Z @ 2)-IF,
where z is a fresh variable. Hence ¢ is of the form (¢(v/y,7/Z) — 2)[x/z] as
required.
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The remaining cases are left to the reader. O

A.3.3. REMARK. Actually, Lemma can be strengthened to the following:

1. Let ¢" be such that 4+’ is non-trivially e-recursive, and the P3-paths of
all critical branches are of length 0. Then 1 is of the form (%/7, X,7/%)
where (7, Z) is an (7, %)-IF$-formula, for 7 = 5 @ X and some order-type
d over T, and the @ and 7 are sentences. Moreover, if ¥ = (y1,...,y,) then,
for each 1 < i < n, +p; is e-PIA if §; = 1 and —y; is e-PIA if §; = 0.
Finally €?(+¢(z,7/%)).

2. Let ¢’ be such that —¢’ is non-trivially e-recursive, and the P;-paths of
all critical branches are of length 0. Then ¢’ is of the form ¢ (¢ /7, X,75/Z)
where (T, Z) is an (7, 2)-IF5-formula, for T =7 @ X and some order-type
d over T, and the P and 7 are sentences. Moreover, if § = (yi,...,y,) then,
for each 1 < i < n, —1; is e-PIA if §; = 1 and +v); is e-PIA if §; = 0.
Finally £?(—p(Z,7/7)).

Hence, Proposition can be strengthened in an analogous way.

The proof of the enhanced Lemma is essentially a refined version of the
induction in the original proof. The base case as it stands already verifies this
strengthening. In particular, for +v’ we have ¥(%,75/z) = x; and €2(z;).

We illustrate the rest of the induction by considering the case when +’ is
of the form +(x — ¢’) with x a sentence and £?(+Y). Then —¢' is non—trivially
e-recursive, and hence, by the strengthened induction hypothesis, ¢’ is of the
form gp(w/y,X 7/Z), where ¢(T,%) is an (T, z)-IF5,-formula for some order-type
§ over T = @ X, and the ¢ and 7 are sentences. Moreover, § = (y1,...,%,) and
for every 1 < i < n, the generation tree —1); is non-trivially e-PIA if (69); = 1
(i.e., 6; = 0) and +; is non-trivially e-PIA if 62 = 0 (i.e., §; = 1). Then we let
v =2z—p(T,z), which is (Z,Z® z)—IFg, where z is a fresh variable. Moreover, for
1 <i < nwelet p; = ;. Hence ¢ is of the form (z — ¢ (1 /7, X,75/%))[x/z], with
Y1 ..., playing the role of ¢ ...p,. Finally, €?(x — ©(%,7/Z)), since £?(+),
and the induction hypothesis implies that e(+p(Z,7/Z)).

Proposition and Lemma together say that the approximation rules
(u9-A) and (1°-A) can be applied to the inequalities , respectively. In
addition to this, by the enhancement of Proposition discussed in remark
A.3.3] we can assume w.l.o.g. that any inequality sitting in the antecedents of the
quasi-inequalities produced by these rule applications and containing a critical

branch is of the form
i<y or Y <n, (A.3)

2Note that applying one of these approximation rules within the antecedent of a quasi-
inequality may split that quasi-inequality into the conjunction of several quasi-inequalities, on
each of which we proceed separately.
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where ¢ and ¢ are sentences (see Definition 1), and moreover +¢ and —1
are non-trivially e-PIA. Lemma in the next subsection, together with the
fact that ¢ and 1 are sentences, ensures that the appropriate adjunction rules
(IF%) and (IF9) are respectively applicable to these inequalities.

A.4 Application of adjunction rules

If £ and § are order-types over p and T respectively, and p is not longer than T and
has length n, then we abuse terminology and say that § restricts to ¢ if ¢; = §;
for each 1 < ¢ <n.

A.4.1. LEMMA. Let € be an order-type over p.

1. Let ¢'(p, X) be such that +¢' is non-trivially e-PIA. Then ¢'(p, X) is of the
form o(p/y, X,75/Z) where p(T,%) is a normal (Z,Z)-1F5-formula with T =
7® X and § is an order-type over T which restricts to € over ij. Moreover,
e?(y) < +¢ for each v € 7. Finally each z € Z occurs at most once in

o(T,Z).

2. Let/(p, X) be such that —' is non-trivially e-PIA. Then ' (p, X) is of the
form ¢(p/y, X,7/Z) where (T, %) is a normal (%, Z)-1F3 -formula with T =
7D X and § is an order-type over T which restricts to e over jj. Moreover,
e?(y) =< =’ for each v € 5. Finally each z € Z occurs at most once in

U(T,Z).

Proof. It is sufficient to show that the formulas ¢(Z,z) and (7, Z) in the state-
ment of the lemma are (7,%)-IF5- and (7,%)-IF¢-formulas, respectively, since
normality will then follow from Proposition [5.4.8

Let us define the PIA depth of a non-trivial e-PIA generation tree *£, with
x € {+, —}, to be the maximum length of its critical branches. The proof proceeds
by simultaneous induction on the PIA depths of +¢" and —1//.

If the depth of +¢' is 0, then ¢’ = p; such that £ = 1, so we let ¢ = y; which
is IFY with § = (1).

Analogously for the base case of —'.

As for the induction step, let us suppose that the depth of +¢’ is k + 1 and
that the statement is true for generation trees satisfying the assumptions and of
depth not greater than k. We proceed by cases depending on the form of +¢'.

If +¢' is of the form +vX.¢,(p, X) for X = X @& X, then by the induction
hypothesis applied to +¢/, we have that ¢ (P, 7,) is of the form ¢, (p/7, 7’, ¥/Z),
where ¢ (7, 7) is an (7, 2)-IFy for 7 =y @ X =7® X with & =5 & 1 where 0
is an order-type over = which restricts to € over ¥, and each z € Z occurs at most
once. Moreover, £2(y) < +¢| for each v € 7. Hence we let ¢ = vX.0(T D X, Z),
which is an (7, Z)-IF§-formula, in which each 2 € Z occurs at most once.
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If +¢ is of the form + (] (P, X) Ay (P, X)), then by the induction hypothesis
applied to +¢) and +¢5 we have that ¢’ is of the form ¢;(/y, X,%/z) which
satisfies the statement for some order-type 6 over Z = 7 @ X which restricts to
e over . We let ¢ = p1(T,%) A po(TZ), which is IF5. Hence ¢’ is of the form

901(]3/?7 X7 7/2) A @2(]_9/@7 X7 7/7)7 as required.

If +¢' is of the form +(¢'(p, X) — x) with €?(+), then —1' is non-trivially
e-PIA, and hence by the induction hypothesis 1’ is of the form (p/y, X,7/%)
where ¢ (7, %) is an (7, 2)—1F§6—formula for 7 =7 @ X and § an order-type over T
which restricts to € over 7, in which each z € Z occurs at most once. Moreover,
e?(y) < —' for each v € 7. Then we let ¢ = ¥(%T,Z) — 2, where z is a fresh
variable, which is (T, Z92)-IF5. Hence ¢ is of the form (v(p/7, X,7/Z) — 2)[x/?]
as required. Finally, £9(y) < —t' < +¢' for each v € 7, and also £?(+x) implies
that £9(x) < +¢'.

The remaining cases are left to the reader. U

Analyzing lemma above we note that it guarantees us the following:

1. To every inequality j < ¢ with 4+¢ non-trivially e-PIA, of a suitable instance
of the (IF%) rule can be applied.

2. By a ‘suitable’ instance we mean one given in terms of a normal (7,z)-
IF5-formula with § = € and in which all and only the e-critical variable
occurrences in +¢ are substituted for y-positions.

3. Consequently, all non-critical variable occurrences are in the 7.

An analogous order-dual list of facts holds for inequalities v < m with —¢ non-
trivially e-PIA.

A.5 The e-Ackermann shape

Applying suitable instances of the rules (IF%) and (IF9) to the inequalities j < ¢
and ¥ < m in (A.3)), respectively, yields, for each 1 <i < n,

LAY (@)li/u,7/2] < p;  and  p; <% RAY(¢)[m/u,7/7] (A.4)

respectively. Lemma [5.5.3 implies that the polarity of the 7 remains invariant
under such applications. Indeed, we know that €(y) < +¢ for each v € 7.
For each 1 < i < n, if §; = 1, then Lemma [5.5.3 implies that ~ occurs in
LA (¢)[i/u,7/Z] with the opposite polarity to what it had in . Moreover, the
rule yields LA? (p)[i/u,7/Z] <' p;, hence 2(y) < —LAX(9)[i/u,7/Z]. If §; = 0,
then Lemma, implies that v occurs in LA’ (p)[i/u, 7/Z] with the same polarity
to what it had in ¢. Moreover, the rule yields LA’ (p)[i/u,75/Z] <? pi, i.e, pi <
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LA (@)[i/u,7/Z], hence £2(y) < 4+LAJ(p)[i/u,7/Z]. The application of (IF7) to
1 < m is analyzed order-dually.

Since the only occurrences of 7 in LAY (¢)[i/u,7/Z] and in RA?(¢))[m/u,7/Z]
are of course the ones sitting in the 7, the polarity invariance discussed above
implies that the displayed inequalities in ((A.4)) are of the form

a(p) <pi or p; <d(p), (A.5)
with e; = 1, g; = 9, €?(—a(p)), and £2(+a/(p)).

A.5.1. DEFINITION. Given an order-type ¢ over P, a set of L -inequalities is in
e-Ackermann shape if each inequality in the set is of one of the following forms:

1. a(p) < p; with ; = 1 and £9(—a(p));
2. pj < (p) if e; = 0 and £2(+d/(D));
3. v <~ with 88(—’}/) and 56("‘7/)'

Taking stock of the reduction process up to this point, we see that the obtained
system is now in e-Ackermann shape. Indeed, through the application of ap-
proximation rules, the e-critical occurrences in the antecedent of have been
ripped out, were made to sit in inequalities of the form (A.3]), and then displayed
in inequalities as in , which are clearly in one of the required shape of Def-
inition [A.5.1}1 or [A.5.1}2. Moreover, the approximation rules produced, besides
the inequalities of the form , also inequalities of the form i < (7, ~/Z) and
©(Z,v/Z) < m, which, by remark are of the form prescribed in Definition
[A5113.

Exactly in the same way as was shown in [50], applying the Ackermann rule
to a set of inequalities in e-Ackermann shape produces a set of inequalities which
is again in e-Ackermann shape. Hence all occurrences of propositional variables
may be eliminated by repeated applications of the Ackermann rule. Thus we
shown that this procedure applied to an e-recursive inequality in input produces
a set of pure quasi-inequalities in £, each of which can be equivalently translated
into FO+LFP.




Appendix B

Topological Ackermann Lemmas

B.1 Intersection lemmas

B.1.1. DEFINITION. 1. A DLE** formula is syntactically closed if all occur-
rences of nominals, ?(Z) for e;(i) = 0, g(i) for e,(i) = 1, «,, #, are positive,

and all occurrences of co-nominals, T(i) for e;(i) = 1, g for g4(i) = 0,
»,, B are negative;

2. A DLE** formula is syntactically open if all occurrences of nominals, T(i)
for e4(i) = 9, g for g4(i) = 1, <, . are negative, and all occurrences of

co-nominals, 7(1) for e4(i) =1, g(i) for e,(1) = 0, »,, W are positive.

Recall that m,., 4., €, »,: A% — A% respectively denote the adjoints of the maps
O, Uy, <, >,. Then Lemma immediately implies the following facts, which
will be needed for the soundness of the topological Ackermann rule:

B.1.2. LEMMA. 1. If o € O(A%) and 7(L) < o, then B, (0) = \/{a | a <
m.(0)} € O(A%).

2. If k€ K(A%) and o(T) >k, then 4,(k) = N{a | a > #,(k)} € K(A%).
3. If o€ O(A°) and \(T) < o, then 4y (0) = N{a | a >, (0)} € K(A®).
4. Ifk € K(A%) and p(L) >k, then », (k) =\/{a | a <», (k)} € O(A?).

In the remainder of the chapter, we work under the assumption that the values
of all parameters (propositional variables, nominals and conominals) occurring in
the term functions mentioned in the statements of propositions and lemmas are
given by admissible assignments.

B.1.3. LEMMA. Let ¢(p) be syntactically closed, 1(p) be syntactically open, ¢ €
K(A%) and o € O(A%).

213
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1. If o(p) is positive in p, 1(p) is negative in p, and

(a) 7(L) <9 (c) for any subformula W' (p) of (p) and of ¥(p),
(b) o(T) > 6(0) for any subformula #,v'(p) of p(p) and of ¥(p),
(¢) N(T) < ™ (¢) for any subformula <5 ' (p) of ¢(p) and of ¥(p),
(d) p(L) > ™ (c) for any subformula », 4/ (p) of @(p) and of (p),

then p(c) € K(A?) and ¢(c) € O(A°) for each c € K(A?).

2. If p(p) is negative in p, ¥ (p) is positive in p, and

(a) 7(L) < 9™ (0) for any subformula M) (p) of ¢(p) and of ¢ (p),
(b) o(T) > 5(0) for any subformula #,v'(p) of ¢(p) and of ¥(p),
(¢) X(T) < 4™ (o) for any subformula < ¢/(p) of ¢(p) and of ¥ (p),
(d) p(L) = ¢ (o) for any subformula », ¢'(p) of ¢(p) and of P(p),

then (o) € K(A%) and (o) € O(A%) for each o € O(A?).

Proof.The proof proceeds by simultaneous induction on ¢ and . It is easy to

see that ¢ cannot be m, and the outermost connective of ¢ cannot be f ) with
ef(i) =1, or g( ) with ,4(j) = 0, or B, »,, —. Similarly, ¢/ cannot be i, and the

outermost connective of ¢ cannot be g(j) with €,4(j) = 1, or ?(Z) with e¢(i) = 0,
or ¢,, 4, —

The basic cases, that is, ¢ =1, T,p,q,1i and ¥ =1, T, p, q, m are straightfor-
ward.

Assume that p(p) = #,¢'(p). Since p(p) is positive in p, the subformula ¢'(p)
is syntactically closed and positive in p, and assumptions 1(a)-1(d) hold also for
¢'(p). Hence, by inductive hypothesis, ¢'(c) € K(A%) for any ¢ € K(A%). In
particular, assumption 1(b) implies that o(T) > ¢/(c). Hence, by Lemma [B.1.2]
4,4 (c) € K(A?), as required. The case in which ¢(p) is negative in p is argued
order-dually.

The cases in which ¢(p) = #,¢'(p), €\ ¢'(p), », ¢'(p) are similar to the one
above.

The cases of the remaining connectives are treated as in [50, Lemma 11.9] and

the corresponding proofs are omitted.
O

B.1.4. LEMMA (INTERSECTION LEMMA). Let ¢(p) be syntactically closed, 1)(p)
be syntactically open, C C K(A°) be downward-directed, O C O(A°) be upward-
directed. Then
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1. if o(p) is positive in p, Y (p) is negative in p, and

(a) 7(L) < P2 (AC) for any subformula M (p) of ¢(p) and of ¥(p),
(b) o(T) > (N\C) for any subformula $,1'(p) of ¢(p) and of P(p),
(¢) X(T) < ™2 (NC) for any subformula <« V' (p) of ©(p) and of 1(p),
(d) p(L) > "™ (NC) for any subformula », V' (p) of p(p) and of Y(p),
then

(a) " (NC) = N{e* ( ) : ¢ € C'} for some down-directed subcollection
C' C C such that o*’(c) € K(A?) for each ¢ € C'.

b) V2 (NC) = V{v " (¢) : ¢ € C'} for some down-directed subcollection
C' C C such that v™" (c) € O(A?) for each c € C'.

2. If p(p) is negative in p, ¥ (p) is positive in p, and

(a) (L) <™ (\ O) for any subformula W' (p) of ¢(p) and of P(p),
(b) o(T) > ™ (\ O) for any subformula .1/ (p) of ¢(p) and of ¥(p),
(¢) N(T) < o™ (\V O) for any subformula < v/ (p) of ¢(p) and of ¥(p),
(d) p(L) > 4" (\ O) for any subformula w, ¢'(p) of ¢(p) and of 1 (p),
then

: 0 € O} for some up-directed subcollection

0) € K(A®) for each o € O'.

: 0 € O} for some up-directed subcollection
0) € O(A®) for each o € O,

(a) 9"’ (V O) = /\{90‘“(
O’ C O such that p*

(b) & (V O) = V{g* (0
O’ C O such that p*

- \\_/

N

Proof.The proof proceeds by simultaneous induction on ¢ and . It is easy to

see that ¢ cannot be m, and the outermost connective of ¢ cannot be f ® with
ef(i) =1, or 2(7 with ,(j) = 0, or B, »,, —. Similarly, ¢ cannot be i, and the

outermost connective of 1 cannot be g¥) with ,(j) = 1, or T(l) with e4(i) = 0,
or ‘O‘7 <), — -

The basic cases in which ¢ =1, T p,q,7 and ¢» =1, T, p, q, m are straightfor-
ward.

Assume that ¢(p) = #,¢'(p). Since p(p) is positive in p, the subformula ¢'(p)
is syntactically closed and positive in p, and assumptions 1(a)-1(d) hold also for
¢'(p). Hence, by inductive hypothesis, ¢'(AC) = A{¢'(¢) | ¢ € C"} for some
down-directed subcollection C” C C such that ¢'(c) € K(A%) for each ¢ € C”. In
particular, assumption 1(b) implies that o(T) > ¢'(AC) = A{¢'(c) | ¢ € C"}.
Notice that ¢'(p) being positive in p and C” being down-directed imply that
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{¢'(c) | ¢ € C"} is down-directed. Hence, by Proposition[6.3.10]applied to {¢’(c) |
¢ € C"}, we get that #,0'(AC) = #.(A{¥'(c) | ¢ € C"}) = N{#.¥(c) | ¢ €
C"}. Moreover, there exists some down-directed subcollection C" C C” such that
¢, (c) € K(A%) for each ¢ € C" and N\{#,¢'(c) | c€C'} = N{#,¢'(c) | c € C"}.
This gives us 4,9 (AC) = N{#-¢'(c) | ¢ € C'} as required. The case in which
©(p) is negative in p is argued order-dually.

The cases in which ¢(p) = #,¢'(p), €\ ¢'(p), », ¢'(p) are similar to the one
above.

The cases of the remaining connectives are treated as in [50, Lemma 11.10]
and the corresponding proofs are omitted.

g

B.2 Topological Ackermann Lemma

B.2.1. DEFINITION. A system S of DLET" inequalities is topologically adequate
when the following conditions hold:

1. if p <My isin S, then 7(L) < isin S, and
2. if 4,0 < isin S, then o(T) > ¢ isin S, and
3. if p <, isin S, then p(L) >+ isin S, and

4. if €4y ¢ <t isin S, then \(T) < ¢ isin S.

B.2.2. DEFINITION. A system S of DLE™ inequalities is compact-appropriate if
the left-hand side of each inequality in S is syntactically closed and the right-hand
side of each inequality in S is syntactically open (cf. Definition [B.1.1]).

B.2.3. PROPOSITION. Topological adequacy is an invariant of safe executions of
ALBAC.

Proof. Preprocessing vacuously preserves the topological adequacy of any in-
put inequality. The topological adequacy is vacuously satisfied up to the first
application of an adjunction rule introducing any of B, 4., €, »,. Each such
application introduces two inequalities, one of which contains the new black con-
nective, and the other one exactly is the side condition required by the definition
of topological adequacy for the first inequality to be non-offending. Moreover, at
any later stage, safe executions of ALBA do not modify the side conditions, un-
less for substituting minimal valuations. This, together with the fact that ALBA®
does not contain any rules which allow to manipulate any of B, 4., <\, »,, guar-
antees the preservation of topological adequacy. Indeed, if e.g. m(L) < @ and
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» < B¢ are both in a topologically adequate quasi-inequality, then the variables
occurring in v in both inequalities have the same polarity, and in a safe execu-
tion, the only way in which they could be modified is if they both receive the
same minimal valuations under applications of Ackermann rules. Hence, after
such an application, they would respectively be transformed into 7(L) < ¢’ and
¢ < M) for the same 1)’. Thus, the topological adequacy of the quasi-inequality
is preserved. U

B.2.4. LEMMA. Compact-appropriateness is an invariant of ALBA® executions.

Proof. Entirely analogous to the proof of [50, Lemma 9.5]. O

B.2.5. PROPOSITION (RIGHT-HANDED TOPOLOGICAL ACKERMANN LEMMA).
Let S be a topologically adequate system of DLE inequalities which is the union
of the following disjoint subsets:

— S} consists only of inequalities in which p does not occur;

— Sy consists of inequalities of the type o < p, where o is syntactically closed
and p does not occur in «o;

— Sy consists of inequalities of the type B(p) < v(p) where 5(p) is syntactically
closed and positive in p, and v(p) be syntactically open and negative in p,

Then the following are equivalent:

1. B2 (\/ o) < 427 (\ o) for all inequalities in Ss, where \/ o abbreviates
V{a | <pe S}

2. There exists ap € A such that \/ o < ag and B (ag) < v (ao) for all
inequalities in Ss.

)

Proof.
(<) By the n%onotonicity of Bi(p) an;i an;citonicigy of v;(p) (sin p for 1 6§ i §6 n,
together with o < ay we have that 2 (o) < 8% (ag) < v* (ag) < ¥ (™).

(=) Since the quasi-inequality is topologically adequate, by Lemma [B.1.4/1,
ot e K(AY).

Hence, o2’ = Na €A ot < a}, making it the meet of a downward-directed
set of clopen elements. Therefore, we can rewrite each inequality in S5 as

BY(N\{a€h:a® <a}) < (N\{aeA: a* <a}).
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Since 3 is syntactically closed and positive in p, v is syntactically open and
negative in p, again by topological adequacy, we can apply Lemma and get

that
ANBY (@) rae Ay < \/{32 () 1 b e A}

for some Ay, Ay C {a € A : o < a} such that 82°(a) € K(A®) for each a € A,
and 72" (b) € O(A%) for each b € A,. By compactness,

NBE () ra e A} < \[{0E (b) b e Ay}

for some finite subsets A} C A; and A, C Ay. Then let a* = A{A AL AN A, |
B <~ € Ss3}. Clearly, a* € A, and o*” < @*. By the monotonicity of B(p) and
the antitonicity of v(p) in p for each 8 < v in S5, we have BAé(a*) < A (a) and
VA (b) < A2 (a*) for all @ € A} and all b € Al,. Therefore,

B (a") < N(BE (a) ra € A} <\ {7 (0) 1 b e Ay} <4 (a")

for each § < v in Ss. U

B.2.6. PROPOSITION (LEFT-HANDED TOPOLOGICAL ACKERMANN LEMMA).
Let S be a topologically adequate system of DLE inequalities which is the union
of the following disjoint subsets:

— 51 consists only of inequalities in which p does not occur;

— Sy consists of inequalities of the type p < a, where « is syntactically open
and p does not occur in o

— S3 consists of inequalities of the type B(p) < v(p) where B(p) is syntactically
closed and negative in p, and y(p) be syntactically open and positive in p,

Then the following are equivalent:

1. B2 (N ™) < 42 (N o) for all inequalities in Ss, where N\ o abbreviates

2. There exists ag € A such that ag < Nao® and 5% (ag) < +*"(ag) for all
inequalities in Ss.

Proof.The proof is similar to the proof of the right-handed Ackermann lemma
and is omitted. O
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Samenvatting

In dit proefschrift bestuderen we correspondentie en canoniciteit in de niet-klassieke
logica, middels het gebruik van algebraische en orde-topologische methoden. Cor-
respondentietheorie beoogt te beantwoorden op welke wijze modale, eerste- en
tweede-orde talen met elkaar interacteren en overlappen in hun gezamenlijke se-
mantische omgeving. Dit proefschrift betreft Sahlqvist correspondentietheorie,
een lijn van onderzoek in correspondentietheorie die oorspronkelijk ontwikkeld is
voor klassieke modale logica, en een systematische vertaling geeft tussen klassieke
modale logica en eerste-orde logica.

Modale talen die geinterpreteerd worden over relationele structuren, zijn ex-
pressieve fragmenten van tweede-orde logica. Het beroemde Sahlqvist-van-Benthem
algoritme, de hoeksteen van de correspondentietheorie, stelt echter dat voor iedere
formule in een grote syntactische klasse van modale formules genaamd Sahlqvist
formules, de correspondent in feite een eerste-orde zin is. Deze correspondent kan
bovendien efficiént berekend worden. Canoniciteit is nauw verwant aan corre-
spondentie, en garandeert dat logica’s die geaxiomatiseerd zijn door deze formules
semantisch volledig zijn met betrekking tot eerste-orde definieerbare klasses van
relationele structuren.

Het eerste gedeelte van dit proefschrift richt zich op algebraische methoden
voor correspondentie en canoniciteit. In Hoofdstuk 3 presenteren we een alge-
braische aanpak voor Sahlqvist-type correspondentie resultaten door de klassieke
Sahlqvist correspondentie stelling te bewijzen voor modale logica in de alge-
braische setting van complexe algebra’s. In de algebraische setting kunnen re-
ductie strategieén om tweede-orde variabelen te elimineren volledig in theoretis-
che termen geformuleerd worden. De orde-theoretische condities die de toepas-
baarheid van deze strategieén garanderen, leiden ook tot een positieve karakter-
izering van Sahlqvist en inductieve formules voor verschillende signaturen. Con-
radie en Palmigiano [50] ontwikkelden een Ackermann Lemma Based Algorithm
(ALBA) voor distributieve modale logica, gebasseerd op een algebraische analyse
van de correspondentietheorie. In Hoofdstuk 4 en 5, respectievelijk, breiden we
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het ALBA algoritme uit naar de reguliere modale logica (modale logica met niet-
normale modaliteiten) en de intuitionistische modale mu-calculus. Ook geven
we een syntactische definitie van de klasse van inductieve ongelijkheden in deze
talen en laten we zien dat het ALBA algoritme werkt op deze ongelijk-heden.
In Hoofdstuk 6 ontwikkelen we een versie van ALBA voor distributieve tralie
uitbreidingen (DLEs), waarmee we de canoniciteit bewijzen van zekere syntac-
tisch gedefinieerde klasses van DLE-ongelijkheden (de meta-inductieve ongelijk-
heden) met betrekking tot de structuren waarin de formules die de additiviteit
van bepaalde gegeven termen beweren geldig zijn.

Het tweede gedeelte van het proefschrift richt zich op orde-topologische meth-
oden. In Hoofdstuk 7 introduceren we het concept van een subordinatie van een
Boolese algebra en ontwikkelen we een categoriale dualiteit tussen Boolese alge-
bra’s met een subordinatie en Stone ruimtes met een gesloten relatie. We breiden
deze dualiteit uit om te laten zien dat de categorie van de Vries algebra’s dual
is aan de categorie van Gleason ruimtes: extreem onsamenhangende ruimtes met
een gesloten irreducibele equivalentierelatie. Hiermee geven we een alternatieve
Jonsson-Tarski stijl dualiteit voor de de Vries dualiteit tussen compacte Hausdorff
ruimtes en de Vries algebra’s, wat een mogelijkheid biedt voor het ontwikkelen van
een topologische correspondentie theorie en een logische calculus voor compacte
Hausdorff ruimtes . In Hoofdstuk 8 bewijzen we een Sahlqvist correspondentie en
canoniciteit stelling voor topologische dekpuntlogica in het geval van modaal com-
pacte Hausdorff ruimtes. Dit is een generalisatie van het Sambin-Vaccaro bewijs
voor de canoniciteit van de taal van positieve modale mu-calculus geinterpreteerd
over modale compacte Hausdorf ruimtes.



Abstract

In this thesis, we study correspondence and canonicity for non-classical logic using
algebraic and order-topological methods. Correspondence theory is aimed at an-
swering the question of how precisely modal, first-order, second-order languages
interact and overlap in their shared semantic environment. The line of research
in correspondence theory which concerns the present thesis is Sahlqvist corre-
spondence theory — which was originally developed for classical modal logic, and
provides a systematic translation between classical modal logic and first-order
logic.

Modal languages are expressive fragments of second-order logic when inter-
preted over relational structures. However, the celebrated Sahlquist-van Benthem
theorem, which is the cornerstone of the correspondence theory, states that for
every formula in a large, syntactically defined class of modal formulas called
Sahlquist formulas, the correspondent is, in fact, a first-order sentence. Moreover,
this correspondent can be computed effectively. Canonicity is closely related to
correspondence, and ensures that logics axiomatized by these formulas are com-
plete with respect to relational semantics. Thus, correspondence and canonicity
together establish that Sahlqvist logics are semantically complete with respect to
first-order definable classes of relational structures.

The first part of the thesis focuses on algebraic methods for correspondence
and canonicity. In chapter 3, we introduce the algebraic approach to Sahlqvist-
type correspondence results by proving the classical Sahlqvist correspondence the-
orem for basic modal logic in the algebraic setting of complex algebras of frames.
In the algebraic setting, the reduction strategies for the elimination of the second
order variables can be formulated entirely in order-theoretic terms. The order-
theoretic conditions that guarantee the applicability of these strategies also lead
to a positive characterization of Sahlqvist and inductive formulas across different
signatures. Conradie and Palmigiano [50] develop an Ackermann Lemma Based
Algorithm (ALBA) for distributive modal logic based on an algebraic analysis of
the correspondence theory. We extend the algorithm ALBA to regular modal logic
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(modal logic with non-normal modalities) and intuitionistic modal mu-calculus
in Chapters 4 and 5, respectively. Moreover, we syntactically define the class of
inductive inequalities in these languages, and show that the algorithm succeeds
on them. In Chapter 6, we develop a version of ALBA for distributive lattice
expansions (DLEs), using which we prove the canonicity of certain syntactically
defined classes of DLE-inequalities (called the meta-inductive inequalities), rela-
tive to the structures in which the formulas asserting the additivity of some given
terms are valid.

The second part focuses on order-topological methods. In Chapter 7, we
introduce the concept of a subordination on a Boolean algebra, and develop a
full categorical duality between Boolean algebras with a subordination and Stone
spaces with a closed relation. We further extend this duality to show that the
category of de Vries algebras is dual to the category of Gleason spaces, which are
extremely disconnected spaces with a closed irreducible equivalence relation. This
provides an alternative Jnsson-Tarski style duality to de Vries duality between de
compact Hausdorff spaces and de Vries algebras. It also offers a possibility for
developing a topological correspondence theory, and a logical calculus for modal
compact Hausdorff spaces. In Chapter 8, we prove a Sahlqvist correspondence
and canonicity theorem for topological fixed-point logic on compact Hausdorff
spaces. This generalizes the Sambin-Vaccaro proof of canonicity for the language
of positive modal mu-calculus interpreted over modal compact Hausdorff spaces.
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