
Categories for the working
modal logician

Giovanni Cinà
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Chapter 1

Introduction

This thesis revolves around the connection between Category Theory and Modal
Logic, focusing on the bearing of the former discipline on the latter. Our aim is
not to explain away one framework in terms of the other, but rather to stress
how the interaction between these two fields can bring about novel and fruitful
insights. Such cross-pollination can occur at multiple levels; in this research we
dive into two possibilities.

The first is to study hybrid structures, namely mathematical objects that have
a clear connection to Category Theory and at the same time are amenable to
a Modal Logic treatment. Not only such models turn out to be interesting on
their own account, their model theory exhibits peculiar features when classical
logical issues, e.g. completeness, expressivity and decidability, are injected with
category-theoretic elements. The first three chapters of the thesis constitute an
exploration of this territory.

A second possibility is to import questions and methodologies from one side
to the other, exploiting one discipline as an heuristic tool. The suggestion we put
forward, developed in the last two chapters, is that classes of models of modal
languages can be conveniently seen as categories, where the appropriate notion of
morphism is given by the bisimulation matching the language under consideration.
This perspective offers a uniform way of defining basic notions and raising basic
questions, but also sheds new light on classical issues in the field.

In what follows we offer two brief introductions to the main actors in our play,
Category Theory and Modal Logic. We then touch on the existing work on the
interface between the two disciplines. We conclude this preamble with an outline
of the content of the chapters, followed by a list of publications from which said
content is taken.

Category Theory. Stemming from the tradition of Felix Klein’s Erlangen
Program, the main concepts of Category Theory were introduced in the 40’s
by Eilemberg and MacLane in the seminal paper “General theory of natural

1



2 Chapter 1. Introduction

equivalences” [52]. As the title suggests, the main interest of the authors was the
study of natural transformations. As the theory developed, it quickly became
clear that the most innovative aspect of these investigations was ingrained in the
very definition of a category: rather than focusing on the internal structure of
mathematical objects, category theory turns the attention to the relevant notion of
transformation between certain kinds of structures. A category is thus composed
of two parts, elements and arrows connecting them. Arrows are endowed with a
partial operation of composition and are required to satisfy some general laws.

Important classes of mathematical objects, such as groups or vector spaces, can
be arranged into a category by selecting a meaningful notion of arrows (sometimes
called morphisms); the latter are often taken to be some ‘structure-preserving’
functions, e.g. group homomorphisms in the case of groups. Category Theory can
thus be used as a powerful abstraction tool to systematically address questions
that arise in different parts of mathematics within one general framework.

The original fields of application of Category Theory were algebraic topology
and abstract algebra. From the second half of the 20th century to the present day,
the connections of Category Theory with other fields within and outside Mathe-
matics have increased steadily, to the extent that now category-theoretic tools
are used in Mathematical Logic, Theoretical Computer Science and Mathematical
Physics. For a structured account of the history of Category Theory and a glimpse
at the breadth of its applications we refer the reader to [90] and [91].

Modal Logic. Although the core ideas of Modal Logic have deeper roots, the
origin of the field is often taken to be C.I. Lewis’ “A survey of symbolic logic” [82],
where the author enriched propositional classical logic with an additional operator
I meant to capture the concept ‘it is impossible that’. The approach to modal
languages in the early days had a distinctive syntactic flavor and authors mainly
employed such languages to axiomatize specific philosophical concepts.

This scenario changed radically in the 1960s when semantics entered the stage.
The introduction of relational semantics, more than any other later development,
shaped the field in such a profound way that nowadays modal languages can
be tentatively defined as apt languages for talking about relational structures.1

The ‘aptness’ part of this definition refers to the two virtues of expressivity and
tractability: one wants a language that is able to express important features
of the semantics while at the same time preserve computational tractability.
Unfortunately there is a trade off between these two desiderata, as more expres-
sive languages tend to have high computational complexity or be undecidable.
Modal languages strike a good balance between these two aspects, whence their
attractiveness.

This point of view highlights the relationship between modal languages and
more expressive languages such as first-order logic and extensions thereof. The

1This slogan welcomes the reader at the first page of the modern textbook [32].
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idea of seeing modal languages as fragments of more complex languages, made
precise by van Benthem’s theorem in [24], brought to the foreground the intuition
that modal languages could be characterized in terms of their invariants, against
the background of a point-of-reference expressive language.

As for the applications of Modal Logic, we mentioned the early use of this
formalism to capture and axiomatize philosophical notions such as ‘necessity’ and
‘possibility’. Nowadays modal languages are employed for many different purposes:
some are still connected with various areas of Philosophy such as epistemic and
doxastic logics; some germane to Computer Science such as temporal logics,
logics to reason about programs, logics for multi-agent systems and knowledge
representation; some pertaining to Economics such as logics for games and strategic
interactions. We redirect the reader to the historical section of [32] for a detailed
overview of the general trends of research in this discipline.

Bridges between the two fields.

The interface between these two disciplines has been studied from a variety of
angles. We give a short tour of the existing work in the area in order to properly
place our own contribution.

An influential approach that touched on this connection is the one known
as Coalgebra. Coalgebras are mathematical constructs that were introduced in
Theoretical Computer Science to handle infinite data types; it later became clear
that they could be conceived as abstract versions of systems. Coalgebras are dual
of algebras in a precise, category-theoretic sense, and many important concepts in
the realm of Universal Algebra have a natural dual in the theory of coalgebras.2

Subsequent developments in this research area unveiled the connection between
coalgebras and particular logics, collectively grouped under the name ‘coalgebraic
logics’. It was shown that many modal logics could be recovered as coalgebraic logic
for the right choice of functor, for example the standard modalities on relational
and neighborhood structures. We refer the reader to [78] for an introduction to
coalgebraic logic. The link between our work and the general theory of coalgebra
can be made precise by noticing that presheaves, which constitute the models on
which we interpret the logics studied in the first three chapters, can themselves
be viewed as special coalgebras. This link is discussed at the end of Chapter 2,
where we expand on the relationship between our logic and a coalgebraic logic
associated to presheaves, and again in Chapter 3.

Another avenue was taken by the authors of the so-called ‘presheaf approach
to Concurrency Theory’. The first paper on the subject was [123], where many
important models of concurrency such as transition systems, synchronization trees
and event structures were organized into categories and systematically related
via adjunctions. Upon realization that each of these models was associated to

2This is well-portrayed in the table in [108] p.7. For an introduction to coalgebras we point
the reader to the classic [108] and the textbook [72].



4 Chapter 1. Introduction

a corresponding notion of path, in [74] Joyal, Winskel and Nielsen devised a
representation of models of concurrency in terms of presheaves over suitable ‘path
categories’, following the intuition that a model of concurrency consists of bundles
of different paths glued together in a coherent way.

This perspective suggested to define a general categorical notion of behavioural
equivalence solely in terms of path preservation and path ‘lifting’. While the former
is usually inbuilt in the definition of morphism of the categories under examination,
the latter had to be imposed, leading to the definition of open maps. The desired
general concept of bisimilarity was then at hand: two models of concurrency are
deemed bisimilar if their presheaf representations are connected by a span of open
maps. In a follow-up paper [124] it was observed that presheaves can themselves
be regarded as transition system via the construction usually known as ‘category
of elements’. A notion of bisimulation for these transition systems, baptized ‘path
bisimulation’, was proved equivalent to the bisimulation in terms of span of open
maps. A modal logic called ‘path logic’ was shown to be characteristic for such
path bisimulation. Given some conditions on the base category, presheaves can be
thought of as generalized models of concurrency, with representables playing the
role of path shapes. Path logic becomes then the natural choice of language for
such models. The connection of our work with this line of research is described in
detail in Chapter 3.

Last but not least, there is the body of work on the Curry-Howard correspon-
dence for constructive modal logics. The core idea of this approach, elucidated
in [47], was to establish a triangle of correspondences between constructive modal
logics, type-theoretic formulations and categorical semantics (the latter in the
spirit of Categorical Logic, see [87]). Although the program did not reach full
completion, this line of research provided interesting insights into the categorical
semantics for constructive modal logics. Examples are provided by [30], where the
authors describe what structure needs to be added to a cartesian closed category in
order to interpret the modalities of intuitionistic S4, or [6], where Kripke semantics
and categorical semantics are related via algebraic semantics.

Since the background logic obtained via a categorical semantics is intuitionistic,
this perspective is naturally geared towards constructive modal logics, namely
logics based on the intuitionistic propositional calculus rather then the classical
one. Intuitionistic modal logics lend themselves to computational interpretations
of the modalities.3 In this thesis we only consider modal logics based on classical
propositional calculus, thus there does not seem to be a straightforward connection
to our research program.

Beside these structured approaches, one can find category-theoretic motives in
other fields that overlap with Modal Logic; a prominent example in this respect is
Duality Theory, namely the systematic study of contravariant functors between
different categories of mathematical objects. The dualities between classes of

3See [6] and [31] for pointers to the use of constructive modal logics in Computer Science.
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relational structures, algebras and topological spaces offer deep insights into the
semantics of modal languages and can be harnessed to prove important results,
e.g. the algebraic proof of Goldblatt-Thomason theorem [62].

In this kind of investigations Category Theory comes in as a tool employed to
achieve some independently motivated goals. The spirit of our own research is
somewhat similar, in the sense that we want to develop machinery and intuitions
that can be useful for modal logicians for a variety of purposes. In the next section
we summarize our contributions.

1.1 Outline

In Chapter 2 we introduce a relational structure called ‘typed transition system’,
in which the labels of the relations are indexed by the arrows of a category. To
highlight the bridge-like status of typed transition systems, we prove an equivalence
with the corresponding presheaf category and later show an adjunction with the
category of standard labeled transition systems.

We explain how to axiomatize these structures with a modal language, providing
a Hilbert style calculus that is sound and strongly complete for these models. Such
logic contains an infinitary rule, necessary to exclude the existence of untyped
states. Although infinitary modal logics are known to be highly intractable, the
logic we present is quite well behaved, in the sense that any derivation from a
consistent set of formulas can be reduced to a finitary derivation. We proceed to
show soundness and weak completeness results for the finitary fragment of the
logic. Finally, we argue that our logic matches the coalgebraic logic arising from
the coalgebras associated to presheaves.

Chapter 3 relates the work of the previous chapter to the ‘presheaf approach’
and explains how the logic for typed transition systems can be seen as a fragment
of path logic. After reviewing some definitions and results from the literature,
we prove a characterization result for path logic, in the fashion of van Benthem’s
theorem. We proceed to examine some properties of presheaves from the literature
and see how to encode them in path logic. The main test cases are the sheaf
of sections of a covering space, a construction used in topology, and a recent
sheaf-theoretic analysis of non-locality and contextuality pioneered by Abramsky
and Brandenburger in [4]. A core notion that one would like to capture is that of
sheaf, but we observe that sheaves are not definable in path logic. We thus devote
the second part of the chapter to the understanding of sheaves over topological
spaces through their relational counterparts.

On one hand we enhance the semantic companion of path logic, namely path
bisimulation, to preserve locality and gluing, the defining properties of a sheaf.
Moving the first steps in this direction, we prove some basic results concerning the
adequate notion of bisimulation in the context of sheaves, characterizing spans
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and co-spans of open maps. Pursuing a different avenue, we add enough expressive
power to define the two properties, enhancing path logic with nominals. We
conclude by showing that, when the category in the background is nice enough,
the finitary fragment of this hybrid extension is decidable.

While previous chapters studied path logic and its expressivity at an abstract
level, Chapter 4 showcases what well-chosen fragments can achieve in concrete
areas. The case study of this chapter is the formalization of Social Choice Theory.
After introducing Social Choice Theory and the existing work on its formal
foundations, we present a modal logic for social choice functions. Such logic
is shown to be complete for the intended models; furthermore we explain how
various concepts of interest for Social Choice Theory can be modelled in this logic.
Most importantly, we describe how the logic can be used to prove three seminal
impossibility results in this field. We discuss how this logic fares in comparison
to other languages proposed for the same task and offer some remarks on the
implementation of the logic by describing how to feed it to a SAT solver.

The modality in this language encodes the capability of a coalition to enforce
the truth of a certain formula, given that the individuals outside the coalition
maintain their course of action. This suggests that the central aspect of this theory
is the possibility to track what happens to the preferences expressed by a coalition
of agents when said coalition is expanded or shrunk. Following this intuition we
explicate how a social choice function can be understood as a presheaf model,
where the base category is the poset of all possible coalitions. These observations
are followed by an explanation of how the logic for social choice function can be
seen as a fragment of the relative path logic.

Leaving presheaf models behind, Chapter 5 turns to a different question:
what do we gain from conceiving a class of models for a modal language as a
category, where the role of arrow is played by bisimulations? Since arrows are
first-class citizens from the perspective of Category Theory, two questions become
prominent: What is the right notion of bisimulation for a given modal operator?
Is it closed under composition? It turns out that there is a group of well-known
modalities for which these questions are not settled, namely conditional modalities.
Chapter 5 provides a structured answer to these two issues for this class of
operators, at the general level of conditional models. We provide a bisimulation
for conditional modalities and prove the correspondence between bisimilarity
and modal equivalence for the semantics on selection functions, along with other
observations on the closure under unions and compositions.

In the rest of the chapter we demonstrate the versatility of this framework
by applying it to areas of Modal Logic that have seen recent development. First
we discuss the case of conditional belief on plausibility models, deriving some
undefinability observations along the way. A similar analysis is conducted for
conditional belief on evidence models, showing how we can handle the same
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operator interpreted on different semantics. Second, we prove that our approach
covers more than just conditional belief by applying it to the operator of relativized
common knowledge. Finally we explain how the central definition and results are
amenable for a multi-agent generalization.

Chapter 6 continues to study models of modal languages from a categorical
standpoint, building on the groundwork of the previous chapter. We focus on the
case-study of plausibility and evidence models, explaining how these classes of
models can be arranged into different categories by means of different choices of
bisimulations. Since different bisimulations are linked to different modal languages,
we can think of picking a notion of bisimulation as if selecting a language ‘through
which’ we look at the models.

Regarding a class of models as a category whose arrows are bisimulations
allows us to recast some known concepts and problems in categorical terms. An
important notion is that of update, namely a model-changing operation that
occurs after the model is fed with new information. Requiring an update to be
functorial, for these particular categories of models, means to ask (among other
things) whether bisimilar models are mapped to bisimilar models. This suggests
a link between functoriality of an update and the existence of reduction laws
for the associated dynamic operator. Another theme is the relationship between
classes of models. A mapping between two different classes of models can have
different properties when the classes are regarded as categories. For some choices
of languages (read: bisimulations) such mapping will not be functorial, while for
other languages the mapping will turn out to give a categorical equivalence.

Finally, both issues are composed in the problem known as tracking, namely
the matching of information dynamics on different structures. One of the key
aspects of tracking is the possibility to reduce an update on a complex structure
to an update on a simpler construct. When tracking occurs we are able to transfer
results from the updates on simpler structures to the updates on richer structures.
The main result in this chapter is a characterization of the trackable updates in
a certain class of “simple” updates: for the updates that fit the description we
provide a procedure to construct the corresponding update on plausibility models;
for the updates that do not meet the requirements we describe how to build a
counterexample to tracking.

Prerequisites. We assume knowledge of the basics of Modal Logic, as well
as the core notions of Category Theory such as category, functor and natural
transformation. For quick reference we point the reader to [32] and [12].
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1.2 Sources of the chapters

The content of this thesis

• Chapter 2 is partly based on an unpublished manuscript [16].

• Chapter 3 is partly based on:

Giovanni Cinà and Sebastian Enqvist. Bisimulation and path logic for
sheaves: contextuality and beyond. Technical report, ILLC Technical Notes
X-2015-01, 2015.

• Chapter 4, with the exception of the connection to path logic, is based on
two papers (where the second is an extended version):

Giovanni Cinà and Ulle Endriss. A syntactic proof of Arrow’s theorem
in a modal logic of social choice functions. In Proceedings of the 2015
International Conference on Autonomous Agents and Multiagent Systems
(AAMAS), pages 1009–1017, 2015.

Giovanni Cinà and Ulle Endriss. Proving classical theorems of social
choice theory in modal logic. Autonomous Agents and Multi-Agent Systems,
30(5):963–989, 2016.

• Chapter 5 is based on two papers (where the former is an extended version):

Alexandru Baltag and Giovanni Cinà. Bisimulation for conditional modalities.
Technical report, ILLC Technical Notes X-2016-01, 2016.

Alexandru Baltag and Giovanni Cinà. Bisimulation for conditional modalities.
Studia Logica, 2017. Forthcoming.

• Chapter 6 is based on an unpublished manuscript [43].



Chapter 2

Typed modal logics

2.1 Introduction

We begin our investigation by analyzing the connection between presheaves and
labeled transition systems, highlighting how the former correspond to particular
relational structures with an associated modal logic.

Labeled transition systems (LTS henceforth) are widely used as mathematical
representations of processes, where the latter are encoded as transitions between
possible states of the system. This analysis can be refined by restricting the class
of LTSs to capture a specific notion of process. The core idea of this chapter is to
introduce and study a structure that is designed to capture typed processes. A
typed process differs from an un-typed one in one important respect: every state
(or possible world, or object) has a unique type and transition only connect states
of a certain, predetermined type to states of another predetermined type.

Everyday examples of typed processes include cooking recipes, where one has
to perform different operations depending on the ingredients, and instructions to
assemble furniture. For more formal examples the reader can think of programs
(that do not require interaction with the user) written in an object-oriented
language: there the classes of objects are the types while the functions send
objects of one class to objects of another predetermined class. In general, we
want to consider any complex procedure involving several sorts of objects and
sort-related operations.

We take these types and operations and generate a category, by adding a ‘do
nothing’ operation for each type and understanding composition as performing one
operation after the other.1 Our structure of choice, which with a leap of fantasy
we call typed transition systems (TTS), is a relational structure that incorporates
the typing given by a category. In contrast with regular LTSs, where all the states
are of the same kind, in a TTS we can have states of different ‘sorts’ or ‘types’ (we

1The choice of term ‘type’ is not accidental: its use to refer to objects of a category sinks its
roots in the connections between type theory and category theory, as explained in [23] and [70].

9
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will use these two terms interchangeably). The transitions are also type-dependent:
for every label f there are two types, a “domain” type C and “codomain” type
C ′, such that all the transitions labelled by f connect C-states to C ′-states. The
category-theoretic features help us handle the types, while the relational nature
of the structure allows for the application of the Modal Logic toolbox.

The idea of enriching the structure of the set of labels is already problematized
in [112], where the author explicitly argues in favor of the study of LTS with
additional structure on labels. Important examples are labelled transition systems
with a monoidal structure on labels [39] and those whose set of labels is a particular
category, e.g. in [81,95]. The coalgebraic point of view on LTSs [108] does not seem
to be suitable for such a task, in that the set of labels is fixed within the signature
functor. The same criticism is offered for the approach of Winskel and Nielsen
in [74] and [124]. Sobocinski’s solution in [112] is the study of such richer LTSs by
means of relational presheaves. Our approach is inspired by the work of Winskel
and Nielsen on the categorical study of models of concurrency ( [74, 123, 124]);
indeed some of the functors we propose in the following sections are variations of
their constructions. We are however not interested in encompassing one framework
into the other, but rather we intend to explore the interplay between Category
Theory and Modal Logic; indeed this chapter revolves around a structure that
sits in between these two theories.

The chapter is structured as follows. In the next Section we introduce some
preliminary notions and give a formal definition of typed transition systems. To
highlight the bridge-like status of TTSs, in Section 2.3 we prove an equivalence
with the corresponding presheaf category, a pivotal concept of Category Theory,
while in Section 2.4 we show an adjunction with standard LTSs.

In order to axiomatize such structures, in Section 2.5 we provide a modal
language, also parameterized by a category C, and a Hilbert style calculus that is
sound and strongly complete for the class of TTSs labeled by C. Such logic is
called LTTSC. It contains an infinitary rule, necessary to exclude the existence
of untyped states. It is worth remarking that infinitary modal logics are known
to be highly intractable, regardless of whether the infinitary character is due to
infinitary connectives or infinitary rules. Nevertheless, the logic we present is quite
well behaved, in the sense that any derivation from a consistent set of formulas can
be reduced to a finitary derivation. This enables a Lindenbaum-like construction,
which is typically where the standard completeness proof goes awry in the case of
infinitary modal logics.2 In Section 2.6 we proceed to show that the calculus can
be made finitary, preserving all the theorems but losing strong completeness; we
derive soundness and weak completeness results for this finitary logic.

Since the category of presheaves can be equivalently described as a particular
category of coalgebras (see [5]), in Section 2.7 we argue that our logic matches

2In the case of Hilbert-style axiomatizations of modal logics with infinitary connectives one
can resort to consistency properties; see [107] and [114].
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the one arising from the coalgebras associated to presheaves. We generalize
Pattinson’s technique to extract a coalgebraic logic from a collection of natural
transformations, transporting it to the realm of multi-typed Set-coalgebras; the
application of this procedure to the right class of natural transformations is shown
to yield the language and semantics of Section 2.5. Since Section 7 touches on the
connection with Coalgebra and coalgebraic logic, a familiarity with the topic is
helpful in appreciating the results therein.

2.2 Typed transition systems

We start introducing some terminology and basic observations.3 A labelled tran-
sition system (LTS) is a tuple T = 〈W, {Ri}i∈L〉 where W and L are sets and
Ri ⊆ S × S are relations on W indexed by labels in L.4 A transition system is
deterministic if every relation in it is a partial function.

A bisimulation between two LTSs T1 = 〈W1, {R1
i }i∈L〉 and T2 = 〈W2, {R2

i }i∈L〉
is a non-empty relation Z ⊆ W1 ×W2 such that, if (w,w′) ∈ Z:

1. if wR1
i v then there is v′ ∈ W2 such that (v, v′) ∈ Z and w′R2

i v
′;

2. if w′R2
i v
′ then there is v ∈ W1 such that (v, v′) ∈ Z and wR1

i v.

A bisimulation is functional if B is a function; functional bisimulations are
sometimes called p-morphisms or bounded morphisms. Note that we have defined
bisimulations only between transition systems with the same set of labels.

2.2.1. Definition. Call TSL the category having as objects transition systems
with labels in L and as morphisms functional bisimulations.5

2.2.2. Proposition. TSL is a category.

Proof:
The identity function is a bisimulation and the composition of functional bisimu-
lations is the composition of the underlying functions; the forward and backward
condition follow from the fact that the components are bisimulations. Associativity
and identity laws follow from the corresponding laws on functions. 2

We call a relation I ⊆ W ×W a pseudo-identity if it is a partial identity
function on W , that is, the identity function for a subset of W . We now introduce

3We refer to [32] for an overview on notions related to Modal Logic, and to [84] for the
category-theoretic concepts.

4Labelled transition systems are often introduced as tuples 〈W,L, Tr〉, where Tr ⊆W×L×W
is a relation specifying which pairs of states are related and how the edges are labelled. Clearly
the two presentations are equivalent; we chose ours because it helps the intuition underlying our
construction. We do not consider LTSs with initial state.

5See [123] for a general categorical study of labelled transition systems.
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the special kind of LTS that we will study in the next sections. Note that, for the
rest of the chapter, we will take the category C to be small, i.e. the collections of
objects and arrows are both sets. We indicate with C0 and C1 the sets of objects
and arrows respectively.

2.2.3. Definition. [Typed transition system] A typed transition system (TTS) is
a tuple 〈W,C, {Rf}f∈C1〉 such that C is a small category, W is a set and {Ri}i∈C1〉
is a family of relations indexed by the arrows of the category. The relations are
deterministic and moreover satisfy the following properties:

1. The relations in the family {RIdC}C∈C0 are pseudo-identities on W .

2. The domains (and thus the codomains) of the relations in the family
{RIdC}C∈C0 form a partition of W .

3. For all f ∈ C1, if f : C ′ → C then

• if (x, y) ∈ Rf then (y, y) ∈ RIdC′
,

• the domain of Rf coincides with the domain of RIdC .

4. If f : C → C ′ and g : C ′ → C ′′ in C then Rg◦f = Rg;Rf , where the symbol
; on the left is relational composition.

Note that by condition 3 and 4 two partial functions Rf and Rg are composable
only if the codomain of Rf and the domain of Rg agree.6

2.2.4. Definition. Suppose two TTSs M1 and M2 are indexed by the same
category C. A bisimulation between them is a relation Z ⊆ W1 ×W2 such that if
(w,w′) ∈ Z then

• for every f ∈ C1, if (w, v) ∈ R1
f then there is v′ ∈ W2 such that (w′, v′) ∈ R2

f

and (v, v′) ∈ Z, and vice versa.

When we consider TTSs equipped with a valuation on atomic propositions, we
take a bisimulation to additionally satisfy V1(w) = V2(w′) for all (w,w′) ∈ Z.

Typed transition systems can also be arranged into a category: call TTSC the
category of typed transition systems with labels in C1 and functional bisimulations.

6If the set of object of the category is a singleton {∗} then the conditions enforce a monoidal
structure on the labels. Deterministic LTSs with a monoidal structure on labels - one of the
examples mentioned in [112] - are thus an example of TTSs, namely those where the background
category C has only one object.
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2.3 Presheaves as TTSs

In this section we study the relationship between the category TTSC and the
presheaf category SetC

op

, concluding that the two are equivalent. This allows for
the transfer of important results from presheaves to TTSs.

First some definitions and terminology. Given two categories C and D, the
functor category DC is a category having as objects the functors from C to D and
as arrows natural transformations. A presheaf on a category C is a functor from
Cop, the opposite category of C, to the category Set of sets and functions. The
functor category SetC

op

for these special functors is called the presheaf category
over C.

Presheaf categories are widely used in Category Theory; they are an important
example of cartesian closed categories and of topoi. Presheaves have been employed
on a variety of fronts, from applications to Topology to current models of quantum
computation [55, 88]. For the fundamentals on presheaves we redirect the readers
to the classic texts in Category Theory and Topos Theory, [84] and [85].

2.3.1. Definition. Given a functor F : C→ Set, we can construct the category
of elements E(F ) as follows:

• objects are pairs (x,C), for C object of C and x ∈ F (C)

• there are arrows f : (x,C) → (x′, C ′) for all morphisms f : C → C ′ in C
such that F (f)(x) = x′

This construction is used, for example, in proving that presheaves categories are
the cocompletion of the corresponding base category, see [12]. It is a special case
of the Grothendieck construction. Note that if the base category is small, we can
transform the category of elements E(F ) into a LTS 〈W, {Rf}f∈C1〉 as follows:

• W = {(x,C)|C ∈ C0, x ∈ F (C)} = E(F )0

• Rf = {((x,C), (x′, C ′))|f : C → C ′, F (f)(x) = x′}

Since C is small, the carrier W is a union of set-many sets and thus a set, while
{Rf}f∈C1 is a family indexed by a set.

2.3.1 The functor T

We now address the question: how can we apply the construction of the category
of elements to a presheaf F : Cop → Set? After a moment of reflection, it becomes
clear that there are two alternatives, depending on how we want to encode the
contravariance of the functor into the relations of the LTS:

1. Rf := {((F (f)(x), C)(x,C ′))|x ∈ F (C ′)} for f : C → C ′
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2. Rf := {((x,C)(F (f)(x), C ′))|x ∈ F (C)} for f : C ′ → C

The first construction yields relations that are the inverses of functions, while the
second construction always yields a deterministic LTS. The first option is studied
in [124] and will be addressed in the next chapter; here we focus on the second
alternative. A LTS obtained with the second procedure turns out to be a TTS.

2.3.2. Definition. Given a small category C and a functor F : Cop → Set,
define a TTS TF = 〈W, {RF

f }f∈C1〉 as follows:

• W F := {(x,C)|x ∈ F (C), C ∈ C0}

• RF
f := {((x,C)(F (f)(x), C ′))|x ∈ F (C)} for f : C ′ → C

Thus each RF
f is a partial function on W F .

2.3.3. Proposition. For every small category C, TF is a TTS labeled by C.

Proof:
We immediately have that TF is deterministic, since every RF

f is a partial function.
The partial functions in TF are indexed by the arrows of C. The elements indexed
by the identities are pseudo-identities on W F and by construction their domains
form a partition of it.

If (a, b) ∈ RF
f and f is not an identity then by construction it must be that

a = (x,C), b = (F (f)(x), C ′) for f : C ′ → C. Clearly (a, a) = ((x,C), (x,C)) ∈
RF
IdC

and (b, b) = ((F (f)(x), C ′), (F (f)(x), C ′)) ∈ RF
IdC′

. We automatically have

that RF
f is total on the domain of RF

IdC
because F (f) is total on F (C). Conditions

4 is given by functoriality and the definition of the transitions in TF . 2

This construction can be adapted to a functor T : SetC
op → TTSC defined as:

F : Cop → Set 7→ TF

θ : F → G 7→ Bθ ⊆ TF × TG

where TF is defined as above and Bθ = {((x,C), (θC(x), C))|x ∈ F (C), C ∈ C0}
is a functional bisimulation from TF to TG.

To show that this construction is well-defined we check that Bθ is an arrow in the
target category.

2.3.4. Proposition. Bθ is a functional bisimulation.

Proof:
We start with functionality. For every (x,C) there is a corresponding pair
(θC(x), C) because of the functionality of each component θC of the natural
transformation, so every element in W has a unique image under Bθ.
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For two presheaves F,G : Cop → Set, consider the corresponding models TF
and TG and let Bθ ⊆ TF × TG. Suppose given the pairs ((x,C), (θC(x), C)) ∈ Bθ

and ((x,C)(F (f)(x), C ′)) ∈ RF
f , for some RF

f partial function in TF . Therefore
x ∈ F (C), θC(x) ∈ G(C) and F (f)(x) ∈ F (C ′). Taking (θC′ ◦F (f)(x), C ′) we can
see that, by naturality of θ, it is equal to (G(f) ◦ θC(x), C ′), and hence it makes
the following diagram commute

(x,C) (θC(x), C)

(F (f)(x), C ′) (θC′ ◦ F (f)(x), C ′)

Bθ

RFf RGf

Bθ

For the backward condition suppose now that ((x,C), (θC(x), C)) ∈ Bθ and
((θC(x), C), (G(f) ◦ θC(x), C ′)) ∈ RG

f for some RG
f relation in TG. Since F (f) :

F (C) → F (C ′) is a function we know that ((x,C), (F (f)(x), C ′)) ∈ RF
f , and

by definition ((F (f)(x), C ′), (θC′ ◦ F (f)(x), C ′)) ∈ Bθ. Again by the naturality
of θ we obtain that (θC′ ◦ F (f)(x), C ′) = (G(f) ◦ θC(x), C ′), thus we have the
commutation of the above diagram. 2

Notice that this proof does not carry over if we construct the LTS from a
presheaf in the first way, as in [124], since the ‘back’ condition of bisimulation
might fail.

2.3.5. Proposition. T is a functor.

Proof:
The preservation of source and target is given by construction. For the iden-
tity IdF , which is the identity natural transformation, we get that T (IdF ) =
{((x,C), (IdFC (x), C))|x ∈ F (C), C ∈ C0} = {((x,C), (x,C))|x ∈ F (C), C ∈
C0} which is the identity relation on TF . For composition, take θ ◦ η. The
corresponding functional bisimulation is T (θ ◦ η) = {((x,C), (θ ◦ ηC(x), C))|x ∈
F (C), C ∈ C0}, which is the composition of the functional bisimulations T (η) =
{((x,C), (ηC(x), C))|x ∈ F (C), C ∈ C0} and T (θ) = {((x,C), (θC(x), C))|x ∈
F (C), C ∈ C0}. 2

2.3.6. Proposition. T is full, faithful and injective on objects.

Proof:
For injectivity on objects consider two functors F 6= G. If F (C) 6= G(C) for some
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C ∈ C0 then there must be x ∈ F (C) such that x /∈ G(C) thus the pair (x,C)
will be in the carrier of TF but not in the carrier of TG. If the functors coincide on
objects but F (f) 6= G(f) for some f ∈ C1 then we will have that RF

f is a different
relation from RG

f , and so the transition systems TF and TG will have the same
carrier but different partial functions.

Now suppose θ, η : F → G and θ 6= η. Then there must be a C and an x ∈ F (C)
such that θC(x) 6= ηC(x). But this means that ((x,C), (θC(x), C)) ∈ T (θ) but it
cannot be in T (η), because ((x,C), (ηC(x), C)) ∈ T (η) and there can be only one
image of (x,C) in T (η). So T (θ) 6= T (η).

To see that it is full, consider a functional bisimulation B between two objects
in the image of T , say from TF to TG. We construct a natural transformation
θ : F → G such that T (θ) = B.

Define θC(x) = y iff ((x,C), (y, C ′)) ∈ B. We know by the functionality of B
that there is only one such pair, hence θC is well defined for every C. We now
claim that C ′ = C. Consider the fact that, by construction, ((x,C)(x,C)) ∈ RF

IdC
.

By the forward condition on bisimulation we must have that

(x,C) (y, C ′)

(x,C) (y, C ′)

B

RFIdC
RGIdC

B

Therefore it must be that ((y, C ′), (y, C ′)) ∈ RG
IdC

, and this in turn entails that
C = C ′ by the construction of RG

IdC
. So we have the right typing for the components

of θ: θC(x) = y ∈ G(C). It remains to show naturality.

For each object x in F (C), we have that ((x,C), (θC(x), C)) ∈ B by def-
inition of θC . Given an arrow f : C ′ → C in C, the functor G will output
the partial function RG

f . Since θ(x) ∈ G(C), by construction we know that
((θC(x), C), (G(f)◦θC(x), C ′)) ∈ RG

f . Applying the backward condition on bisimu-
lations we conclude that there must be a pair (z, C ′′) such that ((x,C), (z, C ′′)) ∈
RF
f and ((z, C ′′), (G(f) ◦ θC(x), C ′)) ∈ B.

By the first item we can infer that C ′′ = C ′ and z = F (f)(x). From these
facts, together with the second item and the definition of θC′ we can conclude
that θC′ ◦ F (f)(x) = θC′(F (f)(x)) = θC′(z) = G(f) ◦ θC(x). As both x ∈ F (C)
and f were generic, we can conclude that θ is a natural transformation. Clearly
we have T (θ) = B. 2
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2.3.2 The functor Pre

The next step is to describe a functor from TTSs to presheaves and then prove the
equivalence. Given a typed transition system T labeled by C we can construct a
presheaf Pre(T ) : Cop → Set as

C ∈ C0 7→ dom(RIdC )

f : C ′ → C ∈ C1 7→ Rf : dom(RIdC )→ dom(RIdC′
)

It takes a simple check to see that this is indeed a presheaf. We can make this
construction functorial by defining Pre : TTSC → SetC

op

T 7→ Pre(T )

B : T1 → T2 7→ θ : Pre(T1)→ Pre(T2)

where the components of θ are defined as follows: for x ∈ dom(R1
IdC

) put θC(x) = y
iff (x, y) ∈ B (the subscript 1 indicates that the partial function is in the transition
system T1).

2.3.7. Proposition. Pre : TTSC → SetC
op

is a functor.

Proof:
We know that Pre(T ) is a well defined presheaf and that Pre preserves source
and target. We need to show that Pre(B) = θ : Pre(T1) → Pre(T2) is a
natural transformation. Let C be an object of the category C, F1 = Pre(T1) and
F2 = Pre(T2). Suppose θC(x) = y; first we want to ensure that the typing is
right, namely that y ∈ F2(C). Since (x, x) ∈ F1(IdC) = R1

IdC
and (x, y) ∈ B by

the forward condition on bisimulation we know that there must be a y′ such that
(x, y′) ∈ B and (y, y′) ∈ R2

IdC
. By the fact that R2

IdC
is a pseudo-identity we can

conclude that y ∈ F2(C) = dom(R2
IdC

).
Now for naturality. Suppose given f : C ′ → C in C. Take x ∈ F1(C) and

consider F2(f) ◦ θC(x) = z. By the definitions of θ and F2 we can infer that
(x, θC(x)) ∈ B and (θC(x), z) ∈ F2(f) = R2

f . By the backward condition on bisim-
ulation there must be a y′ such that (x, y′) ∈ R1

f = F1(f) and (y′, z) ∈ B. But
this means that F2(f) ◦ θC(x) = θC′ ◦ F1(f)(x), hence we have the commutation
of the naturality diagram. 2

2.3.8. Theorem. For every small category C the categories SetC
op

and TTSC

are equivalent.

Proof:
Consider T : SetC

op → TTSC and Pre : TTSC → SetC
op

. We show two natural
isomorphisms η : T ◦ Pre→ IdTTSC

and ε : Pre ◦ T → IdSetCop .
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We begin by showing that T (Pre(T )) is isomorphic to T . First consider the
carrier of T , call it W . By definition of T the carrier W ′ of T (Pre(T )) is

{(x,C)|x ∈ Pre(T )(C), C ∈ C0} = {(x,C)|x ∈ dom(RIdC ), C ∈ C0}

So W ′ is essentially W , with the difference that each element is turned into a
pair consisting of the element itself and its ‘object label’ or ‘type’. There exists
an obvious bijection ηT : W ′ → W sending (x,C) to x. Clearly this bijection
respects the cells of the partition.

Now consider a partial function Rf on T , for f : C → C ′. If (x, y) ∈ Rf then
(x, x) ∈ RIdC′

and (y, y) ∈ RIdC . By definition we have that Pre(T )(f) = Rf , so
(x, y) ∈ Pre(T )(f). Finally, applying T we get

R
Pre(T )
f := {((x,C ′)(Pre(T )(f)(x), C))|x ∈ Pre(T )(C ′)}

= {((x,C ′)(y, C))|x ∈ Pre(T )(C ′)}
= {((x,C ′)(y, C))|x ∈ dom(RIdC′

)}

So we can see that R
Pre(T )
f contains the same pairs as Rf if we disregard the

associated types, that is, we apply ηT . Thus the bijection ηT respects all the
partial functions on T ◦ Pre(T ). Being both a bijection and respecting the
partial functions ηT is a functional bisimulation that is also an isomorphism
ηT : T ◦ Pre(T ) ∼= T in the category TTSC.

To conclude the first half of the proof we need to show that η is natural.
Applying the definition we can see that given a functional bisimulation B : T1 → T2

the result of applying T ◦ Pre is (in stages):

Pre(B)C = {(x, y)|y = B(x), (x, x) ∈ R1
IdC
}

T ◦ Pre(B)C = {((x,C), (y, C))|y = B(x), (x, x) ∈ R1
IdC
}

where the superscript in R1
IdC

indicates that the partial functions lives in T1. This
makes the following naturality diagram commute: given (x,C) in T ◦ Pre(T1),
applying T ◦ Pre(B)C we obtain (y, C) for y = B(x), finally applying η2 we get y;
for the other half of the diagram, η1(x,C) = x and B(x) = y.

T ◦ Pre(T1) T1

T ◦ Pre(T2) T2

η1

T ◦ Pre(B) B

η2

Now for the second part. Consider the presheaf F : Cop → Set. Applying the
functor T we obtain TF , the transition system described in Section 2.3. Applying
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Pre we obtain a presheaf Pre(TF ) : Cop → Set. Note that now

Pre(TF )(C) = dom(RF
IdC

) = {(x,C)|x ∈ F (C)}

Again we can see that Pre ◦ T (F ) is almost F , the only difference is that the set
associated to each object of the category is a set of pairs where the second element is
the object itself. We can thus define a natural transformation εF : Pre◦T (F )→ F ,
a family of functions εFC : Pre ◦ T (F )(C) → F (C) defined as εFC ((x,C)) = x.
Notice that each of these functions is a bijection, even though we may have that
x ∈ F (C) and x ∈ F (C ′) for different C and C ′: since the natural transformation
acts component-wise, the components εFC are injective and surjective.

We now prove the naturality of εF . For f : C → C ′, the definition of
Pre ◦ T (F )(f) is Pre ◦ T (F )(f : C → C ′) = RF

f . It is then easy to see that the
diagram

Pre ◦ T (F )(C ′) F (C ′)

Pre ◦ T (F )(C) F (C)

εFC′

Pre ◦ T (F )(f) F (f)

εFC

commutes: given (x,C ′), applying εFC′ and F (f) we will get F (f)(x); applying
Pre ◦ T (F )(f : C → C ′) = RF

f we get (F (f)(x), C) and applying εFC we also
get F (f)(x). Therefore εF is a natural bijection and thus an isomorphism in the
category SetC

op

.

We now need to show that εF is natural in F , that is, it is a natural transfor-
mation ε : Pre ◦ T → IdSetCop . Consider the natural transformation θ : F → G.
We want to show the commutation of the diagram

Pre ◦ T (F ) F

Pre ◦ T (G) G

εF

Pre ◦ T (θ) θ

εG

and to this end we show the commutation of the diagram pointwise:
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Pre ◦ T (F )(C) F (C)

Pre ◦ T (G)(C) G(C)

εFC

Pre ◦ T (θ)C = θBθ,C θC

εGC

We can build up the definition of the natural transformation Pre ◦T (θ) as follows:

T (θ) = Bθ = {((x,C), (θC(x), C)| . . . }
Pre ◦ T (θ) = θBθ s.t.

θBθ,C(z) = z′ iff (z, z′) ∈ Bθ, (z, z) ∈ RF
IdC

iff ((x,C), (θC(x), C)) ∈ Bθ, z = (x,C), z′ = (θC(x), C)

where the superscript in RF
IdC

indicates that the partial function lives in T (F ).
Using all the definitions we can check that, given (x,C),

θC(εFC ((x,C))) = θC(x)

= εGC ((θC(x), C))

= εGC (θBθ,C(x,C))

This concludes the proof of the naturality of ε and the second half of the proof of
the theorem. 2

This theorem allows for a transfer of results and information from presheaves
to TTSs.

2.3.9. Proposition. For every small category C, the following facts hold.

1. The category TTSC is a topos.

2. There is an embedding j : C→ TTSC that is full and faithful.

3. For every object C ∈ C, consider the image of the representable presheaf
Hom(C, –) under the equivalence, call such a structure ‘representable TTS
for C’ and denote it with TTS(C). Then:

• Every TTS is a colimit of representable TTSs.

• For any TTS M , there is a bijection between objects of type C in M
and functional bisimulations from TTS(C) to M .

Proof:
Items 1 and 3(1) are given by the fact that equivalences preserve such properties
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and item 2 is given by the composition of the Yoneda embedding with the equiv-
alence. Item 3(2) is a consequence of the Yoneda Lemma: given an element of
type C in a TTS M , this will be an object in P (C), where P is the pre-image
of M under the equivalence; the Yoneda Lemma states that there is a bijection
between elements of P (C) and natural transformations θ : Hom(C, –)→ P , while
the equivalence entails that there is a bijection between the natural transforma-
tions θ : Hom(C, –)→ P and the functional bisimulations TTS(C)→M . Thus
composing the two bijections we obtain the desired correspondence. 2

The class of TTS over C is thus extremely rich of structure.

2.4 Transition systems as TTSs

In this section we expand on the connection between typed transition systems
and standard transition systems. The former are a richer version of the latter,
so one obvious connection is that, given a TTSs labeled by C, one can forget
the additional structure and take C0 just as a set of labels, obtaining a plain
transition system. A more interesting observation, due to Joyal, Winskel and
Nielsen, is that we can encode a LTS labeled by a set L into a presheaf over the
‘category of paths’, i.e., describe a LTS as a bundle of chains of transitions glued
together at certain points. From the previous section we know that presheaves
correspond to TTSs, thus this gives us a procedure to turn every LTS into a TTS.
Interestingly, this extends to an adjunction between LTS and TTS, where the
functor from TTSs to LTSs is not a forgetful functor.

For a set of labels L, call TS′L the category having as objects transition systems
with labels in L and relation-preserving functions as morphisms. Take L∗ to be
the full subcategory of TS′L consisting of only linear transition systems, i.e., chains
of transitions. For all intents and purposes we can envision this category as having
for objects the finite strings of labels in L and as arrows the substring inclusions.7

For example, a string llkl is a set of five points connected in a chain by the
corresponding labeled edges, while, for l, k ∈ L, an arrow i : lk → llkl will be
the obvious relation-preserving function mapping one chain into the other. The
empty string, denoted by ε, is taken to indicate the transition system with only
one object, denoted by ?, and no transitions. We use l to denote a string in L∗.

In this section we show how, generalizing a construction given in [74], we can
embed TS′L into SetL

∗op
and successively into TTSL∗ . It is worthwhile to remark

that this embedding offers a technique to transform a transition system into a
deterministic one. Moreover, we show an adjunction between the two categories,
where the embedding functor is the right adjoint.

7Note that in [74] the same notation is used to denote the category that has initial substring
inclusions as morphisms.
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2.4.1. Theorem. For any set of labels L, the category TS′L embeds into TTSL∗.

Proof:
By our previous theorem we know that SetL

∗op
is equivalent to TTSL∗ , hence we

only need to show that TS′L embeds into the presheaf category SetL
∗op

. In order
to achieve this we generalize the embedding of pointed LTSs described in [74]
and [124], obtaining a variation of the Yoneda embedding.

Given a LTS T , construct a presheaf GT : L∗op → Set as follows:

GT (l) = HomTS′L
(l, T )

where l is a finite string of labels. Note that in particular GT (ε)is just the set of
states of T . The action on morphisms is defined as

GT (i : l→ l
′
)(f : l

′ → T ) = f ◦ i

To make this construction into a functor G : TS′L → SetL
∗op

we define the action
on morphisms as follows. Given a relation preserving function f : T1 → T2, define

G(f : T1 → T2) = ηf : GT1 → GT2

such that on a component l we have

ηf
l
(h : l→ T1) = f ◦ h : l→ T2

This is routinely proven to be a natural transformation: for h : l → T1 and
i : l

′ → l, GT2(i)(η
f

l
(h)) = GT2(i)(f ◦ h) = f ◦ h ◦ i = ηf

l
′(h ◦ i) = ηf

l
′(GT1(i)(h)).

We now show that the functor G is injective on objects. If two transition
systems T1 and T2 differ on the states then we will have GT1(ε) 6= GT2(ε). If one
of the two has an edge with a label l that does not appear in the other one then
GT1(l) 6= ∅ = GT2(l). Suppose the two differ because one of the edges is put in
different positions in the two systems, let l be the label. Then the two inclusion
i1, i2 : ε → l will be mapped to different functions: either GT1(i1) 6= GT2(i1) or
GT1(i2) 6= GT2(i2) or both. Therefore if two transition systems are different then
their images under G are different.

We now show G is faithful. Suppose f, f ′ : T1 → T2 but f 6= f ′. Then there is
x such that f(x) 6= f ′(x). Call ix the morphism in TS′L of type ε→ T1 such that
ix(?) = x. Then we have

G(f)ε(ix) = ηfε (ix) = f ◦ ix = f(x) 6= f ′(x) = f ′ ◦ ix = ηf
′

ε (ix) = G(f ′)ε(ix)

Hence the images of f and f ′ are different natural transformations.
It remains to show that G is full. Take η : GT1 → GT2 . Define the function f :

T1 → T2 as f(x) = ηε(x), that is, following the action of the natural transformation
on the empty paths. To see that it preserve edges, suppose there is an edge with
label l from x to y in T1. Call w the morphisms l → T1 that singles out this
edge. We have w ∈ GT1(l) by construction. Recall the names of the two inclusion
i1, i2 : ε→ l. Consider the following diagram:
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GT1(ε) GT2(ε)

GT1(l) GT2(l)

ηε

ηl

GT1 (i1) GT2 (i1)

This diagram, commuting by naturality of η, represents the fact that there is an
edge labeled by l in T2, namely ηl(w), and that the starting point of such edge is
ηε(GT1(i1)(w)) = ηε(x) = f(x). The analogous diagram where i1 is replaced with
i2 captures the fact that the ending point of ηl(w) is f(y). We thus have showed
that there is an edge with label l from f(x) to f(y), and thus the function f is
relation-preserving.

Finally, we must show that G(f) = η. Given l object of L∗, by definitions we
have G(f)l(h : l → T1) = f ◦ h = ηε ◦ h. Let ηl(h) = h′, we want to show that
h′ = ηε ◦ h. Let x be a point in l, call ix : ε→ l the morphism that has x in its
image. Consider

GT1(ε) GT2(ε)

GT1(l) GT2(l)

ηε

ηl

GT1 (ix) GT2 (ix)

This diagram commutes by naturality of η and showcases that GT2(ix)(ηl(h)) =
GT2(ix)(h

′) = h′ ◦ ix = h′(x) is the same as ηε ◦GT1(ix)(h) = ηε ◦ (h◦ ix) = ηε ◦h(x).
Hence G(f) = η and G is full. This concludes the proof that G is an embedding. 2

Recall that T : SetL
∗op → TTSL∗ was the functor used in the previous section

to prove the equivalence between SetL
∗op

and TTSL∗ .

2.4.2. Theorem. For any set of labels L, there is an adjunction between the
categories TS′L and TTSL∗, where the functor T ◦G is the right adjoint.

Proof:
Define the left adjoint functor H : TTSL∗ → TS′L as follows. Given a TTS
T = 〈W, {Ri}i∈L∗1〉, construct a LTS H(T ) = 〈W ′, {Rl}l∈L〉 such that

• W ′ = domRIdε , that is, all the elements of ‘type’ empty string
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• Rl = {(a, b) ∈ W ′ ×W ′|∃x ∈ dom(RIdl) (x, a) ∈ Ri1 , (x, b) ∈ Ri2}, where
l ∈ L and i1, i2 : ε→ l are the only two inclusion of the empty string into
the string consisting of only the l element.

The intuition behind this definition is that Rl is the set of pairs such that there
is an object of ‘type’ l connecting a to b. For the action on arrows, suppose
Z : T1 → T2 is a functional bisimulation. Define H(Z) : H(T1) → H(T2), for
a ∈ domR1

Idε
, as H(Z)(a) = Z(a). Since b = Z(a) and (a, a) ∈ R1

Idε
, by the

forward condition on bisimulation we know that (b, b) ∈ R2
Idε

, so H(Z) is indeed
well defined.

We showH(Z) is relation-preserving. Suppose (a, b) ∈ R1
l , then by construction

∃x ∈ dom(R1
Idl

) such that (x, a) ∈ R1
i1

and (x, b) ∈ R1
i2

. Let Z(x) = x′; by the
previous argument we know that x′ ∈ dom(R2

Idl
). By Z(x) = x′ and (x, a) ∈ R1

i1
,

again employing the forward condition on bisimulation, we conclude that there is
a′ such that Z(a) = a′ and (x′, a′) ∈ R2

i1
. A similar argument yields the conclusions

Z(b) = b′ and (x′, b′) ∈ R2
i2

. Now we have x′ ∈ dom(R2
Idl

) such that (x′, a′) ∈ R2
i1

and (x′, b′) ∈ R2
i2

, thus by construction (a′, b′) ∈ R2
l . Since a′ = Z(a) = H(Z)(a)

and b′ = Z(b) = H(Z)(b), we get (H(Z)(a), H(Z)(b)) ∈ R2
l .

We now define a natural transformation η : 1TTSL∗ → T ◦G ◦H and show that
it serves as the unit of the adjunction. For a TTS T = 〈W, {Rf}f∈L∗〉, note that
TGH(T ) = 〈

⋃
l∈L∗0
{(i, l)|i ∈ HomTS′L

(l, H(T ))}, {Ri}i∈L∗1〉. For (a, a) ∈ RIdl
,

ηT (a) = (ã, l) such that ã : l→ H(T ); ã is defined as ã(n) = Rin(a), where n is a
node in the string l and in : ε→ l is the inclusion that selects said node.

It remains to show that ã is relation-preserving and thus a legitimate element of
TGH(T ). Suppose in l there is an edge (n, n′) labeled by k. Since k is a label in the
string l, there must be an embedding ik : k → l that singles out the pair (n, n′), that
is: in : ε→ l is such that in = ik ◦ i1 and in′ : ε→ l is such that in′ = ik ◦ i2. Now
consider x = Rik(a) in T . By the typing of ik and contravariance it must be that
x ∈ dom(RIdk). By in = ik ◦ i1 and contravariance we get Rin(a) = Ri1(Rik(a)),
which is tantamount to Rin(a) = Ri1(x), so (x,Rin(a)) ∈ Ri1 . By in′ = ik ◦ i2 and
an analogous reasoning we obtain (x,Rin′

(a)) ∈ Ri2 . Finally, recall that we defined
ã(n) = Rin(a) and ã(n′) = Rin′

(a): substituting in what we just obtained we get
that there is an x ∈ dom(RIdk) such that (x, ã(n)) ∈ Ri1 and (x, ã(n′)) ∈ Ri2 . By
the construction of H, this is the definition of (ã(n), ã(n′)) ∈ Rk, that is, there is
an edge labeled by k between ã(n) and ã(n′) in H(T ).

We proceed to argue that ηT is a functional bisimulation, i.e. a legitimate
arrow in TTSL∗ . We start with the forward condition. Suppose (a, b) ∈ Ri for

some inclusion i : l → l
′

in L∗. So a is of type l
′

and b of type l. The effect of
the function Ri after the application of TGH is that ηT (a) = (ã, l

′
) is mapped

to the precomposition (ã ◦ i, l) where ã ◦ i : l → H(T ). On the other hand, b
is mapped by ηT to (b̃, l). The two results are indeed the same function: for
n ∈ l, let y = i(n), then b̃(n) = Rin(b) = Rin(Ri(a)) = Riy(a) = ã(y) = ã(i(n)).
The equation Rin(Ri(a)) = Riy(a) is a consequence of the commutation of the
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following diagram in L∗

ε l

l
′

in

iy
i

The backward condition is proved similarly: given a, ã and Ri(ã), we take Ri(a) = b
and repeat the proof above for b̃.

Now for naturality. Suppose given a functional bisimulation Z : T1 → T2. We
show the commutation of the diagram

T1 TGH(T1)

T2 TGH(T2)

ηT1

Z TGH(Z)

ηT2

Given a such that (a, a) ∈ RIdl
, we have by definition ηT1 = (ã, l). Applying

TGH(Z) we get the postcomposition H(Z) ◦ ã : l → H(T1) → H(T2). Since
H(Z) = Z, this simplifies to (Z ◦ ã, l). For a given input n ∈ l, Z(ã(n)) =
Z(R1

in(a)). We indicate with R1
in the relation in T1. On the other side of the

diagram we have ηT2(Z(a)) = Z̃(a) : l → H(T2). For a given input n ∈ l,

Z̃(a)(n) = R2
in(Z(a)). Since Z is a functional bisimulation we have R2

in(Z(a)) =

Z(R1
in(a)), thus we conclude that Z̃(a)(n) = R2

in(Z(a)) = Z(R1
in(a)) = Z(ã(n)).

Hence the two functions coincide and the diagram commutes.
Finally, we show that η works as the unit of the adjunction. Suppose given a

functional bisimulation Z : T → TG(T ), where T is a TTS and T is a LTS. Define
Θ(Z) : H(T ) → T as follows. For n ∈ dom(RIdε), put Θ(Z)(n) = π1(Z(n))(?),
that is, take the pair Z(n) = (in : ε→ T , ε) (that lives in TG(T )) and obtain a
point in T by applying the first component of Z(n) to the only object in ε, namely
?. We now show that Z = TG(Θ(Z)) ◦ ηT . Consider a ∈ dom(RIdl

). Applying

the definitions we get: TG(Θ(Z))(ηT (a)) = TG(Θ(Z))((ã, l)) = (Θ(Z) ◦ ã, l). The
first item is a function of type l → H(T ) → T ; the pair lives in TG(T ). We
claim it coincides with Z(a), which is also a pair (f, l) where f : l→ T , we only
need to check that Θ(Z) ◦ ã and f are the same function.

Let Rin(a) = n′. Since Z is a functional bisimulation, we have that the function
Z(a) is mapped to Z(n′) by the corresponding of the relation Rin in TG(T ): the
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latter is just precomposition with in′ , thus Z(n′) = (f ◦ in′ , ε). Now we can see
that, for any n ∈ l, Θ(Z) ◦ ã(n) = Θ(Z)(Rin(a)) = Θ(Z)(Rin(a)) = Θ(Z)(n) =
π1(Z(n))(?) = f ◦ in′(?) = f(n). This shows that the two functions coincide, hence
the natural transformation η has the universal mapping property of the unit. 2

Note that this adjunction is not an equivalence of categories. LTSs constitute
an optimized version of the corresponding TTSs, in the sense that the latter may
contain redundant information: a TTS could contain two objects of type l ∈ L
that have the same source a and target b. After applying the functor H these
two objects generate the same edge (a, b), i.e., the functor H identifies TTSs that
have multiple copies of the same edges.

2.5 A logic for TTSs

Presheaves have been used as a semantics of first-order modal logics, e.g. in [59,60],
and extensions of intuitionistic and modal logic, see [86]. We have seen that
presheaves are equivalent to TTSs, when the base category is fixed, thus we may
interpret some of these logics onto TTSs. However, none of these authors was
interested in a language with modalities that explicitly referred to the arrows of the
category. We on the other hand want a language that captures typed processes:
since the typing of the processes is encoded in the arrows of our background
category C and the arrows are the labels of the transitions, the natural choice is a
language with a modality for each arrow. This means that such logic is parametric
on a given category C, just like TTSs were defined parametrically on a category
C. We use LTTSC to refer to the logic of TTSs for C. Its language is a fragment
of the so called path logic from [74]; we will contrast this logic with path logic in
the next chapter, where the latter is introduced in full details.

Given a set of atomic propositions At, define the formulas FLTTSC as:

φ ::= p | ¬φ |φ ∧ φ | 〈f〉φ

where p ∈ At and f ∈ C1. Suppose |C1| = κ. If κ is finite then FLTTSC has size
ω, otherwise it has size κ.

A model for this logic is a tuple M = 〈W,C, {Rf}f∈C1 , V 〉, where the first
three items constitute a TTS labeled by C and V : At→ ℘W is a valuation. We
define the satisfaction of the formulas as usual for the propositional case, while
for the modalities we put:

• M, w � 〈f〉φ iff ∃(w,w′) ∈ Rf ∧M, w′ � φ

When Γ is a set of formulas in FLTTSC we write Γ � φ to mean that, for all models
M, if M, w � ψ for all ψ ∈ Γ then M, w � φ.

We are interested in axiomatizing typed transition systems in such a language.
The main difference with standard Kripke models, beside the functionality of the
transitions, are two key facts:
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• the transitions are type-dependent, that is, a transition only connects worlds
of a given type to worlds of another given type, according to C;

• every element in a model has a unique type.

The former feature can be captured by a set of axioms that is parametric on C.
The axioms for the logic LTTSC are:

1. tautologies of classical propositional logic

2. K-axioms for all f ∈ C1

3. Dual-axioms for all f ∈ C1

4. 〈g ◦ f〉p↔ 〈g〉〈f〉p for all g ◦ f ∈ C1 (axiom for composition)

5. 〈f〉p→ [f ]p for all f ∈ C1 (partial functions)

6. p→ [IdC ]p for all C ∈ C0 (partial identities)

7. ¬(〈IdC〉> ∧ 〈IdC′〉>) for all C,C ′ ∈ C0, C 6= C ′

(every object has at most one type)

8. 〈f〉> ↔ 〈IdC〉> for all f ∈ C1 and such that f : C ′ → C
(actions respect types I)

9. 〈f〉> → 〈f〉〈IdC′〉> for all f ∈ C1 such that f : C ′ → C
(actions respect types II)

where [f ] is defined as ¬〈f〉¬. The problematic aspect is enforcing the existence
of a type for each world, there could be infinitely many objects in C0 and thus
infinitely many types. In order to deal with infinitely many types we introduce an
infinitary inference rule that excludes the possibility of a world without a type.
The inference rules of the calculus are Modus Ponens, Uniform Substitution and
Generalization for all the modalities involved plus the following infinitary rule:

〈IdC〉> → φ for all C ∈ C0
Rule− Id

φ

with the proviso that φ is a non-modal formula, that is, it does not contain any
modal operator. We will see later in this section that despite the infinitary rule
the logic LTTSC is rather well-behaved.

A LTTSC-proof of φ from Γ is defined as a pair (α, g) such that α is an ordinal
and g : α → FLTTSC with the following property: if g(β) = φ, for β ≤ α, then
φ is either an instance of one of the axioms, a premise in Γ or it is derived by
means of an application of an inference rule to the formulas indexed by smaller
ordinals, that is, indexed by γ’s such that γ < β. We write Γ `LTTSC φ if there is
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a LTTSC-proof of φ from Γ; if φ is proved without the use of any premise we call
it a theorem and use the notation `LTTSC φ.

The logic LTTSC is sound if, for any Γ and φ,

Γ `LTTSC φ ⇒ Γ � φ

and strongly complete if, for any Γ and φ,

Γ � φ ⇒ Γ `LTTSC φ

A logic is said to be weakly complete if the latter statement holds for Γ = ∅.

2.5.1. Theorem. The logic LTTSC is sound with respect to the class of TTSs
arising from C.

Proof:
Assume Γ holds in a model and suppose we have a proof Γ `LTTSC φ. The proof
proceeds as usual by induction on the length of the derivation: let α be such
length and suppose the claim holds for β < α. By definition, φ can be an axiom,
a premise or the result of the application of an inference rule. If φ is a premise in
Γ then we are done. We inspect the axioms.

The first three axioms are valid by standard results, so we only check the
remaining ones. Suppose given a model M based on a typed transition system
F = 〈W, {Ri}i∈C1〉. Then Axiom 4 is valid by the fact that Rg◦f = Rg;Rf ,
where the latter symbol is relational composition. Axiom 5 is valid by the partial
functionality of the relations in F and Axiom 6 because the relations IdC are
pseudo-identities. Axiom 7 is ensured by the fact that the domains of the relations
IdC form a partition of W .

For Axiom 8 and 9, suppose that f : C ′ → C. Since we are in a typed
transition system the first conjunct is true at every world, since the domain of
RIdC and Rf coincide. If 〈f〉> is true at a world w then there exists w′ such that
(w,w′) ∈ Rf . By the second item of condition 4 we know that (w′, w′) ∈ RIdC′

,
and thus w makes true the formula 〈f〉〈IdC′〉>.

For the inference rules, Modus Ponens, Uniform Substitution and Generaliza-
tion work just like in the standard argument. For Rule− Id, suppose in a world
w the formula 〈IdC〉> → φ is true for all C ∈ C0. We know that in each world w
a formula 〈IdC〉> will be true for exactly one C. Hence φ will be true in w. 2

We now go on to prove a strong completeness result for LTTSC for the class
of TTSs arising from C. The proof follows the routine argument employing
a Lindenbaum construction and the canonical model. We highlight where our
argument differs from the standard proof. The reader with a background in
infinitary modal logic may be surprised by this result, since completeness proofs
for such logics typically require more involved techniques such as adaptations of
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consistency properties.8 The special feature of our logic is that every derivation
from a consistent set of formulas can be turned into a finite derivation. The first
step is to realize that every consistent set can be extended with a type, i.e., a
formula 〈IdC〉> for some C ∈ C0.

2.5.2. Lemma. Every LTTSC-consistent set of formulas Γ can be consistently
extended with a formula in the set {〈IdC〉>}C∈C0.

Proof:
Suppose not. Then Γ entails ¬〈IdC〉> for all C ∈ C0. Therefore it also entails
all the formulas in {〈IdC〉> →⊥}C∈C0 , so by the infinitary rule Rule− Id we can
infer that Γ entails ⊥, which contradicts the fact that it is consistent. 2

Notice that this also entails that every element in a model of the logic must
have a type. Now Consider maximally LTTSC-consistent sets of formulas; we call
them MCS for short.

2.5.3. Corollary. Every MCS contains exactly one of the formulas in the set
{〈IdC〉>}C∈C0.

This is an immediate consequence of axiom 7. Now we show that if a type is
added to the premises of a derivation then such derivation can be made finitary.

2.5.4. Lemma. If Γ `LTTSC φ then for any C ∈ C0 there is a finitary proof
{〈IdC〉>} ∪ Γ `LTTSC φ.

Proof:
Suppose Γ `LTTSC φ is of length α, where α is an ordinal, and consider a generic
C. Proceeding by ordinal induction, suppose the claim holds for all β < α. The
formula at step α can be either an instance of one of the axioms, or a premise or
it is derived from previous formulas in the sequence by means of an inference rule.
In the first two cases we can immediately reduce the length of the derivation to 1:
if φ is an instance of an axiom or a premise we can just introduce it and we get a
proof from {〈IdC〉>} ∪ Γ.

If the formula at step α has been introduced via MP then the two premises
must appear in the sequence before step α. The first of the two premises, call it
φ1, will be associated to an ordinal, say β1. By induction hypothesis the proof
up to β1 can be turned into a finitary proof of length n of φ1 from {〈IdC〉>} ∪ Γ.
Similarly we can get a proof of length m of the second premise φ2. Combining
these proofs and applying MP we obtain a proof of length n+m+ 1 of φ from
{〈IdC〉>} ∪ Γ. A similar argument works for the other finitary rules.

If the formula at step α has been introduced via Rule− Id then we know that
the premise 〈IdC〉> → φ must occur at some point in the sequence before α, say

8See for example [107].
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at step β. By induction hypothesis we know that we can get a finitary proof of
〈IdC〉> → φ from {〈IdC〉>} ∪ Γ; assume the length of such proof is n. Then we
can directly introduce 〈IdC〉>, which is now one of the premises, and apply MP
to obtain φ in a derivation of length n+ 2. 2

These two lemmas are key to the success of the Lindenbaum Lemma: given a
consistent set of formulas Γ, we build a MCS by first adding a type to it and then
performing the usual inductive construction on the rest of the formulas; due to
Lemma 2.5.4, all derivations from the consistent sets that we build will be finitary,
thanks to the presence of the type.

2.5.5. Lemma. Every consistent set of formulas can be extended to a MCS of
LTTSC.

Proof:
Given a consistent set of formulas Γ, label the formulas of the language with
the elements of κ in the following way. First, pick any ordering of the formulas
(e.g. lexicographic). Second, shift the ordering so that the formulas in the set
{〈IdC〉>}C∈C0 appear first. So if |C0| = κ′ we will have that the first κ′ formulas
are all the formulas {〈IdC〉>}C∈C0 . Notice that by Lemma 2.5.2 there exists a
C such that 〈IdC〉> is consistent with Γ. Take the first formula 〈IdC〉> in the
ordering that is consistent with Γ and define Γκ′ = Γ∪{〈IdC〉>}∪{¬〈IdC′〉>}C′ 6=C .

Then for κ′ ≤ α proceed as follows:

• for the successor step put Γα+1 = Γα ∪ {φα} if it is LTTSC-consistent, or
Γα ∪ {¬φα} otherwise;

• for the limit step put Γα =
⋃
β<α Γβ, for α =

⋃
β<α β and κ′ ≤ β.

Finally, take Γκ =
⋃
α<κ Γα. We now show by ordinal induction that Γα is

consistent for all α such that κ′ ≤ α ≤ κ, that is, we start the induction from
κ′. The base step is ensured by Lemma 2.5.2 and axiom 7: Γ ∪ {〈IdC〉>} is
consistent by the Lemma and the axiom allows us to deduce every formula in
the set {¬〈IdC′〉>}C′ 6=C . The successor step is given. For the limit step, suppose
Γα =

⋃
β<α Γβ is inconsistent. Thus there are Σ ∪ {ψ} ⊆

⋃
β<α Γβ such that

Σ `LTTSC ¬ψ. Say ψ has been added at step γ.
Since Γκ′ ⊆ Γα we can conclude that {〈IdC〉>} ∪ Σ `LTTSC ¬ψ is still a

derivation from premises in Γα. By Lemma 2.5.4 we know that there is a finitary
proof {〈IdC〉>} ∪ Σ `LTTSC ¬ψ. Since only finitely many premises can be used
in a finite derivation, this entails that {〈IdC〉>} ∪ Σ′ `LTTSC ¬ψ with Σ′ finite
subset of Σ. Hence all the premises in {〈IdC〉>} ∪Σ′ appear at some stage before
the limit, call it β′. From this we can conclude that either Γγ or Γ′β are already
inconsistent, which contradicts the IH. We can thus conclude that Γκ is a MCS
extending Γ. 2
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Consider the relations between MCS as usually defined in the canonical model:

Rf∆∆′ iff, for every formula φ, φ ∈ ∆′ entails 〈f〉φ ∈ ∆

We write Rf to indicate the relation associated to f ∈ C1.

2.5.6. Lemma (Existence). For all f ∈ C1 and all MCS ∆, if 〈f〉ψ ∈ ∆ then
there is an MCS ∆′ such that Rf∆∆′ and ψ ∈ ∆′.

Proof:
Let f have the typing f : C → C ′. Consider {ψ} ∪ {θ|[f ]θ ∈ ∆}. Suppose it is
inconsistent. Then Φ = {θ|[f ]θ ∈ ∆} `LTTSC ¬ψ. Since 〈f〉ψ ∈ ∆ we know that
〈f〉> ∈ ∆, so by axiom 8 〈f〉〈IdC〉> ∈ ∆. By axiom 5 we have [f ]〈IdC〉> ∈ ∆
and therefore by definition 〈IdC〉> ∈ Φ.

By Lemma 2.5.4 we know that there is a proof of ¬ψ from finitely many premises
φ1, . . . , φn in Φ. We can then run the usual argument: applying necessitation and
axiom K to the implication φ1 ∧ · · · ∧ φn → ¬ψ we obtain a contradiction with
the fact that 〈f〉ψ ∈ ∆.

Since {ψ}∪{θ|[f ]θ ∈ ∆} is consistent, by the previous Lemma we can take the
MCS that extends it; such MCS satisfies the required conditions by construction. 2

The Truth Lemma works as usual: we derive that in the canonical model, for
any MCS ∆ and any formula φ, ∆ � φ iff φ ∈ ∆.

2.5.7. Theorem. The logic LTTSC is strongly complete with respect to the class
of typed transition systems arising from C.

Proof:
The proof of completeness is the standard one: given a consistent set of formulas
we extend it to a MCS and by the Truth Lemma we know such MCS satisfies the
formulas of the set.

We check that the canonical model is indeed an typed transition systems
labeled by C. Consider the canonical model MLTTSC = 〈W, {Rf}f∈C1 , V 〉. The
axioms 1,2,3,5 and 6 are canonical for the corresponding properties by standard
results. So the canonical model is deterministic and satisfies conditions 1 of typed
transition systems.

Consider a MCS ∆. By Corollary 2.5.3 we know that there is a C ∈ C0 such
that 〈IdC〉> ∈ ∆, while by Axiom 7 we know that ∆ can have at most one type.
Therefore every MCS has one and only one type. This takes care of condition 2.
For condition 3, suppose that f : C ′ → C. If (∆,∆) ∈ RIdC then by the semantics
and axiom 8 we must have 〈f〉> ∈ ∆, so by the Truth Lemma there is ∆′ such
that (∆,∆′) ∈ Rf . The converse works analogously, hence the domains of f and
IdC coincide. The remaining implication also holds due to axiom 9.

For the last property, suppose (∆,∆′) ∈ Rg◦f . Hence for every formula φ if
φ ∈ ∆′ then 〈g ◦ f〉φ ∈ ∆. Due to axiom 4, the latter is the case iff 〈g〉〈f〉φ ∈ ∆.
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Since > ∈ ∆′, we obtain 〈g〉〈f〉> ∈ ∆. By Lemma 2.5.6 we know that this entails
the existence of a MCS ∆′′ such that (∆,∆′′) ∈ Rg and 〈f〉> ∈ ∆′′. So by assum-
ing φ ∈ ∆′ we obtain 〈g〉〈f〉φ ∈ ∆, which by axiom 5 entails [g]〈f〉φ ∈ ∆. The
latter together with (∆,∆′′) ∈ Rg allows us to conclude that 〈f〉φ ∈ ∆′′. Therefore
by definition we can conclude (∆′′,∆′) ∈ Rf . This shows that Rg◦f ⊆ Rg;Rf .
The converse is proved directly with the other direction of axiom 4. Hence
Rg◦f = Rg;Rf and the canonical model satisfies the last property of TTSs. This
is enough to establish thatMLTTSC is a typed transition system labeled by C. 2

2.6 A finitary logic for TTSs

If the set of objects of the category C is finite then the infinitary rules become
finitary, in which case we have soundness and completeness for a finitary calculus.
Now the question is: can we design a finitary calculus also for the categories with
infinitely many objects?

Consider the same language and the same satisfaction relation. The axioms
and the rules for the logic LTTSC

fin are the same as before, except for the infinitary
rule which is now absent. Soundness follows from the earlier proof.

2.6.1. Theorem. The logic LTTSC
fin is sound for the class of typed transition

systems labeled by C.

Proof:
As usual by induction on the length of the proof. The base cases of the axioms are
the same as those treated in the soundness of the infinitary logic. Modus Ponens,
Substitution and Necessitation are dealt with as usual. 2

We remark that, even though the infinitary rule is missing, another similar finitary
rule is admissible in the system.

2.6.2. Lemma. The following rule is admissible in LTTSC
fin , for any C ∈ C0:

` 〈IdC〉> → φ
Rule− Idfin ` φ

again with the proviso that φ is not a modal formula.

Proof:
Suppose ` 〈IdC〉> → φ is the case, that is, we have a derivation of 〈IdC〉> → φ
from the axioms. There can be two cases. Suppose that φ is a propositional
tautology. In this case we have ` φ directly by the propositional part of the
calculus. If φ is not a propositional tautology then there exists a classical valuation
V : At → {0, 1} that falsifies the formula: since φ is a non-modal formula, its
truth depends solely on the valuation. Consider a frame having as carrier the
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set W = {wC |C ∈ C0}, namely the set having only one object for every type.
We thus have RIdC = {(wC , wC)} for every C ∈ C0. The partial functions on
this carrier are completely determined, since all the domains and codomains are
singletons. It is a straightforward to check that this is indeed a TTS.

On top of this frame build a modelM with a valuation V ′ such that wC ∈ V ′(p)
iff V (p) = 1, that is, every world has the same valuation V . By construction we
have that M, wC � 〈IdC〉> but M, wC 6� φ. This contradicts the assumption
` 〈IdC〉> → φ and soundness, therefore φ must be a propositional tautology. 2

With the help of such admissible rule we can show that every theorem of
LTTSC is also a theorem of LTTSC

fin, this allows us to infer the weak completeness

of LTTSC
fin.

2.6.3. Theorem. The logic LTTSC
fin is weakly complete for the class of typed

transition systems labeled by C.

Proof:
Suppose ψ is a theorem of LTTSC, we prove that ψ is a theorem of LTTSC

fin

by induction on the length of the derivation `LTTSC ψ. Let α be the length and
suppose that for all β < α the claim is proved.

If at step α the formula ψ is introduced as an axiom or it is proved by one
of the finitary rules (MP, Necessitation, Substitution) then the same step can be
copied in LTTSC

f so together with the IH we have that `
LTTS

Cfin ψ. Consider
the case in which the step α is an application of the rule

〈IdC〉> → ψ for all C ∈ C0
Rule− Id

ψ

Since such proof has no other premises except the axioms, in order to apply
Rule− Id at step α it must be that `LTTSC 〈IdC〉> → ψ appears in some step
before α, for every C ∈ C0. Consider the first appearance of those formulas, say at
step β < α. From IH on β we can deduce that there is a proof `LTTSC

fin
〈IdC〉> →

ψ in the finitary logic. But then we can apply rule Rule− Idfin directly at step β
to obtain a proof `LTTSC

fin
ψ. This concludes the induction and proves the claim.

From these considerations it follows that if ψ is not a theorem of LTTSC
fin then

it is not a theorem of LTTSC. By the completeness of the latter calculus, there is
a TTS labeled by C that refutes the formula, hence LTTSC

fin is weakly complete. 2

2.7 Coalgebraic perspective on TTSs

It is a known fact in the literature that the category of presheaves can be equiva-
lently described as a particular category of coalgebras; see [5] for a description
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of the construction and [71] p.900 for the genesis of the main ideas. Coalgebras
come with associated logics, known as coalgebraic logics, thus it is natural to
wonder what is the connection between LTTSC and the coalgebraic logic arising
from the class of TTSs seen as coalgebras. We will see that LTTSC is indeed a
coalgebraic logic à la Pattinson, when we generalize the setting of coalgebraic
logic to accommodate typed structures.

2.7.1 Presheaves as coalgebras

Given an endofunctor E : C → C on a category C, a coalgebra for E is a pair
(C, ξ : C → E(C)), where C is an object of C and ξ : C → E(C) a morphism.
When C is the category Set of sets and functions, the coalgebras for an endofunctor
E : Set→ Set are pairs (X, ξ : X → E(X)), where X is a set and ξ a function.

Now consider SetS, the category consisting of S-indexed families of sets and
S-indexed families of functions: an object of this category is a family {Xs}s∈S
and an arrow is {fs}s∈S : {Xs}s∈S → {Ys}s∈S such that fs : Xs → Ys for every
s ∈ S. One obtains ‘many-sorted’ or ‘typed’ coalgebras by replacing sets with
S-indexed sets: for an endofunctor E : SetS → SetS we take coalgebras to be
pairs ({Xs}s∈S, ξ : {Xs}s∈S → E({Xs}s∈S)).

It is shown in [5] (improving on the results of [125]) that presheaves over the
base category C can be seen as coalgebras for the endofunctor Ξ : SetC0 → SetC0

defined as follows:9

Ξ({XC}C∈C0) = {
∏
C′∈C0

X
HomC(C′,C)
C′ }C∈C0

This functor acts on arrows by taking a family {fC}C∈C0 : {XC}C∈C0 → {YC}C∈C0

and returning a family Ξ({fC}C∈C0) such that its component C maps an input

〈succC′ , succD, . . . 〉 ∈
∏

C′∈C0
X
HomC(C′,C)
C′ (where succC′ : HomC(C ′, D) → X ′C

and so on) to an output 〈fC′ ◦ succC′ , fD ◦ succD, . . . 〉 ∈
∏

C′∈C0
Y
HomC(C′,C)
C′ .

The core idea behind this construction is that each presheaf over C is described
by the images of the objects plus the specification of the functions associated to
the arrows. The former is encoded in a family such as {XC}C∈C0 , the latter is
captured by the coalgebra structure for the functor Ξ: for any element x ∈ XC ,

ξ(x) returns an element in
∏

C′∈C0
X
HomC(C′,C)
C′ , that is, for every arrows of type

f : C ′ → C it returns the image of x under the function associated to f (which

is flipped because of contravariance). Hence an element in
∏

C′∈C0
X
HomC(C′,C)
C′

can be thought of as the collection of all the successors for an element of type C,
where said successors might be of different types. A presheaf (and therefore a
TTS) will thus look like a coalgebra ({XC}C∈C0 , {ξC}C∈C0). We refer the reader
to the literature for the details of the equivalence.

9Recall that we are considering the base category to be small.
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2.7.2 Coalgebraic logic for TTSs

In the influential paper [100], Pattinson introduced the idea of extracting a
modal logic for the coalgebras of a functor E : Set → Set from a collection
of natural transformations of type E → ℘, where the latter is the covariant
powerset functor.10 More precisely, given E : Set→ Set, µ : E → ℘, a coalgebra
(X, ξ : X → E(X)) and x ∈ X we can define a modal operator [µ] with semantics

(X, ξ), x � [µ]φ iff (X, ξ), y � φ for all y ∈ µX(ξ(x))

For example, when E is the covariant powerset functor then a coalgebra is
equivalent to an ordinary Kripke frame and µX(ξ(x)) is the set of successors of
x in X. With an analogous methodology we can capture atomic propositions as
given by a natural transformation ν : E → ℘(At), where At is a fixed set of atomic
propositions and ℘(At) is the constant functor mapping every set to ℘(At). Then

(X, ξ), x � p iff p ∈ νX(ξ(x))

In order to apply this idea to the coalgebras associated to presheaves we
must first generalize this idea to ‘typed’ coalgebras. The first observation con-
cerns the generalization of the powerset functor. Given a family {XC}C∈C0 , a
first option would be to apply the powerset functor component-wise, defining
℘C0({XC}C∈C0) = {℘(XC)}C∈C0 . But this solution falls short when we couple
it with the fact that arrows in SetC0 act component-wise. Suppose x ∈ XC ,

then the tuple ξC(x) ∈
∏

C′∈C0
X
HomC(C′,C)
C′ describes the successors of x along

the functions indexed by the arrows of C. With the current definition of ℘C0 ,
µCX(ξC(x)) ∈ ℘(XC) is a subset of XC , which is at odds with the fact that the
successors of x might have different types.

We thus propose to generalize the powerset construction in a different way:
for {Xs}s∈S family of sets, define ℘S({Xs}s∈S) = {

∏
s′∈S ℘(Xs′)}s∈S; now at each

s-component we have a product of all the powersets of the elements of the family.
For an arrow {fs}s∈S : {Xs}s∈S → {Ys}s∈S the image under ℘S is a family of
functions such that at component s the function

(℘S({fs}s∈S))s :
∏
s′∈S

℘(Xs′)→
∏
s′∈S

℘(Ys′)

sends a tuple 〈As, As′ , . . . 〉, where As ⊆ Xs, As′ ⊆ Xs′ and so on, to the tuple
〈fs(As), fs′(As′), . . . 〉.

This alternative definition of ℘C0 , where we have replaced S with the set of
‘types’ given by the objects of the category, allows us to close the gap and extract
a coalgebraic logic following Pattinson’s technique. For f : C ′ → C an arrow in C,

10See [78] for an overview of coalgebraic logic.
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we construct a natural transformation µ[f ] : Ξ→ ℘C0 along the following lines.
Given a family X = {XC}C∈C0 and a component D ∈ C0, define

µD
X

[f ] :
∏
C′∈C0

X
HomC(C′,D)
C′ →

∏
C′∈C0

℘(XC′)

on the input 〈succC′ , succD, . . . 〉, where succC′ : HomC(C ′, D)→ XC′ and so on,
as follows:

µD
X

[f ](〈succC′ , . . . , succD′ , . . . 〉) =〈succC′ [HomC(C ′, D) ∩ {f}], . . .
. . . , succD′ [HomC(D′, D) ∩ {f}], . . . 〉

Notice that every intersection HomC(D′, D) ∩ {f} is non-empty only if D′ and
D are the domain and codomain of f , respectively. If HomC(D′, D) ∩ {f} is
empty then succD′ [HomC(D′, D) ∩ {f}] is also empty. Thus one of two cases
must occur. If D is the codomain of f then the tuple 〈succC′ [HomC(C ′, D) ∩
{f}], . . . , succD′ [HomC(D′, D) ∩ {f}], . . . 〉 will consist of empty sets with the
exception of the component corresponding to the domain of f , there we will
have a singleton succdom(f)(f). In other words, when the codomain of f coincides
with the component of µ then the function returns the successor for the function
labeled by f , embedded in a tuple that establishes the correct typing. If D is
not the codomain of f then the tuple will consist of only empty sets. Note that
the tuple on the right is indeed an element in

∏
C′∈C0

℘(XC′), since the singleton
succdom(f)(f) is a subset of Xdom(f).

2.7.1. Proposition. The above definition turns µ[f ] : Ξ→ ℘C0 into a natural
transformation.

Proof:
Let {fC}C∈C0 : {XC}C∈C0 → {YC}C∈C0 be an arrow in SetC0 . We need to show
the commutation of the corresponding diagram for each component D.

∏
C′∈C0

X
HomC(C′,D)
C′

∏
C′∈C0

℘(XC′)

∏
C′∈C0

Y
HomC(C′,D)
C′

∏
C′∈C0

℘(YC′)

µD
X

[f ]

Ξ({fC}C′∈C0
) ℘C0 ({fC}C′∈C0

)

µD
Y

[f ]

An object in the top-left corner is a tuple 〈succC′ , succD, . . . 〉, where succC′ :
HomC(C ′, D)→ XC′ and so on. Applying µD

X
[f ] we obtain a tuple

〈succC′ [HomC(C ′, D) ∩ {f}], . . . , succD′ [HomC(D′, D) ∩ {f}], . . . 〉
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Applying ℘C0({fC}C′∈C0) to the latter we get

〈fC′ ◦ succC′ [HomC(C ′, D) ∩ {f}], . . . , fD′ ◦ succD′ [HomC(D′, D) ∩ {f}], . . . 〉

Following the other path in the diagram, from the initial tuple we obtain

〈fC′ ◦ succC′ , . . . , fD′ ◦ succD′ , . . . 〉

by applying Ξ({fC}C′∈C0); an application of µD
Y

[f ] results in the string

〈fC′ ◦ succC′ [HomC(C ′, D) ∩ {f}], . . . , fD′ ◦ succD′ [HomC(D′, D) ∩ {f}], . . . 〉

proving the commutation. 2

Pattinson’s blueprint for the semantics of modal operators can now be used
successfully to define the semantics of the operator [f ], where f is an arrow of C.
Let f : C ′ → C, use (X, ξ) as a shortcut for the coalgebra ({XC}C∈C0 , {ξC}C∈C0)
and denote with (x,D) the fact that x ∈ XD:

(X, ξ), (x,D) � [f ]φ iff (X, ξ), (y, C ′) � φ for all y ∈ πC′(µDX [f ](ξD(x)))

This definition encodes the fact that [f ]φ is true at x iff φ holds at every f -successor
of x. Compared to the single-sorted version, the main differences are that the
elements are now typed and that we have to pick the right component of the tuple
µD
X

[f ](ξD(x)) with the projection πC′ . The dual operator 〈−〉 will then be defined
as

(X, ξ), (x,D) � 〈f〉φ iff there is y ∈ πC′(µDX [f ](ξD(x))) such that

(X, ξ), (y, C ′) � φ

When D 6= C then there should be no f -successors, because the function associated
to f only applies to C-objects; indeed the tuple µD

X
[f ](ξD(x)) will consist of only

empty sets and thus 〈f〉> will be false. Note that this definition matches the
one of Section 2.5 when the relation Rf is unpacked from the definition of the
coalgebra structure ξ.

As for atomic propositions we can again mimic the single-sorted approach,
taking care to relativize to the correct type. Clearly to interpret atomic propositions
we have to go from frames to models, thus add a valuation. In the single sorted
case this means adding − × ℘(At) to the functor E : Set → Set, so that each
element is mapped to a set of propositions. In the multi sorted case we will follow
this procedure for every type, thus for example in the case of Ξ we will have

Ξ({XC}C∈C0) = {(
∏
C′∈C0

X
HomC(C′,C)
C′ )× ℘(At)}C∈C0

Finally, consider the family {AtC}C∈C0 consisting of |C0| copies of At and define
the constant functor ℘C0({AtC}C∈C0) mapping every family of sets to the family
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{
∏

C′∈C0
℘(At)}C∈C0 . Given a natural transformation ν : Ξ → ℘(At) (with the

new definition of Ξ), we can define νD
X

as

νD
X

(〈succC′ , . . . , succD′ , . . . , P rop〉) = 〈∅, . . . , P rop, . . . , ∅, . . . 〉

where Prop ⊆ At is a subset of atomic propositions and the tuple on the right
contains only empty sets with the exception of component D, where it features
the set Prop. Now the semantics of the atomic propositions becomes

(X, ξ), (x,D) � p iff p ∈ πD(νD
X

(ξD(x)))

which is again a generalization of Pattinson’s definition. In conclusion, given that
presheaves over C can be seen as coalgebras over SetC0 , we have

• proposed a way to generalize the coalgebraic logic for Set functors to the
case of SetS functors, thus covering the case of presheaves-as-coalgebras;

• defined natural transformations µ[f ] to capture modal operators labeled by
the arrows of C;

• shown that these operators match those of the logic LTTSC.

The relation of this proposal with general coalgebraic logic, that is, for endofunctors
on generic categories, remains to be investigated.

2.8 Conclusions

We started by introducing a peculiar version of transition systems, called “typed”:
they are deterministic LTS with a superimposed typing structure given by a
small category. We have seen that the presheaf category SetC

op

is equivalent to
TTSC, the category of typed transition systems labeled by C that has functional
bisimulations as arrows. Furthermore, we have investigated the connection with
standard LTSs, proving an adjunction between TS′L, the category of transition
systems with labels in L and relation-preserving functions, and TTSL∗ , the
category of TTSs labeled by L∗, the subcategory of TS′L consisting of only linear
paths. We provided an infinitary logic that is sound and strongly complete for the
class of TTSs (parametrically on C) and also proposed a finitary version of the
calculus that enjoys soundness and weak completeness. Finally, we investigated the
link with Coalgebra by showing how our logic arises from the coalgebras associated
to presheaves. We generalized Pattinson’s technique to extract a coalgebraic
logic from natural transformations, transporting it to the realm of multi-typed
coalgebras; the application of this procedure is shown to yield the language and
semantics of Section 2.5.

The hybrid character of TTSs makes is such that enquiries on these structures
have double significance, both from a Modal Logic and from a category-theoretic
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perspective. For instance, the study of bisimulations for TTSs leads to categorical
notions that are studied on presheaves, such as open maps from [74]. Another
example is the investigation on the expressivity of the language we introduced;
the centrality of presheaf categories can hardly be overestimated, whence the
interest in capturing some of their properties with (suitable extensions of) the
logic LTTSC. We come back to both themes in the next chapter.

We conclude suggesting two possible developments of this line of work. A
first task is to strengthen the links with other frameworks. The connection with
coalgebras and coalgebraic logic could be expanded beyond what is sketched in
the previous section. Another pivotal concept is that of profunctor studied in [40]:
it is easy to notice that our functor T : SetC

op → TTSC is parametric on C, thus
a natural question to ask is whether we can extend this construction to a functor
from the category of presheaf categories and profunctors to the category of TTS
categories equipped with some suitable notion of morphism.

A second issue concerns the structure of the category TTSC. We have seen in
Section 2.3 that such category inherits many interesting features from the category
of presheaves; in particular, this gives a number of concrete constructions (limits
and colimits) as well as particular models such as representables. This also entails
that TTSC is a topos and thus comes with an internal first order logic, hence
one would like to understand how such internal logic relates to the modal logic of
Section 2.5.





Chapter 3

Expressivity

3.1 Introduction

We have seen in the previous chapter that the logic of typed transition systems
is complete for presheaves seen as relational structures. What remains to be
shown is that the language is expressive enough to capture relevant properties of
presheaves. When the answer to such questions is negative, it is also natural to
wonder whether an extension of the language can give the desired result. These
two issues are the focus of this chapter.

As we mentioned above, the language we introduced is a fragment of a language
known as path logic; we thus take the existing work on path logic as the starting
point of our investigation. Path logic was first formalized by the authors of the so
called ‘presheaf approach to Concurrency Theory’, which in turn originated from
the categorical outlook towards models of concurrency described in [123]. In this
paper many important models such as transition systems, synchronization trees
and event structures were organized into categories and systematically related
via adjunctions. Upon realization that each of these models was associated to
a corresponding notion of path, in the seminal paper [74] Joyal, Winskel and
Nielsen devised a representation of models of concurrency in terms of presheaves
over suitable ‘path categories’, following the intuition that a model of concurrency
consists of bundles of different paths glued together in a coherent way.

This perspective unveiled the possibility to define a general categorical notion
of behavioural equivalence solely in terms of path preservation and path ‘lifting’.
While the former is usually inbuilt in the definition of morphism of the categories
under examination, the latter had to be imposed, leading to the definition of open
maps. The desired general concept of bisimilarity was then at hand: two models of
concurrency are deemed bisimilar if their presheaf representations are connected by
a span of open maps. In a follow-up paper [124] it was observed that presheaves can
themselves be regarded as transition system via the construction usually known
as category of elements. A notion of bisimulation for these transition systems,

41
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baptized path bisimulation, was proved equivalent to the bisimulation in terms
of span of open maps. A modal logic called path logic was proposed and shown
to be characteristic for such path bisimulation. Given some conditions on the
base category, presheaves can be thought of as generalized models of concurrency,
with representables playing the role of path shapes. Path logic becomes then the
natural choice of language for such models. As we already remarked, path logic is
an extension of the logic presented in the previous chapter.

After reviewing some definitions and results from the literature, we start by
proving a characterization result for path logic, in the fashion of van Benthem’s
theorem, for the case in which the background category C has finitely many objects.
In Section 3.4 we examine some properties of presheaves from the literature and
see how to encode them in path logic. The main test cases are the sheaf of section
of a covering space and the recent sheaf-theoretic analysis of non-locality and
contextuality pioneered by Abramsky and Brandenburger in [4]. Contextuality
has proven to be a crucial feature of quantum phenomena and this line of research
has since then been developed in a series of papers.1 We will show how the pivotal
concepts of that analysis can be captured by path logic; this in turn entails that
such properties are invariant under path bisimulation.

A core notion that one would like to capture is that of sheaf, a concept that is
widely used in geometry and Topology.2 Alas, we observe that sheaves are not
definable in path logic. We thus devote the rest of the chapter to the understanding
of sheaves over topological spaces through their relational counterparts.

One possibility, investigated in Section 3.5, is to enhance the semantic com-
panion of path logic, namely path bisimulation, to preserve locality and gluing,
the defining properties of a sheaf. Moving the first steps in this direction, we
prove some basic results concerning the apt notion of bisimulation in the context
of sheaves, characterizing spans and co-spans of open maps. Another approach,
developed in Section 3.6, is to add enough expressive power to define the two
properties; this is achieved by adding nominals to the language. We conclude by
showing that, when the category in the background is nice enough, the finitary
fragment of this hybrid extension is decidable.

3.2 Preliminaries

We first review the definitions and results of the presheaf approach to Concurrency
Theory by Winskel and Nielsen. Let C be a fixed small category.

3.2.1. Definition. A presheaf P : Cop → Set is rooted if C has an initial object,
denoted with 0, and P (0) is a singleton. The unique object in P (0) is called the
root and will be denoted by r.

1We will especially refer to [3, 4, 75].
2See [85] for a classic text.
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Note that, due to the universal property of the initial objects, all representable
presheaves are rooted. Given a cardinal κ and a set At of propositional variables,
the syntax of path logic PLκ(C, At) is defined by the grammar

ϕ ::= p | ¬ϕ |
∨
i∈I

{ϕi} | 〈f〉ϕ | 〈f〉ϕ

where p ranges over At, f ∈ C1 and the cardinality of I is less than κ. We define∧
:= ¬

∨
¬, > =

∧
∅ and ⊥=

∨
∅. The syntax of this logic is amenable for many

interpretations, depending on the nature of the category C; we will see in later
sections how, when the base category is a poset, we can think of the modalities
〈f〉ϕ and 〈f〉ϕ as extension and restriction of contexts.

In order to evaluate path logic on a presheaf, we first turn the presheaf into a
labelled transition system:

3.2.2. Definition. Given a presheaf P : Cop → Set, we can define a labelled
transition system 〈W, {Rf}f∈C1〉 via a variation of the category of elements, as
described in [124]:

• W := {(x,C)|x ∈ P (C), C ∈ C0}

• Rf := {((x,C), (y, C ′))|f : C → C ′, P (f)(y) = x}

We previewed this construction in the previous Chapter, where we argued that the
other encoding of contravariance allowed for further results when the arrows were
functional bisimulations. At the object level the two constructions are obviously
equivalent: one structure is obtained from the other by taking the converse of all
the relations.

3.2.3. Definition. A presheaf model M over C is a presheaf P together with
a valuation V : At → PW , where 〈W, {Rf}f∈C1〉 is the LTS associated with P .
The model M is said be rooted if P is a rooted presheaf.

We can now define the satisfaction relation for formulas of PLκ(C, At) on a
presheaf model M = (P, V ) over C, essentially by doing standard Kripke semantics
over the LTS associated with the presheaf P and treating 〈f〉 as a backwards
modality. For atomic propositions we have M, (x,C) � p iff (x,C) ∈ V (p) and the
clauses for connectives are as usual, while for the modalities put

• M, (x,C) � 〈f〉ϕ iff there is (y, C ′) such that ((x,C), (y, C ′)) ∈ Rf and
M, (y, C ′) � ϕ

• M, (x,C) � 〈f〉ϕ iff there is (y, C ′) such that ((y, C ′), (x,C)) ∈ Rf and
M, (y, C ′) � ϕ
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Since a presheaf model is just a TTSs with the relations flipped, forward
modalities 〈f〉 in LTTSC corresponds precisely to backward modalities 〈f〉 in
PLκ(C, At).

3.2.4. Fact. The logic LTTSC is the fragment of the path logic PLκ(C, At)
consisting of the finitary propositional calculus plus backward modalities.

The syntax and semantics of path logic were originally introduced in [74] to
characterize the notion of strong path bisimulation:3

3.2.5. Definition. [Path Bisimulation] A path bisimulation Z between two
rooted presheaf models M1 = (Q1, V1) and M2 = (Q2, V2) over C is a family
(ZC)C∈C0 in which each ZC is a set of pairs of objects (x, y) such that x ∈ Q1(C)
and y ∈ Q2(C) satisfying the following conditions:

1. roots are related: (r1, r2) ∈ ZI ;

2. if (x, y) ∈ ZC then x ∈ V1(p) iff y ∈ V2(p)

3. (forward) for (x, y) ∈ ZC , if there is x′ ∈ Q1(C
′) such that Q1(f)(x′) = x

for f : C → C ′ then there must be y′ ∈ Q2(C ′) such that Q2(f)(y′) = y and
(x′, y′) ∈ ZC′ , and conversely reversing the role of the presheaves;

4. (backward) if (x, y) ∈ ZC and f : C ′ → C then (Q1(f)(x), Q2(f)(y)) ∈ ZC′ .

In case At = ∅ we refer to Z simply as a path bisimulation between the presheaves
Q1 and Q2.

Note that the two directions of this condition are sometimes called “zig” and “zag”
or “forth” and “back” conditions in Modal logic; here they are clustered together
in the (forward) item. Again, note that item 2 and 4 in this definition correspond
to the conditions for bisimulations between TTSs, hence path bisimulation is a
stronger notion. Path logic is expressive for path bisimulations:

3.2.6. Theorem (See [74]). There is a path bisimulation between two rooted
presheaf models M1,M2 over C iff the respective roots satisfy the same formulas
of the path logic PL|C0|(C, At).

Since path bisimulation is stronger that bisimulation for TTSs and the lat-
ter correspond to natural transformations, it is reasonable to expect that path
bisimulations will be matched by special natural transformations.4

3We will always consider strong path bisimulation, hence we will drop the adjective ‘strong’
henceforth.

4On presheaves this definition coincides with the one in [73].
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3.2.7. Definition. [Open map] Given two presheaves Q1, Q2 : Cop → Set, a
natural transformation η : Q1 → Q2 is an open map if, for every f : C → C ′ in C,
the following commuting square

Q1(C ′) Q2(C ′)

Q1(C) Q2(C)

Q1(f)

ηC′

ηC

Q2(f)

is a quasi-pullback, that is, if x ∈ Q1(C) and y ∈ Q2(C
′) are such that ηC(x) =

Q2(f)(y) then there exist z ∈ Q1(C ′) for which ηC′(z) = y and Q1(f)(z) = x.5

3.2.8. Definition. [Span, Co-Span] Given two objects C,D in a category C,
a span between them is a triple (C ′, f, g) such that C ′ is an object of C and
f : C ′ → C and g : C ′ → D are two morphisms in C. A co-span between them is
a triple (C ′, f, g) such that C ′ is an object of C and f : C → C ′ and g : D → C ′

are two morphisms in C.

3.2.9. Theorem (See [74]). A pair of rooted presheaves are path bisimilar if,
and only if, they are related by a span of open maps.

3.3 Correspondence theory for path logic over

presheaves

We have seen that path logic is known to characterize the notion of path bisim-
ulation. A classic result in modal logic, van Benthem’s theorem, states that
basic modal logic is the bisimulation invariant fragment of first-order logic. We
shall see that an analogous result holds for finitary path logic: this logic can
be characterized as the fragment of a many-sorted first-order language that is
invariant for path bisimulation, provided that the background category C has
finitely many objects. The finitary path logic PLω(C, At) is presented concretely
by the following grammar:

ϕ ::= p | ¬ϕ | ϕ ∨ ϕ | 〈f〉ϕ | 〈f〉ϕ

The first step is to show how the tools of Correspondence Theory can be adapted
to this setting. The main difference to account for is that presheaf models are
sorted structures: each element comes with an associated object from the category
C that we can regard as a sort. Hence the yardstick against which we measure the
expressivity of PLω(C, At) is a many-sorted first order logic whose sorts are given
by C0 and whose relational symbols are given by C1. We assume a countably

5This definition is equivalent to the one in term of path lifting, see [40].
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infinite supply of variables for each object C. We use a subscript to indicate the
sort, e.g. xC is a variable of sort C.

The syntax of FOL(C, At) is defined by the following grammar:

ϕ ::= P pxC | xCRfxC′ | xC =C yC | ¬ϕ | ϕ ∨ ϕ | ∃xC(ϕ)

for f : C → C ′ in C1, C,C ′ ∈ C0 and p ∈ At. The other connectives and ∀ are
defined as usual; we use ∃!xC as shorthand for ∃xC∀yC(yC = xC). The intended
models for this first order language are many-sorted relational structures.

3.3.1. Definition. A FOL(C, At)-model is a tuple M = 〈{DC}C∈C0 , {Rf}f∈C1 ,
{P p}p∈At〉 where DC is a set for every C, if f : C → C ′ then Rf is a relation
Rf ⊆ DC ×DC′ and P p is a unary predicate over the disjoint union of the family
{DC}C∈C0 .

Clearly presheaf models are particular instances of such structures, with the purely
cosmetic difference that all the objects are lumped together into a disjoint union.
The satisfaction relation �σ relative to a variable assignment σ is defined in the
customary way. When a model M , an object u in M and a variable assignment σ
are clear from the context we write ϕ(xC)[u] to mean that the variable assignment
is modified in order to map the variable xC to u, leaving the rest of the assignment
unchanged. Elementary equivalence and elementary extension of a model are
defined in the usual way.

The usual notion of standard translation can also be made parametric in a
sorted variable: define by recursion STxC

• STxC (p) = P pxC

• STxC (¬ϕ) = ¬STxC (ϕ)

• STxC (ϕ ∨ ψ) = STxC (ϕ) ∨ STxC (ψ)

• STxC (〈f〉ϕ) = ∃yC′ (xCRfyC′ ∧ STyC′ (ϕ)), if f : C → C ′

• STxC (〈f〉ϕ) =⊥, otherwise.

• STxC (〈f〉ϕ) = ∃yC′ (yC′RfxC ∧ STyC′ (ϕ)), if f : C ′ → C

• STxC (〈f〉ϕ) =⊥, otherwise.

CallM(C) the class of models of FOL(C, At) arising from presheaves over C.
The main observation we need for our characterization result is the following:

3.3.2. Lemma. The class of FOL(C, At)-models arising from presheaves is ele-
mentary. The axiom schemas are:

1. ∀xC∀yC (xCRIdCyC ↔ xC =C yC), for C ∈ C0
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2. ∀xC∀yC′′ (xCRf◦qyC′′ ↔ ∃zC′(xCRfzC′ ∧ zC′RgyC′′)), for h : C ′ → C ′′ and
f : C → C ′

3. ∀xC∃!yC′ yC′RfxC, for f : C ′ → C

Proof:
Given a model M of the axioms, define a presheaf F : Cop → Set as follows:

• F (C) = DC

• F (f : C → C ′) = {(y, x)|(x, y) ∈ Rf}

The axioms ensure that IdC is an identity for every C, that every F (f) is a total
function and that composition behaves as it should. For the valuation, interpret
each p ∈ At to the extension of the corresponding predicate P p. 2

Note that it is also possible to impose rootedness via the formula

∃!y0 (y0 =0 y0)

With this observation in place the argument essentially adapts van Benthem’s
original proof to the present setting. We make essential use of the fact that some
general results of first-order logic also hold for the multi-sorted version, e.g. the
Compactness Theorem (see e.g. [53]). First we refresh two known definitions.

3.3.3. Definition. [Modal saturation] Given a FOL(C, At)-model, we say that
M is modally saturated if, for every element x ∈ DC and each label f with
dom(f) = C, we have that every theory in PLω(C, At) which is finitely satisfiable
among the Rf -successors of x is satisfiable at some Rf -successor of x.

3.3.4. Definition. [ω-saturation] For X be a finite subset of a model M , let
FOL(C, At)[X] be the language expanded with constants a for elements a ∈ X.
Call MX be the expansion of M to a model of FOL(C, At)[X] where each constant
a in interpreted to the corresponding a. A model M is ω-saturated if every set of
formulas Γ such that

• formulas in Γ are in the language FOL(C, At)[X],

• formulas in Γ have one open variable,

• Γ is consistent with the many-sorted first order theory of MX ,

there is an element b such that ψ(xC)[b] holds in MX for all ψ(xC) ∈ Γ. We say
in this case that Γ is realized in M .

Also in multi-sorted logic it is easy to show that any ω-saturated FOL(C, At)-
model is modally saturated.
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3.3.5. Lemma. Any ω-saturated FOL(C, At)-model is modally saturated.

Proof:
Suppose a model M is ω-saturated, let w be an element of the domain and let Γ
be a theory in PLω(C, At) that is finitely satisfiable among the Rf -successors of
w. Let f : C → C ′. Define Γ′ = {wRfxC′} ∪ {STxC′ (φ)|φ ∈ Γ}.

We claim Γ′ is consistent with the (many-sorted) first order theory of M ,
T (M). If not, by compactness there must be finitely many formulas ψ1, . . . , ψn
that entail the negation of a formula ξ ∈ T (M). But we assumed Γ is finitely
satisfiable among the Rf -successors of w, thus there is a successor satisfying the
counterparts of ψ1, . . . , ψn. This would entail that said successor satisfies ¬ξ,
contradiction. By ω-saturation we have that Γ′ must be realized at some world v.
Hence v is a Rf -successor of w and satisfies Γ. 2

The following step is where we need the category to have finitely many objects.
We exploit what is known as the ‘fundamental translation’ in order to harness
results on single-sorted models; this and other standard results on many-sorted
logic can be found in [53] and [119].

3.3.6. Lemma. Any FOL(C, At)-model has a modally saturated elementary ex-
tension.

Proof:
Given a FOL(C, At)-model M , we can transform it into a single-sorted model via
a canonical construction: we take the disjoint union of all the sets in the family
{DC}C∈C0 and add one predicate PC = DC for each sort C, in order to retain
the information about the sorts. Call the new single-sorted model M∗. We then
translate FOL(C, At) into single-sorted first-order logic as follows:

• (xC)∗ = x

• (xC =C yC)∗ = (x∗C = y∗C)

• (xCRfyC′)
∗ = x∗CRfy

∗
C′

• (¬φ)∗ = ¬φ∗

• (ψ ∧ φ)∗ = ψ∗ ∧ φ∗

• (∃xCφ)∗ = ∃x(PC(x) ∧ φ∗)

For any assignment σ of sorted variables to elements of M , define σ∗ as σ∗(x) =
σ(xC). A standard proof by induction shows that, for every many-sorted formula
φ, M �σ φ iff M∗ �σ∗ φ∗. Moreover, the following will be true in M∗:

∀x(
∨
C∈C0

PC(x)) ∧
∧
C 6=C′

¬∃y(PC(y) ∧ PC′(y)) (3.1)
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This formula states that every element in the model has one and only one sort.
This can be encoded in a formula since the objects of the category, qua sorts, are
finitely many.

By standard results in Model Theory, every first-order structure has an ω-
saturated elementary extension (see for example [69] Theorem 8.2.1): call UP (M∗)
the ω-saturated elementary extension of M∗. As a consequence of  Los Theo-
rem, the formula 3.1 is also true in UP (M∗). We can thus see UP (M∗) as a
FOL(C, At)-model. Given an ω-type Σ in FOL(C, At), the type {(φ)∗|φ ∈ Σ}
will be realized in UP (M∗) at some tuple w because of ω-saturation. By M �σ φ
iff M∗ �σ∗ φ∗ we know that the same w will satisfy the original Σ. 2

This Lemma holds when restricted to any elementary class in FOL(C, At),
since the fundamental translation preserves the truth of the formulas in the theory
and so do elementary extensions.

3.3.7. Corollary. Let M be a FOL(C, At)-model arising from a presheaf. Then
M has a modally saturated elementary extension that also arises from a presheaf.

We can use the standard argument to prove the following:

3.3.8. Lemma. Let M and M ′ be two FOL(C, At)-models arising from presheaves
P and P ′ respectively, and let u ∈ P (C), u′ ∈ P ′(C). If M,u and M ′, u′ satisfy
the same formulas of finitary path logic, and M and M ′ are both modally saturated,
then there is a path bisimulation between P and P ′ relating u to u′.

A formula ϕ(xC) of FOL(C, At) is invariant for path bisimulations if, whenever
Z is a path bisimulation between presheaves P and P ′, M and M ′ are the structures
induced by P and P ′ respectively and u ∈ P (C) and u′ ∈ P ′(C) are such that
(u, u′) ∈ ZC , we have

M � ϕ(xC)[u] iff M ′ � ϕ(xC)[u′]

3.3.9. Theorem. Let ϕ(xC) be any FOL(C, At) formula open in one variable
xC which is invariant for path bisimulations. Then there exists a modal formula
ϕ† in PLω(C, At) such that, for every M ∈M(C) and every u of sort C, we have

(M,u) � ϕ† iff M � ϕ(xC)[u]

Proof:
Suppose there is no such formula ϕ†. Define the set of path logic formulas that
are consequence of ϕ(xC) :

MOC(ϕ(xC)) = {STxC (ψ)|ψ in PLω(C, At), ϕ(xC) � STxC (ψ)}
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Since the Compactness Theorem holds for many-sorted first order logics, the usual
argument will serve to show that MOC(ϕ(xC)) � ϕ(xC) entails that ϕ(xC) is
equivalent to the translation of a finitary path logic formula.6

Assume a model M ∈ M(C) is such that M � MOC(ϕ(xC))[u], we show
M � ϕ(xC)[u]. Let

T (xC) = {STxC (ψ)|M � STxC (ψ)[u]}

Again by a standard compactness argument we can find a model N and an element
w′ such that N � T (xC) ∪ {ϕ(xC)[u′]}. By construction w and w′ satisfy the
same formulas of path logic. Now consider the ω-saturated, and hence modally
saturated, elementary extension of both models, which exist by Lemma 3.3.7. Call
them UP (M) and UP (N).

Since M(C) is an elementary class any modally saturated elementary exten-
sions of these models will provide models in M(C). Moreover, (the images under
the embeddings of) u and u′ still satisfy the same path logic formulas. Since we are
in modally saturated models, Lemma 3.3.8 entails that there is a path bisimulation
connecting the two elements. Hence N � ϕ(xC)[u′] entails UP (N) � ϕ(xC)[e(u′)]},
where e(u′) is the image of the element u′ under the elementary embedding
N ↪→ UP (N). Invariance under bisimulation gives UP (M) � ϕ(xC)[e(u)]}, while
invariance under elementary embeddings allows us to conclude M � ϕ(xC)[u]}. 2

The converse of the Theorem is proved as usual by induction on the structure
of the modal formula.

3.4 Expressing properties of presheaves in path

logic

We now turn to interesting properties of presheaf that we can capture in the
language. The first notions we investigate are that of ‘generated subpresheaf’ and
‘co-generated subpresheaf’. Suppose given a presheaf P : Cop → Set and a subset
A of the associated transition system: A can be seen as a family {AC}C∈C0 such
that AC ⊆ P (C) for all C ∈ C0. When such an A is fixed, we can generate the
maximal subpresheaf contained in A and the minimal subpresheaf containing A,
sometimes called the ‘presheaf co-generated by A’ and the ‘presheaf generated by
A’, respectively. The former is defined as

A(C) = {x|∀C ′ ∈ C0 ∀f : C ′ → C P (f)(x) ∈ AC}

that is, one removes from A all the elements that are mapped outside of A by
some function. The latter is defined as

A(C) = {y|∃C ′ ∈ C0 ∃f : C → C ′ y = P (f)(x)}
6See [32] for the standard argument.
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thus we add to A all the images under the functions. These two notions were
employed by Ghilardi and Meloni in [60] as semantics for their first order modal
logic. It turns out that both structures can be captured in path logic. Given
a presheaf P and its relational structure M , let p be a propositional variable
interpreted on M . The interpretation of a propositional variable can be sliced
into a family, {AC}C∈C0 such that AC ⊆ P (C), since M is composed by the
disjoint union of the sets P (C)’s. Then the maximal subpresheaf contained in p is
definable as

p ∧
∧
f∈C1

[f ]p

When p is replaced with another formula φ, this in particular means that the logic
can talk about the biggest submodel where φ is valid. The notion of minimal
subpresheaf containing p is encoded in the formula

p ∨
∨
f∈C1

〈f〉p

3.4.1 Path logic and Topology

We now introduce sheaves and presheaves over a topological space and offer some
examples of topological properties that can be captured by path logic.

As the name suggests, the concept of presheaf can be strengthened to obtain
what is known as sheaf, a formal tool that was introduced in algebraic geometry
to handle information attached to open sets of a topological space.7 Even though
they can be defined in general categorical terms, we shall only be interested in
sheaves over a fixed topological space X, that is, sheaves with base category the
poset category of open sets Open(X). In fact, we shall simply identify a topological
space X with the associated poset category of open sets. Hence the path logic
associated with a space X and a cardinal κ is just the logic PLκ(X), where this
notation is used just as before. Moreover, even though sheaves can have different
categories as target, depending on which kind of information is attached to open
sets, we shall restrict ourselves to presheaves over Set.

The key feature of a sheaf is the way in which it connects local and global
data, that is, how it reconciles the information attached to an open (global data)
with the information attached to a family of open sets ‘covering it’ (local data).
We begin by making the notion of covering precise.

3.4.1. Definition. Given an open set U ∈ Open(X), a covering family for U is
a family of opens (Ui)i∈I such that Ui ⊆ U for every i and U ⊆

⋃
i∈I Ui.

Given a presheaf P : Xop → Set, an inclusion ι : U ⊆ U ′ and an element
x ∈ P (U ′) we sometimes denote P (ι)(x) ∈ P (U) with x|PU ; this is called the

7For a classic in sheaf theory see [85].
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restriction of x to U . Elements of P (U) for an open set U will be referred to as
the sections of P over U . Elements of P (X), where X refers to the whole space,
are called global sections.

3.4.2. Definition. [Sheaf] A sheaf P over X is a presheaf over Open(X) satis-
fying the following conditions, for any given covering family (Ui)i∈I of an open
U :

1. If x, y ∈ P (U) are such that x|PUi = y|PUi for all i ∈ I then x = y, that is,
if two elements agree on their restrictions to the members of the covering
family then they must coincide. This condition is often called locality.

2. If a given family (xi)i∈I is such that xi ∈ P (Ui) and xi|PUi∩Uj = xj|PUi∩Uj
for all i, j ∈ I (the elements of the family ‘agree on the intersections’ of
the covering family) then there exists a ‘gluing’ of such family, an element
x ∈ P (U) such that x|PUi = xi. This condition is known as gluing.

We denote by Sh(C) the category of sheaves over C.

Note that every sheaf is a rooted presheaf: the initial object in this case is the
empty set, which is an open; the image of the empty set must be a singleton due
to the locality condition on a sheaf.

Alas, locality and gluing are not definable in path logic.

3.4.3. Proposition. The ‘locality’ condition is not definable in path logic.

Proof:
The proof is a standard undefinability argument. Let us suppose by contradiction
that locality is definable by a formula α in path logic, then by previous results
the formula α is invariant for path bisimulation. If we can find a sheaf and a
presheaf (that does not satisfy locality) and a path bisimulation between them
then we obtain a contradiction. Consider the set {1, 2} and the discrete topology
℘({1, 2}). Define the sheaf Q as depicted in the figure.

Q({1, 2}) = {a}

Q({1}) = {b} Q({2}) = {c}

Q(∅) = {d}

Q({1} ⊆ {1, 2}) Q({2} ⊆ {1, 2})

Q(∅ ⊆ {1}) Q(∅ ⊆ {2})

The functions are defined in the obvious way and it is straightforward to check
that this is a sheaf. The element d constitutes the root. Now define a presheaf P
which is exactly as Q but for a little difference: now there is another element a′ in
the image of {1, 2} and a, a′ have the same restrictions.
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P ({1, 2}) = {a, a′}

P ({1}) = {b} P ({2}) = {c}

P (∅) = {d}

P ({1} ⊆ {1, 2}) P ({2} ⊆ {1, 2})

P (∅ ⊆ {1}) P (∅ ⊆ {2})

Since the singletons constitute a covering family of {1, 2} and a, a′ have the same
restrictions, this presheaf violates locality, which would require a = a′. Now define
a relation between the two corresponding models connecting all the elements with
themselves, that is, Z = {(a, a), (b, b), (c, c), (d, d)}. It is simple to check that this
is a path bisimulations, thus we found the contradiction and we must conclude
that locality is undefinable in path logic. 2

Note that, since one of the two models is a sheaf, the last proof also shows that
the conjunction of locality and gluing is not definable.

3.4.4. Proposition. The ‘gluing’ condition is not definable in path logic.

Proof:
The argument is analogous to the one used in the previous proposition. Consider
the same sheaf Q and define P to be exactly as Q but with two copies of all the
elements except the root. We thus have P ({1}) = {b1, b2}, P ({2}) = {c1, c2} and
P ({1, 2}) = {a1, a2}. All the b’s and the c’s are mapped to the root d, while ai is
mapped to bi and ci respectively (where i ∈ {1, 2}). We thus we have a family
b1, c2 such that

• each element belongs to the image of a singleton (and the singletons form a
covering family),

• they ‘agree on intersections’, that is, their restrictions coincide.

However, there is no element in P ({1, 2}) that is mapped to both b1 and c2,
thus the gluing property fails for P . Nevertheless, Z = {(x, xi)|x ∈ {a, b, c}, i ∈
{1, 2}} ∪ {(d, d)} is still a path bisimulation between the two models. 2

These proofs reveal what the core issue is: the logic cannot name the elements in
the image of the presheaf. We will see in Section 3.6 how to enhance path logic to
capture gluing and locality. For now we restrict the notion of presheaf model to
sheaves.

3.4.5. Definition. A sheaf model is a presheaf model (P, V ) where P is a sheaf.

Since the morphisms in the base category are inclusion maps, and there is only
one such inclusion for each pair of objects, in the corresponding path logic we
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denote with 〈U,U ′〉 the modality associated to the inclusion U ⊆ U ′ for U and U ′

opens in X. A fairly natural way of interpreting the modalities in this setting, and
more generally when the base category is a poset category, is in terms of change of
context : the forward modality expresses the fact that a property holds when the
context is extended from U to U ′, while the backward one handles the restriction
from bigger to smaller contexts. This perspective on path logic is apt for the
sheaf-theoretic analysis of contextuality, as we will see in the next subsection.

For a formula ϕ of path logic and a rooted presheaf P , we may write P � ϕ to
say that ϕ is true at the root. An example of a sheaf of immediate topological
interest is the sheaf of sections of a covering map:

3.4.6. Definition. [Covering Map, Sheaf of Sections] Let X be a topological
space and let π : Y→ X be any continuous map. Then π is called a covering map
if, for every point u in X, there is an open neighborhood U of u such that the
inverse image π−1[U ] is the union of disjoint sets {Vi}i∈I such that, for each i ∈ I,
the restriction of π to Vi is a homeomorphism onto U .

Any covering map π : Y → X gives rise to a sheaf P , called the sheaf of
sections of π. Given an open set U , the elements of P (U) are continuous maps f
mapping U into Y such that π ◦ f = IdU . Restrictions of sections are given by
function restriction.

We can use path logic to describe how sections extend and restrict when we
extend or restrict the corresponding open sets. In the case of a sheaf of sections
P , calling X the carrier of the topological space X, the statement

P � [∅, X] ⊥ (3.2)

describes how the space Y is related to X by the covering map π: it states that
the unique section over the empty set (the root) cannot be extended to a section
over the whole set X. Since every section restricts to the root, this is tantamount
to saying that there is no global section. Thus the space X may look like Y locally,
that is, there could be sections from some opens of X into Y, but not globally.

An example is the covering map π : R→ S1, where R is the real line and S1

is the unit circle, such that π(a) = (cos2πa, sin2πa). We take R to be equipped
with the open interval topology and S1 with the subspace topology from R2. This
covering map has no global section: for π ◦ f = IdX to be the case f would have
to be injective, but there is no injective continuous map from the unit circle into
R. However, there are infinitely many sections over every smaller open set in S1.

On the other hand, the statement

P �
∨

U∈Open(X)

〈∅, U〉[U,X] ⊥ (3.3)

only forces the existence of some sections that cannot be extended to a global
one; an example of a covering map that satisfies 3.3 but not 3.2 is π : R + R→ R,
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the projections of two disjoint copies of R into R itself. Despite there being global
sections, we can design a section over two disjoint open intervals in such a way
that it cannot be extended to a section over the whole space. Take for example
the two intervals (1, 2) and (3, 4) and call U the open interval resulting by their
union. Define a section f : U → R + R that maps the first interval to the first
copy of R and the second interval to the second copy of R. Clearly π ◦ f = IdU ,
but f cannot be extended to a global section, i.e. a section over the entire R.

Another example of a general notion that can be encoded in path logic is
flabby sheaf : a sheaf P : Xop → Set is said to be flabby if, for every inclusion
ι : U → X, the restriction map P (ι) is surjective. Flabby sheaves play a special
role in homological algebra, see [38] for an overview. It is not hard to see that the
class of flabby sheaves over X is captured by the path logic formula∧

U∈Open(X)

[∅, U ]〈U,X〉>

By previous results on path logic we can conclude that said properties are
invariant under path bisimulation over presheaf models.

3.4.2 Path logic and Contextuality

In this section we outline the framework put forward in [4] and describe how to
encode contextuality in its different variants. We adopt notation and definitions
from [3]. As a proof of concept we describe how to apply path logic to one of the
simplest frameworks for contextuality; we believe these intuition are transferrable
to more complex models, for example ones incorporating simplicial complexes.

Suppose given a finite set X of variables, that in the quantum setting can be
regarded as physical quantities, together with a set of possible outcomes O. Define
a sheaf E : ℘(X)op → Set mapping U ⊆ X to OU , the set of functions from U to
O, while on arrows the function E(U ⊆ U ′) simply maps a function to the same
function on the restricted domain. This functor is called the sheaf of events, as
it associates to each set of variables all the possible assignments of outcomes to
those variables.

Consider now a family of subsets of X, call itM, such that the members ofM
form an antichain in ℘(X) and

⋃
M = X. Such family M is called measurement

cover and represents the maximal sets of variables that can be tested together.
For example, the variables associated to position and momentum in a quantum
system cannot be tested together: this and analogous constraints motivate this
definition. Note that our inability to test two variables together does not preclude
a priori the existence of a simultaneous assignment of values to both. Given a
triple 〈X,M, O〉, a subpresheaf S of E is called an empirical model if

1. S(C) 6= ∅ for all C ∈M: possible joint measurements give joint outcomes.
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2. S(U ⊆ U ′) is surjective if U ⊆ U ′ ⊆ C for C ∈M: the model satisfies the
no-signalling principle.

3. For any family {sC}C∈M with sC ∈ S(C) such that

∀C,C ′ ∈M sC |C∩C′ = sC′ |C∩C′

there exists a unique global section in S(X). This is the same as the gluing
condition for sheaves, relativized to M.

It is worth remarking that the notion of empirical model cannot itself be encoded
in basic path logic. The first condition can be captured by

∧
C∈M〈∅, C〉>, a

formula stating that there is a section assigning outcomes to all the measurements
in C, for all C ∈ M. The second requirement is recorded by the formula∧
C∈M

∧
U⊆U ′⊆C [∅, U ]〈U,U ′〉>, expressing the fact that every section over U has

a section over U ′ extending it. Note that we do not need infinitary connectives to
form these conjunctions, due to the finiteness of X. The third condition however
cannot be rendered in path logic, since it is essentially a relativized version of
gluing; this issue will be addressed in Section 3.6, where we will suggest how to
express such properties with the use of nominals.

With respect to contextuality, the key properties of an empirical model are
called weak contextuality and strong contextuality.8 An empirical model is weakly
contextual if there is a maximal context C ∈ M and a section s ∈ S(C) such
that s cannot be extended to a global section in S(X). This means that there is
a particular assignment of values to the measurements that cannot be reconciled
with an assignment of values to all variables together.

Given an empirical model S we can capture weak contextuality in the path
logic for ℘(X) in a natural way:∨

C∈M

〈∅, C〉[C,X] ⊥

An empirical model is said to be strongly contextual if there is no global section:
S(X) = ∅. This condition states that there cannot be a simultaneous assignment
of values to all variables; it can be encoded with the formula:

[∅, X] ⊥

Notice that these formulas are akin to those discussed in the previous section in
the context of covering spaces.

A similar treatment of these notions, also casted in a modal language, was
offered by Kishida in [75]. In said paper the labels for the modalities are mea-
surements contexts, that is, compatible sets of measurements, and propositional

8Weak contextuality is called logical contextuality in [3].



3.4. Expressing properties of presheaves in path logic 57

variables are used to specify which outcome is associated to which measure-
ment. The notions of weak and strong contextuality are captured via a formula
Det expressing determinacy, namely a big disjunction encoding all the pairs
measurements-outcomes and stating that one of them is the case.

We believe path logic constitutes an improvement over this line of work for
three reasons.9 First, the modalities of path logic contain all the identities of the
objects of ℘(X), thus we can encode a formula [a]φ from [75], meaning that φ
will be the case whenever measurement a is performed, into the formula [∅, {a}]φ,
stating that every section over a, hence any assignment of outcome to a brought
about by measuring a, will satisfy φ. We can then use the propositional variables
to associate measurements and outcomes to reproduce Kishida’s formulas within
path logic. Second, path logic can express the change of measurement context: this
allows for a characterization of contextuality in terms of the impossibility to extend
to global sections, along the lines of the original paper [4]. Such characterization
abstracts away from the particular specification of all the measurement-output
pairs. Finally, path logic is not a logic designed specifically for this setting, but
rather a very general language already studied in relation to concurrency. As
known tools do, it not only solves the task at hand but also suggests further
connections. In particular, since we know that path logic formulas are invariant
under path bisimulations, expressing some of the central properties of contextuality
in path logic leads to a simple but interesting observation:

3.4.7. Corollary. The properties of weak and strong contextuality are preserved
by path bisimulations (and hence by spans of open maps).

This connection between contextuality and path bisimulation seems to merit
further investigation.

3.4.3 Two ways forward

We have seen that we can capture some interesting features of presheaves and this
seems to encourage further investigation into the expressivity of path logic over
presheaf models. On the other hand, some crucial properties such as locality and
gluing, the defining properties of a sheaf, fall outside of the scope of path logic.
In the next sections we explore two possible ways to reason about sheaves.

One possibility is to enhance the semantic companion of path logic, namely
path bisimulation, to preserve locality and gluing. The next section is devoted to
this line of enquiry; we shall see that there are indeed other possible candidates
for notions of behavioural equivalence of sheaves. Another approach, developed in
Section 3.6, is to add enough expressive power to define the two properties in the
language.

9These consideration address only the fragment without probabilities; we believe similar
remarks can be made for the probabilistic case.
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3.5 Bisimulations for sheaves

In the general case path bisimulations could be neatly characterized in terms
of spans of open maps in the category of presheaves over a fixed base category:
path bisimulations correspond to spans of open maps, in the sense that rooted
presheaves are path bisimilar if and only if they are related by a span of open maps.
Since open maps are special cases of coalgebra morphisms [80], spans of open maps
correspond to what is known as an Aczel-Mendler bisimulation. Furthermore, it is
not hard to show that two presheaves are related by a span of open maps iff they
are related by a co-span of open maps.

3.5.1. Proposition. Existence of a co-span of open maps entails the existence
of a span of open maps.

This follows since open maps are stable under pullbacks (see [73]), so we can
always obtain a span of open maps from a co-span of open maps by taking the
pullback (which exists in Sh(X) since this is a topos).

3.5.2. Proposition. The pushout of a span of open maps in SetX
op

is a co-span
of open maps.

Proof:
This follows from the usual description of pushouts as ‘co-products followed by
co-equalizers’: the insertion maps into the co-product are clearly open, and the
co-equalizing map is open since it is essentially a quotient map from the co-product
to its quotient by the bisimulation induced by the open span. So the proof that
this map is open follows the usual proof that the quotient map from a Kripke
model to its bisimulation quotient is a p-morphism. 2

As a corollary we have that a pair of rooted presheaves is connected by a span
of open maps if, and only if, it is connected by a co-span of open maps.

Seeing open maps as coalgebra morphisms, a co-span is in fact an instance of
the coalgebraic concept of behavioural equivalence as a co-span in a category of
coalgebras. So we have three equivalent descriptions of bisimilarity of presheaf
models: path bisimilarity, spans of open maps and co-spans of open maps.

The situation for sheaves is less straightforward: the proofs of the equivalences
mentioned above are not valid when we restrict attention to the category of sheaves
over a space, i.e. when “span of open maps” means a span in the category of sheaves
over the given space. So it seems we have three genuinely distinct candidates for
behavioural equivalence of sheaves. It is easy to see that spans of open maps give
rise to path bisimulations: the proof that worked for presheaves (Theorem 3.2.9)
also covers the case of sheaves. Furthermore, co-spans of open maps give rise to
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spans of open maps for the reason mentioned before: the category of sheaves over
a fixed space has pullbacks and open maps are stable under pullbacks. So we have:

co-spans ⇒ spans ⇒ path bisimulations

In the following sections, we shall look more closely at spans and co-spans of open
maps, and relate them to special kinds of path bisimulations.

3.5.1 Path bisimulations and spans of open maps

We start by investigating the connection between path bisimulations and spans of
open maps. It is certainly true that, for any pair of path bisimilar sheaves, we can
construct a span of open maps connecting these sheaves. However, the presheaf
at the “vertex” of this span may not be a sheaf, so the characterization of path
bisimulations as spans of open maps is not internal to the category of sheaves over
a given space.

One way to think about the problem is to see the path bisimulation itself as
a presheaf, where the image of an object C is ZC and the image of a morphism
is given by restriction on both components. From this point of view natural
requirement for a path bisimulation is to satisfy the gluing condition. Let Z be a
path bisimulation between Q1 and Q2, let (Ui)i∈I be a covering family for U : Z
satisfies gluing if for every given family of pairs {(xi, yi) ∈ ZUi} such that they
agree on intersections, that is (xi|Q1

Ui∩Uj , yi|
Q2

Ui
) = (xj|Q1

Ui∩Uj , yj|
Q2

Ui
), there is a pair

(x, y) ∈ ZU such that (x, y)|ZUi = (x|Q1

Ui
, y|Q2

Ui
) = (xi, yi).

3.5.3. Proposition. Two sheaves on X are related by a path bisimulation satis-
fying the gluing condition iff they are related by a span of open maps.

Proof:
From left to right: given Q1, Q2 : Open(X)op → Set and a path bisimulation Z
between them, define a sheaf P : Open(X)op → Set by mapping

U 7→ ZU

ι : U → U ′ 7→ P (ι) : ZU ′ → ZU

where P (ι)((x, y)) = (x|Q1

U , y|Q2

U ). The back condition on path bisimulation ensures
that (x|Q1

U , y|Q2

U ) ∈ ZU . Define the maps f : P → Q1 and g : P → Q2 with the
projections. This immediately gives us naturality. The fact that these maps are
open is given by the forward condition on path bisimulation.

We now show that P is a sheaf. Starting from locality, suppose that, for a given a
covering (Ui)i∈I of an open set U , we have two elements (x, y), (x′, y′) ∈ P (U) = ZU
that agree on all the restrictions, that is, such that (x|Q1

Ui
, y|Q2

Ui
) = (x′|Q1

Ui
, y′|Q2

Ui
) for

all i. This in particular means that x|Q1

Ui
= x′|Q1

Ui
for all i, so by locality on Q1 we
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obtain that x = x′. Similarly we conclude that y = y′, and so (x, y) = (x′, y′).
The gluing condition is given by assumption.

From right to left, suppose there is a span of open maps, where P is the sheaf
at the vertex and f, g are the two open maps. Define

(x, y) ∈ ZU iff there is z in P (U) such that f(z) = x and g(z) = y

By Theorem 3.2.9 we know that this is a path bisimulation. Now observe that the
presheaf Z so defined is essentially (is in bijection with) the quotient of P under
the equivalence relation R defined as

(x, x′) ∈ R iff f(x) = f(x′) and g(x) = g(x′)

This is because we can identify each equivalence class of R with a pair in Z. Then
Z is the coequalizer of P (up to iso) for the two projections R→ P . Since sheaves
are closed under small colimits, Z is a sheaf, thus it satisfies gluing. 2

3.5.2 Path bisimulations and co-spans of open maps

Another important notion of bisimulation in the coalgebra literature is given by
the dual of the span, i.e. the co-span of coalgebra morphisms. This is often called
a behavioural equivalence. The same concept can be applied to sheaves, that is,
we may consider co-spans of open maps rather than spans. It turns out that we
can characterize the existence of a co-span of open maps precisely in terms of a
concrete notion of path bisimulation. First, we introduce a two axioms for path
bisimulations, mimicking the corresponding axiom for sheaves:

3.5.4. Definition. [Axiom 1] Suppose we are given a covering (Ui)i∈I of an open
set U , two sheaves Q1, Q2 : Open(X)op → Set and a path bisimulation Z between
them. We say Z satisfies Axiom 1 if for all x ∈ Q1(U) and y ∈ Q2(U) such that
(x|Q1

Ui
, y|Q2

Ui
) ∈ ZUi for all i ∈ I, we have (x, y) ∈ ZU .

3.5.5. Definition. [Axiom 2] Suppose given a covering (Ui)i∈I of an open set
U , two presheaves Q1, Q2 : Open(X)op → Set and a path bisimulation Z between
them. The relation Z satisfies Axiom 2 if the following is the case: whenever
there are two families (xi)i∈I and (yi)i∈I such that xi ∈ Q1(Ui) and yi ∈ Q2(Ui)
for all i and moreover for all i, j (xi|Q1

Ui∩Uj , yj|
Q2

Ui∩Uj) ∈ Z there exist two elements

x ∈ Q1(U) and y ∈ Q2(U) such that (x, y) ∈ Z and, for all i, (x|Q1

Ui
, yi) ∈ Z and

(y|Q2

Ui
, xi) ∈ Z.

Finally, we need a little technical side condition, that we borrow from [63]:

3.5.6. Definition. A path bisimulation Z is said to be di-functional if (x, y) ∈ Z,
(x′, y) ∈ Z and (x′, y′) ∈ Z entail (x, y′) ∈ Z.



3.5. Bisimulations for sheaves 61

We can now state our characterization result:

3.5.7. Theorem. Two sheaves Q1 and Q2 are related by a co-span of open maps

Q1 → P ← Q2

where P is a sheaf, if and only if they are related by a di-functional path bisimulation
that satisfies Axioms 1 and 2.

Proof:
From left to right, assume there are a sheaf P and two open maps f : Q1 → P
and g : Q2 → P . Define

ZU = {(p, q) ∈ Q1(U)×Q2(U)|fU(p) = gU(q)}

Clearly Z =
⋃
U ZU . We start with the forward condition of path bisimulation.

Suppose (x, y) ∈ ZU , ι : U → U ′ and there is x′ ∈ U ′ such that x′|Q1

U = x. We
need to show that there is y′ ∈ Q2(U

′) such that y′|Q2

U = y and (x′, y′) ∈ ZU ′ ,
that is, fU ′(x

′) = gU ′(y
′). By naturality we know that fU ′(x

′)|PU = fU(x′|Q1

U ) =
fU(x) = gU(y), so by weak pullback we obtain y′ ∈ Q2(U

′) such that y′|Q2

U = y
and fU ′(x

′) = gU ′(y
′).

For the backward condition suppose (x, y) ∈ ZU and ι : U ′ → U . We need
to show that x|Q1

U ′ = x′ and y|Q2

U ′ = y′ are in relation: (x′, y′) ∈ ZU ′ , that is,
fU ′(x

′) = gU ′(y
′). This follows immediately by the naturality of f and g and

fU(x) = gU(y).
We proceed to check that Axiom 1 holds. Suppose given a covering (Ui)i∈I of

U . Say there are x ∈ Q1(U) and y ∈ Q2(U) such that (x|Q1

Ui
, y|Q2

Ui
) ∈ ZUi for all

i ∈ I. We want to show that (x, y) ∈ ZU , that is, that fU(x) = gU(y). We have
for every i that

fU(x)|PUi = fUi(x|
Q1

Ui
) (3.4)

= gUi(y|
Q2

Ui
) (3.5)

= gU(y)|PUi (3.6)

where the first and last step are given by the naturality of f and g and the second
is given by our assumption. Since fU(x)and gU(y) agree on all the restrictions
we can apply the locality property of the sheaf P to obtain fU(x) = gU(y). Now
for Axiom 2. Suppose given a covering (Ui)i∈I of U . Say there are two families
(xi)i∈I and (yi)i∈I such that for all i xi ∈ Q1(Ui) and yi ∈ Q2(Ui) and moreover
for all i, j (xi|Q1

Ui∩Uj , yj|
Q2

Ui∩Uj ) ∈ Z. We need to show that there are x ∈ Q1(U) and

y ∈ Q2(U) such that (x, y) ∈ Z and, for all i, (x|Q1

Ui
, yi) ∈ Z and (y|Q2

Ui
, xi) ∈ Z.

Our definition entails that fUi∩Uj(xi|
Q1

Ui∩Uj) = gUi∩Uj(yj|
Q2

Ui∩Uj). By naturality of

f and g we get that fUi(xi)|PUi∩Uj = gUj(yj)|PUi∩Uj . When i = j this means that
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fUi(xi) = gUi(yi), hence we have a family of objects (fUi(xi) = gUi(yi))i∈I such that
fUi(xi) = gUi(yi) ∈ P (Ui) and the elements of this family agree at the intersections.
Thus we can apply gluing in P to obtain t ∈ P (U) such that t|PUi = fUi(xi) = gUi(yi)
for all i.

Pick an index i; by the fact that f and g are open maps we obtain by
weak pullback x ∈ Q1(U) and y ∈ Q2(U) such that fU(x) = t = gU(y), which
means (x, y) ∈ ZU , and x|Q1

Ui
= xi and y|Q2

Ui
= yi. This entails that fUi(x|

Q1

Ui
) =

t|PUi = gUi(yi) and gUi(y|
Q2

Ui
) = t|PUi = fUi(xi). Now take j 6= i. We have that

fUj (x|
Q1

Uj
) = fU (x)|PUj = t|PUj = gUj (yj), where the first step is by naturality and the

last is a consequence of gluing. Similarly we can show that gUj(y|
Q1

Uj
) = fUj(xj).

Difunctionality is immediate by the definition of the relation: if x, y, x′ and y′

are all sent to the same object then the relation will hold between x′ and y′.
From right to left, suppose there is a difunctional path bisimulation between

Q1 and Q2 satisfying Axiom 1 and 2. Take EqU to be the smallest equivalence
relation containing ZU . Define the sheaf P as follows

U 7→ Q1(U) +Q2(U)\EqU
ι : U → U ′ 7→ P (ι) : Q1(U ′) +Q2(U ′)\EqU ′ → Q1(U) +Q2(U)\EqU

where P (ι)([x]) = [Ql(ι)(x)] if x ∈ Ql(U
′), for l ∈ {1, 2}. Notice that this definition

automatically makes [−] : Ql → P a natural transformation for l = 1 and l = 2.
We sometimes omit the subscript when it is clear from the context.

We first show that P (ι) is well defined. Suppose x 6= y and [x] = [y], we want
to show that P (ι)([x]) = P (ι)([y]). Since [x] = [y], only two scenarios can occur.
Suppose (x, y) ∈ ZU ′ . Then P (ι)([x]) = [Q1(ι)(x)] and P (ι)([y]) = [Q2(ι)(y)].
By backward condition of path bisimulation we obtain from (x, y) ∈ ZU ′ that
(x|Q1

U , y|Q2

U ) ∈ ZU ′ , so [Q1(ι)(x)] = [Q2(ι)(y)] and we are done. Now suppose
x and y are in relation because of a zig-zag of relations in ZU ′ . Applying our
previous argument to every pair in ZU ′ we get, by transitivity of equality, that
[Q1(ι)(x)] = [Q2(ι)(y)]. We now show that [−] is an open map. Suppose ι : U → U ′

and say that there are x1 ∈ Q1(U) and [x2] ∈ P (U ′) such that [x1] = P (ι)([x2]).
We know that [x1] = P (ι)([x2]) = [x2|QlU ], for some l ∈ {1, 2}. Hence there is a
zig-zag of ZU edges between x1 and x2|QlU . Starting from x2, we apply the forward
condition to all the edges of the zig-zag (this is an argument by induction, similar
to the one in [74]); in this way we obtain an element x′ ∈ Q1(U ′) such that there
is a zig-zag of ZU ′ edges between x2 and x′, hence [x2] = [x′], and x′|Q1

U = x1.
We proceed to show that P is a sheaf, beginning with locality. Suppose given

a covering (Ui)i∈I of U . Consider [x], [y] ∈ P (U) such that [x]|PUi = [y]|PUi for
all i. Because the bisimulation includes the roots, we can always assume that
each equivalence class [x]U contains at least a member of Q1(U) and a member
of Q2(U). So we can take x ∈ Q1(U) and y ∈ Q2(U). By [x]|PUi = [y]|PUi we

can infer that [x|Q1

Ui
] = [y|Q2

Ui
] for every i. By difunctionality we can conclude

that (x|Q1

Ui
, y|Q2

Ui
) ∈ ZUi for all i. Then Axiom 1 on Z allows us to infer that
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(x, y) ∈ ZU , hence [x] = [y]. Finally we prove that P has the gluing property.
Suppose given a covering (Ui)i∈I of U . Suppose there is a family ([xi])i∈I with
[xi] ∈ P (Ui) such that, for all i, j ∈ I, [xi]|PUi∩Uj = [xj]|PUi∩Uj . We want to find

[x] ∈ P (U) such that [x]|PUi = [xi] for all i. We know [x]U contains at least a
member of Q1(U) and a member of Q2(U). So we can infer that there are two
families (pi ∈ Q1(Ui))i∈I and (qi ∈ Q2(Ui))i∈I such that [pi] = [qi] = [xi]. So from
[xi]|PUi∩Uj = [xj]|PUi∩Uj we infer that [pi|Q1

Ui∩Uj ] = [qj|Q2

Ui∩Uj ]. By difunctionality it

must be that (pi|Q1

Ui∩Uj , qj|
Q2

Ui∩Uj) ∈ ZUi∩Uj , and this for all i and j. By Axiom 2

we conclude that there are p ∈ Q1(U) and q ∈ Q2(U) such that (p, q) ∈ ZU and
for all i p|Q1

Ui
= qi and q|Q2

Ui
= pi. Take [x] = [p] = [q]: we have for all i that

[x]|PUi = [p]|PUi = [p|Q1

Ui
] = [qi] = [xi]. This concludes the proof. 2

It is easy to see that every path bisimulation is contained in a difunctional
path bisimulation, its “difunctional closure”. But since we cannot assume that
the difunctional closure operation preserves Axiom 1 and 2, we have to state
difunctionality as an explicit premise of the previous theorem.

3.5.3 Spans versus co-spans

To sum up, we have studied two different categorical notions of behavioural
equivalence for sheaves: existence of a span of open maps in Sh(X), and existence
of a co-span of open maps in Sh(X). How are spans and co-spans related to each
other in the category of sheaves? One direction is clear, co-spans entail spans.
For the other direction, we can characterize exactly when the pushout of an open
span is open. Let L be the left adjoint to the inclusion of Sh(X) into PrSh(X),
usually known as the sheafification functor.

3.5.8. Proposition. Consider a span Q1 ← S → Q2 in Sh(X). Then the
pushout of this span in Sh(X) is an open co-span if and only if the unit map
ηP : P → L(P ) is open, where P is the pushout of the span in PrSh(X).

Proof:
The pushout in Sh(X) is given by the following commutative diagram:

L(P )

Q1 P Q2

S

ηP
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Here the four bottom arrows are the pushout square in PrSh(X), the horizontal
arrows are open by Proposition 3.5.2 and the vertical arrow represents the unit
map. So if the unit map is open, then the upper diagonal arrows are open since
open maps are closed under composition. On the other hand, suppose that the
upper diagonal arrows are open. We want to show that the vertical arrow is
open: by the “quotient axiom” for open maps in [73] it suffices to show that the
horizontal arrows are epimorphisms.

Since Q1 and Q2 are sheaves, and hence rooted presheaves, it is easy to see
that P is also a rooted presheaf. Now, given any x ∈ P (C), the restriction of x to
the empty set will give the root of P ; since the root of Q1 is mapped to the root
of P and the natural transformation Q1 → P is open there must be x′ ∈ Q1(C)
that is mapped to x and restricts to the root. Thus the map Q1(C)→ P (C) is
surjective for all C and thus the transformation Q1 → P is an epimorphism. The
same line of reasoning can be applied to show that the natural transformation
Q1 → P is an epimorphism. 2

3.6 Hybrid path logic

In order to capture additional properties of presheaves, such as the sheaf conditions,
we can enrich the path logic with extra expressive power. The suggestion that
presents itself is to go to hybrid logic, which has been showed to be a powerful
and yet well-behaved extension of standard modal logic.10

We define the syntax of hybrid path logic HPLκ(X, N,At) for X a topological
space, a regular cardinal κ and over a set of nominals N , by the following grammar:

ϕ ::= p | i | @iϕ |
∨

Γ | ¬ϕ | 〈U, V 〉ϕ | 〈U, V 〉ϕ

Here i ranges over N , U and V range over open sets of X, p ranges over At and Γ
ranges over sets of formulas of size < κ.

A presheaf model for this language is a rooted presheaf P over X together with
a map A : N →

⊎
{P (U) | U ∈ Open(X)} (where

⊎
is the disjoint union) and

a valuation V for At. Truth conditions of formulas in a model (P,A) at some
w ∈ P (U) are defined as before, with the added clauses:

• (P,A,w) � i if and only if A(i) = w

• (P,A,w) � @iϕ if and only if (P,A,A(i)) � ϕ

3.6.1. Definition. We say that ϕ is true in (P,A, V ), written (P,A, V ) � ϕ, if
(P,A, V, r) � ϕ where r is the root of P . We say that ϕ is valid in P , written
P � ϕ, if (P,A, V ) � ϕ for every A and every V .

10See Chapter 14 in [33].
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3.6.1 Expressing locality and gluing

Now, given a space X, which we assume to be infinite, let κ be a regular cardinal
greater than 2ξ where ξ is the number of open sets of X. Assuming the axiom of
choice we can take this to be the successor of 2ξ. Let N be a set of nominals with
2ξ ≤ |N | < κ. Then consider the following formulas of HPLκ(X, N):

Loc: For any cover {Ui}i∈I of an open set U of X, pick nominals j, k, {li}i∈I and
construct the formula:∧

i∈I

@li〈Ui, U〉j ∧
∧
i∈I

@li〈Ui, U〉k → @jk

Then we define Loc to be the conjunction of all these formulas, corresponding
to all the covers of open sets in X. The conjunction is well defined since
there are at most 2ξ covers to consider.

Glu: For any cover {Ui}i∈I of an open set U of X, pick nominals {li}i∈I and
construct the formula:∧

i,j∈I

@li〈Ui ∩ Uj, Ui〉〈Ui ∩ Uj, Uj〉lj → 〈∅, U〉
∧
i∈I

〈Ui, U〉li

We take Glu to be the conjunction of all these formulas.

These two formulas closely follow the conditions of locality and gluing. The former
states that if two elements in P (U) (labeled by nominals j and k) have the same
restrictions (labeled by {li}i∈I) then they must coincide. The latter encodes the
fact that if a family of elements (labeled by {li}i∈I) agrees on intersections - in the
sense that if we restrict li to Ui ∩Uj then we can extend again to Uj and obtain lj
- then there exists an element in P (U) (which need not be labeled) which restricts
to all the li’s.

The proof of the following result is a simple check, but we list it as a theorem
since we think it has some importance.

3.6.2. Theorem. A rooted presheaf P is a sheaf if, and only if, P � Loc ∧ Glu.

It follows, of course, that validity of formulas in hybrid path logic is not
preserved by path bisimulations. However, truth in a model is easily seen to be
preserved by a natural extension of path bisimulations:

3.6.3. Definition. Let (P,A, V ) and (P ′, A′, V ′) be presheaf models. Then a
nominal path bisimulation is a path bisimulation between (P, V ) and (P ′, V ′) such
that, for every nominal i, A(i) is related to x by this path bisimulation if and only
if x = A′(i), and vice versa.
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3.6.4. Proposition. Formulas of HPLκ(X, N,Var) are invariant under nominal
path bisimulations.

Proof:
The proof is a routine induction on the structure of the formula; we only show
the cases involving the nominals. Let Z be a nominal path bisimulation between
models (P,A, V ) and (P ′, A′, V ′), suppose (w,w′) ∈ Z. If (P,A,w) � i then by
definition A(i) = w, thus by the property of nominal path bisimulation we have
that A′(i) = w′ and thus (P ′, A′, w′) � i. Now assume that (P,A,w) � @iϕ: by
definition (P,A,A(i)) � ϕ. Take y in the second model such that A′(i) = y, again
by the property of nominal path bisimulation we must have (A(i), y) ∈ Z. By
induction hypothesis (P ′, A′, y) � ϕ, thus (P ′, A′, w′) � @iϕ. 2

3.6.2 Decidability

In this subsection we show that the finitary fragment of the hybrid path logic is
decidable on the class of presheaf models, when the underlying poset of opens is
finite. This is achieved by proving the bounded model property: every formula of
the language that is satisfiable in a presheaf model is satisfiable in a finite presheaf
model. The core idea is that one such presheaf models is essentially a Kripke
structure where relations have to satisfy a ‘backward functionality’ requirement.
We thus design a filtration that preserves this property and exploit the typing
given by the category to keep everything finite.

3.6.5. Proposition. If the poset Open(X) is finite then the logic HPLω(X, N,At)
has the bounded model property.

Proof:
Suppose P is a presheaf model and P,A, x � ϕ. It is easy to see that ϕ is
semantically equivalent to a formula ϕ′ where we have removed any reference to
identity arrows, since 〈U,U〉ψ ↔ ψ ↔ 〈U,U〉ψ is a validity for any open U . Thus
it is enough to show that ϕ′ is satisfied in a finite presheaf model.

The strategy of the proof is to take a quotient of P in order to turn it onto
a finite model; this technique is known as filtration. Let sub(ϕ′) be the set of
subformulas of ϕ′. Let back(sub(ϕ′)) be the smallest set containing sub(ϕ′) and
such that:

• for any U 6= U ′, if ψ ∈ back(sub(ϕ′)) then 〈U,U ′〉ψ ∈ back(sub(ϕ′));

• for any open U , 〈∅, U〉> ∈ back(sub(ϕ′));

• > ∈ back(sub(ϕ′)).



3.6. Hybrid path logic 67

In other words, we close the set of subformulas under application of backward
modalities and we add a typing mechanism. Note that this set is still closed under
subformulas, although it might be infinite.

We now perform the smallest filtration over the relational structure associated
to P 11: we identify elements that satisfy the same formulas in back(sub(ϕ′)) and
for any inclusion U → U ′ we define a new relation on equivalence classes as follows

([w], [v]) ∈ Rs
U,U ′ iff ∃w′ ∈ [w], v′ ∈ [v] P (U → U ′)(v′) = w′

We claim this structure corresponds to a finite presheaf model P ′. The presheaf
P ′ is defined on objects as

P ′(U) = {[w]|∃w′ ∈ [w], P, A, w � 〈∅, U〉>}

that is, U is mapped to the collection of equivalence classes containing objects
in P (U). On arrows, we map an inclusion U → U ′ to the relation Rs

U,U ′ defined
above. On this frame we define a model by taking a valuation V ′(p) = {[w]|∃w′ ∈
[w]w′ ∈ V (p)} and an interpretation A′(i) = [A(i)].

We need to check that this model is indeed a presheaf by showing the backward
functionality of Rs

U,U ′ . The existence follows immediately by the functionality of
P (U → U ′). For uniqueness suppose ([w], [v]) ∈ Rs

U,U ′ and ([t], [v]) ∈ Rs
U,U ′ . By

definition there are w′ ∈ [w], v′, v′′ ∈ [v] and t′ ∈ [t] such that P (U → U ′)(v′) =
w′, P (U → U ′)(v′′) = t′. If P,A,w′ � ψ with ψ ∈ back(sub(ϕ′)) then by semantics
P,A, v′ � 〈U,U ′〉ψ. By construction we also have 〈U,U ′〉ψ ∈ back(sub(ϕ′)) and
thus v′, v′′ ∈ [v] must entail P,A, v′′ � 〈U,U ′〉ψ. This in turn implies P,A, t′ � ψ.
The converse argument shows that P,A, t′ � ψ entails P,A,w′ � ψ, thus [w] = [t].

Finally, the usual argument by induction shows that P ′, A′, [x] � ϕ′ holds; we
only cover the cases with nominals. If P,A, x � i then by definition x = A(i),
so [x] = [A(i)] = A′(i) and P ′, A′, [x] � i. If P,A, x � @iξ then by definition
P,A,A(i) � ξ so by induction hypothesis P ′, A′, [A(i)] � ξ. By construction this
entails P ′, A′, A′(i) � ξ thus P ′, A′, [x] � @iξ. The fact that P ′ is finite and has
an upper bound on the size is highlighted in the following Lemma. 2

The finiteness of P ′ is a consequence of the typing imposed by the category:
the set back(sub(ϕ′)) is ‘finite up to semantic equivalence’ because backward
modalities can only be applied meaningfully in patterns that are constrained by
the poset Open(X).

3.6.6. Lemma. The presheaf model P ′ defined in Proposition 3.6.5 is finite and
the bound on its size is computable from ϕ′.

Proof:
We show that P ′ is finite, that is, there are finitely many equivalence classes, despite

11See [32] for an introduction to the filtration method.
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the fact that we are filtrating with an infinite set of formulas. Since we are using
a finite poset category Open(X), we can recursively define the height or distance
h(U) between an open U and the empty set: take h(U) = max{h(U ′)+1|U ′ ⊂ U}.
This in particular entails h(∅) = 0. Since the poset is finite every object has a
finite height.

Let num(n) := |{U ∈ Open(X)|h(U) = n}|, that is, the number of opens of
height n in the poset. Since we are using a finite poset, num(n) is finite for every
n. Let tn be the amount of equivalence classes in the images of opens of height n:

tn = |
⋃
{P ′(U ′)|h(U ′) = n}|

Claim: for every natural number m, tm is finite.
We proceed by induction on m. When m = 0 we have t0 = |

⋃
{P ′(U ′)|h(U ′) =

0}| = |P ′(∅)|. Note that, due to the typing of the modality, if w ∈ P (∅) then
w � 〈U ′, U〉ψ iff U ′ = U = ∅; in other words, all backward modalities beside the
identity 〈∅, ∅〉 are false at worlds of type ∅. By construction, in back(sub(ϕ′))
there are no identity arrows featuring in any formulas. Since worlds in P (∅) all
agree on backward modalities, two equivalence classes in P ′(∅) can be distinct
only if they assign different truth values to formulas in sub(ϕ′). Hence there are
at most 2|sub(ϕ

′)| equivalence classes in |P ′(∅)|.
Now suppose m = n + 1. By IH tn is finite. We claim that tn+1 has upper

bound 2|sub(ϕ
′)| × tnum(n)

n × num(n+ 1), which is finite due to IH. To show this we

prove that if h(U) = n + 1 then |P ′(U)| is bounded by 2|sub(ϕ
′)| × tnum(n)

n . The
upper bound for tn+1 is then obtained from this figure multiplying by num(n+ 1),
the number of objects of height n+ 1.

So suppose h(U) = n+ 1. For [w] ∈ P ′(U), let Φ[w] = {ψ ∈ sub(ϕ′)|[w] � ψ}.
For Φ ⊆ sub(ϕ′) define EqΦ = {[w] ∈ P ′(U)|Φ[w] = Φ}; this is the set of all equiv-
alence classes in P ′(U) that satisfy exactly the same subset of formulas of sub(ϕ′),
namely Φ. A little reflection shows that |P ′(U)| is bounded by

∑
Φ∈2sub(ϕ

′) |EqΦ|:
there is an obvious injection from P ′(U) into the disjoint union

⊎
Φ∈2sub(ϕ

′) EqΦ

given by [w] 7→ (Φ[w], [w]). Thus if we can show that |EqΦ| is bounded by t
num(n)
n

for any Φ then we can conclude that |P ′(U)| is bounded by 2|sub(ϕ
′)| × tnum(n)

n .
Notice that equivalence classes in EqΦ agree on formulas in sub(ϕ′) and by

construction satisfy 〈∅, U〉>, thus two equivalence classes [w] and [v] in EqΦ can
be distinct only if there is 〈U ′, U〉ψ ∈ back(sub(ϕ′)) such that [w] � 〈U ′, U〉ψ and
[v] 6� 〈U ′, U〉ψ. In other words only if there is U ′ ⊂ U such that P ′(U ′ ⊂ U)([w]) 6=
P ′(U ′ ⊂ U)([v]). Without loss of generality we can take U ′ to have height n.

Every equivalence class [w] in EqΦ can be mapped to the subset containing all
the images of [w] ‘at height n’: [w] 7→ {P ′(U ′ ⊆ U)([w])|U ′ ⊆ U, h(U ′) = n}. The
latter is a subset of

⋃
{P ′(U ′)|h(U ′) = n}. From what we argued in the previous

paragraph, two distinct equivalence classes [w] and [v] in EqΦ generate two distinct
subsets of

⊎
{P ′(U ′)|h(U ′) = n}, because they must diverge on at least one image.

We thus have an injection of EqΦ into the powerset ℘(
⋃
{P ′(U ′)|h(U ′) = n}).
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Furthermore, each image of the mapping [w] 7→ {P ′(U ′ ⊆ U)([w])|U ′ ⊆
U, h(U ′) = n} has the same size: there will a different image of [w] for each subset
of U of height n. Suppose there are k such subsets of U , we thus have an injection
of EqΦ into the set of subsets of

⋃
{P ′(U ′)|h(U ′) = n} of size k. Consequently

|EqΦ| has upper bound C(tn, k) ≤ tkn ≤ t
num(n)
n , where the latter inequality is due

to k ≤ num(n) and C(tn, k) is the number of subsets of tn of size k.
Such upper bound on |EqΦ| gives us the desired upper bound on |P ′(U)|

and thus the correct upper bound on tn+1. This concludes our induction. This
argument shows that the bound on the number of equivalence classes at height
n is given recursively by a function g defined as follows: g(0) := 2|sub(ϕ

′)| and
g(n+ 1) = 2|sub(ϕ

′)|× g(n)num(n)×num(n+ 1). Calling m be the maximum height
of an open in the poset, we obtain the final upper bound for the whole model by
summing over all the bounds for all the heights up to m:

∑
0≤n≤m g(n).

The important thing to notice in this calculation is that num(n) and m are
parameters that are fixed by the poset Open(X): they are the same for every
formula in the hybrid path logic for Open(X). Thus the only variable in computing
this upper bound is ϕ′.12 2

We can finally state and prove our decidability result.

3.6.7. Theorem. If the poset Open(X) is finite then the logic HPLω(X, N,At)
is decidable.

Proof:
Given a formula φ ∈ HPLω(X, N,At), let t be the bound on the size of the finite
model for φ given by Proposition 3.6.5. Generate all the presheaf models up
to size t and test for satisfiability. If the formula is satisfiable then we have a
model satisfying it, if we do not find a model of size less or equal than t then by
Proposition 3.6.5 we can conclude that φ is not satisfiable. 2

The bounded model property does not hold for infinite poset categories, indeed
not even the finite model property. Consider for example the poset category
consisting of the natural numbers with arrows n→ n− 1 and 0→ 0. Because of
backward functionality, there is no finite presheaf model satisfying the formula
〈Id1〉>: each relation Rn→n−1 forces us to add another element, ad infinitum.

3.7 Conclusions

We addressed the issue of the expressivity of path logic, which constitutes an
extension of the logic LTTSC presented in the previous chapter. We first proved a
characterization theorem for the finitary fragment and successively studied which

12This result can be improved in two directions, generalizing to generic finite poset categories
and providing a slightly tighter bound on the size of the model. Since these added level of
complications would not add any novel insight, we opted for this version of the proof.
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interesting properties of presheaves can be encoded in the language. We covered
some examples, among which properties of the sheaves of sections used in Topology
and of the sheaf-theoretic approach to contextuality. From previous results we
inferred that such formulas are invariant for path bisimulation on presheaves.

However, we showed that the two defining properties of a sheaf fall outside
the scope of path logic. We devoted a section to the study of path bisimulation
in the realm of sheaves. In this setting we investigated the relations between the
different notions of behavioural equivalence, characterizing the existence of a span
of open maps as well as the existence of a co-span. Finally, we suggested how
path logic has to be enriched in order to capture the key features of sheaves. We
demonstrated how the properties of the category can induce good behaviour of the
corresponding logic by proving a decidability result for the logics of finite poset
categories Open(X).

The observations of this chapter seem to suggest that path logic might be the
right logic to express the extension and restriction of contexts, where the contexts
are arranged in a finite poset category. The next chapter moves the first steps in
this direction, investigating how a logic of varying coalitions (qua contexts) can
encode key concepts and results of Social Choice Theory.

Two more issues are prompted by the results of this chapter. The first one
pertains to the bounded model property proved in the last section: we conjecture
that the features of the category ‘in the background’ could be exploited to push
down the size of the finite model and obtain better complexity results in special
cases. The second one is more open ended and concerns the connection of
path logic for topological spaces with the usual topological semantics for modal
languages [93,94] and the sheaf semantics for first-order modal logic [13].



Chapter 4

A modal logic for Social Choice Theory

4.1 Introduction

In previous chapters we studied path logic and its expressivity at an abstract
level; we now showcase what well-chosen fragments can achieve in concrete areas.
The case study of this chapter is the formalization of Social Choice Theory. We
design a special-purpose logic to capture the key features of this particular setting
and later explain how this logic can be translated back to path logic, showing the
unifying potential of the latter formalism.

More precisely, we present a modal logic for social choice functions and describe
how it can be used to prove three seminal impossibility results in this field. We
discuss how this logic fares in comparison to other languages proposed for the same
task and offer some remarks on the implementation of the logic by describing how
to feed it to a SAT solver. The modality in this language encodes the capability of
a coalition to enforce the truth of a certain formula, given that the people outside
the coalition maintain their course of action. This suggests that the central aspect
of this theory is the possibility to track what happens to the preferences expressed
by a coalition of agents when said coalition is expanded or shrunk. Following
this intuition we explicate how a social choice function can be understood as a
presheaf model, where the base category is the poset of all possible coalitions.

The remainder of the chapter is organised as follows. Next Section sets the
stage by introducing Social Choice Theory and the existing work on its formal
foundations. Section 4.3 recalls the definition of a social choice function (SCF),
and then introduces our logic of SCF’s and establishes completeness for it. This
is followed up in Section 4.4, where we show how various concepts of interest for
social choice theory can be modelled in this logic. This includes a discussion of the
universal domain assumption and encodings of desirable properties of SCF’s, such
as Pareto efficiency and monotonicity. The three theorems are encoded and then
proved in Section 4.5. A translation into propositional logic, offering a means of
implementation via a SAT solver, is presented in Section 4.6. Section 4.7 discusses
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related work and Section 4.8 explains the connections with path logic and presheaf
models. Section 5.9 concludes.

4.2 Social Choice Theory

Social choice theory is the study of mechanisms for collective decision making [116].
This includes voting rules as mechanisms to collectively make political decisions,
and consequently social choice theory is chiefly associated with the disciplines
of political science and economics. But similar mechanisms can also be used to
make decisions in multi-agent systems, to coordinate the actions of individual
agents, to resolve conflicts between them, and to bundle their information and
expertise [36]. Closely related applications of social choice theory in computer
science furthermore include recommender systems [103], Internet search engines [7],
and crowdsourcing [89].

This widening of the scope of social choice theory has renewed interest in
the formal foundations of the field. As we are designing ever more specialised
social choice mechanisms for novel types of tasks, better tools to analyse the
formal properties of these mechanisms are needed. Specifically, there is now a
growing literature on the formal verification of social choice mechanisms by means
of logical modelling and the use of techniques from automated reasoning [1, 22, 37,
54,57,64,97,115,118,122]. We will review some of the contributions to this field
in Section 4.7.

An obvious yardstick against which to measure different approaches to the
formalisation of social choice frameworks is Arrow’s Theorem [11], the seminal
result in the field, which shows that it is impossible to design preference aggregation
mechanisms for three or more alternatives that are Pareto efficient and for which
the relative ranking of two alternatives is based only on the rankings for the same
two alternatives submitted by the individual voters.

Recent work has modelled the Arrovian framework in propositional logic [115],
first-order logic [64], higher-order logic [97,122], and a tailor-made modal logic [1].
Some of this work has resulted in methods to prove Arrow’s Theorem either
automatically [115] or semi-automatically [97,122], while other work has generated
logical formalisations of the theorem that are easily accessible to humans and thus
helpful in deepening our understanding of social choice [1, 64]. A shortcoming of
the latter contributions, however, is that they have so far not resulted in a full
proof of Arrow’s Theorem or similar results within the chosen logical framework
itself.1 Rather, such work has proceeded by showing that a given logical system
is complete w.r.t. an appropriate class of models of social choice theory, thereby
proving that a rendering of Arrow’s Theorem in the logical language in question
must be a theorem of that logic. That is, such work has derived results about a

1However, in recent Perkov [104,105] has given a syntactic proof of Arrow’s Theorem in a
natural deduction calculus for the modal logic of Ågotnes et al. [1]. (See also Section 4.7.)



4.2. Social Choice Theory 73

given logic by means of reference to existing “semantic” proofs of Arrow’s Theorem.
The ultimate goal of such research, however, must be the opposite: to use the
logic to derive proofs for Arrow’s Theorem and similar results.

In this chapter, we close this gap by providing a Hilbert-style syntactic proof
of Arrow’s Theorem within a simple tailor-made modal logic that is shown to be
complete. We have opted for a Hilbert calculus, rather than, say, an approach
based on natural deduction, because Hilbert calculi are still the systems used most
widely by modal logicians and thus facilitate comparison to proof systems for
other logics, and because this choice allows for a particularly compact presentation
of our assumptions. Having said this, other proof systems have other advantages
(e.g., in view of readability of proofs or implementability) and thus certainly also
have a place in the study of social choice theory.

Our logic of choice is a fragment of the modal logic of social choice functions
proposed by Troquard et al. [118]. Troquard et al. have used their (full) logic to
reason about the strategy-proofness of voting rules (but it has not previously been
applied to Arrow’s Theorem). This logic can be used to model a (resolute) social
choice function (SCF), i.e., a function that maps any given profile of preference
orders to a single winning alternative. While Arrow originally formulated his
theorem for social welfare functions, i.e., functions that map any given profile of
preference orders to a single social preference order [11], we will instead work with
a standard variant of the theorem for SCF’s [116]. Arguably, SCF’s (returning
a top alternative rather than a full ranking of all alternatives) are relevant to a
wider range of applications. In any case, known techniques to prove either version
of the theorem are very similar [54,116]. Thus, our work also suggests how one
might construct a similar syntactic proof of Arrow’s Theorem for social welfare
functions, using, for instance, a logic such as that of Ågotnes et al. [1].

Besides encoding and proving Arrow’s Theorem, we also cover two further sem-
inal impossibility results from social choice theory, namely Sen’s Theorem [110] on
the impossibility of a Paretian liberal and the Muller-Satterthwaite Theorem [96],
thereby demonstrating the generality and flexibility of our approach. Both of
these theorems have so far received only very little attention in the literature
on logics for social choice, with the notable exception of the work of Tang and
Lin [115]. Sen’s Theorem shows that the Pareto principle, by which unanimously
held preferences should be respected, and a very weak form of liberalism, by
which there should be certain private issues that only concern a single agent and
that therefore should be dictated by that agent, are incompatible. The Muller-
Satterthwaite Theorem shows that the only SCF’s that satisfy a particular - strong
but intuitively appealing - form of monotonicity are the dictatorships and those
social choice functions that bar certain alternatives from winning, even if they are
preferred by all agents.

Arguably, these are three of the four most important classical impossibility
results in social choice theory. The fourth, the Gibbard-Satterhwaite Theorem
[61,109] on the impossibility of devising a strategy-proof SCF, is outside the scope
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of this chapter as it requires us to model both declared preferences (as for the
three theorems covered here) and actual preferences, so as to be able to distinguish
truthful agents from agents engaging in strategic manipulation. The modal logic of
SCF’s we are working with can only model one type of preference. This is intended
and appropriate for our purposes. However, the full original logic of Troquard
et al. [118] can model these two layers of preferences - indeed, this is the main
objective it had been designed for originally. Our work, together with the fact
that the Gibbard-Satterthwaite Theorem may be considered a relatively simple
corollary to the Muller-Satterthwaite Theorem requiring only a proof showing that
strategy-proofness implies strong monotonicity [54], therefore strongly suggests
that proving the Gibbard-Satterthwaite Theorem in the full logic of Troquard et
al. using an extension of our approach is possible in principle.

Our proofs are presented as human-readable recipes for how to construct a
fully formal derivation inside the modal logic of SCF’s of the three impossibility
theorems discussed. These recipes can be transformed into machine-readable proofs
relatively easily, and it is therefore possible in principle to have the proofs verified
automatically by a proof-checker for this logic. In this sense, our contribution
narrows the gap between, on the one hand, work on logics for modelling social
choice [1, 64, 118] and, on the other, work on automated reasoning for social
choice [37, 57, 97, 115, 122]. Having said this, there currently is no work on
automated theorem proving for the modal logic we are working with, so while
narrowed, the aforementioned gap has not yet been fully closed. As a further step in
this direction, we also discuss how to translate from modal logic into propositional
logic. While this does result in a blow-up of the size of the representation of
theorems (meaning that we lose readability for humans) it makes it possible for us
to use standard tools, particularly SAT solvers, to automatically reason about these
theorems. This perspective provides a close connection to the approach pioneered
by Tang and Lin [115], and later refined by others [37,57], of automatically proving
results in social choice theory using SAT solvers.

4.3 A modal logic of social choice functions

In this section, we recall the formal definition of a SCF and introduce the fragment
of the logic put forward by Troquard et al. [118] required to define such a SCF,
adapting some of their notation and terminology to our purposes. We then
demonstrate that the known completeness theorem for the full logic extends to the
fragment that is of interest to us here. Finally, we discuss the limitations of this
logic in view of expressing properties of families of SCF’s ranging over electorates
of varying size, as well as how to overcome these limitations in practice.
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4.3.1 Social choice functions

Let N = {1, . . . , n} be a finite set of agents (or individuals) and let X be a
finite set of alternatives (or candidates). To vote, each agent i ∈ N expresses her
preferences by supplying a linear order <i over X, i.e., a binary relation that is
reflexive, antisymmetric, complete, and transitive.2 Let L(X) denote the set of all
such linear orders. We shall also refer to <i as the ballot provided by agent i, to
stress the fact that this is the preference declared by the agent, but not necessarily
her true preference. A profile is an n-tuple (<1, . . . ,<n) ∈ L(X)n of such ballots,
one for each agent.

4.3.1. Definition. A resolute social choice function is a function F : L(X)n →
X mapping any given profile of ballots to a single winning alternative.

Examples for resolute SCF’s are well-known voting rules, such as the Borda rule
or the plurality rule [116] - when combined with a suitable tie-breaking rule that
ensures that there always is just a single winner. Under the Borda rule, for
instance, an agent assigns as many points to a given alternative as she lists other
alternatives below it (with the alternatives obtaining the most points winning).
Ties may be broken, for instance, by using the ballot of the first agent.

4.3.2 Language

Troquard et al. [118] have introduced a modal logic, which they call Λscf[N,X], to
reason about resolute SCF’s (mapping declared preferences to winners) as well
as the agents’ truthful preferences. This logic can be used to model strategic
behaviour in voting. Here we are not specifically interested in this strategic
component, but rather in the purely aggregative aspect of social choice, i.e., in
the question of whether a given SCF fairly aggregates individual ballots into a
social decision. We shall refer to the relevant fragment of the logic of Troquard et
al. as L[N,X], the logic of SCF’s parametrised by N and X. Next, we define the
language, i.e., the set of well-formed formulas, of this logic.

This language is built on top of two types of atomic propositions. First, for
every i ∈ N and x, y ∈ X, pix<y is an atomic proposition (with the intuitive
meaning that agent i prefers x to y). Pref [N,X] := {pix<y | i ∈ N and x, y ∈ X}
is the set of all such propositions. Second, by a slight abuse of notation, every
alternative x ∈ X is also an atomic proposition (with the intuitive meaning that
x wins). Besides the usual propositional connectives, we have a modal operator
3C for every coalition of agents C ⊆ N (with the intuitive meaning that C can

2The strict part �i of <i is a strict linear order, a relation that is irreflexive, complete, and
transitive. While most work in voting theory tends to take such strict linear orders as primitive,
we instead follow Troquard et al. [118] and work with non-strict linear orders. Ultimately, both
approaches are equivalent: <i uniquely determines �i, and vice versa.
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ensure the truth of a given formula, provided the others do not alter their ballots).
The following definition summarises how the language is constructed.

4.3.2. Definition. The set of well-formed formulas ϕ in the language of L[N,X]
is generated by the following Backus-Naur Form :

ϕ ::= p | x | > | ¬ϕ | ϕ ∨ ϕ | 3Cϕ

where p ∈ Pref [N,X], x ∈ X and C ⊆ N .

Additional propositional connectives and a dual modal operator are defined in the
usual manner: ϕ ∧ ψ is short for ¬(¬ϕ ∨ ¬ψ), ϕ→ ψ is short for ¬ϕ ∨ ψ, ϕ↔ ψ
is short for (ϕ→ ψ) ∧ (ψ → ϕ), ⊥ is short for ¬>, and 2Cϕ is short for ¬3C¬ϕ.
For i ∈ N , we write 3i as a shorthand for 3{i} and 2i as a shorthand for 2{i}.

The full logic of Troquard et al. [118] includes an additional pair of modal
operators to speak about true preferences.

4.3.3 Semantics

The semantics of the logic is a standard possible-worlds semantics for modal logics,
defined in terms of a set of possible worlds, a family of accessibility relations, and
a valuation function [32]. We first give a short high-level description intended for
readers familiar with such semantics, and then provide complete formal definitions.

First, the set of possible worlds is the set of all possible profiles - which is
fully determined by N and X. The semantics of atomic propositions of the form
pix<y will be defined solely in terms of this set of possible worlds: pix<y is true at a
given world/profile w, if agent i prefers x to y in w. Only to model the truth of
atomic propositions of the form x will we require a valuation function. Valuation
functions here are SCF’s: x is true at world/profile w if the SCF in question maps
profile w to the winning alternative x. Finally, for every coalition C ⊆ N , there
is an accessibility relation between worlds/profiles: w is connected to w′ if they
differ only w.r.t. the preferences of agents in C. These accessibility relations will
be used to define the semantics of modal formulas of the form 3Cϕ in the usual
manner.

4.3.3. Definition. A model is a triple M = 〈N,X, F 〉, consisting of a finite set of
agents N with n = |N |, a finite set of alternatives X, and a SCF F : L(X)n → X.

For fixed sets N and X, we sometimes write MF for the model M = 〈N,X, F 〉
based on the SCF F . From now on we shall use the terms ‘world’ and ‘profile’
interchangeably. We are now ready to define what it means for a formula ϕ to be
true at a world w = (<1, . . . ,<n) in a given model M .

4.3.4. Definition. Let M = 〈N,X, F 〉 be a model. We write M,w |= ϕ to
express that the formula ϕ is true at the world w = (<1, . . . ,<n) ∈ L(X)n in M .
The satisfaction relation |= is defined inductively:
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• M,w |= pix<y iff x <i y
• M,w |= x iff F (<1, . . . ,<n) = x
• M,w |= ¬ϕ if M,w 6|= ϕ
• M,w |= ϕ ∨ ψ iff M,w |= ϕ or M,w |= ψ
• M,w |= 3Cϕ iff M,w′ |= ϕ for some world w′=(<′1, . . . ,<

′
n) ∈ L(X)n with

<i = <′i for all agents i ∈ N \ C.

That is, 3Cϕ is true at w, if the agents in C can make ϕ true by changing their
own ballots, assuming none of the other agents change as well. Thus, 2Cϕ is true
at w if ϕ holds at every world that is reachable from w by only the agents in C
changing their ballots. Notice that the semantics of this operator can be easily
seen as a standard relational semantics for a relation RC defined as (w,w′) ∈ RC

iff the ballots of the agents i ∈ N \ C coincide in w and w′. From this point
of view what we are doing is essentially looking at one fixed frame, where the
worlds are the profiles and the relations are themselves derived by the profiles:
the different models on this one frame are given by different SCF’s, qua valuation.

In some sense, the truth of every formula of the form pix<y is under the control
of agent i. Because of this feature, this kind of logic is sometimes classified as a
logic of propositional control. The motivation underlying such logics is essentially
game-theoretic: every individual is conceived as having “control” over a set of
atomic propositions. The choice of a particular truth value for these atomic
propositions can be seen as an action of the individual, and therefore a valuation
of all the atomic propositions of this sort corresponds to a strategy profile. For
more details and motivations on logics of propositional control we refer to the
work of van der Hoek and Wooldridge [120], Gerbrandy [58], Balbiani et al. [14]
and Troquard et al. [118], amongst others. We also note that these logics are
closely related to Pauly’s coalition logic [101], Boolean games [35, 68], and the
Ceteris Paribus Logic of Grossi et al. [65].

Let ϕ be a formula in the language based on N and X. Then ϕ is called
satisfiable, if there exist a SCF F and a world w ∈ L(X)n such that MF , w |= ϕ.
It is called true in the model M , denoted M |= ϕ, if M,w |= ϕ for every world
w ∈ L(X)n. Finally, it is called valid, denoted |= ϕ, if M |= ϕ for every model M
based on N and X.

The logic of Troquard et al. [118] is known to be decidable and this result
immediately extends to the fragment of their logic discussed here:

4.3.5. Proposition. Determining whether a formula in the language of L[N,X]
is valid is a decidable problem.

Proof:
Since N and X are fixed, we can enumerate all models and check for each of them
whether our formula is true at every world in the model. 2
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4.3.4 Axiomatisation and completeness

Next, we review the axiomatisation due to Troquard et al. [118], restricted to
the fragment L[N,X] discussed here; we then adapt their completeness result to
this fragment. The first few axioms ensure that the propositions of the form pix<y
really encode linear orders.

(1) pix<x (reflexivity)

(2) pix<y ↔ ¬piy<x for x 6= y (antisymmetry and completeness)

(3) pix<y ∧ piy<z → pix<z (transitivity)

Here x, y and z range over atomic propositions in X, and i ranges over agents.
Before we continue with the axiomatisation, let us first introduce a couple of
additional language constructs to refer to ballots and profiles within the logical
language. Consider a profile w = (<1, . . . ,<n) ∈ L(X)n. For a given agent i ∈ N ,
let x1, x2, . . . , xm be a permutation of the elements of X such that x1 <i x2 <i
· · · <i xm. Then balloti(w) is defined as the following formula:

balloti(w) := pix1<x2 ∧ p
i
x2<x3 ∧ · · · ∧ p

i
xm−1<xm

Thus, balloti(w) is true at world w′ if and only if w and w′ agree as far as the ballot
of agent i is concerned. Note that balloti(w) is a purely syntactic representation
of a semantic notion (namely, agent i’s preference order <i). Similarly, we define
profile(w) as the following formula:

profile(w) := ballot1(w) ∧ ballot2(w) ∧ · · · ∧ ballotn(w)

Hence, the formula profile(w) is true at world w, and only there. This shows that
nominals, i.e., formulas uniquely identifying worlds [32], are definable within this
logic. Furthermore, due to the finiteness of X and N , there can be only finitely
many formulas of type profile(w) that are consistent with the axioms.

Let Nw
x<y := {i ∈ N | x <i y} denote the set of agents that prefer x over

y in profile w = (<1, . . . ,<n). By a slight abuse of notation, we use the same
expression as a construct of our language:

Nw
x<y :=

∧
{pix<y | x <i y in w}

We write Nw
x<y to denote both the set of agents and the formula; the context will

disambiguate the intended meaning. Note that
∧
x,y∈X N

w
x<y is logically equivalent

to profile(w): this reflects the fact that a profile can either be presented by
specifying the preferences of each individual or by specifying the sets of agents
preferring one alternative over another, for all pairs of alternatives.
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For any two alternatives x, y ∈ X, we define profile(w)(x, y) as the formula
fixing the relative ordering of x and y for all agents as in profile w:

profile(w)(x, y) := Nw
x<y ∧Nw

y<x

This formula will be used to express the fact that two profiles ‘agree’ on the
preferences concerning the alternatives x and y.

We now state the remaining axioms defining the logic L[N,X]:

(4) all propositional tautologies

(5) 2i(ϕ→ ψ)→ (2iϕ→ 2iψ) (K(i))

(6) 2iϕ→ ϕ (T(i))

(7) ϕ→ 2i3iϕ (B(i))

(8) 3i2jϕ↔ 2j3iϕ (confluence)

(9) 2C12C2ϕ↔ 2C1∪C2ϕ (union)

(10) 2∅ϕ↔ ϕ (empty coalition)

(11) (3ip ∧3i¬p)→ (2jp ∨2j¬p), where i 6= j (exclusiveness)

(12) 3iballoti(w) (ballot)

(13) 3C1δ1 ∧3C2δ2 → 3C1∪C2(δ1 ∧ δ2) (cooperation)

(14)
∨
x∈X(x ∧

∧
y∈X\{x} ¬y) (resoluteness)

(15) (profile(w) ∧ ϕ)→ 2N(profile(w)→ ϕ) (functionality)

Here ϕ and ψ range over arbitrary formulas, x over atomic propositions in X, i
and j over agents, C1 and C2 over coalitions, and w over profiles. In axiom (11), p
is ranging only over atomic propositions in the set Pref [N,X], and in axiom (13)
δ1 and δ2 do not contain any common atoms.

Axioms (4)–(8) describe well-known properties of normal modal logics [32].
Axiom (9) describes the capability of a coalition to enforce a certain formula in
terms of the capabilities of its sub-coalitions. Axiom (10) states that the empty
coalition cannot enforce any formula. Axiom (11) enforces a division among the
atomic propositions of the shape pix<y: if an atom is controlled by an agent i, then
other agents cannot change its value. Axiom (12) ensures that every agent can
express every possible preference. Due to axiom (13), if two formulas δ1 and δ2

do not contain a common atom and two coalitions C1 and C2 can each enforce
one of the formulas, then the joint coalition can enforce the conjunction δ1 ∧ δ1.
Axiom (14) expresses that any outcome associated with a profile must be a single
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winning alternative. Thus, this axioms encodes the resoluteness of the SCF in
question. Finally, axiom (15) ensures that every profile is associated with a single
outcome, i.e., it encodes the fact that the SCF being modelled must be a function.

The inference rules of the logic are modus ponens and necessitation w.r.t. all
modalities of the form 2i [32]:

• (MP) from ϕ→ ψ and ϕ, infer ψ
• (Neci) from ` ϕ, infer ` 2iϕ

Here we write ` ϕ to express that a well-formed formula ϕ in the language
parametrised by N and X is a theorem of the logic L[N,X], in the sense that it
can be derived from axioms (1)–(15), together with the above inference rules. The
` ϕ appearing in the second rule thus indicates that the rule can only be applied
to theorems. We define a set of formulas Γ to be consistent if we cannot derive a
contradiction from it. The theorems of L[N,X] coincide with the valid formulas:

4.3.6. Theorem (Completeness). The logic L[N,X] is sound and complete
w.r.t. the class of models of SCF’s.

Proof:
Since our logic is a fragment of Λscf[N,X], the soundness result due to Troquard
et al. [118] applies directly. The same is not true for completeness. However, as
we shall outline next, the proof of Troquard et al. [118] for the richer logic can be
adapted to our fragment, mutatis mutandis.

The strategy of the proof is a canonical model construction, with a little
variation over the standard proof. As we mentioned, the models of Definition 4.3.3
can be repackaged as particular Kripke models. The latter structures are tuples
〈W, (RC)C⊆N〉 where W is the set of profiles and RC ⊆ W × W are relations
defined as

wRCw
′ iff w � N \ C = w′ � N \ C,

where w � N \ C is the profile w restricted to only the individuals outside of C.
Intuitively, wRCw

′ holds if all the agents in N \C express the same preferences in
w and w′. We proceed with a canonical model argument to establish completeness.

Given a consistent formula ϕ, we build a maximally consistent set Γϕ containing
it using the usual Lindenbaum construction. Nevertheless, the set of all MCS is
not by itself a model of L[N,X]: we have different MCSs containing the same
formula profile(w) but containing different alternatives, so we cannot associate
a SCF to this set of states. However, Γϕ does contain a full specification of a
SCF, in the shape of formulas 3N (profile(w)∧ x), so we can select the MCSs that
‘agree’ with Γϕ with respect to the specification of the SCF.
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Define Cluster(Γϕ) to be the set of maximally consistent sets that describe the
same SCF:

Cluster(Γϕ) := {Γ | ∀w ∈ L(X)n,∀x ∈ X :

3N(profile(w) ∧ x) ∈ Γ iff

3N(profile(w) ∧ x) ∈ Γϕ}

We then consider the submodel of the canonical model generated by Cluster(Γϕ).
Let us call this submodel Mϕ. It is then easy to check that:

• the Truth Lemma holds for Mϕ;

• there is a bijection between profiles and states of Mϕ;

• Mϕ is one of the aforementioned particular Kripke models corresponding to
the models of our logic.

The first item is shown in the customary way. One direction of second item
holds because, due to the axioms, each MCS contains only one formula of shape
profile(w). Moreover, for any profile w′, the set

{profile(w′)} ∪ {3N(profile(w) ∧ x)|3N(profile(w) ∧ x) ∈ Γϕ, x ∈ X,w ∈}

is consistent and can be extended to a MCS, therefore Cluster(Γϕ) contains exactly
one MCS for each profile. In light of this last observation the third item follows
straightforwardly. 2

4.3.5 Representing families of social choice functions

To complete the outline of the expressive capabilities of L[N,X], we illustrate how
it is possible to encode a SCF as a formula. Given a SCF F , its representation
will be:

ρF =
∧
{profile(w)→ x | w ∈ L(X)n and F (w) = x}

That is, ρF is simply the conjunction, over all profiles w, of implications between
a formula describing w and a formula identifying the winning alternative for
profile w under F . In other words, we need to have the full graph of the function,
that is, the full set of input-output pairs, to be able to encode F in the language.
This is indeed possible, because, strictly speaking, ρF represents the function only
for a fixed number of alternatives and a fixed number of agents. Moreover, since
we are able to encode any set of input-output pairs, we can represent any SCF in
the language.
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Unfortunately, for the very same reason, ρF cannot be taken as a proper
representative of a SCF, because it only tells us what the output of the function is
in a very limited case: when the alternatives are exactly those in X and when the
agents are exactly those in N . In practice, however, we are interested in families
of SCF’s. If, say, F is the Borda rule and X and N both have cardinality 3, then
ρF will only express the workings of the Borda rule for 3 alternatives and 3 agents.
A full representation of the Borda rule (which formally is a family of SCF’s in the
sense of Definition 4.3.1), however, should contain the information necessary to
compute the output from any given profile. It should be a conjunction of all the
formulas ρF for all possible choices of X and N . But even assuming that we had
all such sets of pairs, there are countably many ρ’s of this kind, and our logical
language does not contain countable conjunctions. Given that the language is
not powerful enough to encode an algorithmic specification, there is no hope that
our logic, or a similar logic, will do better than using ρF in representing SCF’s.
Indeed, this restriction to specific sets of alternatives and agents is a recognised
limitation of most existing logic-based approaches to modelling frameworks of
social choice [54].

Interestingly, however, this problem affects the representations of the properties
of SCF’s only partially. Since most of the properties do not directly refer to the
specific number of alternatives and agents, we can formulate the properties leaving
X and N as parameters. The same can be done when proving the relative
dependencies between properties. This means that, to prove that property P1

entails P2, we prove that, for fixed choices of X and N , there is a proof in the logic
from the formula encoding P1 to the formula encoding P2 (both these formulas
are instantiated to X and N themselves). This is the approach we shall take here.

4.4 Modelling features of Social Choice Theory

In this section, we show how to model several important concepts of social choice
theory in our logic. We start by proving the Universal Domain Lemma, which
demonstrates that there exists a formula in our language that expresses that for
every possible preference profile there exists a world where it is realised, and
that is a theorem of our logic. This simple but important result will be used
throughout the chapter. We then pause to introduce and encode a notion that
will feature in several properties and proofs in the next (sub)sections, the concept
of a decisive coalition. Finally, we formalise the main properties featuring in the
classical impossibility theorems we want to prove, particularly Pareto efficiency,
independence of irrelevant alternatives, strong monotonicity, and liberalism. For
each property we suggest an encoding in the logic and prove that it indeed captures
the corresponding semantic notion.

Throughout, we exploit freely the finiteness of the language, using big conjunc-
tions and disjunctions to quantify over individuals, alternatives, and profiles.
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4.4.1 The Universal Domain Lemma

The following lemma states that all the possible profiles are also possible worlds
in the semantics. This fact, which is implicit in our definition of a SCF, is called
the universal domain condition in Arrow’s original work [11].

4.4.1. Lemma (Universal Domain Lemma). For every possible profile w ∈
L(X)n, we have that ` 3Nprofile(w).

Proof:
Take any profile w. Then ballot1(w) encodes the preferences of the first agent.
We have, by axiom (12), that 31ballot1(w), and similarly for the second agent we
get 32ballot2(w). Because ballot1(w) and ballot2(w) contain different atoms (the
former only atoms with superscript 1, the latter only atoms with superscript 2),
we can apply axiom (13) and obtain 3{1,2}(ballot1(w)∧ ballot2(w)). We can repeat
this reasoning for all the finitely many agents in N to prove 3Nprofile(w). 2

Even though a theorem of this shape is somewhat surprising from a Modal logic
point of view, the reader should recall that on the semantic side we are dealing
with one fixed frame, whose worlds are the profiles. The Universal Domain Lemma
therefore encodes in the syntax the fact that all profiles are available as worlds.

4.4.2 Decisive coalitions

We will call a coalition of agents C ⊆ N decisive over a pair of alternatives
(x, y) ∈ X2 if the members of C preferring x to y is a sufficient condition for
preventing y from winning. We use the following formula to encode decisiveness
of C over (x, y):

Cdec(x, y) :=

(∧
i∈C

pix<y

)
→ ¬y

If C is decisive on every pair, we will simply write Cdec. Along the same lines, we
define a weakly decisive coalition C for (x, y) as a coalition that can bar y from
winning if exactly the agents in C prefer x to y. We encode weak decisiveness of
C over (x, y) as follows:

Cwdec(x, y) :=

(∧
i∈C

pix<y ∧
∧
i 6∈C

piy<x

)
→ ¬y

The reader can easily check that these syntactic notions match the semantic ones;
for example, in the case of decisiveness we have that Cdec(x, y) is true in the
model MF if and only if the coalition C is decisive over that pair of alternatives
for the corresponding SCF F .
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4.4.3 Pareto efficiency

We introduce several properties that one might reasonably want to require a SCF
to satisfy. The first is Pareto efficiency, expressing the desideratum that, if all the
agents rank an alternative x above another alternative y, then y should not win.

4.4.2. Definition. A SCF F is Pareto efficient if, for every profile w ∈ L(X)n

and every pair of distinct alternatives x, y ∈ X with Nw
x<y = N , we obtain

F (w) 6= y.

This is formalised as follows:

Par :=
∧
x∈X

∧
y∈X\{x}

[(∧
i∈N

pix<y

)
→ ¬y

]
Observe that Par is equivalent to Ndec, i.e., to saying that the grand coalition N
is decisive on every pair.

4.4.3. Lemma. For every SCF F , MF � Par if and only if F is Pareto efficient.

Proof:
Straightforward. 2

4.4.4 Independence of irrelevant alternatives

Our next property of interest is independence of irrelevant alternatives (IIA). It
expresses the intuitively desirable property of a SCF F that, for every two profiles
and for every two alternatives x and y, if the outcome of F in the first profile is x
and the two profiles are identical as far as the preferences of the agents over x
and y are concerned, then the outcome of F in the second profile should not be y.
The original formulation of IIA given by Arrow [11] was applied to social welfare
functions rather than SCF’s. Our definition is the most natural adaptation of
Arrow’s idea to SCF’s. It has also been used by Taylor [116], amongst others.

4.4.4. Definition. A SCF F satisfies IIA if, for every pair of profiles w,w′ ∈
L(X)n and every pair of distinct alternatives x, y ∈ X with Nw

x<y = Nw′
x<y, it is

the case that F (w) = x implies F (w′) 6= y.

We formalise this property in our logic as follows:

IIA :=
∧

w∈L(X)n

∧
x∈X

∧
y∈X\{x}

[3N(profile(w) ∧ x)→ (profile(w)(x, y)→ ¬y)]

That is, if in some world (reachable via the 3N -modality) we observe profile w
with alternative x winning, then in the present world, if it agrees with w as far as
the relative ranking of x and y is concerned, y cannot be the winner.

The following lemma formally establishes the correspondence between the
syntactic formulation of IIA and its semantic definition.
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4.4.5. Lemma. For every SCF F , MF � IIA if and only if F satisfies the property
of independence of irrelevant alternatives.

Proof:
From right to left, assume F satisfies IIA. We want to prove every conjunct of
the formula IIA. So let w′ be a world such that MF , w

′ � 3N(profile(w) ∧ x).
We want to show that MF , w

′ � (profile(w)(x, y) → ¬y). So suppose MF , w
′ �

profile(w)(x, y), which entails Nw
x<y = Nw′

x<y. By the semantics of 3N , there is a

world w′′ such that MF , w
′′ � profile(w) ∧ x, which entails Nw

x<y = Nw′′
x<y. Thus,

also Nw′
x<y = Nw′′

x<y. From MF , w
′′ � x we can infer F (w′′) = x. Now we can

apply IIA to w′′ and w′ and obtain F (w′) = x and thus F (w′) 6= y. Again by the
semantics, this is tantamount to MF , w

′ � ¬y.
From left to right, assume MF � IIA. Consider two profiles w,w′ and two al-

ternatives x, y with Nw
x<y = Nw′

x<y. Now assume F (w) = x. We thus have MF , w �
profile(w) ∧ x and, by the semantics of 3N , also MF , w

′ � 3N (profile(w) ∧ x). By
modus ponens and IIA we get MF , w

′ � (profile(w)(x, y)→ ¬y). But we assumed
Nw
x<y = Nw′

x<y, hence MF , w
′ � profile(w)(x, y) and thus MF , w

′ � ¬y, which by
the semantics entails F (w′) 6= y. 2

4.4.5 Strong monotonicity

Next is a monotonicity property known as Maskin monotonicity or strong mono-
tonicity. It requires that, whenever alternative x wins in a given profile and we
(weakly) improve the standing of x vis-à-vis all other alternatives, then x should
still win in the new profile - even if the relative rankings of other alternatives
change in the profile as well. While its formal definition is similar to that of IIA,
there are subtle differences: we are now quantifying over all other alternatives y
rather than considering one specific such alternative.

4.4.6. Definition. A SCF F is strongly monotonic if, for every pair of profiles
w,w′ ∈ L(X)n and every alternative x ∈ X, it is the case that F (w) = x and
Nw
x<y ⊆ Nw′

x<y for all y ∈ X \ {x} together imply F (w′) = x.

This property can be encoded as follows:

SM :=
∧

w∈L(X)n

∧
x∈X

3N(profile(w) ∧ x) ∧

 ∧
y∈X\{x}

Nw
x<y

 → x


4.4.7. Lemma. For every SCF F , MF � SM if and only if F is strongly mono-
tonic.
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Proof:
From left to right, suppose MF � SM is the case. Let w and w′ be two profiles,
assume that F (w) = x and Nw

x<y ⊆ Nw′
x<y for all y ∈ X \ {x}. Due to F (w) = x,

we have MF , w � profile(w) ∧ x and, by the semantics of 3N , also MF , w
′ �

3N(profile(w) ∧ x). By the second assumption, namely Nw
x<y ⊆ Nw′

x<y, we obtain
that the second conjunct of SM, namely

∧
y∈X\{x}N

w
x<y, is also true at w′. From

the validity of SM we can conclude MF , w
′ � x and hence F (w′) = x.

From right to left, suppose F is strongly monotonic. Let w,w′ be profiles and x
an alternative. Finally, assume MF , w

′ � 3N [x∧ profile(w)]∧
∧
y∈X\{x}N

w
x<y. Due

to the first conjunct we know that F (w) = x, while in light of the second we can
conclude that Nw

x<y ⊆ Nw′
x<y for all y ∈ X \ {x}, because by the semantics all the

supporters of x over y in w still support x over y in w′. By strong monotonicity
we get F (w′) = x and MF , w

′ � x. Since w′ was generic we can conclude that SM
is a validity in MF . 2

4.4.6 Surjectivity

The most basic property we consider is surjectivity. It expresses the desideratum
that every alternative should be the winner for at least one profile.

4.4.8. Definition. A SCF F is surjective if, for every alternative x ∈ X there
exists a profile w ∈ L(X)n such that F (w) = x.

We can encode surjectivity as follows:

Sur :=
∧
x∈X

∨
w∈L(X)n

3N(profile(w) ∧ x)

4.4.9. Lemma. For every SCF F , MF � Sur if and only if F is surjective.

Proof:
Straightforward. 2

4.4.7 Liberalism

The idea that a form of liberalism can be modelled as a property of SCF’s is due
to Sen [110]. He postulated that every agent should have the power to determine
the relative ranking of at least two alternatives x and y. For example, x might be
the state of the world in which Barack Obama is president of the United States of
America and you paint the walls of your bedroom in pink, and y might be the state
of the world where Barack Obama is president of the United States of America
and you paint the walls of your bedroom in white. Then you should have the
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power of excluding one of x and y from being the collectively chosen alternative
(which of course does not mean that the other one of the two necessarily needs to
be chosen). In this case, we say that you are (two-way) decisive on x and y.

4.4.10. Definition. A SCF F satisfies the property of liberalism if, for every
individual i ∈ N there exist two distinct alternatives x, y ∈ X for which i is
two-ways decisive.

The property of liberalism can be encoded as follows:

Lib :=
∧
i∈N

∨
x∈X

∨
y∈X\{x}

({i}dec(x, y) ∧ {i}dec(y, x))

4.4.11. Lemma. For every SCF F , MF � Lib if and only if F satisfies liberalism.

Proof:
From left to right, suppose MF � Lib. Suppose for the sake of contradiction that
F does not satisfy liberalism. If there is an individual i that is not two-ways
decisive on any pairs then for every pair there is a profile w such that the outcome
F (w) is in conflict with the preferences of i (say, x <i y and F (w) = y). This
means that {i}dec(x, y) ∧ {i}dec(y, x) cannot be a validity in the model MF , and
the same holds for all the pairs, so

∨
x

∨
y 6=x({i}dec(x, y) ∧ {i}dec(y, x)) cannot

be a validity either, for our fixed i. This in turn entails that MF � Lib is not the
case, contradiction.

From right to left, say that F satisfies liberalism. For an agent i, it is
easy to check that, calling x, y the alternatives for which i is decisive, we must
have {i}dec(x, y) ∧ {i}dec(y, x) as a validity on the model MF . Thus, also∨
x

∨
y 6=x({i}dec(x, y) ∧ {i}dec(y, x)) is a validity, and the same holds for every i,

so we get the validity of Lib. 2

4.4.8 Dictatorships

Finally, we will require one undesirable property of SCF’s. A dictatorship is a
SCF for which one individual, the dictator, can enforce their top alternative as
the outcome. Denote with topwi that alternative x ∈ X for which x <i y for all
other alternatives y ∈ X in profile w = (<1, . . . ,<n).

4.4.12. Definition. A SCF F is a dictatorship if there exists an agent i ∈ N
(the dictator) such that, for every profile w ∈ L(X)n, we obtain F (w) = topwi .

The property of being a dictatorship is encoded by the following formula:

Dic :=
∨
i∈N

∧
x∈X

∧
y∈X\{x}

(
pix<y → ¬y

)
Observe that Dic is equivalent to

∨
i∈N{i}dec, i.e., a SCF is dictatorial if and only

if there exists an individual that is decisive on every pair.
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4.4.13. Lemma. For every SCF F , MF � Dic if and only if F is a dictatorship.

Proof:
From right to left, suppose F is a dictatorship, and call the dictator i. Let
w = (<1, . . . ,<n) be a profile. We want to show that the disjunct corresponding
to i is true at w. Thus, for any two distinct alternative x, y we want to show that
pix<y → ¬y is true at w. First, if x <i y, then topwi 6= y and thus, due to F being
a dictatorship of i, we have F (w) 6= y. By the semantics, this entails MF , w � ¬y
and thus MF , w � pix<y → ¬y. Second, if x 6<i y, then MF , w 6� pix<y, and the
implication holds vacuously.

From left to right, suppose MF � Dic. Then one disjunct must be valid,
say for agent i. Let x = topwi under profile w. Then MF , w �

∧
y∈X\{x} p

i
x<y.

Since (the disjunct referring to i in) the condition Dic is true at w, we obtain
MF , w �

∧
y∈X\{x} ¬y. By resoluteness we get MF , w � x and thus F (w) = x. 2

Note that, in the presence of axiom (14), encoding resoluteness, the disjunction in
the formula Dic is actually an exclusive one, i.e., not only must there be some
dictator, but there must be exactly one dictator.3

4.5 Impossibility theorems

We are now ready to state the three major impossibility theorems we are interested
in as formulas in the language of our modal logic of SCF’s. For each of them, we
then demonstrate how to construct a full proof of the theorem within the axiomatic
system we have seen to be complete for our logic (cf. Theorem 4.3.6). We start
with Arrow’s Theorem and then prove the Muller-Satterthwaite Theorem as a
corollary. The third theorem, Sen’s Theorem on the impossibility of a Paretian
liberal, is mathematically much simpler and also admits a relatively short proof
in our logic.

Before we begin, we need to make one important remark concerning the
expressivity of our logic. Given that the language of L[N,X] is parametrised
by the set of individuals N and the set of alternatives X, strictly speaking the
aforementioned theorems, which all apply to scenarios with arbitrary numbers
of individuals and alternatives (provided those numbers are sufficiently large),
cannot be stated or proven within the logic. To prove each of these impossibility
theorems in their full generality we have to resort to a meta-argument, using a
proof schema, to show that, for each choice of N and X, it is possible to prove a
version of the theorem in the logic instantiated to those two parameters. The same
proviso also holds for the properties of SCF’s featuring in the previous section:

3The reader can prove this using the Universal Domain Lemma, formula Dic, and axiom (14).
The gist of the proof is to take a profile where two dictators disagree and to show that this leads
to a contradiction.
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rather than being formulas in the logic, they are schemas of the representations of
the properties in the logic.

4.5.1 Encoding Arrow’s Theorem

First published in 1951, Arrow’s Theorem is widely regarded as the seminal
contributions to social choice theory [11]. The original theorem concerns social
welfare functions, i.e., functions mapping profiles of (weak) preference orders
(permitting indifference between alternatives) to single collective preference orders.
The version we present here is adapted for preference orders that do not permit
indifferences between alternatives and to SCF’s (which return a single winning
alternative rather than a collective order). We refer to Taylor [116] for an
extensive discussion of this variant of the theorem. From a mathematical point
of view, both variants are essentially equivalent and can be proven using the
same methods [54,116]. We focus on linear orders (not permitting indifferences),
because most standard voting rules impose this requirement on ballots [116].
We furthermore focus on SCF’s, because the problem of choosing a single best
alternative is more pervasive in applications than that of choosing a full ranking
over alternatives.

Arrow showed that, rather surprisingly, any SCF for three or more alternatives
that is Pareto efficient and that satisfies the property of independence of irrelevant
alternatives must be dictatorial.

4.5.1. Theorem (Arrow’s Theorem). Any SCF for at least three alternatives
that satisfies IIA and the Pareto condition is a dictatorship.

We now proceed to code a proof of Arrow’s Theorem in our logic. We will follow
the guideline of an existing proof [54, 111], based on the concept of decisive
coalitions (as defined in Section 4.4.2). What is novel about our approach is that
we show that this technique can be fully embedded into a formal derivation of the
axiomatic system for L[N,X] presented earlier. We offer an outline on the main
steps of the proof, from which a complete formal derivation can be recovered.

The proof is based on two lemmas. The first lemma shows that, under certain
conditions, a coalition being weakly decisive over a specific pair of alternatives
implies that the same coalition is (not only weakly) decisive over all pairs.

4.5.2. Lemma. Consider a language parametrised by X such that |X| > 3. Then
for any coalition C ⊆ N and any two distinct alternatives x, y ∈ X, we have that:

` Par ∧ IIA ∧ Cwdec(x, y)→ Cdec

Proof:
Suppose x, y, x′ and y′ are distinct alternatives.4 To prove Cdec we need to prove

4With three alternatives the argument is analogous but simplified, since two of the alternatives
coincide.
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each of the conjuncts in the following formula:∧
x∈X

∧
y∈X\{x}

[(∧
i∈C

pix<y

)
→ ¬y

]

Now consider the following derivation:

(1) By finiteness of agents and alternatives and the theorems pix′<y′ ∨ piy′<x′
for all i ∈ N we can, rearranging conjunctions and disjunctions, prove the
consequent of the following formula; the implication follows.

(
∧
i∈C

pix′<y′)→ [(
∧
i∈C

pix′<y′) ∧
∨

C′⊆N\C

((
∧
i∈C′

pix′<y′) ∧ (
∧

i 6∈C′∪C

piy′<x′))]

(2) By applying distributivity to (1).

(
∧
i∈C

pix′<y′)→
∨

C′⊆N\C

[(
∧
i∈C

pix′<y′) ∧ (
∧
i∈C′

pix′<y′) ∧ (
∧

i 6∈C′∪C

piy′<x′)]

(3) We will present the derivation of the following formula below.∧
C⊆N

(Par ∧ IIA ∧ Cwdec(x, y)→

[(
∧
i∈C

pix′<y′) ∧ (
∧
i∈C′

pix′<y′) ∧ (
∧

i 6∈C′∪C

piy′<x′)→ ¬y′])

(4) By propositional reasoning from (3).

Par ∧ IIA ∧ Cwdec(x, y)→∨
C′⊆N\C

[(
∧
i∈C

pix′<y′) ∧ (
∧
i∈C′

pix′<y′) ∧ (
∧

i 6∈C′∪C

piy′<x′)→ ¬y′]

(5) By propositional reasoning from (2) and (4).

Par ∧ IIA ∧ Cwdec(x, y)→ [(
∧
i∈C

pix′<y′)→ ¬y′]

We still need to show (all the finitely many instances of) step (3). We prove each
of them in the following way. Consider a specific profile w = (<1, . . . ,<n) for
which we can rearrange the conjuncts in the formula profile(w) as follows:

profile(w) = (
∧
i∈C

pix<y) ∧ (
∧
i∈N

(pix′<x ∧ piy<y′)) ∧

(
∧

i∈C∪C′
pix′<y′) ∧ (

∧
i 6∈C

piy<x) ∧ (
∧

i 6∈C∪C′
piy′<x′) ∧ α
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Here α is the formula expressing the fact that all the other alternatives (if any) are
ranked by all agents below x, y, x′, y′. We are now ready to present a derivation
for a specific conjunct of (3):

(a) For any z ∈ X \ {x, y, x′, y′}:
Par ∧ profile(w)→ ¬x ∧ ¬y′ ∧ ¬z
from formula Par, the second part of profile(w), and α

(b) Cwdec(x, y) ∧ profile(w)→ ¬y
by definition of Cwdec(x, y)

(c) Par ∧ Cwdec(x, y)→ (profile(w)→ x′)

by axiom (14), encoding resoluteness, with (a) and (b)

(d) 3Nprofile(w)
by the Universal Domain Lemma

(e) Par ∧ Cwdec(x, y)→ 3N(profile(w) ∧ x′)
by standard modal reasoning from (c) and (d)

(f) Par ∧ IIA ∧ Cwdec(x, y)→ 3N(profile(w) ∧ x′)
by propositional reasoning from (e)

(g) Par ∧ IIA ∧ Cwdec(x, y)→ [(profile(w)(x′, y′)→ ¬y′)]
from (f) and formula IIA w.r.t. x′ and y′

But profile(w)(x′, y′) consists of the following conjuncts:

(
∧
i∈C

pix′<y′) ∧ (
∧
i∈C′

pix′<y′) ∧ (
∧

i 6∈C′∪C

piy′<x′)

Hence, we may infer that this latter formula entails ¬y′. Repeating this line of
reasoning for all conjuncts we obtain (3); this concludes the proof. 2

The next lemma establishes a syntactic counterpart of what is known as the
Contraction Lemma in the literature [111]. It says that, under certain conditions,
for any way of splitting a decisive coalition of two or more agents into two
sub-coalitions, one of those sub-coalitions must also be decisive.

4.5.3. Lemma (Contraction Lemma). Consider a language parametrised by
X such that |X| > 3. Then for any coalition C ⊆ N and any two coalitions C1

and C2 that form a partition of C, we have that:

` Par ∧ IIA ∧ Cdec→ (C1dec ∨ C2dec)
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Proof:
Consider C, C1 and C2 as in the statement of the lemma (i.e. C = C1 ∪ C2 and
C1∩C2 = ∅) and let x, y, z be three distinct alternatives. Now consider any profile
w for which profile(w) has the following form:

profile(w) = (
∧
i 6∈C2

pix<y) ∧ (
∧
i∈C1

pix<z) ∧ (
∧

i∈C1∪C2

piy<z) ∧

(
∧
i∈C2

piy<x) ∧ (
∧
i 6∈C1

piz<x) ∧ (
∧

i 6∈C1∪C2

piz<y) ∧ α

Here α encodes the fact that all other alternatives (if any) are ranked by all agents
below x, y, z. By propositional reasoning and the fact that in profile w all agents
in C prefer y over z we can derive:

Cdec→ (profile(w)→ ¬z) (4.1)

For any other alternative k different from x or y, we can derive:

Par→ (profile(w)→ ¬k) (4.2)

This is so because α in profile(w) encodes the fact that all other alternatives
are ranked by all agents below x, y, z. Formulas (4.1) and (4.2), together with
axiom (14), encoding resoluteness, enforce that x or y must be the outcome:

Par ∧ Cdec→ ((profile(w)→ x) ∨ (profile(w)→ y)) (4.3)

As an aside, we note that we know (again from resoluteness) that this disjunction
must be exclusive. By the Universal Domain Lemma, we have that 3Nprofile(w)
is a theorem, and thus, using standard modal reasoning on formula (4.3), we
obtain:

Par ∧ Cdec→ (3N(profile(w) ∧ x) ∨3N(profile(w) ∧ y)) (4.4)

Now propositional reasoning together with IIA, first w.r.t. the pair (x, z) and then
w.r.t. the pair (y, x), allows us to derive from formula (4.4) the following formula:

Par ∧ IIA ∧ Cdec→ ((profile(w)(x, z)→ ¬z) ∨ (profile(w)(y, x)→ ¬x))

Recall that in profile(w) the agents in C1 are the only ones supporting x over
z. Hence, (profile(w)(x, z) → ¬z) means that C1 is weakly decisive for the pair
(x, z). Likewise, the agents in C2 are the only ones supporting y over x; thus
(profile(w)(y, x) → ¬x) means that C2 is weakly decisive for the pair (y, x). In
this fashion we can conclude that:

Par ∧ IIA ∧ Cdec→ (C1wdec(x, z) ∨ C2wdec(y, x)) (4.5)
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We can now use Lemma 4.5.2 and propositional reasoning on formula (4.5) to
derive:

Par ∧ IIA ∧ Cdec→ (C1dec ∨ C2dec)

We have thus shown that Par∧ IIA∧Cdec→ (C1dec∨C2dec) must be a theorem
of the logic. Note that the disjunction is still exclusive. 2

We can now state and prove a syntactic counterpart of Arrow’s Theorem:

4.5.4. Theorem (Arrow). Let L[N,X] be a logic with a language parametrised
by X such that |X| > 3. Then we have:

` Par ∧ IIA→ Dic

Proof:
As mentioned earlier, Par is equivalent to Ndec. Exploiting IIA, we can apply the
Contraction Lemma and prove that one of two disjoint subsets of N is decisive.
Repeating the process finitely many times (we have finitely many agents), we
can show that one of the singletons that form N is decisive. But this is tanta-
mount to saying that there exist a decisive agent, i.e., a dictator, so the formula∨
i∈N{i}dec, which is equivalent to Dic. Hence, the formula Par∧IIA→ Dic can be

derived as a theorem of the logic L[N,X] for any set X with |X| > 3 as claimed. 2

Note that throughout the proof we have made implicit use of the condition |X| > 3
when assuming the availability of three distinct alternatives (in fact, in the proof
of Lemma 4.5.2 we have only gone through the most interesting case, requiring at
least four alternatives).

As we already mentioned, the proof provided here is not, strictly speaking, a
full syntactic proof of Arrow’s Theorem within the logic, because the language
is parametric in the set of agents N and the set of alternatives X. Nevertheless,
apart from the proviso on the number of alternatives stated in Theorem 4.5.4, our
proof is independent of the choice of N and X; that is to say, this proof can be
used as a template to prove the appropriate instance of Arrow’s Theorem in any
logic L[N,X] for N and X such that |X| > 3.

Due to Theorem 4.3.6 establishing completeness of the logic and Lemmas 4.4.3,
4.4.5, and 4.4.13 establishing the correctness of our representation of the Arrovian
conditions within the logic, Theorem 4.5.4 is equivalent to the usual, semantic,
rendering of Arrow’s Theorem for SCF’s stated as Theorem 4.5.1. Thus, our purely
syntactic proof constitutes an independent proof of the theorem. This shows that
the logic L[N,X] is a useful tool for reasoning about nontrivial concepts in social
choice. In the remainder of this section we offer further support for this assertion,
by proving two additional results.
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4.5.2 Encoding the Muller-Satterthwaite Theorem

The Muller-Satterthwaite Theorem [96] establishes that, when there are at least
three alternatives, the only SCF’s that are strongly monotonic - and that do not
rule out some of the alternatives as potential winners to begin with (by failing
surjectivity) - are the dictatorships. Like Arrow’s Theorem, this result shows that
certain intuitively appealing properties of SCF’s cannot be realised in general. We
directly give a syntactic formulation of this important result in our logic.

4.5.5. Theorem (Muller-Satterthwaite). Let L[N,X] be a logic with a
language parametrised by X such that |X| > 3. Then we have:

` SM ∧ Sur→ Dic

Proof:
We adopt the standard strategy, see e.g. [54], namely show that ` SM ∧ Sur→
Par ∧ IIA. Then, by the syntactic derivation of Arrow’s Theorem given earlier,
we obtain Dic. We begin by showing that the two premises entail IIA. If we can
show that

SM → [3N(profile(w) ∧ x)→ (profile(w)(x, y)→ ¬y)]

for any w and any distinct x, y then we have that the two premises prove the
conjunction of all such consequents, which is IIA.

The general strategy is the following: first we construct a profile w′′ which
ranks the alternatives x, y above all others and preserves the ordering of w encoded
in profile(w)(x, y); second, by SM, we conclude that x must be the outcome in this
profile w′′; third we show that, for any profile w′ that agrees with profile(w)(x, y)
, if the outcome at w′ is y then, again by SM, the outcome at w′′ is also y; this
last passage contradicts the fact that x is the outcome at w′′, hence y cannot be
the outcome at any such w′. We proceed to encode this reasoning.

First, construct a formula representing w′′:

profile(w′′) := profile(w)(x, y) ∧
∧
i∈N

∧
z 6=x,y

(pix<z ∧ piy<z)

By construction, we clearly have that:

profile(w′′)→
∧

k∈X\{x}

Nw
x<k

Together with SM, this latter formula readily entails the following implication:

SM ∧3N(profile(w) ∧ x) ∧ profile(w′′)→ x

By the Universal Domain Lemma, we know that we have 3Nprofile(w′′). Thus:

SM ∧3N(profile(w) ∧ x)→ 3N(profile(w′′) ∧ x) (4.6)
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This concludes the first two parts, showing that x must be the outcome for the
profile w′′. We now reason by contradiction, assuming

SM ∧3N(profile(w) ∧ x) ∧ profile(w)(x, y) ∧ y

and deriving 3N(profile(w′′) ∧ y), in contradiction with formula (4.6), thereby
forcing us to conclude that the following holds:

SM ∧3N(profile(w) ∧ x) ∧ profile(w)(x, y)→ ¬y

This is then enough to infer one of the conjuncts of IIA. We can derive from the
axioms that:

profile(w)(x, y) ∧ y →
∨
w′

[profile(w′) ∧ profile(w)(x, y) ∧ y]

That is to say, there is a profile w′ containing the preferences in profile(w)(x, y) for
which the outcome is y. By the Universal Domain Lemma, we can put a diamond
in front of the profile formula. Hence, after some rearrangement we obtain:

profile(w)(x, y) ∧ y →
∨
w′

3N [profile(w′) ∧ y] (4.7)

Notice now that the part inside the disjunction looks like the first formula in the
antecedent of SM, formulated for variable y. Upon inspection we can also check
that for all such w′, we get:

profile(w′′)→
∧
k 6=x

Nw′

x<k

This is the case because in w′′ any k different from x, y is ranked below these
two alternatives by all agents and moreover profile(w)(x, y) = profile(w′)(x, y) =
profile(w′′)(x, y). Thus we know that by applying SM we obtain:

SM ∧3N [profile(w′) ∧ y] ∧ profile(w′′)→ y

Now we can push SM inside the disjunction in formula (4.7), use the Universal
Domain Lemma to get 3Nprofile(w′′), and apply the latter formula to conclude that
each of the disjuncts entails 3N(profile(w′′) ∧ y). But then the whole disjunction
entails it and we can derive:

profile(w)(x, y) ∧ y → 3N(profile(w′′) ∧ y)

This contradicts formula (4.6), since only one alternative can be the outcome and
x 6= y. Hence, we have derived IIA.
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Now for the derivation of Par. It is enough to show that SM∧ Sur entails each
conjunct of the following form:

(
∧
i∈N

pix<y)→ ¬y (4.8)

From Sur we know that
∨
w3N(profile(w) ∧ x). For each w we can construct a

profile w′′ which is the same as w but with the difference that x has been ranked
over y by all agents:

profile(w′′) :=
∧
i∈N

pix<y ∧
∧
z,k 6=x

profile(w)(z, k) ∧
∧
y>iz

pix<z ∧
∧
z>iy

profile(w)(x, z)

where y >i z in the subscript is just notation to mean that y is ranked over z by i
in w and similarly for z >i y. Clearly by this formula we have that if z >i y in
w then in w′′ their ranking in unchanged, while for z = y and y >i z now x is
ranked above z; thus

profile(w′′)→
∧

y∈X\{x}

Nw
x<y

Hence by SM we have that 3N (profile(w)∧ x)∧ profile(w′′)→ x, that is, x is still
the outcome in w′′. Hence, every disjunct in Sur entails 3N (profile(w′′)∧x). Note
that such profile w′′ might be different for different disjuncts. Now notice that
the antecedent in the formula (4.8), namely (

∧
i∈N p

i
x<y), by construction is just

profile(w′′)(x, y) (for all w′′ constructed in such fashion). So pushing the latter
into the disjunction we obtain that each disjunct entails:

3N(profile(w′′) ∧ x) ∧ profile(w′′)(x, y)

But this is the antecedent of IIA, hence each disjunct entails ¬y. Therefore the
whole disjunction entails ¬y, and we have proved the desired implication (4.8). 2

4.5.3 Encoding Sen’s approach to rights

Sen’s Theorem [110] shows that it is impossible to satisfy both the property of
Pareto efficiency and the property of liberalism. Unlike the other impossibility
theorems discussed, this result does not depend on any assumptions regarding the
number of alternatives. We again give directly a syntactic formulation.

4.5.6. Theorem (Sen). Consider any logic L[N,X]. Then we have:

` ¬(Par ∧ Lib)
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Proof:
Our derivation will mirror the standard proof of the theorem [54, 110]. It is
sufficient to show that (Par ∧ Lib) entails a contradiction. To make the notation
lighter we will use the following abbreviation, meaning that an agent i is two-way
decisive over the pair (x, y):

Libi(x, y) := {i}dec(x, y) ∧ {i}dec(y, x)

Consider only two of the conjuncts of Lib, say for agents i1 and i2. If we can prove
that these two conjuncts together with Par entail a contradiction then we are
done. Begin by rearranging the conjunction of disjunctions in the definition of
Lib into a disjunction of conjunctions. For two agents this will look like this:∨

x1,x2,y1,y2

(Libi1(x1, y1) ∧ Libi2(x2, y2)) (4.9)

This formula essentially says that there are two pairs of elements on which the
two agents are respectively two-way decisive. If we can prove that each of the
disjuncts entails a contradiction, then by the laws of disjunction we can infer
that the whole formula entails a contradiction. Note that we can push Par inside
such a conjunction. Therefore, the task at hand is to show that formulas of the
following shape entail a contradiction for every choice of the four alternatives:

Par ∧ (Libi1(x1, y1) ∧ Libi2(x2, y2))

We focus on the cases, i.e., the disjuncts, in which these are all distinct alternatives;
the cases of two or three alternatives follow via a similar argument with some
alternatives being identified. For each choice of x1, x2, y1, y2 ∈ X build the profile
wx1,2,y1,2 with the following properties:

• Individual i1 ranks x1 above y1.

• Individual i2 ranks x2 above y2.

• All individuals rank y1 above x2 and also y2 above x1.

• All individuals rank x1, x2, y1, y2 above all other alternatives.

These properties correspond to the following formulas:

• pi1x1<y1

• pi2x2<y2

•
∧
i∈N(piy1<x2 ∧ p

i
y2<x1)

•
∧
i∈N(pix1<z ∧ p

i
x2<z ∧ p

i
y1<z ∧ p

i
y2<z) for all other alternatives z ∈ X
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Therefore, they will be part of a big conjunction forming profile(wx1,2,y1,2). By
combining the latter two of the above formulas with the formula representing the
Pareto condition, we can derive the following two formulas:

• (Par ∧
∧
i∈N(piy1<x2 ∧ p

i
y2<x1))→ (¬x2 ∧ ¬x1)

• (Par ∧
∧
i∈N(piy1<z ∧ p

i
y2<z ∧ p

i
x1<z ∧ p

i
x2<z))→ ¬z

for all other alternatives z ∈ X

Thus, we can derive:

(Par ∧ profile(wx1,2,y1,2))→ (¬x2 ∧ ¬x1 ∧ ¬z)

It is also easy to prove that the following two formulas hold:

• Libi1(x1, y1) ∧ pi1x1<y1 → ¬y1

• Libi2(x2, y2) ∧ pi2x2<y2 → ¬y2

Recall that the formulas pi1x1<y1 and pi2x2<y2 are also contained in profile(wx1,2,y1,2).
Hence, summing up what we have seen so far, we obtain:

[Par∧Libi1(x1, y1)∧Libi2(x2, y2)∧profile(wx1,2,y1,2)]→ [¬x1∧¬x2∧¬y1∧¬y2∧Z]

where we use Z as a shorthand for the conjunction
∧
z∈X\{x1,x2,y1,y2} ¬z. The

consequent of the implication above is a negation of all the alternatives in X, a
formula that is inconsistent with the first part of axiom (14), the axiom encoding
resoluteness of the SCF. Hence, we obtain:

[Par ∧ Libi1(x1, y1) ∧ Libi2(x2, y2) ∧ profile(wx1,2,y1,2)]→ ⊥ (4.10)

Thanks to the Universal Domain Lemma we know that the theorems of the logic
include the formula 3Nprofile(wx1,2,y1,2). So if we are given Par ∧ Libi1(x1, y1) ∧
Libi2(x2, y2), we can certainly deduce:

Par ∧ Libi1(x1, y1) ∧ Libi2(x2, y2) ∧3Nprofile(wx1,2,y1,2)

By this formula, formula (4.10), and modal reasoning we can conclude:

[Par ∧ Libi1(x1, y1) ∧ Libi2(x2, y2) ∧3Nprofile(wx1,2,y1,2)]→ 3N ⊥

Since 3N ⊥→⊥ is a theorem of normal modal logic we get:

[Par ∧ Libi1(x1, y1) ∧ Libi2(x2, y2)]→⊥

Thus, we have shown that one of the disjuncts of formula (4.9) implies a contra-
diction. Repeating the same proof for every permutation of the four alternatives,
we can thus prove that the whole disjunction entails a contradiction. Therefore
(Par ∧ Lib) entails a contradiction and we are done. 2
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4.6 Implementing the logic

In this section we expand on the possibility of implementing the logic. As we will
see, it is possible to translate the language of L[N,X] into classical propositional
logic, and more specifically into the propositional language used by Tang and
Lin [115]. This paves the way for the application of SAT solvers to check the
validity of formulas in our logic, thereby allowing for a fully automated check of
the validity of the theorems formulated in this chapter.

The language for modelling social choice functions used by Tang and Lin
consists of two predicates: p(i, x, y, w), expressing that in profile w agent i prefers
x over y, and s(x,w), expressing that alternative x is the winner in profile w.
In full generality, these predicates belong to a multi-sorted first order logic with
variables for agents, alternatives, and profiles. However, when the number of
agents and alternatives is fixed, we can translate the quantified formulas into
propositional formulas substituting for the variables all the finitely many constants;
this is how Tang and Lin obtain a propositional language that can be fed into a
SAT solver. Formulas in the resulting propositional language are also evaluated
on the models given in Definition 4.3.4:

• M |= p(i, x, y, w) iff x <i y in profile w

• M |= s(x,w) iff F (w) = x

We show here how to adapt the so-called Standard Translation [32] from modal
logic into first-order logic to a translation from our modal language into the
multi-sorted first-order logic with predicates p(i, x, y, w) and s(x,w). Once this
is done, the formulas of the latter language can be turned into propositional
clauses and checked following the approach of Tang and Lin [115]. Consider the
following translation of the language of L[N,X] into the language with predicates
p(i, x, y, w) and s(x,w). The translation is parametric in w, a variable ranging
over profiles:

tw(pix<y) 7→ p(i, x, y, w)

tw(¬ϕ) 7→ ¬tw(ϕ)

tw(ϕ ∧ ψ) 7→ tw(ϕ) ∧ tw(ψ)

tw(x) 7→ s(x,w)

tw(3Cϕ) 7→ ∃w′(
∧

i∈N\C

∧
x 6=y∈X

[tw(pix<y)↔ tw′(p
i
x<y)] ∧ tw′(ϕ))

The other propositional connectives are handled accordingly. The next proposition
establishes the connection between the model checking for L[N,X] and the model
checking for the propositional language associated to the same parameters.

4.6.1. Proposition. For every formula ϕ in the language of L[N,X], profile w,
and SCF F , ϕ is satisfiable at MF , w if and only if tw(ϕ) is satisfiable at MF .
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Proof:
The proof proceeds by induction on the complexity of ϕ. The base cases are
immediate by the translation and the semantics; we expand only on the case of
the modality.

First, suppose 3Cϕ is satisfiable. Then there are a SCF F and a profile
w such that MF , w |= 3Cϕ, which in turn entails that there is another profile
w′ with <i = <′i for all i ∈ N \ C such that MF , w

′ |= ϕ. By the induction
hypothesis, tw′(ϕ) is satisfiable at MF . Since <i = <′i is the case, we will have
that

∧
i∈N\C

∧
x,y∈X [tw(pix<y)↔ tw′(p

i
x<y)] is true at MF . So we can conclude that

tw(ϕ) is satisfiable at MF when w′ is the witness of the existential quantifier.
For the other direction, suppose tw(3Cϕ) is satisfiable at MF . Then there

exists a profile w′ such that
∧
i∈N\C

∧
x,y∈X [tw(pix<y)↔ tw′(p

i
x<y)] and tw′(ϕ) are

true. From the second formula and induction hypothesis we get that MF , w
′ |= ϕ,

while from the first we can conclude that <i = <′i for all i ∈ N \ C. Thus,
MF , w |= 3Cϕ. 2

To check for the satisfiability of a formula ϕ in L[N,X] we can translate it
into the propositional language, check the satisfiability of the resulting formula
and use the last proposition to infer the satisfiability of ϕ. For the details of how
to implement the propositional language in order to make it amenable for a SAT
solver see [115].
The reader may now wonder: why are we using modal logic at all, if we can
collapse everything to propositional logic? The key here is size: the readability of
the formulas of L[N,X], and therefore its usefulness as a tool for formalisation, is
lost in the translation into propositional logic.

To make this point precise, we inductively define a function size assigning a size
to each formula in a modal propositional language: the size of propositional atoms
is 1, and the size of any other formula is the sum of the sizes of its immediate
subformulas plus 1. For example, the size of p ∧ ¬q is 1 + 1 + (1 + 1) = 4.
It is easy to see that the size contributed by the propositional atoms and the
boolean connectives remains constant during the translation: size(tw(pix<y)) =
size(p(i, x, y, w)) = 1 = size(pix<y), and similarly for the other cases. For the
modality, however, we have a significant difference. The formula 3Cϕ has size
size(ϕ) + 1, while its translation tw(3Cϕ) has size

|L(X)|n × [s(tw(ϕ)) + 1 + (|N \ C| × (|X2| − |X|)× 4)− 1]

This formula comes from the definition of the translation. First of all, after X
and N have been fixed, we have to transform the existential quantifier into a
big disjunction over all possible profiles; this explains the multiplication with
the factor |L(X)|n. Within the square brackets, we have to add the size of the
translation of ϕ to the size of the formula

∧
i∈N\C

∧
x,y∈X [tk(p

i
x<y) ↔ tk′(p

i
x<y)],

plus 1 because of the conjunction. Now let us look at the latter formula. If we take
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the bi-implication between atomic propositions as primitive, the inner formula
has size 3 (otherwise it would be even greater). This needs to be multiplied with
the size of the complement of C and the size of |X2| minus all the pairs in the
diagonal (we consider x 6= y). Counting the conjunction associated with each of
the instances of the bi-implication and subtracting 1 for the additional conjunction
that we are considering, we arrive at the formula above.

The reader can get a feel of the blow-up by considering the following example.
Let us analyse the simple case in which there are 3 alternatives and 2 agents,
and where C is a singleton. We take ϕ = x, an atomic proposition, so that
size(ϕ) = 1 and size(3Cϕ) = 2. On the other hand, the size of the translation into
propositional logic is size(tk(3Cϕ)) = (3!)2× [1 + 1× (9− 3)× 4] = 36× 25 = 900.
Clearly, formulas of such size are unwieldy for humans; their best use is for
automated reasoning.

Thus, the logic L[N,X] can fulfill two roles in the study of social choice theory.
First, as demonstrated in the main part of this chapter, it is a convenient formalism
in which to cast proofs of theorems regarding the characterisation of SCF’s in
terms of basic properties. Second, as demonstrated in this section, it can serve as
a convenient interface between social choice theory and propositional logic, with
L[N,X] ensuring readability and the propositional counterpart allowing for the
use of standard computational tools, particularly SAT solvers, to automatically
reason about the SCF’s.

4.7 Related work

The idea of using formal methods to subject social procedures to the same kind of
formal analysis routinely applied to algorithms and software systems can be traced
back to, at least, the work of Parikh [98,99]. The two main arguments motivating
this kind of enterprise are obvious and well known: formal analysis will deepen our
understanding of social procedures; and formal analysis can increase our confidence
in the correctness of social procedures. Pauly [102] has suggested a third argument
that is specific to the use of logic in social choice theory: the expressive power
of a logical language required to express a choice-theoretic property (such a IIA)
is a relevant criterion in judging the interestingness of a characterisation result
making use of such a property. A fourth argument fueling this line of research is
that it has the potential to uncover entirely new characterisation and impossibility
results [37, 57,115] - results that are of independent interest to economists [41].

Successful applications of logic and automated reasoning to social choice theory
have included the automated verification of the correctness of practical algorithms
for implementing voting rules [22] and the automated search for new impossibility
theorems in the domain of ranking sets of objects [57]. However, most work to
date has focussed on the Arrovian framework of preference aggregation and the
challenges of representing Arrow’s Theorem in a variety of logical frameworks [1,64],
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of verifying the correctness of existing proofs for the theorem [97, 122], and of
finding new such proofs [115]. Indeed, Arrow’s Theorem is arguably the best
yardstick against which to measure new formal methods for reasoning about
problems of social choice. The work of Lange et al. [79] on the use of automated
reasoning in different areas of economic theory, such as auctions and cooperative
games, demonstrates that the basic concepts and techniques developed for the
seemingly narrow domain of Arrovian preference aggregation can have a ripple-on
effect on the use of formal methods in economics more widely.

Regarding Arrow’s Theorem, starting at the top as far as the expressive power
of the logical systems employed is concerned, Nipkow [97] and Wiedijk [122]
have shown how to verify existing proofs for the theorem in higher-order logic
proof assistants. Grandi and Endriss [64] have shown that classical first-order
logic is sufficiently expressive to model all aspects of Arrow’s Theorem, with
the sole exception being the requirement that the set of agents be finite (the
theorem is not valid for infinite electorates; cf. the use of induction in the proof
of Theorem 4.5.4). In particular, modelling IIA does not require second-order
quantification. At the most extreme end of the spectrum, Tang and Lin [115]
have shown that the theorem can be embedded into classical propositional logic,
albeit only for a fixed set of agents and a fixed set of alternatives. This embedding
itself ceases to be useful for deepening our understanding of social choice (as it
involves thousands of clauses, even for the simplest case of |N | = 2 and |X| = 3).
Instead, the significance of the work of Tang and Lin derives from the fact that
they have been able to provide a fully automated proof of the theorem based on
this embedding. The work of Ågotnes et al. [1], like our own work, is orthogonal
to these other contributions, in that they design a new tailor-made logic for social
choice theory, rather than encoding those concepts into already existing logics.
Note that Troquard et al. [118], the originators of the logic Λscf[N,X] we have
used here, have themselves not attempted to model Arrow’s Theorem.

Examples for work in this vein addressing results other than Arrow’s Theorem
are still rare. Tang and Lin [115] have extended their approach to proving
Arrow’s Theorem also to the Muller-Satterthwaite Theorem and to Sen’s Theorem.
Nipkow [97], besides treating Arrow’s Theorem, also has verified a proof of the
Gibbard-Satterthwaite Theorem using a higher-order logic proof assistant. Grandi
and Endriss [64] also formalise Sen’s Theorem.

To date, the approaches to modelling Arrow’s Theorem in logical frameworks in
Hilbert-style calculi, namely the contributions of Ågotnes et al. [1] and of Grandi
and Endriss [64], have not yet yielded a complete proof of the theorem within
that same logical framework, although Ågotnes et al. [1] do succeed in providing a
syntactic proof of a relevant lemma. In recently published work, Perkov [104, 105]
has outlined a natural deduction proof of Arrow’s Theorem using the language of
Ågotnes et al. [1]. There currently are no results of this kind available for either
the Muller-Satterthwaite Theorem or Sen’s Theorem.

A recent survey on logic and social choice theory [54] has identified three critical
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points in existing work on logics for modelling concepts in social choice: (1) whether
the approach does not require us to fix the sets of agents and alternatives upfront,
(2) whether the universal domain assumption can be expressed in an elegant
manner, and (3) whether the approach facilitates automation. Regarding point (1),
as discussed in Section 4.3.5, our logic is indeed subject to the common limitation
of requiring us to fix the cardinalities of N and X before even the notion of a
well-formed formula can be defined, but we have also demonstrated that in practice
this limitation can be overcome by working with schemas parametrised by N and
X. Point (2) is convincingly taken care of by Lemma 4.4.1, the Universal Domain
Lemma. Point (3), finally, is addressed in Section 4.6, where we show how to
reduce the satisfiability problem of the logic L[N,X] to the satisfiability problem
for propositional logic. Of course, to directly develop automated reasoning tools
for L[N,X], thereby foregoing the need for translation and the associated blow-up
in the problem size, is still of some interest. Evidence for the claim that also this
direction is feasible and promising is given by Troquard [117], who has initiated a
study of algorithms for model checking for the full logic Λscf[N,X], including a
prototype implementation.

4.8 The link to path logic

Finally, we explain how all this relates to the previous chapters. The modality
3C enables us to analyze what happens when a portion of the agents is allowed
to change their ballots, while the actions of the others are kept fixed. This
phenomenon is also expressible in path logic, when we are in the right setting.

We begin by showing how the frame for the models of L[N,X] can be seen as
a presheaf. Consider the poset category ℘(N) consisting of coalitions of agents
and inclusions between them. Define the presheaf Prof : ℘(N)op → Set (where
Prof stands for ‘profiles’):

C ⊆ N 7→ L(X)C

C ↪→ C ′ 7→ Prof(C ↪→ C ′) : L(X)C
′ → L(X)C

This presheaf assigns to each coalition C the set of all possible profiles over C,
while the function Prof(C ↪→ C ′) : L(X)C

′ → L(X)C sends a profile over C ′ to a
profile over C by discarding the ballots of the agents in C ′ \ C.

Consider now the relational structure obtained from Prof with the procedure
outlined in Chapter 2, call it MProf . The carrier of this structure is⊎

{L(X)C |C ⊆ N}

that is, the states are all the possible profiles over all the possible coalitions in
℘(N). Note that this includes all the profiles over N itself, namely the worlds of
the models for the logic L[N,X]. In fact MProf is an equivalent presentation of
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the set of profiles L(X)N , which constitutes the frame of the models for L[N,X]:
on one hand MProf contains the set L(X)N , on the other hand given L(X)N we
can canonically reconstruct MProf by considering all the possible restrictions of
the profiles in L(X)N to smaller coalitions.

A pair of states (v, v′) is in the relation RC↪→C′ (recall that relations in MPA

are indexed by the arrows of the category, inclusions in this case) if

• v is a profile over the coalition C,

• v′ is a profile over the coalition C ′,

• v is obtained by v′ by discarding the ballots of the agents in C ′ \ C.

The next step is to explicate how to encode L[N,X] into a path logic for the
frame MProf . For the propositional variables take At := {pix<y | i ∈ N and x, y ∈
X} ∪X. We are not interested in all models over MProf , but only in those where
the interpretation of the atomic propositions in X is given by a SCF F ; call a
social choice model over MProf a pair 〈MProf , F 〉 where the latter is a SCF F . On
such models we can interpret the atomic propositions as before:

• 〈MProf , F 〉, w |= pix<y iff w = 〈<1, . . . ,<k〉, 1 6 i 6 k and x <i y

• 〈MProf , F 〉, w |= x iff w = 〈<1, . . . ,<n〉 ∈ Prof(N) and F (w) = x

Therefore pix<y is true if w is a profile over a coalition containing i and x <i y is
the case in w, while x is true at the worlds that are ‘full’ profiles, that is over the
coalition N , and where F (w) = x.

This allows for a translation from L[N,X] into the path logic PLω(℘(N), At),
namely the finitary path logic for the base category ℘(N), where At is defined as
described above.

4.8.1. Definition. Define the translation t : L[N,X] → PLω(℘(N), At) as
follows:

• t(pix<y) = pix<y

• t(x) = x

• t(¬ϕ) = ¬t(ϕ)

• t(ψ ∧ ϕ) = t(ψ) ∧ t(ϕ)

• t(3Cϕ) = 〈N\C ↪→ N〉〈N\C ↪→ N〉t(ϕ)

This translation establishes a connection between the truth of formulas in the
two kinds of models.
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4.8.2. Proposition. For any ϕ in L[N,X], any w ∈ L(X)N and for any SCF
F we have

MF , w |= ϕ iff 〈MProf , F 〉, w |= t(ϕ)

Proof:
By induction on ϕ. The base case is immediate by the semantics, while the
propositional cases are given by IH. For the case of the modality, suppose MF , w |=
3Cϕ is the case: by the semantics there is w′=(<′1, . . . ,<

′
n) ∈ L(X)n such that

MF , w
′ � ϕ and <i = <′i for all agents i ∈ N\C. By construction w′ is also a world

in MProf , so by IH we can conclude that 〈MProf , F 〉, w′ � t(ϕ). Since <i = <′i for
all agents i ∈ N\C, w and w′ are mapped to the same restriction by the function
Prof(N\C ↪→ N); call v this profile over N\C. Thus 〈MProf , F 〉, v � 〈N\C ↪→
N〉t(ϕ), namely from v we can extend the profile to a profile over N and reach
w′ with the relation RN\C↪→N . Finally, since w is mapped to v by the inverse

of RN\C↪→N , we have 〈MProf , F 〉, v � 〈N\C ↪→ N〉〈N\C ↪→ N〉t(ϕ). The latter
formula is t(3Cϕ), so we are done. The converse is proved following the same line
of reasoning. 2

We can then exploit this to transport the theorems of L[N,X] into validities of
PLω(℘(N), At) for the class of social choice models over MProf .

4.8.3. Corollary. For any ϕ in L[N,X], if `L[N,X] ϕ then for any SCF F we
have 〈MProf , F 〉 |= 〈IdN〉> → t(ϕ)

Proof:
If ϕ is a theorem of the logic then by completeness it must be a validity of the
class of models for L[N,X]. By the previous Proposition, 〈MProf , F 〉, w |= t(ϕ)
will be the case for any w ∈ L(X)N and for any SCF F . So let v be a profile in
MProf and F be a SCF: if v satisfies 〈IdN〉> then it is a profile in L(X)N and
thus 〈MProf , F 〉, v |= t(ϕ), hence 〈MProf , F 〉 |= 〈IdN〉> → t(ϕ). 2

The last corollary in particular applies to the impossibility theorems proved in
the previous sections.

Before presenting our conclusions, we note that a categorical reading of Arrow’s
Theorem was also offered in [2]; interestingly, in this paper the author focuses
on presheaves over the base category ℘(X), namely the powerset of the set of
alternatives, stressing how Independence of Irrelevant Alternatives corresponds to
a particular naturality condition. The path logic corresponding to these presheaf
models would contain modalities to extend and restrict the set of alternatives; it
remains to be investigated whether this logic can be used to formalize notions and
results from social choice theory.

4.9 Conclusions

In this chapters we demonstrated what well-chosen fragments of path logic can
achieve in concrete areas, taking the formalization of Social Choice Theory as our
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case study. We proposed a simple modal logic for speaking about basic concepts of
preference aggregation and showed how to encode in the logic some known proofs
of pivotal results such as Arrow’s Theorem, the Muller-Satterthwaite Theorem
and Sen’s Theorem. The logic in question is a fragment of a logic introduced by
Troquard et al., which we have shown to be complete by adapting their original
completeness proof. Inspired by the work of Tang and Lin, we furthermore have
suggested a pragmatic approach to implementing automated reasoning tools for
the logic via a translation into propositional logic. As opposed to the formalism
of these authors, our logic is not only computationally tractable but also human
readable, as witnessed by the aforementioned encodings. Finally, we explained
how such modal logic falls under the scope of path logic.

The last observation provided an analysis of the modality 3C in terms of a
logic of varying coalitions, that is, the path logic for the poset category ℘(N). The
prominence of the coalitional aspect in Social Choice, highlighted by the encoding
of the proofs presented in this chapter, indicates two possible directions for future
research. The first is to what extent other classical results of Social Choice, such
as May’s Theorem on the characterisation of the simple majority rule [92], can be
encoded in the logic of varying coalitions. The second is the study of which other
multi-agent scenarios can be encoded in presheaves over ℘(N) and studied with
the corresponding path logic. The pattern restrict-extend described in Section 4.8,
when applied to coalitions, exactly encodes the idea of allowing a set of agents to
modify their action while the others’ actions are kept fixed. This idea is at the
heart of other multi-agent notions, e.g. in the definition of Nash equilibrium.



Chapter 5

Bisimulation for conditional modalities

5.1 Introduction

In the previous chapters we observed how different models can be seen as examples
of presheaves over suitable categories and how a multi-purpose logic for presheaves
can be used in different settings. The perspective of that line of research puts the
semantics in the foreground, in the sense that the language arises from the choice
of the base category. If for example the base category is the powerset of a set of
agents, as in the last chapter, one obtains a logic of varying coalitions.

However, working in Modal Logic one is often interested in a specific language
over a specific class of structures. In this case the language is fixed and has its
independent motivations, thus the approach described in the previous chapters
may not be of immediate help. Nevertheless, also in this case a category-theoretic
mindset provides a uniform approach in defining basic notions and raising basic
questions. Insofar as the language has an associated notion of (bi)simulation,
identified via a Hennessy-Milner-like result, we can regard said class of models as
a category where the (bi)simulations play the role of arrows.

Since arrows are first-class citizens from the perspective of Category Theory,
this stance highlights the importance of some specific issues and casts new light
on some known problems. Two questions that become prominent are:

(1) What is the right notion of bisimulation for a given modal operator?

(2) Is such notion closed under composition?

It turns out that there is a group of well-known modalities for which these questions
are not settled, namely conditional modalities. This chapter provides a structured
answer to these two issues for this class of operators. This work paves the way for
the next chapter, where we analyze the different categories arising from several
different languages.

107



108 Chapter 5. Bisimulation for conditional modalities

5.2 Conditional modalities

The Modal Logic literature offers a number of examples of conditional modalities,
developed for a variety of reasons: conditionals from conditional logic, conditional
belief, relativized common knowledge, to name a few. Yet there has been little work
so far in developing model-theoretic tools to study such operators, which have been
used mainly for the purpose of modelling our intuitions. The notable exception
is conditional belief. The problem of finding the right notion of bisimulation for
conditional belief has been the focal point of some recent publications in the field
of formal epistemology [8–10,48,49].

In this chapter we attempt to understand what is conditional about conditional
modalities, proposing a framework that covers all the aforementioned operators.
The cornerstone of our approach is a general notion of bisimulation for conditional
modalities, where the latter are interpreted on selection functions. Conditional
logics, together with selection functions, have a long history and tradition in
philosophical logic [42,83,113,121]; they have been used in various applications
such as non-monotonic inference, belief change and the analysis of intentions.

To ensure that the notion of bisimulation is a good fit for the logic, the key
result that one would like to obtain is the classical theorem establishing the corre-
spondence between bisimilarity and modal equivalence, usually on some restricted
class of models, echoing the analogous theorem for basic modal logic.1 In other
words, one wants to characterize exactly when two models are indistinguishable
by means of a conditional modality.

Such result is however not the end of the story, a well behaved notion of
bisimulation should also satisfy the following list of desiderata:

(1) The bisimulation should be structural, that is, it should not make reference
to formulas of the modal language besides the atomic propositions featuring
in the basic condition “if w and w′ are bisimilar then for every p we have
w ∈ V (p) iff w′ ∈ V (p)”.2

(2) Ideally such bisimulation should be closed under unions and relational
composition. The former ensures the existence of a largest bisimulation,
while the latter guarantees that the related notion of bisimilarity is transitive.

(3) The definition of such bisimulation should be modular, that is, independent
from additional parts of the structure that do not appear in the semantics of
the conditional modality: two states should be indistinguishable only if they
behave in the same way with respect to the features that the conditional
modality can “detect”.

1See [32].
2For example, a non-structural notion of bisimulation for conditional belief on epistemic

plausibility models was given in [48], but was regarded as problematic by the author himself for
the same reason.
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(4) When the unconditional modality is amenable to different semantics, the
bisimulation for the conditional version should generalize the bisimulation
for the un-conditional modality uniformly across semantics.

We use this list as a benchmark to assess the quality of a notion of bisimulation.
In this chapter we provide a notion of bisimulation for conditional modalities that
complies with the list and prove the correspondence between bisimilarity and
modal equivalence for the semantics on selection functions.

In the next section we prove the main results at the general level of conditional
models, while in the rest of the chapter we showcase the versatility of our framework
along three directions of applications. First, in Section 5.4 we discuss the case of
conditional belief on plausibility models, deriving some undefinability observations
along the way. In Section we conduct a similar analysis for conditional belief on
evidence models, showing how we can handle the same operator interpreted on
different semantics (as for point 4 in our list). Second, Section proves that our
approach covers more than just conditional belief by applying it to the operator
of relativized common knowledge. Finally, in Section we explain how the central
definition and results are amenable for a multi-agent generalization. We discuss
related work in Section and conclude in Section .

5.3 Bisimulation for conditional modalities

Consider the language L of conditional logic

ϕ ::= p | ¬ϕ |ψ ∧ ϕ |ψ  ϕ

where p ∈ At, a set of atomic propositions. The formulas ψ  ϕ are supposed to
encode statements such as “ϕ is the case, conditional on ψ”. The other connectives
are defined in the usual way.

As a semantics, we consider selection functions of type W × ℘(W )→ ℘(W ),
along the lines of [83]. Similar considerations can be cast in the more general
framework proposed by Chellas in [42], but the generality of neighborhood selection
functions is not really needed here, neither to prove our results nor to encompass
the examples we mentioned; we thus limit ourselves to Lewis’ original proposal.

5.3.1. Definition. A conditional model is a tuple M = 〈W, f, V 〉 with W a
non-empty set of worlds, a function f : W × ℘(W ) → ℘(W ) called selection
function and V : W → ℘(At) a valuation function. The selection function is
required to satisfy two conditions:

(1) for all w ∈ W we have f(w,X) ⊆ X;

(2) if X ⊆ Y then, for all w ∈ W , if f(w, Y ) ⊆ X then f(w, Y ) = f(w,X).
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The intuition behind the selection function is that f(w,X) selects the worlds in
X that are ‘relevant’ at w.3 For a given model M, the semantics of the language
is defined recursively via an interpretation function J−KM : L → ℘(W ), where
for the propositional part of the language the clauses are the usual ones and for
conditionals we have the Stalnaker-Lewis semantics:

w ∈ Jψ  ϕKM iff f(w, JψKM) ⊆ JϕKM

This encodes the idea that “ϕ is the case, conditional on ψ” in a world w iff
all the ψ worlds that are relevant at w according to f are worlds that satisfy ϕ.
As customary, via the interpretation function J−KM we can define a satisfaction
relation �⊆ W × L putting M, w � ψ iff w ∈ JψKM; we will freely switch
between the two notations.

To motivate our semantic clauses above, let us first recall that Gabbay [56]
argues that our most general intuitions about non-monotonic derivations are
captured by consequence relations `NM satisfying the following three conditions,
that he calls Reflexivity, Cut and Cautious Monotonicity:

• ϕ `NM ϕ

• ϕ `NM ψ and (ϕ ∧ ψ) `NM θ entail ϕ `NM θ

• ϕ `NM ψ and ϕ `NM θ entail (ϕ ∧ ψ) `NM θ

The Cut condition is obviously only a very special case of Gentzen’s Cut rule, and
it is sometimes called Cautious Transitivity. We’ll adopt this last terminology,
in order to avoid any confusions with the standard Cut rule. In terms of our
conditional language, these requirements amount to claiming the validity of the
following schemas:

• ϕ ϕ (Reflexivity)

• ((ϕ ψ) ∧ ((ϕ ∧ ψ) θ)) → (ϕ θ) (Cautious Transitivity)

• ((ϕ ψ) ∧ (ϕ θ)) → ((ϕ ∧ ψ) θ) (Cautious Monotonicity)

In terms of selection functions, the semantic clauses corresponding to these
validities are:

• f(w,X) ⊆ X (Reflexivity)

• f(w, Y ) ⊆ X and f(w,X ∩ Y ) ⊆ X ′ entail f(w, Y ) ⊆ X ′

(Cautious Transitivity)

3Where the vague term ‘relevant’ may assume different interpretations depending on the
context: ‘similar’ in sphere models, ‘plausible’ in doxastic logic, ‘normal’ in default reasoning,
and so on.
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• f(w, Y ) ⊆ X and f(w, Y ) ⊆ X ′ entail f(w,X ∩ Y ) ⊆ X ′

(Cautious Monotonicity)

Indeed, it is easy to see that these clauses are exactly what is needed to validate the
above three schemas. Moreover, they are more general than most other settings
for conditional logic, conditional beliefs etc.4 Such clauses are in fact equivalent
to our requirements on conditional models, which constitute a more compact
presentation.

5.3.2. Proposition. Conditional models are exactly those satisfying Gabbay’s
requirements, when formulated in terms of selection functions.

It is clear that Reflexivity is exactly our clause (1); the following two lemmas
show that, in the presence of Reflexivity, Cautious Transitivity and Cautious
Monotonicity correspond to the two inclusions in our clause (2).

5.3.3. Lemma. Cautious Transitivity entails the left-to-right inclusion in the
second condition on selection functions. In presence of Reflexivity, the latter
condition entails Cautious Transitivity.

Proof:
Suppose X ⊆ Y and f(w, Y ) ⊆ X. Substitute X ′ with f(w,X) in the definition
of Cautious Transitivity: the premises are now f(w, Y ) ⊆ X, which we have by
assumption, and f(w,X ∩ Y ) = f(w,X) ⊆ f(w,X), which is trivially the case.
By Cautious Transitivity we can then conclude f(w, Y ) ⊆ f(w,X), as desired.

For the other direction, assume f(w, Y ) ⊆ X and f(w,X ∩ Y ) ⊆ X ′. To
conclude f(w, Y ) ⊆ X ′ it is enough to derive f(w, Y ) ⊆ f(w,X ∩ Y ). Notice now
that Y and X ∩ Y satisfy the antecedent of the second condition: on one hand
X ∩ Y ⊆ Y by definition, on the other hand f(w, Y ) ⊆ X ∩ Y follows from our
assumption f(w, Y ) ⊆ X and Reflexivity f(w, Y ) ⊆ Y . Thus applying the second
condition we obtain f(w, Y ) ⊆ f(w,X ∩ Y ) and we are done. 2

5.3.4. Lemma. Cautious Monotonicity entails the right-to-left inclusion in the
second condition on selection functions. In presence of Reflexivity, the converse
also holds.

4In particular, one can show that Lewis’ ‘sphere models’ are an example of conditional models.
The later modification due to Grove [66], in order to model belief revision, is also a special case;
interestingly, the appropriate selection function is suggested by Grove himself in [66] p. 159. As
we will show, our clauses are weaker than the semantic requirements of conditional doxastic
logic. A further example are the models for non-monotonic logics. Our conditions are more
general than the models of, for example, the non-monotonic system P of Kraus, Lehmann and
Magidor [77] or the conditional logic introduced by Halpern in [67].
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Proof:
Suppose X ⊆ Y and f(w, Y ) ⊆ X. Replacing X ′ with f(w, Y ) in the definition
of Cautious Monotonicity we obtain f(w, Y ) ⊆ X and f(w, Y ) ⊆ f(w, Y ). The
former is given by assumption and the latter is a tautology, so applying Cautious
Monotonicity we can conclude f(w,X) = f(w,X ∩ Y ) ⊆ X ′ = f(w, Y ).

For the converse, assume f(w, Y ) ⊆ X and f(w, Y ) ⊆ X ′. To obtain
f(w,X ∩ Y ) ⊆ X ′ it is enough to show f(w,X ∩ Y ) ⊆ f(w, Y ). Notice that we
have f(w, Y ) ⊆ X ∩ Y , by assumption f(w, Y ) ⊆ X and Reflexivity f(w, Y ) ⊆ Y .
Coupled with X ∩ Y ⊆ Y , we are in position to use the right-to-left inclusion in
the second condition, thus obtaining f(w,X ∩ Y ) ⊆ f(w, Y ). 2

We now turn to the definition of bisimulation for conditional modalities, the
notion that is supposed to capture when two models are indistinguishable from
the perspective of our conditional language. First we lay out some notation: given
a relation R ⊆ W ×W ′, X ⊆ W and X ′ ⊆ W ′ define

• R[X] := {y ∈ W ′|∃x ∈ X, (x, y) ∈ R}

• R−1[X ′] := {x ∈ W |∃y ∈ X ′, (x, y) ∈ R}

5.3.5. Definition. [Bisimulation] Given two conditional models M1 and M2,
a conditional bisimulation is a non-empty relation Z ⊆ W1 ×W2 such that if
(w,w′) ∈ Z then

• V (w) = V (w′),

• for all X ⊆ W1 and X ′ ⊆ W2 such that Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X we
have that for every x ∈ f 1(w,X) there exists a y ∈ f 2(w′, X ′) (where f 2 is
the selection function in M2) such that (x, y) ∈ Z, and vice versa.

The non-standard part of this definition, namely the quantification over subsets
X and X ′ together with the additional requirement Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X,
is meant to handle the precondition ψ in the conditional ψ  ϕ. One would want
the sets X and X ′ in the definition to be modally definable. However, to ensure
that those sets are modally definable we would have to quantify over the formulas
in the language and this would clash with the desideratum of having a structural
bisimulation. Our solution is to replace “modally definable” with a structural
condition that is close enough.5

The relation of (conditional) bisimilarity is defined as the existence of a
conditional bisimulation: two states w and w′ are bisimilar iff there exists a
conditional bisimulation Z such that (w,w′) ∈ Z. In other words, the relation

5As a consequence of this quantification over subsets, the time needed to check for a
bisimulation can be exponential on the size of the input models; this is however not surprising,
since the bisimulation intends to capture an operator with preconditions.
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of bisimilarity between models M1 and M2 is the union of all the bisimulation
relations between these models. The next result implies that bisimilarity is itself
a bisimulation, and hence it is the largest bisimulation between two given models.

5.3.6. Proposition. Conditional bisimulations are closed under unions.

Proof:
Given a family of conditional bisimulations {Zi ⊆ W1 ×W2}i∈I , consider their
union

⋃
i∈I Zi. Suppose (w,w′) ∈

⋃
i∈I Zi holds and two sets X ⊆ W1 and X ′ ⊆ W2

are such that
⋃
i∈I Zi[X] ⊆ X ′ and (

⋃
i∈I Zi)

−1[X ′] ⊆ X.
To establish that

⋃
i∈I Zi is a conditional bisimulation we need to show that

for every x ∈ f 1(w,X) there is y ∈ f 2(w′, X ′) such that (x, y) ∈
⋃
i∈I Zi. Notice

that from (w,w′) ∈
⋃
i∈I Zi we can deduce that there is an index i for which

(w,w′) ∈ Zi. We also know that

(1) {y|∃x ∈ X(x, y) ∈ Zi} = Zi[X] ⊆
⋃
i∈I Zi[X] ⊆ X ′,

(2) {x|∃y ∈ X ′(x, y) ∈ Zi} = Z−1
i [X ′] ⊆

⋃
i∈I Z

−1
i [X ′] ⊆ X.

Therefore X and X ′ also satisfy the preconditions for the relation Zi: applying the
property of conditional bisimulation we obtain that for every x ∈ f 1(w,X) there
is y ∈ f 2(w′, X ′) such that (x, y) ∈ Zi. But the latter fact entails (x, y) ∈

⋃
i∈I Zi,

we are done. The converse direction is proved symmetrically. 2

The last proposition secures only half of our second desideratum for a notion
of bisimulation (see list in Section 5.2). We postpone the matter or relational
composition to the sext subsection. The next thing to check is that our definition
is suited to our conditional language: bisimilar states satisfy the same conditional
formulas.

5.3.7. Definition. [L -equivalence] We say that two worlds w,w′ in conditional
models M,M′ are L -equivalent iff they satisfy the same formulas in L : i.e.
for every ϕ ∈ L , M, w � ϕ holds iff M′, w′ � ϕ holds.

5.3.8. Theorem (Bisimilarity entails L -equivalence). Given two con-
ditional models M1 and M2, if (w,w′) ∈ Z ⊆ W1 ×W2, where Z is a conditional
bisimulation, then w and w′ are L -equivalent.

Proof:
The proof is by induction on the structure of formulas; the case of p,¬,∧ are
treated as usual, we only show the case of the conditional modality. Suppose
Z is a conditional bisimulation, (w,w′) ∈ Z and M1, w � ψ  ϕ. Note that
by induction hypothesis on ψ we have that JψKM1 and JψKM2 satisfy the right
requirements and therefore can act as X and X ′ in the preconditions of the
bisimulation property. Because of w � ψ  ϕ we have f 1(w, JψKM1) ⊆ JϕKM1 .



114 Chapter 5. Bisimulation for conditional modalities

Now consider v′ ∈ f 2(w′, JψKM2). By vice versa of the bisimulation property we
know that there exists a v ∈ f 1(w, JψKM1) such that (v, v′) ∈ Z. By assumption
and induction hypothesis on ϕ we get M2, v

′ � ϕ. Since v′ was generic we can
conclude that f 2(w′, JψKM2) ⊆ JϕKM2 , thus M2, w

′ � ψ  ϕ. For the converse
use the other direction of the bisimulation property. 2

Our next theorem is the key result of this paper, providing a partial converse
to the previous result. This is an analogue of the Hennessy-Milner theorem from
modal logic, stating that on finite models bisimilarity completely captures L -
equivalence. We first notice that, on finite models, if two sets X and X ′ satisfy the
condition Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X for the relation of L -equivalence then we
can build a formula α that approximates the role of X and X ′ as preconditions.

5.3.9. Lemma. Let M1 and M2 be two finite conditional models and X and X ′

be two subsets of the first and second model respectively. Let Z be the relation
of L -equivalence. Call A the set of elements of M1 that have a L -equivalent
counterpart in X and denote with A′ the corresponding set for X ′. If Z[X] ⊆ X ′

and Z−1[X ′] ⊆ X then there is a formula α such that JαKM1 = X ∪ A and
JαKM2 = X ′ ∪ A′.

Proof:
Suppose X and X ′ are two sets satisfying Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X. Notice
that we can divide the domain of M1 into three disjoint parts

• X

• A, the set of elements having some L -equivalent counterparts in X

• W1\(X ∪ A)

Notice how the conditions on X and X ′ ensure that the elements in A do not have
any counterpart in M2: a ∈ A cannot have a L -equivalent counterpart in X ′,
or otherwise a would be already in X; on the other hand a cannot have an L -
equivalent counterpart in W2\X ′ or X itself would violate the first precondition.
A symmetric partition can be defined on the model M2, switching the roles of X
and X ′; we will indicate with A′ the corresponding region in M2.

Since the image of X under Z lies within X ′, we know that the elements in X
are not L -equivalent to the elements outside X ′, thus the elements in X ∪A are
also not L -equivalent to the elements outside X ′. As we are dealing with finite
models we can enumerate the elements in X ∪ A, call them x1, . . . , xn. Similarly,
we can put the elements of W2\X ′ and W1\(X ∪ A) all together in a finite list
y1, . . . , ym. By our assumptions and definition of the partition we know that every
element in X ∪ A is not L -equivalent to any element in W2\X ′ or W1\(X ∪ A).
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So for each i and j, with 1 6 i 6 n and 1 6 j 6 m, there is a formula ψij such
that xi � ψij and yj 6� ψij. We can thus construct a formula

γ :=
∨

16i6n

∧
16j6m

ψij

that is true at each xi in X ∪ A and false at each yj in (W2\X ′) ∪ (W1\(X ∪ A)).
Symmetrically, there must be a formula γ′ that is true at X ′ ∪ A′ and false at
W1\X ∪ (W2\(X ′ ∪ A′)). Now consider the formula

α := γ ∨ γ′

Let us have a closer look at the extension JαKM1 of α in M1. We have that γ′ is
false outside X, hence its extension lies within X. As for γ, we know it is true at
X ∪ A and false in W1\(X ∪ A). Thus the extension of γ ∨ γ′, and therefore of
the formula α itself, is X ∪ A. We can provide an analogous argument to show
that the interpretation of α in M2 is X ′ ∪ A′. 2

5.3.10. Theorem (L -equivalence entails bisimilarity). Given two finite
conditional models M1 and M2, if w and w′ are L -equivalent then they are
bisimilar.

Proof:
We show that the relation Z of L -equivalence is a (conditional) bisimulation. Let
(w,w′) ∈ Z and suppose Z does not satisfy the bisimulation property for sets X
and X ′: this means that there is an x ∈ f 1(w,X) such that for all y ∈ f 2(w′, X ′)
we have (x, y) 6∈ Z (assumption ?). By Lemma 5.3.9 we can build a formula α such
that JαKM1 = X ∪ A and JαKM2 = X ′ ∪ A′. We can now exploit the properties of
selection functions to derive the desired contradiction.

Consider a generic element x′ in f 1(w, JαKM1). Since f 1(w, JαKM1) ⊆ JαKM1

by the first property of selection functions, we know that x′ must be either in X or
in A. If there is an element x′ ∈ f 1(w, JαKM1) in A, since we know that elements
in A are not L -equivalent to any element in W2, we can build a formula β that
is false at x′ and true everywhere in W2, thus a fortiori in f 2(w′, JαKM2). This
gives us the contradiction that we want: w � ¬(α β) and w′ � α β. We can
thus assume that f 1(w, JαKM1) ⊆ X. This is enough to apply the second property
of selection functions and conclude that f 1(w, JαKM1) = f 1(w,X).

This ensures that the element x ∈ f(w,X) given by assumption ? is indeed also
in f 1(w, JαKM1). If we now look at the set f 2(w′, JαKM2), repeating a reasoning
similar to the one just outlined we can conclude that f 2(w′, JαKM2) = f 2(w′, X ′).
By assumption we have that x is not L -equivalent to any y ∈ f 2(w′, X ′). We
can thus build a formula β that is false at x and true everywhere in f 2(w′, JαKM2);
this gives us the contradiction w � ¬(α β) and w � α β. 2
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5.3.1 Closure under composition

Closure under relational composition turns out to be more tricky: we need
bisimulation to ‘transfer’ preconditions in a coherent manner. In this subsection
we propose a sufficient condition to obtain closure under relational composition.

5.3.11. Definition. Given a conditional model M = 〈W, f, V 〉, define the rele-
vant worlds for w to be Ww =

⋃
Y⊆W f(w, Y ). The model M is grounded if, for

any X ⊆ W , X ∩Ww 6= ∅ entails f(w,X) 6= ∅.

If f(w,X) selects the worlds in X that are ‘relevant’ at w, the set Ww is the
collection of all the relevant worlds for w, taking into account all possible precon-
ditions.6 A conditional model is grounded when, given a precondition X that is
consistent with the collection of all worlds relevant for w, the selection function
returns a non-empty set of relevant worlds for w in X. The idea that conditioning
with sets that are consistent with the current information should yield consistent
results is widespread in Formal Epistemology, see for example Lewis in [83] and
Board in [34]. The following equivalent definition of grounded models will be
useful in later sections.

5.3.12. Lemma. A model M is grounded iff, for any x ∈ W , x ∈ Ww entails
f(w, {x}) 6= ∅.

Proof:
The new condition is a special case of the main definition when instantiated to
singletons, so one direction is given. For the right-to-left direction, suppose by con-
tradiction that X ∩Ww 6= ∅ and f(w,X) = ∅. Let x ∈ X ∩Ww: we have x ∈ Ww

and thus f(w, {x}) 6= ∅. However, {x} ⊆ X and f(w,X) = ∅ ⊆ {x} trigger the
second condition on conditional models, which states that f(w,X) = f(w, {x}),
contradiction. 2

5.3.13. Definition. A conditional bisimulation Z ⊆ W1 ×W2 is diffuse if for
every x ∈ W1 there are w ∈ W1 and w′ ∈ W2 such that (w,w′) ∈ Z and x ∈ Ww

1 ,
and vice versa.

The idea of diffuse bisimulations is that every element in both models must be
relevant for at least one world that is in the bisimulation relation.

5.3.14. Definition. A relation R ⊆ X × Y is two-ways surjective if for every
x ∈ X there is a y ∈ Y such that (x, y) ∈ R and for every y ∈ Y there is an
x ∈ X such that (x, y) ∈ R.

6The notation is borrowed by Board, see [34] p.56.
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5.3.15. Lemma. Any diffuse conditional bisimulation between grounded models
is two-ways surjective.

Proof:
Let M1 and M2 be such models and suppose Z ⊆ W1 ×W2 is a conditional
bisimulation. Suppose moreover that Z is not two-ways surjective, say because
there is an x ∈ W1 with no counterpart in W2. Take {x} and ∅ and notice
that they fulfill the preconditions of the property of conditional bisimulation:
Z[{x}] = ∅ ⊆ ∅ and Z−1[∅] = ∅ ⊆ {x}.

Since the bisimulation is diffuse we know that there are w ∈ W1 and w′ ∈ W2

such that (w,w′) ∈ Z and x ∈ Ww
1 . From the latter fact we infer that {x}∩Ww

1 6= ∅,
thus by the fact thatM1 is grounded we conclude that f 1(w, {x}) 6= ∅. Thanks to
the assumption f 1(w, {x}) ⊆ {x} on conditional models we can infer f 1(w, {x}) =
{x}. Since (w,w′) ∈ Z, we must conclude that for every z ∈ f 1(w, {x}) there is a
y ∈ f 2(w′, ∅) such that (z, y) ∈ Z. However, by the first condition on selection
function we have f 2(w′, ∅) ⊆ ∅, so there can be no counterpart for x, contradiction.
The other direction is proved analogously. 2

5.3.16. Proposition. Restricted to any class of grounded models, the notion of
diffuse conditional bisimulation is closed under relational composition.

Proof:
Suppose M1, M2 and M3 are three grounded models and Z1 ⊆ W1 ×W2 and
Z2 ⊆ W2×W3 are two diffuse conditional bisimulations connecting them. To show
that their relational composition Z1;Z2 is also a diffuse conditional bisimulation
we first need to show that it is not empty. By Z1 being not empty we know
that there is (w,w′) ∈ Z1. By the previous Lemma we know that Z1 and Z2

are two-ways surjective. The latter fact ensures that there is some w′′ such that
(w′, w′′) ∈ Z2, thus (w,w′′) ∈ Z1;Z2.

For the property of conditional bisimulation, suppose (w,w′′) ∈ Z1;Z2. By
definition it means that there is a w′ such that (w,w′) ∈ Z1 and (w′, w′′) ∈ Z2.
Now consider two sets X ⊆ W1 and X ′′ ⊆ W3 such that Z1;Z2[X] ⊆ X ′′ and
(Z1;Z2)−1[X ′′] ⊆ X.

What we need to show is that for every x ∈ f 1(w,X) there is a z ∈ f 3(w′′, X ′′)
such that (x, z) ∈ Z1;Z2. The idea is to define a set X ′ that works as intermediate
precondition and allows us to apply the property of conditional bisimulation of Z1

and Z2. Define

X ′ := {y ∈ W2|∃x ∈ X, (x, y) ∈ Z1 or ∃z ∈ X ′′, (y, z) ∈ Z2}

We check that

• Z1[X] ⊆ X ′,
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• Z−1
1 [X ′] ⊆ X.

The first item holds by definition of X ′. For the second item suppose (x, y) ∈ Z1

and y ∈ X ′. By two-ways surjectivity of Z2 we know that there is a z such that
(y, z) ∈ Z2, hence (x, z) ∈ Z1;Z2. By definition of X ′ we can now make a case
distinction. In the first case there is an element x′ ∈ X such that (x′, y) ∈ Z1. We
can then conclude that (x′, z) ∈ Z1;Z2 and thus by assumption Z1;Z2[X] ⊆ X ′′

we have z ∈ X ′′. But then by the latter fact and (x, z) ∈ Z1;Z2, coupled with
(Z1;Z2)−1[X ′′] ⊆ X, we can infer that x ∈ X. In the second case we have that there
is a z′ ∈ X ′′ such that (y, z′) ∈ Z2. This gives us immediately that (x, z′) ∈ Z1;Z2

and thus by assumption (Z1;Z2)−1[X ′′] ⊆ X we can conclude x ∈ X.
Since X and X ′ fulfill the preconditions of the property of conditional bisimu-

lation for Z1, we can deduce that for every x ∈ f 1(w,X) there is y ∈ f 2(w′, X ′)
such that (x, y) ∈ Z1. We can now repeat the same proof strategy for X ′ and
X ′′ and apply the property of Z2 to obtain that for every y ∈ f 2(w′, X ′) there is
z ∈ f 3(w′′, X ′′) such that (y, z) ∈ Z2. Concatenating this with the previous result
we get the desired conclusion: for every x ∈ f 1(w,X) there is a z ∈ f 3(w′′, X ′′)
such that (x, z) ∈ Z1;Z2. The converse is proved symmetrically.

It remains to show that Z1;Z2 is diffuse. Let x ∈ W1, we need to find w ∈ W1

and w′′ ∈ W3 such that (w,w′′) ∈ Z1;Z2 and x ∈ Ww
1 . Since Z1 is diffuse, we

know there are w ∈ W1 and w′ ∈ W2 such that (w,w′) ∈ Z1 and x ∈ Ww
1 . By

Z2 being two-ways surjective we know there is w′′ such that (w′, w′′) ∈ Z2, thus
(w,w′′) ∈ Z1;Z2. The converse is proved symmetrically. 2

5.3.17. Proposition. Restricted to grounded models and diffuse conditional
bisimulations, the relation of bisimilarity is an equivalence relation.

Proof:
We need to show that the relation of bisimilarity is reflexive, symmetric and
transitive. For reflexivity, it is immediate to see that the identity relation is a
diffuse conditional bisimulation. The definition of diffuse conditional bisimulation
is itself symmetric, hence the converse of a diffuse conditional bisimulation is
always a diffuse conditional bisimulation; the symmetry for bisimilarity follows. As
for transitivity, Proposition 5.3.16 ensures that if there are two diffuse conditional
bisimulations Z1 and Z2 such that (w,w′) ∈ Z1 and (w′, w′′) ∈ Z2 then there is a
diffuse conditional bisimulation containing the pair (w,w′′), namely the relational
composition Z1;Z2. 2

We will see that in the next two sections these restrictions vanish, because
in those particular settings all models are grounded and all bisimulations are
diffuse. In later sections we will encounter examples where the restriction does
limit the scope of our results; we then characterize grounded models and diffuse
bisimulations in those particular contexts.
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5.4 Plausibility models

We now turn to applications, discussing our first example of conditional modality:
conditional belief interpreted on plausibility models. Plausibility models are widely
used in formal epistemology [20,25]; their introduction can be traced back at least
to [83]. They consist of a carrier, to be understood as a collection of possible
worlds, and a preorder for each world, representing how an agent ranks the possible
scenarios in terms of plausibility, from the perspective of the current world.

5.4.1. Definition. A plausibility model is a tuple M = 〈W, {6w}w∈W , V 〉 with
W a non-empty set of worlds, a family of reflexive and transitive relations 6w⊆
W ×W and V : W → ℘(At) a valuation function.

The strict relation <w is defined as usual from 6w. Given a set X ⊆ W , let

Minw(X) = {v ∈ X|¬∃v′ ∈ X s.t. v′ <w v}

We can think of Minw(X) as the set of most plausible worlds in X with respect
to w.7 When we want to specify the ordering we write Min6w(X).

Among the variety of operators that are studied in the setting of plausibility
models, a prominent part is played by the operator of conditional belief, usually
written as Bψϕ. The standard belief operator can be defined via the conditional
one as B>ϕ. On plausibility models the semantic clauses for belief and conditional
belief are:

• M, w � Bϕ iff for all v ∈Minw(W ) we have M, v � ϕ

• M, w � Bψϕ iff for all v ∈Minw(JψKM) we have M, v � ϕ

The notion of bisimulation for the standard belief operator on plausibility
models, together with the corresponding Theorem, are both folklore.

5.4.2. Definition. Given two plausibility models M1 and M2, a plausibility
B-bisimulation is a non-empty relation Z ⊆ W1 ×W2 such that if (w,w′) ∈ Z
then

• V (w) = V (w′);

• for every x ∈MinwW1 there is y ∈Minw′W2 such that (x, y) ∈ Z, and vice
versa.

5.4.3. Theorem. Bisimilarity with respect to plausibility B-bisimulation entails
modal equivalence with respect to the language with only the belief operator. On
models having finitely many minimal elements, modal equivalence with respect to
the latter language entails bisimilarity for plausibility B-bisimulation.

7We sometimes omit the parenthesis in Minw(X) in what follows.
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5.4.1 Plausibility CB-bisimulation

To obtain a bisimulation for conditional belief on plausibility models we show
how the latter are an instance of conditional models; this move will indicate a
systematic way to specialize the results of Section 5.3 to this particular context.

5.4.4. Definition. A plausibility model M is well-founded if it contains no
infinite descending chains for any of the relations 6w.8

5.4.5. Proposition. Well-founded plausibility models are conditional models,
where f(w,X) = MinwX.

Proof:
We need to check that the newly defined f fulfills the prerequisites of selection
functions in Definition 5.3.1. The first condition on selection functions is fulfilled
by the very definition of Minw. For the second one, suppose X ⊆ Y , MinwY ⊆ X
and take x′ ∈MinwY . Since X ⊆ Y , if there is no element below x′ in Y then a
fortiori there is no element below it in the subset X, thus in this circumstance
x′ ∈MinwX. For the other inclusion take x′ ∈MinwX; we show x′ is also mini-
mal for Y . By contradiction, suppose there is z ∈ Y \X such that z <w x

′. Since
we are in a well-founded model there must be a minimal element z′ ∈ MinwY
such that z′ 6w z; but by assumption MinwY ⊆ X, hence z′ ∈ X and z′ < x′,
contradicting the fact that x′ is minimal in X. 2

Notice that, setting f(w,X) = MinwX, the definition of the satisfaction
relation for conditional belief becomes an instance of the satisfaction relation
for conditional modalities given in Section 5.3. If we now replace the new f in
Definition 5.3.5, we obtain a new notion of bisimulation for conditional belief on
plausibility models.

5.4.6. Definition. Given two plausibility models M1 and M2, a plausibility
CB-bisimulation is a non-empty relation Z ⊆ W1 ×W2 s. t. if (w,w′) ∈ Z then

• V (w) = V (w′),

• for all X ⊆ W1 and X ′ ⊆ W2 such that Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X we
have that for every x ∈MinwX then there exists a y ∈Minw′X

′ such that
(x, y) ∈ Z, and vice versa.

Since finite plausibility models are well-founded, we can now transfer the results
of Section 5.3 on the correspondence between bisimilarity and modal equivalence.
Throughout this section and the following one we use ‘modal equivalence’ meaning
with respect to the language of conditional belief.

8Equivalently, assuming the axiom of choice, if every non empty subsets has minimal elements
for all the relations 6w.
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5.4.7. Theorem. Given two plausibility models M1 and M2, if (w,w′) ∈ Z ⊆
W1 ×W2, where Z is a plausibility CB-bisimulation, then w and w′ are modally
equivalent. On finite plausibility models, if w and w′ are modally equivalent then
(w,w′) ∈ Z ⊆ W1 ×W2, where Z is a plausibility CB-bisimulation.

We can also import the results concerning the closure under union and relational
composition. Note that with the current definition of f the notation Ww trivializes:
Ww =

⋃
Y⊆W f(w, Y ) =

⋃
Y⊆W Minw(Y ) =

⋃
{x}⊆W Minw({x}) = W . In other

words, all the worlds in the model are relevant for every w ∈ W .

5.4.8. Lemma. Every well-founded plausibility model is a grounded conditional
model and every plausibility CB-bisimulation is diffuse.

Proof:
Given a well-founded plausibility model M and X ⊆ W , if X ∩Ww 6= ∅ then
X ∩W 6= ∅ therefore X 6= ∅. So by well-foundedness f(w,X) = MinwX 6= ∅.
This shows that the model is grounded. For the second part of the claim, let
Z ⊆ W1 ×W2 be a plausibility CB-bisimulation and x ∈ W1. Since the bisimula-
tion is non-empty, there are (w,w′) ∈ Z and furthermore x ∈ W1 = Ww

1 , hence Z
is diffuse. The same holds for every y ∈ W2. 2

5.4.9. Proposition. On the class of well-founded plausibility models, the notion
of plausibility CB-bisimulation is closed under arbitrary unions and relational
composition.

5.4.2 Undefinability

In this subsection we put the new notion of bisimulation to use, addressing the
problem of inter-definability between conditional belief and other widely-used
operators. For the rest of this section we employ plausibility models where 6w is
the same for all w, we thus remove the subscript. We begin with the operator of
safe belief introduced in [21]:

Safe belief : M, w � [6]ϕ iff for all v 6 w we have M, v � ϕ.

The dual operator is customarily defined as 〈6〉ϕ := ¬[6]¬ϕ.

5.4.10. Proposition. On plausibility models, safe belief is not definable in terms
of the conditional belief operator.

Proof:
Suppose 〈6〉p is definable by a formula α in the language of conditional belief.
Consider the two models depicted on the left and right side of the following picture
(we omit reflexive arrows). We indicate within parenthesis the propositional atoms
that are true at every world and with Z a CB-bisimulation between the models:
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3

1 4

2(p) 5(p)

6

Z

Z

Z

To check that Z is a CB-bisimulation, notice that only three pairs of sets fulfill
the right precondition: ({1}, {3, 4}), ({2}, {5}) and ({1, 2}, {3, 4, 5}). It is easy to
see that the minimal elements of these pairs are connected by the bisimulation.
Given that α is a formula in the language of conditional belief, it will be invariant
between states that are bisimilar according to a CB-bisimulation. However, 〈6〉p
is true in the second model at 4 but false in the first model at 1; contradiction. 2

The CB-bisimulation Z of this counterexample is not a bisimulation for safe
belief, since it fails to satisfy the zig-zag condition: there are worlds 1, 5 and 4
such that (1, 4) ∈ Z and 5 6 4 but no world w such that w 6 1 and (w, 5) ∈ Z.
We now address the case of the strong belief operator, also introduced in [21].

Strong belief : M, w � Sbϕ iff there is k ∈ W such that M, k � ϕ and for all v, v′

if M, v � ϕ and M, v′ � ¬ϕ then v 6 v′.

5.4.11. Proposition. On plausibility models, strong belief is not definable in
terms of the conditional belief operator.

Proof:
Suppose Sbp is definable by a formula α in the language of conditional belief.
Consider the two models displayed below, where Z a CB-bisimulation and the
propositional variables are attached to worlds as before:

3(p)

1 4

2(p) 5(p)

66

6

Z

Z

Z
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The formula α in the language of conditional belief must be invariant between
states that are bisimilar according to a CB-bisimulation; nevertheless, Sbp is true
in the first model at 1 but false in the second model at 4, thus α will be true in
one world and not in the other: contradiction. 2

We now turn our attention to the definability of the conditional belief operator
itself. We first warm up with a definition and two auxiliary observations.

5.4.12. Definition. A BSB-bisimulation, a bisimulation for standard belief and
safe belief, is a B-bisimulation satisfying an additional condition, namely the usual
zig-zag condition for the 6 relation: given two plausibility models M and M′

and two worlds w and w′ in the respective models, if (w,w′) ∈ Z then

• for every v ∈ W such that v 6 w there is a v′ ∈ W ′ such that (v, v′) ∈ Z
and v′ 6 w′

• for every v′ ∈ W ′ such that v′ 6 w′ there is a v ∈ W such that (v, v′) ∈ Z
and v 6 w

5.4.13. Proposition. On plausibility models, if two states w and w′ are in a
BSB-bisimulation then they are modally equivalent with respect to the language
containing the belief and safe belief operators.

Proof:
Straightforward induction on the complexity of the formula. 2

5.4.14. Proposition. On plausibility models, conditional belief is not definable
in terms of the language containing the operators of safe belief and standard belief.

Proof:
Suppose B¬pq is definable by a formula α in the language of belief and safe belief.
Consider the two models displayed below, where Z a BSB-bisimulation and the
propositional variables are attached to worlds as before:

1(q) 3

2(p) 4(p)

66

Z

Since 2 and 4 are in a BSB-bisimulation, by Proposition 5.4.13 they are modally
equivalent in the language of belief and safe belief. Thus we can conclude 2 � α
iff 4 � α. But 2 � B¬pq and 4 6� B¬pq, contradiction. 2

Notice that the bisimulation used in this counterexample is not a plausibility
CB-bisimulation.
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5.5 Evidence models

We now change the semantics of the belief operator to evidence models, showing
how the passage to conditional belief in this different setting follows the same
pattern as in plausibility models; this allows us to conclude that the generalization
from un-conditional to conditional modality works uniformly across semantics (see
item 4 in our checklist in Section 5.2).

Introduced in [29], evidence models are structures capturing the evidence
available to an agent in different possible worlds. The evidence available at a
world w is represented via a family of sets of possible worlds: intuitively each
set in the family constitutes a piece of evidence that the agent can use to draw
conclusions at w. They constitute a generalization over plausibility models, but
can be collapsed to plausibility models by considering the specialization preorder
induced by the sets of evidence, however not without loss of information.9

5.5.1. Definition. An evidence model is a tuple M = 〈W,E, V 〉 with W a
non-empty set of worlds, a function E : W → ℘(℘(W )) and V : W → ℘(At) a
valuation function.

We indicate with E(w) the set of subsets image of w. We furthermore assume
W ∈ E(w) and ∅ 6∈ E(w) for all w ∈ W .

The last requirement ensures that at every possible world the agents has trivial
evidence, namely the whole set W , and does not have inconsistent evidence, i.e.
the empty set.

5.5.2. Definition. A w-scenario is a maximal family X ⊆ E(w) having the
finite intersection property (abbreviated in ‘f.i.p.’), that is, for each finite subfamily
{X1, . . . , Xn} ⊆ X we have

⋂
16i6nXi 6= ∅. Given a set X ⊆ W and a collection

X ⊆ E(w), the latter has the f.i.p. relative to X if for each finite subfamily
{X1, . . . , Xn} ⊆ XX = {Y ∩X|Y ∈ X} we have

⋂
16i6nXi 6= ∅. We say that X

is an w-X-scenario if it is a maximal family with the f.i.p. relative to X.

The semantics for belief and conditional belief on evidence models is:

• M, w � Bϕ iff for every w-scenario X we have M, v � ϕ for all v ∈
⋂
X

• M, w � Bψϕ iff for every w-JψK-scenario X we have M, v � ϕ for all
v ∈

⋂
X JψK

The notion of bisimulation for the standard belief operator on evidence models
establishes a connection between the scenarios of the two models:

9Evidence models contain information that is lost in the transition to plausibility models;
such information is captured by operators such as the evidence modality. See [25, 26] for a
discussion on the relationship between the two kinds of models. The sphere systems of [66] also
constitute an example of neighborhood models with a close tie to relational structures.
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5.5.3. Definition. Given two evidence models M1 and M2, an evidence B-
bisimulation is a non-empty relation Z ⊆ W1 ×W2 s.t. if (w,w′) ∈ Z then

• V (w) = V (w′);

• for every w-scenario X and x ∈
⋂
X there is a w′-scenario Y and y ∈ Y

such that (x, y) ∈ Z, and vice versa.

The following result can be proven via the standard line of reasoning.

5.5.4. Theorem. Bisimilarity with respect to evidence B-bisimulation entails
modal equivalence with respect to the language with only the belief operator. On
finite models, modal equivalence with respect to the latter language entails bisimi-
larity for evidence B-bisimulation.

5.5.1 Evidence CB-bisimulation

We show that finite evidence models are an example of conditional models by
means of two auxiliary lemmas.

5.5.5. Lemma. On finite models, suppose Y ⊇ X. Then for every w-X-scenario
X there is a w-Y -scenario Y such that X ⊆ Y. Conversely, for every w-Y -scenario
Y there is a w-X-scenario X such that X ⊆ Y.

Proof:
Let X be a w-X-scenario. Clearly X already has the f.i.p. relative to Y . Enu-
merate the sets K in E(w) (there are finitely many), then proceed following the
enumeration: if K ∈ X or X ∪ {K} has the f.i.p. relative to Y then put K in
Y, otherwise not. Because of the first condition we get X ⊆ Y, while from the
second one we obtain that Y is a w-Y -scenario.

For the second claim, enumerate the sets in Y: K0, . . . , Km. Construct X in
stages beginning from X0 = ∅ and putting Xn+1 = Xn ∪ {Kn} if

⋂
XX
n ∩Kn 6= ∅.

Clearly X ⊆ Y . To see that X is maximal with the f.i.p. relative to X suppose that
there is K 6∈ X such that

⋂
XX ∩K 6= ∅. By construction, if

⋂
XX ∩K 6= ∅ and

K 6∈ X then K 6∈ Y , hence by the maximality of Y it must be that
⋂
YY ∩K = ∅.

Since
⋂
XX ⊆

⋂
YY by construction we get a contradiction. Therefore X is

maximal with the f.i.p. relative to X. 2

5.5.6. Lemma. On finite models, if Y ⊇ X then, for every w-X-scenario X and
w-Y -scenario Y such that X ⊆ Y, if y ∈

⋂
YY then either y ∈

⋂
XX or y ∈ Y \X.

If no element y ∈
⋂
YY is in Y \X then

⋂
XX =

⋂
YY .

Proof:
Let y ∈

⋂
YY and y 6∈ Y \X. Then, since y ∈ Y , it must be that y ∈ X.
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Since y ∈
⋂
YY we have that y ∈ K for all K ∈ Y, and hence y ∈ K for all

K ∈ X . So y ∈
⋂
XX . We can thus conclude that, if y 6∈ Y \X for all y ∈

⋂
YY ,⋂

XX ⊇
⋂
YY . For the other inclusion suppose z ∈

⋂
XX but not in

⋂
YY . Then

there must be K ∈ Y such that K 6∈ X and z 6∈ K. By maximality of X it must
be that K has empty intersection with

⋂
XX . Under the assumption that no

element y ∈
⋂
YY is in Y \X, the latter fact entails that

⋂
YY must be empty,

contradiction. Hence there can be no element z that is in
⋂
XX but not in

⋂
YY ,

thus
⋂
XX =

⋂
YY . 2

5.5.7. Proposition. Finite evidence models are conditional models, where

f(w,X) =
⋃
{
⋂
XX |for X w-X-scenario}

Proof:
The satisfaction of the first property of selection functions is ensured by the
definition of XX : since each

⋂
XX lies within X, the union will also be contained

in X. For the second property suppose Y ⊇ X and f(w, Y ) ⊆ X. If x ∈ f(w, Y )
then there is a w-Y -scenario Y such that x ∈

⋂
YY . By Lemma 5.5.5 we know

there is a w-X-scenario X such that X ⊆ Y . By Lemma 5.5.6 either x ∈
⋂
XX or

x ∈ Y \X. But the latter cannot be because x ∈ X by assumption, so x ∈
⋂
XX .

Then we can conclude that x ∈ f(w,X).
Now for the other direction. If x ∈ f(w,X) then there is a w-X-scenario X

such that x ∈
⋂
XX . By Lemma 5.5.5 there is a w-Y -scenario Y such that X ⊆ Y .

Because f(w, Y ) ⊆ X we can infer that there is no element y ∈
⋂
YY that is in

Y \X (that is,
⋂
YY ⊆ X), so by the second part of Lemma 5.5.6 we can conclude

that
⋂
XX =

⋂
YY . This gives us x ∈

⋂
YY and thus x ∈ f(w, Y ). 2

Notice that, setting f(w,X) =
⋃
{
⋂
XX |for X w-W -scenario}, the defini-

tion of the satisfaction relation for conditional belief on evidence models becomes
an instance of the satisfaction relation for conditional modalities given in Sec-
tion 5.3. Replacing the new f in Definition 5.3.5, we obtain a new notion of
bisimulation for conditional belief on evidence models.

5.5.8. Definition. Given two evidence models M1 and M2, an evidence CB-
bisimulation is a non-empty relation Z ⊆ W1 ×W2 s. t. if (w,w′) ∈ Z then

• V (w) = V (w′),

• for all X ⊆ W1 and X ′ ⊆ W2 such that Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X we
have that for every w-X-scenario X and x ∈

⋂
XX there is a w′-X ′-scenario

Y and y ∈
⋂
YX′ such that (x, y) ∈ Z, and vice versa.

We can now specialize the results of Section 5.3: bisimilarity in the latter sense
corresponds to modal equivalence on finite evidence models.
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5.5.9. Theorem. Given two evidence models M1 and M2 if (w,w′) ∈ Z ⊆
W1 ×W2, where Z is an evidence CB-bisimulation, then w and w′ are modally
equivalent. On finite evidence models, if w and w′ are modally equivalent then
(w,w′) ∈ Z ⊆ W1 ×W2, where Z is an evidence CB-bisimulation.

As for plausibility models, we can infer the results concerning the closure under
union and relational composition. Also in this context the definition of f renders
the notation Ww trivial.

5.5.10. Lemma. For every evidence model M and x ∈ W , f(w, {x}) = {x}.

Proof:
Given an evidence model M, we check that f(w, {x}) 6= ∅ for all w, x ∈ W , for
f(w,X) =

⋃
{
⋂
XX |for X w-X-scenario}. The claim then follows from the

condition f(w, {x}) ⊆ {x}. It is enough to show that there exist a w-{x}-scenario
X , then by the f.i.p. relative to {x} we know that every element of X must contain
x, thus x ∈

⋂
X {x} and f(w, {x}) is not empty. To find the desired w-{x}-scenario

X , take the family of all the sets in E(w) containing x. This family is non-empty,
since W ∈ E(w) for every w in the domain of the model. Clearly this family is
maximal with the f.i.p. relative to {x} (not only, it is the only one). 2

We can thus derive that, for this particular choice of f , Ww =
⋃
Y⊆W f(w, Y ) =⋃

{x}⊆W f(w, {x}) = W . In other words, all the worlds in the model are relevant
for every w ∈ W .

5.5.11. Lemma. Every evidence model is a grounded conditional model and every
evidence CB-bisimulation is diffuse.

Proof:
Thanks to the previous Lemma we can appeal to Lemma 5.3.12 and conclude that
evidence models are grounded. For the second part of the claim, let Z ⊆ W1×W2

be a evidence CB-bisimulation and x ∈ W1. Since the bisimulation is non-empty,
there are (w,w′) ∈ Z and furthermore x ∈ W1 = Ww

1 . The other direction is
symmetric. 2

5.5.12. Proposition. The notion of evidence CB-bisimulation is closed under
arbitrary unions and relational composition.

5.5.2 Undefinability

Thanks to the now clearly defined bisimulation for conditional belief, we can give
an argument for the undefinability of conditional belief in terms of plain belief.

5.5.13. Proposition. On evidence models, conditional belief is not definable in
terms of the standard belief operator.
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Proof:
Suppose Bpq is definable by a formula α in the language of standard belief.
Consider the two models depicted on the left and right side of the following
picture, where we indicate within parenthesis the propositional atoms that are
true at every world and with Z an evidence B-bisimulation between the models:

1(p, q) 4(p, q)

2(p) 5

3

Z

Z

The evidence available at each world is: E(1) = {{1}, {3}, {2, 3},W1}, E(4) =
{{4}, {5},W2}, E(2) = {W1}, E(3) = {{3},W1}, E(5) = {{5},W2}. The reader
can check that the relation Z is an evidence B-bisimulation. Given that α is
a formula in the language of belief, it will be invariant between states that are
bisimilar according to a B-bisimulation. However, Bpq is true in the second model
at 4 but false in the first model at 1: there is a 1-JpKM1-scenario X = {{2, 3},W1}
and 2 ∈

⋂
X JpKM1 such that 2 6� q. Hence we obtain a contradiction. 2

Note that the relation Z is not an evidence CB-bisimulation: the sets of worlds
satisfying p in the two models satisfy the prerequisites, they are sent into each other
by Z, but fail with respect to the main property, since there is a 1-JpKM1-scenario
X , and an element in

⋂
X JpKM1 , namely 2, that has no bisimilar counterpart in

the second model.
Another important operator to describe the features of evidence models is the

so-called evidence modality [29].

Evidence modality : M, w � 2ϕ iff there is K ∈ E(w) such that, for all v ∈ K,
M, v � ϕ.

It was shown in [29] that, on evidence models, standard belief cannot be defined
in terms of the evidence modality. Since standard belief is definable in terms of
conditional belief, we can conclude that also conditional belief is not definable via
the evidence modality. Here we show that also the converse is the case.

5.5.14. Proposition. On evidence models, the evidence modality is not definable
in terms of the conditional belief operator.

Proof:
Suppose 2p is definable by a formula α in the language of conditional belief.
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Consider the two models depicted on the left and right side of the following
picture, where we indicate within parenthesis the propositional atoms that are
true at every world and with Z a CB-bisimulation between the two models:

1 3

2(p) 4(p)

Z

Z

We take both models to be uniform, where E1 = {{1}, {2},W1} and E2 = {W2}.
The reader can check that with this evidence the relation Z is a CB-bisimulation.
Given that α is a formula in the language of normal belief, it will be invariant
between states that are bisimilar according to a CB-bisimulation. Nevertheless,
2p is true in the first model at 1 but false in the second model at 3: in the first
model there is an evidence set contained in the extension of p, namely {2}, while
there is no such set in the second model; contradiction. 2

5.6 Relativized common knowledge

We now introduce a third example, the conditional modality known as relativized
common knowledge, defined in [28]. Let M = 〈W, {Ra}a∈A, V 〉 be a multi-agent
Kripke model, where W is a non-empty set of worlds, each Ra ⊆ W ×W is a
relation and V : W → ℘(At) is a valuation function. Put R :=

⋃
a∈ARa and

denote by R+ its transitive closure. The operator of relativized common knowledge,
denoted with C(ϕ, ψ), is meant to capture the intuition that every R-path which
consists exclusively of ϕ-worlds ends in a world satisfying ψ. Formally:

M, w � C(ϕ, ψ) iff M, v � ψ for all (w, v) ∈ (R ∩ (W × JϕK))+

5.6.1. Proposition. Every Kripke model M = 〈W, {Ra}a∈A, V 〉 can be con-
verted into a conditional model, by taking f(w,X) := {v|(w, v) ∈ (R∩(W×X))+}.
Moreover, our semantics for conditionals for this f coincides with the above se-
mantics for C(ϕ, ψ).

Proof:
Again we check the prerequisites of selection functions in Definition 5.3.1. Clearly
all the worlds reachable with a path in X will also lie in X, hence the first
condition on selection functions is given. For the second one, suppose X ⊆ Y ,
f(w, Y ) = {v|(w, v) ∈ (R ∩ (W × Y ))+} ⊆ X and take x′ ∈ f(w, Y ). Hence there
is a chain of Y -worlds leading to x′. We show x′ ∈ f(w,X) by induction on the
length of the chain. The base case: if (w, x′) ∈ R then x ∈ X by assumption
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and therefore (w, x′) ∈ (R ∩ (W ×X))+ = f(w,X). Suppose now x ∈ f(w,X)
is the case for all x ∈ f(w, Y ) reachable with a chain of Y -worlds of length 6 n.
Now say x′ ∈ f(w, Y ) is reachable with a chain of Y -worlds of length n+ 1. By
x′ ∈ f(w, Y ) ⊆ X we know that also x′ ∈ X, thus the whole chain is in X and
x′ ∈ f(w,X). For the other inclusion, it is straightforward to see that X ⊆ Y
immediately entails f(w,X) ⊆ f(w, Y ). 2

Replacing the new f in Definition 5.3.5, we obtain a new notion of bisimulation
for relativized common knowledge.

5.6.2. Definition. Given two Kripke models M1 and M2, a bisimulation for
relativized common knowledge or RCK-bisimulation is a non-empty relation Z ⊆
W1 ×W2 such that if (w,w′) ∈ Z then

• V (w) = V (w′),

• for all X ⊆ W1 and X ′ ⊆ W2 such that Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X we
have that for every x such that (w, x) ∈ (R1 ∩ (W1 ×X))+ there exists a y
such that (w′, y) ∈ (R2 ∩ (W2 ×X ′))+ such that (x, y) ∈ Z, and vice versa.

We can now derive our previous results for this specific setting. In this section we
use ‘modal equivalence’ meaning with respect to the language containing only the
usual propositional connectives and the relativized common knowledge operator.

5.6.3. Theorem. Given two Kripke models M1 and M2, if (w,w′) ∈ Z ⊆
W1 ×W2, where Z is a RCK-bisimulation, then w and w′ are modally equivalent.
On finite models, if w and w′ are modally equivalent then they are RCK-bisimilar.

The closure under unions also follows. As for composition, note that the
notion of relevant worlds for w, indicated with Ww, starts to play a significant
part, limiting the scope of our general results. Putting together the definitions
Ww =

⋃
Y⊆W f(w, Y ) and f(w,X) := {v|(w, v) ∈ (R∩ (W ×X))+}, Ww becomes

the set of all the worlds reachable from w via an R-path (just substitute W for
X in the definition of f(w,X)). Formally, Ww = {v|(w, v) ∈ R+}. We can then
characterize the grounded Kripke models.

5.6.4. Proposition. A Kripke model M is grounded iff, for every w, x ∈ W , if
(w, x) ∈ R+ then there is an agent a such that (w, x) ∈ Ra.

Proof:
Let M be grounded. By Lemma 5.3.12 if x ∈ Ww = {v|(w, v) ∈ R+} then
f(w, {x}) = {v|(w, v) ∈ (R ∩ (W × {x}))+} 6= ∅. This entails that there is an
edge (w, x) ∈ R, thus there must be an agent a such that (w, x) ∈ Ra.

For the other direction, let X ⊆ W and w ∈ W and suppose X ∩Ww 6= ∅.
Then there is x ∈ X such that (w, x) ∈ R+. By our assumption on the model
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we know there is an agent a such that (w, x) ∈ Ra. This is enough to conclude
(w, x) ∈ R and thus x ∈ f(w,X) = {v|(w, v) ∈ (R ∩ (W × X))+}, therefore
f(w,X) 6= ∅. 2

In this context, a bisimulation Z ⊆ W1 ×W2 is diffuse if, for every x ∈ W1,
there are w ∈ W1 and w′ ∈ W2 such that (w,w′) ∈ Z and x can be reached from
w via an R-path (and vice versa).

5.6.5. Proposition. On grounded Kripke models, diffuse bisimulations are closed
under relational composition.

5.7 Generalization to multi-agent models

We have seen how our framework covers different conditional modalities, even
when the same operator is interpreted on different semantics. Now we address the
question: can we extend the analysis of Section 5.4 to cover the multi-agent case?
Given a set of agents A, consider the language

ϕ ::= p | ¬ϕ |ψ ∧ ϕ |ψ  a ϕ

where a will denote the modality for agent a. This leads to an easy generalization
of conditional models.

5.7.1. Definition. With the name multi-agent conditional model we indicate
a tuple M = 〈W,A, {fa}a∈A, V 〉 with W a non-empty set of worlds, A a set of
agents, V : W → ℘(At) a valuation function and for each agent a ∈ A a selection
function fa satisfying the conditions listed in Definition 5.3.1.

The set of agents is nothing more than a set of labels for different selection
functions, co-existing in the same models but essentially independent from each
other. Instead of different agents, different labels could indicate different operators
expressing distinct features of the models, depending on the interpretation. The
semantics clause for the conditional modalities becomes:

M, w � ψ  a ϕ iff fa(w, JψKM) ⊆ JϕKM

for every a ∈ A. The bisimulation can also be relativized in the same fashion.

5.7.2. Definition. [Multi-agent Conditional Bisimulation] Given two multi-
agent conditional models M1 and M2 based on the same set of agents, a multi-
agent conditional bisimulation is a non-empty relation Z ⊆ W1 ×W2 such that if
(w,w′) ∈ Z then

• V (w) = V (w′),
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• for all X ⊆ W1 and X ′ ⊆ W2 such that Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X we have
that, for every a ∈ A, for every x ∈ f 1

a (w,X) there exists a y ∈ f 2
a (w′, X ′)

(where f 2’s are the selection functions inM2) such that (x, y) ∈ Z, and vice
versa.

The proofs of the following results are a straightforward generalization of the
proofs of the analogous single-agent statements.

5.7.3. Theorem. Given two multi-agent conditional models M1 and M2, if
(w,w′) ∈ Z ⊆ W1 ×W2, where Z is a multi-agent conditional bisimulation, then
w and w′ are modally equivalent with respect to the logic of conditionals. On
finite multi-agent conditional models, if w and w′ are modally equivalent then
(w,w′) ∈ Z ⊆ W1 ×W2, where Z is a multi-agent conditional bisimulation.

5.7.4. Proposition. Multi-agent conditional bisimulations are closed under ar-
bitrary unions.

The definitions of grounded models and diffuse bisimulation have to be gener-
alized accordingly.

5.7.5. Definition. Define Ww
a =

⋃
Y⊆W fa(w, Y ). A multi-agent conditional

model is grounded if, for any X ⊆ W and a ∈ A, X∩Ww
a 6= ∅ entails fa(w,X) 6= ∅.

5.7.6. Definition. A multi-agent conditional bisimulation Z ⊆ W1 × W2 is
diffuse if for every x ∈ W1 there are a ∈ A, w ∈ W1 and w′ ∈ W2 such that
(w,w′) ∈ Z and x ∈ Ww

1,a, and vice versa.

5.7.7. Proposition. Restricted to any class of multi-agent grounded models, the
notion of multi-agent diffuse conditional bisimulation is closed under relational
composition.

5.7.1 Multi-agent plausibility models

We now turn to our fourth and last example, meant to display how the general
definitions unfold in the multi-agent case. Our structure of choice is multi-agent
plausibility models, a popular device used to model the knowledge and beliefs of
different agents [20].

5.7.8. Definition. A multi-agent plausibility model is a tupleM = 〈W,A, {6a,w
,∼a}a∈A,w∈W , V 〉 with W a non-empty set of worlds, {6a,w}a∈A,w∈W a family of
reflexive and transitive relations 6a,w⊆ W ×W indexed by agents and worlds,
{∼a}a∈A a family of “epistemic” equivalence relations ∼a⊆ W ×W satisfying
6a,w⊆∼a for every w, and V : W → ℘(At) a valuation function. A multi-
agent plausibility model is well-founded if each relation 6a,w is well-founded, i.e.
∀X ⊆ W (X 6= ∅ ⇒Min6a,wX 6= ∅), where Min6a,wX is the set of 6a,w-minimal
elements of X. For every w ∈ W we write [w]∼a := {v ∈ W |w ∼a v} for the
associated equivalence class.
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The semantics of the multi-agent belief and conditional belief operators on
(well-founded) multi-agent plausibility models is given by:

• M, w � Baϕ iff for all v ∈Min6a,w([w]∼a) we have M, v � ϕ

• M, w � Bψ
a ϕ iff for all v ∈Min6a,w(JψK ∩ [w]∼a) we have M, v � ϕ

5.7.9. Proposition. Well-founded multi-agent plausibility models are multi-
agent conditional models, where fa(w,X) = Min6a,w(X ∩ [w]∼a).

Proof:
We want to ascertain that the newly defined fa fulfills the prerequisites of selection
functions in Definition 5.3.1. The first condition is again given by definition.
For the second one, suppose X ⊆ Y , Min6a,w(Y ∩ [w]∼a) ⊆ X and consider
a generic element x′ in Min6a,w(Y ∩ [w]∼a). Clearly from X ⊆ Y we have
X ∩ [w]∼a ⊆ Y ∩ [w]∼a . Since x′ ∈ X and there is no element below x′ in
Y ∩ [w]∼a , a fortiori there is no element below it in the subset X ∩ [w]∼a , hence
x′ ∈Min6a,w(X ∩ [w]∼a). For the other inclusion take x′ ∈Min6a,w(X ∩ [w]∼a):
we show x′ is also minimal within Y ∩ [w]∼a . By contradiction suppose this is
not the case: then there is z ∈ Y ∩ [w]∼a such that z <a,w x′. Since 6a,w is
well-founded, there must be a minimal element z′ ∈Min6a,w(Y ∩ [w]∼a) such that
z′ 6a,w z; but by assumption Min6a,w(Y ∩ [w]∼a) ⊆ X, hence z′ ∈ X. This gives
us a z′ ∈ X ∩ [w]∼a such that z′ <a,w x

′, contradicting the fact that x′ is minimal
in X ∩ [w]∼a . 2

Now that this step is secured, we can apply the general definition of multi-agent
CB-bisimulation:

5.7.10. Definition. Given two multi-agent plausibility models M1 and M2, a
multi-agent plausibility CB-bisimulation is a non-empty relation Z ⊆ W1 ×W2

such that if (w,w′) ∈ Z then

• V (w) = V (w′),

• for all X ⊆ W1 and X ′ ⊆ W2 such that Z[X] ⊆ X ′ and Z−1[X ′] ⊆ X
we have, for all a, that for every x ∈ Min6a,w(X ∩ [w]∼a) there exists a
y ∈ Min6′

a,w′
(X ′ ∩ [w′]∼′a) such that (x, y) ∈ Z, and vice versa (where

6′a,w′ ,∼′a are the relations associated to a in M2).

Therefore all our results on the correspondence between bisimilarity and modal
equivalence and closure under union do carry over to this setting. For closure
under composition, notice that now Ww

a =
⋃
Y⊆W Min6a,w(Y ∩ [w]∼a) = [w]∼a

(just replace all the singletons for Y ).

5.7.11. Proposition. Well-founded multi-agent plausibility models are grounded.
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Proof:
Let X∩Ww

a 6= ∅; then X∩[w]∼a 6= ∅. Since each relation6a,w is well founded, there
are be minimal elements in X∩ [w]∼a , thus fa(w,X) = Min6a,w(X∩ [w]∼a) 6= ∅. 2

In this setting a multi-agent plausibility CB-bisimulation Z ⊆ W1 ×W2 is
diffuse if, for every x ∈ W1, there are w ∈ W1 and w′ ∈ W2 such that (w,w′) ∈ Z
and x is in the information cell [w]∼a (and vice versa).

5.7.12. Proposition. On well-founded multi-agent plausibility models, diffuse
multi-agent plausibility CB-bisimulation are closed under relational composition.

5.8 Related work

A different notion of bisimulation for conditional belief on multi-agent plausibility
models was recently introduced in [10]. The authors prove the correspondence
between bisimilarity and modal equivalence, respectively for the languages contain-
ing conditional belief and knowledge, safe belief and knowledge, degrees of belief
and knowledge. But that analysis is confined to doxastic logic. Our approach has
the following two distinctive features. First, the bisimulation for conditional belief
stems from a general analysis of conditional modalities and it is not tailored to a
specific application. This generality has the pleasant consequence that the key
notions and proofs are relatively simple and transparent. Second, the notion of
bisimulation for conditional belief offered here is modular, in the sense that it
can be merged with other conditions when we consider languages with additional
operators. In contrast, some results in [10] depend crucially on the existence of
the knowledge operator.10

A notion of bisimulation containing a quantification over subsets has been
proposed originally in [76], adapted in [51] to epistemic lottery models and later
again reshaped to work in the context of epistemic neighborhood models in [50].
Such bisimulations were introduced to deal with probabilities and weights, not
conditional modalities. The main difference with the present approach lies in
the structure of the quantification. In our case the zig and zag conditions both
share the same preconditions, a universal quantification over pairs of subsets
satisfying certain prerequisites. In the aforementioned papers each direction has a
∀∃ quantification, stating that for each subset in the first model (usually within
the current information cell) there exists a subset in the second model fulfilling
certain properties.

Finally, we touch on the connection with the standard Hennessy-Milner result.
Such result holds for an un-conditional modality, namely the box operator on
Kripke models. For un-conditional modalities the proof of ‘modal equivalence

10Conversely, the undefinability result of Proposition 5.4.10 does not hold if we take knowledge
into account, that is, we restrict the scope of belief to the current information cell.
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entails bisimilarity’ simplifies considerably: it carries through with the usual
technique just by assuming the finiteness of f(w,X) for all w. When f(w,X) =
{v|wRv}, where R is the relation of the Kripke model, we obtain a conditional
model for the box operator; in this circumstance the finiteness of f(w,X) for all
w corresponds to the condition known as ‘finitely branching’.

5.9 Conclusions

In this chapter we proposed a general notion of bisimulation for conditional
modalities interpreted on selection functions and proved some general results
including a Hennessy-Milner theorem. This framework was applied to a series of
examples. We showed how to derive a solid notion of bisimulation for conditional
belief on both plausibility and evidence models. We exploited these notions to
obtain some new undefinability results. A similar analysis was applied to the
operator of relativized common knowledge. Finally, we described how to bring
the whole approach into the realm of multi-agent models, generalizing the main
framework and discussing its application to multi-agent plausibility models.

The attention towards such bisimulations and their closure under relational
composition arose from the interest in seeing these classes of models as categories
in which the bisimulations play the role of arrows. The desideratum of closure
under composition is also aligned with the usual requirement of having a relation
of bisimilarity that is an equivalence relation. This categorical perspective is
further developed in the next chapter, where we investigate its bearing on other
themes such as the existence of reduction laws for dynamic operators.

Along these lines, a further direction of research concerns the extension of
our findings on the closure under relational composition. Our results could
be strengthened on specific examples, where the selection functions may enjoy
additional properties (e.g., the selection function for relativized common knowledge
is fully monotonic). At the general level, one may want to characterize exactly
those notions of bisimulations that are closed under relational compositions, for
suitably large classes of models and operators.

A second open question regards infinite models: does modal equivalence
entail bisimilarity on some natural class of infinite conditional models? We may
furthermore ask how many ‘classical’ results of the model theory for basic modal
logic we can obtain in the setting of conditional modalities. One natural example
would be a version of the van Benthem characterization theorem.





Chapter 6

Tracking

6.1 Introduction

In this chapter we continue to study models of modal languages from a categorical
standpoint, focusing on the case-study of plausibility and evidence models. We
first explain how these classes of models can be arranged into different categories
by means of different choices of bisimulations. Since notions of bisimulations are
linked to certain modal languages, we can think of picking a notion of bisimulation
as if selecting a language ‘through which’ we look at the models.

Regarding a class of models as a category whose arrows are bisimulations
allows us to recast some known concepts and problems in categorical terms. An
important notion in Modal Logic is that of update, namely a model-changing
operation that occurs after the model is fed with new information. Requiring an
update to be functorial, for these particular categories of models, means to ask
(among other things) whether bisimilar models are mapped to bisimilar models.
This suggests a link between functoriality of an update and the existence of
reduction laws for the associated dynamic operator.

Another theme is the relationship between classes of models. A mapping be-
tween two different classes of models can have different properties when the classes
are regarded as categories. For some choices of languages (read: bisimulations)
such mapping will not be functorial, while for other languages the mapping will
turn out to give a categorical equivalence.

Finally, the combination of these issues is composed in the problem known as
tracking. We say that an update U ′ at the level of evidence models is ‘tracked’ by
another update U at the level of plausibility models if updating an evidence model
M with U ′ and then turning it into a plausibility model is the same as taking the
plausibility model corresponding to M and then applying U . This matching of
information dynamics highlights the possibility to reduce an update on a complex
structure to an update on a simpler structure. When tracking occurs we are able
to transfer results from the updates on the simpler setting to the updates on the
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richer setting. The main result in this chapter is a characterization of the trackable
updates in the class of “simple” updates (to be defined later): for the updates
that fit the description we provide a procedure to construct the corresponding
update on plausibility models; for the updates that do not meet the requirements
we describe how to build a counterexample to tracking.

As for the internal organization of the chapter, in Section 6.2 we describe how
to arrange evidence and plausibility models into categories. Section 6.3 discusses
the opportunity of regarding updates as endofunctors and considers a few examples
on both plausibility and evidence models. Section 6.4 expands on the connection
between the categories of plausibility models and evidence models. Finally, Section
6.5 introduces the concept of tracking, reviews some existing results and links
them to the observations of the previous sections. The last result of the chapter
is a characterization of the trackable updates in the class of simple updates. We
conclude in Section 6.7.

6.2 Plausibility models and evidence models as

categories

We begin our analysis from plausibility models, introduced in the previous chapter.
For the present chapter we will only be interested in uniform plausibility models,
namely plausibility models where the relation 6w is the same for all worlds w; we
will thus drop the subscript and just write 6. Since we are interested in exploring
the effects of different notions of bisimulations, we consider an array of different
languages from the onset.

6.2.1 The categories of plausibility models

We consider different operators to express the features of plausibility models:

(1) belief Bϕ;

(2) conditional belief Bψϕ;

(3) plausibility modality [6]ϕ;

(4) global modality Aϕ.

For ∅ 6= K ⊆ {B,Bψ, [6], A}, call LK the propositional language enriched with
the operators contained in K.

The aforementioned operators adhere to the following satisfaction clauses:

(1) M, w � Bϕ iff for all v ∈Min(W ) we have M, v � ϕ.

(2) M, w � Bψϕ iff for all v ∈Min(JψK) we have M, v � ϕ.
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(3) M, w � [6]ϕ iff for all v if v 6 w then M, v � ϕ.

(4) M, w � Aϕ iff for all v ∈ W M, v � ϕ.

The operator Bϕ is a special case of Bψϕ when ψ = >. To these different
languages correspond different notions of bisimulation for plausibility models. We
match the condition with the same number of the operator associated to it.

6.2.1. Definition. Given two plausibility models M1 and M2, a plausibility
bisimulationK , with ∅ 6= K ⊆ {B,Bψ, [6], A}, is a non-empty relation Z ⊆
W1 ×W2 such that if (w,w′) ∈ Z then p ∈ V (w) iff p ∈ V (w′), and in addition
satisfying one or more of the following properties, depending on the operators in
K. If (w,w′) ∈ Z:

(1) For every x ∈ MinW1 there is y ∈ MinW2 such that (x, y) ∈ Z, and vice
versa.

(2) If two sets X ⊆ W1 and X ′ ⊆ W2 satisfy the following properties

• Z[X] ⊆ X ′,

• Z−1[X ′] ⊆ X

then for every x ∈ MinX there exists a y ∈ MinX ′ such that (x, y) ∈ Z,
and vice versa.

(3) If (w,w′) ∈ Z then for every v 6 w there is v′ ∈ W2 such that v′ 6 w′ and
(v, v′) ∈ Z, and vice versa.

(4) The relation Z must be total: for every x ∈ W1 there is y ∈ W2 such that
(x, y) ∈ Z, and vice versa.

Thus, for example, if we are considering a bisimulation satisfying the first and third
conditions we write plausibility bisimulationB,[6]. We use the same superscripts to
label the notion of plausibility bisimilarity.

Note that condition 2 entails condition 1 and 4; the latter is a consequence of
Lemmas 5.3.15 and 5.4.8 from the previous chapter.

6.2.2. Theorem (Bisimilarity matches modal equivalence). Given two
plausibility models M1 and M2 and ∅ 6= K ⊆ {B,Bψ, [6], A}, if (w,w′) ∈ Z ⊆
W1 ×W2, where Z is a plausibility bisimulationK, then w and w′ are modally
equivalent with respect to the language LK.

On finite models, if w and w′ are modally equivalent with respect to the language
LK then (w,w′) ∈ Z ⊆ W1 × W2 for some relation Z which is a plausibility
bisimulationK.
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Proof:
The first part of the claim is proved as usual with an induction on the complexity
of the formula, where each of the conditions from 1 to 5 takes care of the operator
with the corresponding number.

The second part is proved with the standard technique: assuming two states
are modally equivalent with respect to the operator i ∈ {B,Bψ, [6], A}, we show
that the relation of modal equivalence is a plausibility bisimulation satisfying
condition corresponding to i.

Be begin from standard belief. For a contradiction, assume that the relation of
modal equivalence violates condition 1 of Definition 6.2.1: suppose there is a mini-
mal world x in the first model that is not modally equivalent to any y ∈MinW2.
Since there are finitely many worlds we can enumerate such y’s with a finite set
I, thus we know there must be finitely many formulas ψi that are false at x and
are true at some yi. The formula B

∨
i∈I ψi is then true at w′ and false at w,

delivering a contradiction. The claim for conditional belief was proven in the
previous chapter in Theorem 6.2.2. The argument for the plausibility modality is
just the usual Hennessy-Milner argument (finite models are image-finite). For the
universal modality we have a similar argument: if condition 4 fails then there is a
world x ∈ W1 that is not related to any world y ∈ W2. Since the y’s are finitely
many, we can again construct

∨
i ψi such that w � ¬A

∨
i ψi and w′ � A

∨
i ψi,

obtaining a contradiction. 2

We now arrange the class of plausibility models into a category, using bisimula-
tions as arrows. By choosing a subset of conditions ∅ 6= K ⊆ {B,Bψ, [6], A}, we
have at our disposal 24− 1 = 15 different kinds of bisimulations and thus virtually
15 different categories.

First we check that these relations fulfill the basic requirements for a category.
The notion of composition we use is relational composition. It is straightforward
to check that the identity relation fulfills conditions 1 to 4 and can therefore act
as the identity arrow in each of such categories.

6.2.3. Proposition. For any ∅ 6= K ⊆ {B,Bψ, [6], A}, the evidence bisimulationK

is closed under relational composition.

Proof:
Rather straightforward check for all conditions beside 2, for which the claim was
proven in the previous chapter in Proposition 5.4.9. 2

6.2.4. Definition. Call PMK the category having as objects plausibility models
and as arrows plausibility bisimulationsK , where ∅ 6= K ⊆ {B,Bψ, [6], A}.

We think of the category PMK as the collection of evidence models looked through
the modal language enriched with the operators in K.



6.2. Plausibility models and evidence models as categories 141

6.2.2 The category of evidence models

We now turn our attention to evidence models, also introduced in the previous
chapter. Again we only consider uniform evidence models, in which the collection
of available evidence is the same for all worlds w; we will thus drop the notation
E(w) and write E to denote the collection of evidence sets in a model. In order to
express different features of evidence models we consider the following operators:

(1) belief Bϕ;

(2) conditional belief Bψϕ;

(3) evidence modality 2ϕ;

(4) global modality Aϕ;

(5) instantial neighborhood modality 2(Ψ, ϕ).

where Ψ in the last operator is a finite set of formulas {ψ1, . . . , ψn}. For ∅ 6=
N ⊆ {B,Bψ,2, A,2(Ψ)}, call LN the propositional language enriched with the
operators in N .

The satisfaction relation for these operators is defined as follows. We refer to
Definition 5.5.2 in the previous chapter for the details on scenarios:

(1) M, w � Bϕ iff for every w-scenario X we have M, v � ϕ for all v ∈
⋂
X .

(2) M, w � Bψϕ iff every w-JψK-scenario X we haveM, v � ϕ for all v ∈
⋂
X JψK.

(3) M, w � 2ϕ iff there exists X ∈ E and for all v ∈ X we have M, v � ϕ.

(4) M, w � Aϕ iff for all v ∈ W M, v � ϕ.

(5) M, w � 2(Ψ, ϕ) iff there exists X ∈ E such that: for all ψi ∈ Ψ there exist
vi ∈ X satisfying M, vi � ψi ; for all v ∈ X M, v � ϕ.

To these different languages correspond different notions of bisimulation for
evidence models. Again we match the condition with the same number of the
operator associated to it.

6.2.5. Definition. [From [29] and [27]] Given two evidence modelsM1 andM2,
an evidence bisimulationN is a non-empty relation Z ⊆ W1 ×W2 such that if
(w,w′) ∈ Z then p ∈ V (w) iff p ∈ V (w′), and in addition satisfying one or more of
the following properties, depending on the operators in N . Suppose (w,w′) ∈ Z:

(1) For every w-scenario X and x ∈
⋂
X there is a w′-scenario Y and y ∈

⋂
Y

such that (x, y) ∈ Z, and vice versa.

(2) If two sets X ⊆ W1 and X ′ ⊆ W2 satisfy the following properties
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• Z[X] ⊆ X ′,

• Z−1[X ′] ⊆ X

then for every w-X-scenario X and x ∈
⋂
XX there is a w′-X ′-scenario Y

and y ∈
⋂
YX′ such that (x, y) ∈ Z, and vice versa.

(3) For every X ∈ E there is Y ∈ E ′ such that for all y ∈ Y there is x ∈ X such
that (x, y) ∈ Z, and vice versa.

(4) The relation Z must be total.

(5) For every X ∈ E there is Y ∈ E ′ such that

• for all y ∈ Y there is x ∈ X such that (x, y) ∈ Z
• for all x ∈ X there is y ∈ Y such that (x, y) ∈ Z

and vice versa switching w and w′ in the precondition.

we indicate the properties satisfied by a bisimulation with a superscript, e.g.
writing evidence bisimulationB,2,A. We use the same superscripts to label the
different notions of evidence bisimilarity.

Note that:

• condition 5 entails condition 4, since W1 ∈ E and W2 ∈ E ′;

• condition 5 entails condition 3, since the consequent of the former entails
the consequent of the latter;

• condition 2 entails condition 1, because the pair W1 and W2 fulfills the
precondition of 2;

• condition 2 entails condition 4, because of Lemmas 5.3.15 and 5.5.11 in the
previous chapter.

6.2.6. Theorem (Bisimilarity matches modal equivalence). Given two
evidence models M1 and M2 and ∅ 6= N ⊆ {B,Bψ,2, A,2(Ψ)}, if (w,w′) ∈
Z ⊆ W1 ×W2, where Z is an evidence bisimulationN , then w and w′ are modally
equivalent with respect to the language LN .

On finite evidence models, if w and w′ are modally equivalent with respect to the
language LN then (w,w′) ∈ Z ⊆ W1 ×W2, where Z is an evidence bisimulationN .

Proof:
The first part of the theorem is proved modularly via an induction on the structure
of the formula, where each of the conditions from 1 to 5 ensures the satisfaction
of the corresponding operator.
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For the second claim, assuming two states are modally equivalent with respect
to the operator i ∈ {B,Bψ,2, A,2(Ψ)}, we show that the relation of modal
equivalence is a bisimulation satisfying the condition for operator i.

For standard belief the argument runs as usual. For a contradiction, suppose
there is a w-scenario X and x ∈

⋂
X such that, for any w′-scenario Y, x is not

modally equivalent to any y ∈ Y. Since there are finitely many worlds we can
enumerate such y’s with a finite set I, thus we know there must be finitely many
formulas ψi that are false at x and are true at some yi. The formula B

∨
i∈I ψi is

then true at w′ and false at w, delivering the contradiction we were after. The
claim for conditional belief was proven in the previous chapter.

Suppose now that modal equivalence does not satisfy condition 3 (corresponding
to 2): then there is X ∈ E such that for every Y ∈ E ′ there exists y ∈ Y such
that for all x ∈ X we have x and y not modally equivalent. Since the carriers are
finite, there can be only finitely many Y ’s and only finitely many such y’s and
x’s in X. Enumerate the elements of X by x1, . . . , xn and enumerate all the y’s
with the aforementioned property with y1, . . . , ym. For each index (i, j) ∈ N ×M
(where N = {1, . . . , n} and M = {1, . . . ,m}), since (xi, yj) 6∈ Z, we get a formula
ψi,j such that xi � ψi,j and yj 6� ψi,j. We can now check that w � 2

∨
i

∧
j ψi,j:

there is an evidence set X such that for every element x ∈ X there is an i such
that x � ψi,j for all j’s. But w′ 6� 2

∨
i

∧
j ψi,j because for every Y there is a yj′

such that for every disjunct
∧
j ψi,j the formula ψi,j′ is false at yj′ : contradiction.

For condition 4 (operator A) we have an argument similar to that in the proof
of Theorem 6.2.2. For the case of 2(Ψ, ϕ) see [27]. 2

We want to arrange the class of evidence models into a category, using bisim-
ulations as arrows.The preliminary step in this direction is to check that these
relations fulfill the basic requirements for a category. The notion of composition
is again relational composition. It is straightforward to ascertain that the identity
relation fulfills conditions 1 to 5 and can therefore act as the identity arrow in
each of such categories.

6.2.7. Proposition. For any ∅ 6= N ⊆ {B,Bψ,2, A,2(Ψ)}, the evidence
bisimulationN is closed under relational composition.

Proof:
We prove the statement separately for each condition. For the rest of the proof
suppose M1, M2 and M3 are three evidence models such that the first two are
linked by a relation Z1 and the latter two are connected by a relation Z2. Assume
moreover that (w,w′′) ∈ Z1;Z2 and hence there must be w′ such that (w,w′) ∈ Z1

and (w′, w′′) ∈ Z2.
Suppose Z1 and Z2 satisfy condition 1. Given a w-scenario X and x ∈

⋂
X in

M1 we receive, by the property of Z1, a w′-scenario X ′ and y ∈
⋂
X ′ such that

(x, y) ∈ Z1. From X ′ and y, using the property of Z2, we receive a w′′-scenario
X ′′ and z ∈

⋂
X ′′ such that (y, z) ∈ Z2. Thus (x, z) ∈ Z1;Z2, as desired.
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The closure of property 2 was proved in the previous chapter in Proposition
5.5.12. As for property 3 (operator 2), suppose X ∈ E . By Z1 satisfying the
same property, we get X ′ ∈ E ′ such that for all y ∈ X ′ there is x ∈ X such that
(x, y) ∈ Z1. Using the property for Z2 we obtain X ′′ ∈ E ′′ such that for all z ∈ X ′′
there is y ∈ X ′ such that (y, z) ∈ Z2. Thus for all z ∈ X ′′ there is x ∈ X such
that (x, z) ∈ Z1;Z2.

The closure of property 4 (operator A) is straightforward. The claim for
property 5 is proven along the same lines as for property 3. 2

6.2.8. Definition. Call EMN the category having as objects evidence models
and as arrows evidence bisimulationsN , where ∅ 6= N ⊆ {B,Bψ,2, A,2(Ψ)}.

As for plausibility models, we think of the category EMN as the collection of
evidence models looked through the lenses of the modal language enriched with
the operators in N .

6.3 Dynamic updates

Given a class of models M that represent some epistemic or doxastic features of an
agent - such as the class of plausibility models or other kinds of models presented
in the previous chapter - one may want to investigate what happens to such
models when the agent is presented with new information. The transformation of
the models is formalized via what is known as an ‘update’, namely a procedure to
construct a new model in light of the new piece of information, typically encoded
in a formula of a language L. An update is a therefore a function U : L×M→M,
combining a model with new data and constructing a new model. We assume
updates do not increase the size of the models.

One can encode the effect of an update U into an operator, usually called
‘dynamic’ to highlight its association with a model-changing operation (see e.g. [19]).
For every two formulas ϕ, ψ ∈ L the satisfaction relation of the dynamic operator
[U(ϕ)] is schematically defined as

M, w � [U(ϕ)]ψ iff condition(M, w, ϕ) entails U(ϕ)(M), w � ψ

where U(ϕ)(M) is the updated model and condition is a precondition involving
M, w and ϕ.

We have seen that, insofar as plausibility and evidence models are concerned,
such classes of models can be arranged into categories. With this observation in
place then it is natural to wonder whether the functions U(ϕ) : M →M, with
ϕ ∈ L, also qualify as (endo)functors. In other words, a categorical perspective
raises the question: how do updates behave with respect to bisimulations?
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As far as multi-agent Kripke models are concerned, an answer to this question
can be traced back at least to [19] and [15]. These authors were interested in
updates that preserve bisimulations, where bisimulation-preservation was defined
in terms of so-called ‘transition relations’ connecting a model to its updated
version. Bisimulation-preservation, which was taken to be the defining feature of
an update by these authors, entails functoriality (see [15]). While the notion of
bisimulation in these papers is fixed - it is the standard Aczel-Mendler notion,
here presented as condition 3 on plausibility bisimulations - we are interested in
studying how different kinds of bisimulations interact with different updates.

Interestingly, for several known updates we witness a failure of functoriality;
this in turn has repercussions on the definability of the associated dynamic
operators. Some updates may fail to be functorial because of how one defines their
action on arrows. However, the effect of some updates can be much more radical.

6.3.1. Definition. An update U breaks bisimilarity if there are models M1 and
M2 linked by a bisimulation Z and there are two worlds w and w′ such that

• (w,w′) ∈ Z,

• (w,w′) ∈ U(W1)× U(W2),

• condition(M1, w, ϕ) and condition(M2, w
′, ϕ) both hold

but the respective updated models cannot have any bisimulation between them.

In other words, U breaks bisimilarity when there are two bisimilar points that
survive the updates but cannot be bisimilar in the updated models.1 When this
happens to an update, regardless of how we define its action on arrows, the update
can never be functorial on the given category of models. We can exploit this
observation to show that a certain dynamic operator cannot be reduced to the
static language.

6.3.2. Proposition. Consider a category of models M where the arrows are
the bisimulations for a language L, in the sense that bisimilarity corresponds to
modal equivalence on finite models. Suppose an update U(ϕ) : M→M breaks the
bisimilarity between two finite models M1 and M2 connected by a bisimulation Z.
Then there can be no reduction laws to express the associated dynamic modality in
terms of the static language L.

Proof:
If U(ϕ) breaks bisimilarity on finite models then there is a bisimulation Z between
two finite models M1 and M2 such that (w,w′) ∈ Z and moreover there can be
no bisimulation between the updated models U(ϕ)(M1) and U(ϕ)(M2). Since

1This definition can be understood as the opposite of bisimulation-preservation in [19].
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U(ϕ)(M1) and U(ϕ)(M2) remain finite, by the correspondence between bisimu-
lation and modal equivalence if no pair of worlds from U(ϕ)(M1) and U(ϕ)(M2)
are bisimilar then we can construct a formula ψ ∈ L that is true at every world in
one model and false at every world in the second model.

Now suppose there were reduction laws. Then we would be able to express the
formula [U(ϕ)]ψ as a formula α ∈ L. Because of the bisimulation Z, α will have
the same truth value in worlds that are related by Z. Now observe that M1, w � α,
since by assumption condition(M1, w, ϕ) holds and U(ϕ)(M1), w � ψ. On the
other hand M2, w

′ 6� α, because condition(M2, w
′, ϕ) holds but U(ϕ)(M2), w′ 6� ψ,

contradicting the fact that bisimilarity entails modal equivalence. 2

Following the blueprint of this observation we are able to exclude the existence
of reduction laws for a number of updates. In the next subsections we also
provide some functoriality results. To define the action of an update U on
bisimulations, qua arrows of the category, we take a uniform approach and define
U(ϕ)(Z) = Z ∩U(W1)×U(W2). We will say that an update is functorial if all its
components U(ϕ) are.

6.3.1 Updates on plausibility bisimulations

We turn our attention to the updates on plausibility models, checking whether they
can be made into functors on the category PMK . The answer will vary depending
on the subset ∅ 6= K ⊆ {B,Bψ, [6], A}, which indicates what kind of bisimulation
we are considering and thus which static language is in the background.

Public announcement

When an agent receives information from an extremely reliable source, e.g. from
direct observation, she may want to discard all the possible worlds that do not
conform with the new information. This kind of update is generally known as
public announcement.

6.3.3. Definition. [Public announcement, [106]] Given a formula ϕ ∈ LK , a
public announcement of ϕ is a construction of type ϕ! : PMK → PMK . For a
plausibility model M = 〈W,6, V 〉 the action on objects ϕ!(M) = Mϕ! is defined
as:

• Wϕ! = W ∩ JϕK

• V ϕ!(p) = V (p) ∩ JϕK

• 6ϕ! (w) =6 ∩JϕK× JϕK

Given a plausibility bisimulation Z ⊆M1×M2, define ϕ!(Z) = Z∩ JϕKM1× JϕKM2 .
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The dynamic operator associated to the public announcement of ϕ is commonly
denoted with [ϕ!] and its semantics is

M,w � [ϕ!]ψ iff M,w � ϕ entails Mϕ!, w � ψ

6.3.4. Lemma. Public announcement breaks plausibility bisimilarityK for K =
{B}, {B,A}, {B, [6]} and {B, [6], A}.

Proof:
Consider the two models depicted on the left- and right-hand side of the image
below and connected by a relation Z, where arrows stand for 6 and we omit
reflexive and transitive arrows.

a(p) 0(p)

1(p)

...

n(p)

...

b b′

Z

Z

Z

Z

On the left we have a model with two points, where b 6 a and only a satisfies
p. On the right we have a model with a copy of the natural numbers plus an
additional element b′ such that ∀nn + 1 6 n, ∀n b′ 6 n and b′ is the only point
not satisfying p. For every n we have (a, n) ∈ Z, while b′ is connected to b.

It is immediate to check that Z is a bisimulationB,[6],A: it is total, it satisfies
the ‘back and forth’ of condition 3 and it links together the minimal worlds. In
particular this means that Z is also a bisimulationK for for K = {B}, {B,A},
{B, [6]}. However, after announcing p! the minimal worlds b and b′ are removed.
Thus on the left we have a single point a and on the right we have an infinite
descending chain of natural numbers.2 These two models cannot be linked by a
bisimulation satisfying condition 1, because there is a minimal element on the left

2Clearly this counterexample does not work if we define plausibility models to be well-founded.
In that setting, condition 3 and 4 entail condition 1 on bisimulation and thus bisimilarityB,[6],A

is preserved; nevertheless, one can still find counterexamples to show that bisimilarity is broken
in the cases {B}, {B,A} and {B, [6]}.
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and no minimal elements on the right. Indeed the formula B ⊥ is now true in the
right-hand model and false in the left-hand one. 2

6.3.5. Proposition. On plausibility models, the operator of public announcement
cannot be reduced to any static language consisting of the propositional language
enriched with one of the following sets of operators

• plain belief,

• plain belief and universal modality,

• plain belief and plausibility modality,

• plain belief, universal modality and plausibility modality.

Proof:
Lemma 6.3.4 shows that public announcement breaks bisimilarity in all the afore-
mentioned cases. Even though the countermodels are not finite there is a formula,
namely B ⊥, which is true everywhere in one updated model and false everywhere
in the other updated model, therefore the proof of Proposition 6.3.2 still applies. 2

6.3.6. Proposition. The construction ϕ! : PMK → PMK is functorial for any
∅ 6= K ⊆ {B,Bψ, [6], A} different from {B}, {B, [6]}, {B,A} and {B, [6], A}.

Proof:
Clearly ϕ! sends identity relations to identity relations. Thanks to Theorem 6.2.2
it preserves relational composition: if three worlds are linked by two bisimulations
then they are pairwise bisimilar, thus either they all satisfy ϕ or they do not,
meaning that the ϕ! construction either removes them all or leaves them in the
models. This ensures that no pairs are removed from the composite relation; the
fact that no pairs are added is given by the definition in terms of intersection.

We furthermore need to check that the construction does not break bisimula-
tions, that is, if Z ⊆M1×M2 is a bisimulationK then ϕ!(Z) is still a bisimulationK

between the models ϕ!(M1) and ϕ!(M2). For each condition we only describe the
proof of one direction, the converse being proved symmetrically.

Suppose Z is a bisimulationB
ψ

and suppose (w,w′) ∈ ϕ!(Z). Given two subsets
X ⊆ Wϕ!

1 and X ′ ⊆ Wϕ!
2 satisfying the right precondition, consider x ∈MinX in

ϕ!(M1). Because bisimilarityB
ψ

entails modal equivalence as per Theorem 6.2.2,
the subsets X and X ′ still satisfy the precondition also in the original models M1

and M2 (otherwise we would have a ϕ-world bisimilar to a world not satisfying ϕ).
Furthermore, it is easy to see that every minimal element in X is also minimal
in the original model M1 (no worlds in X can be erased by the announcement
because X is selected after the update has taken place). Thus by condition 2 we
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receive a y ∈ MinX ′ such that (x, y) ∈ Z. Since x has survived the update we
know that x � ϕ, so by Theorem 6.2.2 y � ϕ too and therefore (x, y) ∈ ϕ!(Z).

The preservation of condition 3 (corresponding to [6]) is folklore, while the
preservation of the totality of the relation is immediate. The other claims follow
from what we just proved and the inter-dependencies between conditions. 2

Radical upgrade

When the source of the information ϕ is not infallible but still highly reliable, an
agent may rearrange the possible worlds in order to have the ϕ ones ranked as
more plausible than the ¬ϕ ones.

6.3.7. Definition. [Radical upgrade, [25]] Given a formula ϕ ∈ LK , a radical
upgrade of ϕ is a construction of type ⇑ ϕ : PMK → PMK .3 For a plausibility
model M = 〈W,6, V 〉 the action on objects ⇑ ϕ(M) = M⇑ϕ is defined as:

• W ⇑ϕ = W

• V ⇑ϕ(p) = V (p)

• 6⇑ϕ (w) = {(v, v′)|(v, v′) ∈6, v, v′ � ϕ} ∪ {(v, v′)|(v, v′) ∈6, v, v′ � ¬ϕ} ∪
{(v, v′)|v � ϕ, v′ � ¬ϕ}

Given a plausibility bisimulation Z ⊆M1 ×M2, define ⇑ ϕ(Z) = Z.

The dynamic operator associated to radical upgrade of ϕ is commonly denoted
with [⇑ ϕ] and its semantics is

M,w � [⇑ ϕ]ψ iff ⇑ ϕ(M), w � ψ

Note that condition here is equivalent to a tautology.

6.3.8. Lemma. Radical upgrade breaks bisimilarityK for K = {B}, {B,A},
{B, [6]} and {B, [6], A}.

Proof:
Consider the first pair of model depicted in Lemma 6.3.4. The bisimulation there
satisfies condition 1, 3 and 4, but after upgrading with ⇑ ¬p we have that B ⊥ is
true in one model and false in the other. 2

6.3.9. Lemma. Radical upgrade breaks bisimulation[6].

3This update is sometimes called ‘lexicographic upgrade’.
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Proof:
Consider the two models depicted in the image below and connected by a relation
Z, where we omit reflexive arrows.

1(t) 3(q)

2(p) 4(p)
Z

The bisimulation Z satisfies condition 3, corresponding to [6]. Updating with
a radical upgrade ⇑ ¬p, however, turns 1 and 3 into minimal worlds. The
worlds 2 and 4 were bisimilar before the update, but after the update there can be
no bisimulation[6] between them, since one satisfies 〈6〉t and the other does not. 2

6.3.10. Proposition. The operator of radical upgrade cannot be reduced to any
static language consisting of the propositional language enriched with one of the
following set of operators

• plain belief,

• plain belief and universal modality,

• plausibility modality,

• plain belief and plausibility modality,

• plain belief with both universal and plausibility modality.

Proof:
The previous two Lemmas trigger Proposition 6.3.2 for radical upgrade. 2

6.3.11. Proposition. The construction ⇑ ϕ : PMK → PMK is functorial for
any ∅ 6= K ⊆ {B,Bψ, [6], A} different from {B}, {[6]}, {B, [6]}, {B,A} and
{B, [6], A}.

Proof:
It takes a simple check to verify that the construction ⇑ ϕ sends identity relations
to identity relations and preserves relational composition. We now ascertain that
the construction preserves bisimulations.

Suppose Z is a bisimulationB
ψ

and suppose (w,w′) ∈⇑ ϕ(Z). Given two
subsets X ⊆ W ⇑ϕ

1 and X ′ ⊆ W ⇑ϕ
2 satisfying the right precondition, consider a

x ∈ MinX in ⇑ ϕ(M1). As nothing is changed in the bisimulation, the subsets
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X and X ′ still satisfy the precondition also in the original models M1 and M2.
The internal structure of the plausibility order within X and X ′, however, might
be different, since we have moved down all the ϕ-worlds. We can make a case
distinction: either x � ϕ or not. In the first case, consider the sets X ∩ JϕKM1 and
X ′ ∩ JϕKM2 . It is easy to see that they satisfy the precondition of condition 2,
thanks to Theorem 6.2.2. Moreover, x is minimal in the former set, because the
relative ranking of ϕ-worlds remains unchanged in the update, so by condition
2 we know there is y ∈MinX ′ ∩ JϕKM2 such that (x, y) ∈ Z. Since the ϕ-worlds
are pushed down in the plausibility ordering, if y was minimal in X ′ ∩ JϕKM2 in
the original model then it must be minimal in X ′ in the updated model, hence
y ∈MinX ′ and we obtain what required.

In the other case, if x � ¬ϕ then we can be sure that X contains no ϕ-worlds,
or otherwise these would be below x after the update. Since the relation is total,
bisimilarity entails modal equivalence and the sets X and X ′ are sent into each
other by the bisimulation we can conclude that also X ′ contains no ϕ-worlds.
Therefore we infer that the relative plausibility ordering within X and X ′ remained
unaltered after the update, hence in particular x was also minimal within X in
the original model. By condition 2 we receive y ∈ MinX ′ such that (x, y) ∈ Z.
Since X ′ remains untouched by the update, the condition is fulfilled.

The preservation of the totality of the relation is immediate. The only com-
binations left to prove is {[6], A}; we know condition 4 is always preserved so
we only need to check condition 3. Suppose Z is a bisimulation[6],A and suppose
(w,w′) ∈⇑ ϕ(Z). Assume moreover that there is v 6 w in the updated model.
Here we also need to make a case distinction. If both w and v satisfy ϕ (or ¬ϕ)
then we can directly apply condition 3 to obtain what we need. The only case left
is when v � ϕ and w � ¬ϕ (the fourth case is ruled out by the update). By the
totality of the relation we know that there must be v′ in the other model such
that (v, v′) ∈ Z, and by Theorem 6.2.2 we get that v′ � ϕ. But then we can be
sure that, by the action of the update, in the updated model we have v′ 6 w′

(because clearly w′ � ¬ϕ). The other claims follow from what we just proved and
the inter-dependencies between conditions. 2

Suggestion

The third an last update we consider on evidence models captures a situation in
which the information received by the agent is reliable enough for her to remove
the plausibility link from ¬ϕ to ϕ-worlds.

6.3.12. Definition. [Suggestion, [26] p.4] Given a formula ϕ ∈ LK , a suggestion
of ϕ is a construction of type #ϕ : PMK → PMK . For a plausibility model
M = 〈W,6, V 〉 the action on objects #ϕ(M) = M#ϕ is defined as:

• W#ϕ = W
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• V #ϕ(p) = V (p)

• 6#ϕ (w) =6 \{(v, v′) ∈6 |v � ¬ϕ, v′ � ϕ}

Given a plausibility bisimulation Z ⊆M1 ×M2, define #ϕ(Z) = Z.

The dynamic operator associated to the suggestion of ϕ is commonly denoted
with [#ϕ] and its semantics is

M,w � [#ϕ]ψ iff M#ϕ, w � ψ

Note that condition here is equivalent to a tautology.

6.3.13. Lemma. Suggestion breaks bisimilarityK for K = {B, [6]}.

Proof:
The counterexample is the same as in Lemma 6.3.9. The bisimulation there
satisfies condition 1 and 3, but after upgrading with #¬p we cut the link between
the two world on top and the lower world, in both models. This creates two new
minimal worlds that cannot be bisimilar: again B¬q is true in one model and
false in the other. 2

6.3.14. Lemma. Suggestion breaks bisimilarityK for all K ⊆ {B,Bψ, A} except
for K empty or K = {A}.

Proof:
Consider the two models depicted in the image below and connected by a relation
Z.

1(p) 3(p)

2 4

Z

Z

Z

It is straightforward to check that Z is a bisimulationB,B
ψ ,A between the models.

If both models are updated with #p then the first model remains unaltered while
in the second model we remove the edge 4 6 3.

This change cracks the symmetry between the two models: now 3 is the only
minimal world in the second model. But this means that the world 2 in the first
model is not connected by Z to any minimal world, violating condition 1. The
impossibility of a bisimulation between the two updated models is witnessed by
the fact that Bp is now true in the second model and false in the first. 2
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6.3.15. Proposition. The operator of suggestion cannot be reduced to any static
language consisting of the propositional language enriched with one of the following
sets of operators

• plain belief,

• plain belief and plausibility modality,

• conditional belief,

• plain belief and universal modality.

Proof:
The previous Lemma provides the counter-models that trigger Proposition 6.3.2
for this update. 2

6.3.16. Proposition. The construction #ϕ : PMK → PMK is functorial for
{Bψ, [6]} ⊆ K ⊆ {B,Bψ, [6], A}, K = {[6]} and {A}.

Proof:
The construction #ϕ sends identity relations to identity relations and preserves
relational composition. We check that the construction preserves bisimulations.

The preservation of the totality of the relation is immediate. For condition 3
(operator [6]), suppose (w,w′) ∈ #ϕ(Z) and v 6 w in #ϕ(M1). Then this was
also the case in the original model, as we have not added any link, thus there is
v′ 6 w′ such that (v, v′) ∈ Z. The latter link is not removed during the update,
since w′ and v′ satisfy the same formulas as w and v and (w,w′) ∈ #ϕ(Z).

Suppose Z is a bisimulationB
ψ ,[6] and suppose (w,w′) ∈ #ϕ(Z). Given two

subsets X ⊆ W ⇑ϕ
1 and X ′ ⊆ W ⇑ϕ

2 satisfying the right precondition, consider
x ∈MinX in #ϕ(M1). As nothing is changed in the bisimulation, the subsets X
and X ′ still satisfy the precondition also in the original models M1 and M2.

We can distinguish two cases: either x ∈ MinX also in the original model
or not. In the first case, by the property of the bisimulation, we can conclude
that there is y ∈ MinX ′ in M2 such that (x, y) ∈ Z. If y is not minimal in X ′

in the updated model this means that we have removed a link y 6 y′ for some y′

(breaking a tie), thus there is y′ < y such that y′ ∈ X ′, y′ � ϕ and y � ¬ϕ. But
then by condition 3 (which is preserved as we have seen) there must be x′ in the
first model such that x′ 6 x and (x′, y′) ∈ Z; by the precondition on X,X ′ we
must have x′ ∈ X. Since bisimulation preserves modal equivalence we must have
x′ � ϕ and x � ¬ϕ. But then the link x 6 x′, if it existed, has been removed so
now x′ < x and thus x is not minimal in X, contradiction. Hence y is minimal in
X ′ in the updated model.

For the second case, suppose x is not minimal in X in the original model.
Then this means that x became minimal after the update: with the update we
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have removed some links x′ 6 x for x′’s below x. This in turn means that x � ϕ
and x′ � ¬ϕ for all such x′’s. Consider X ∩ JϕK and X ′ ∩ JϕK, it is easy to see that
this pair also fulfills the prerequisites of condition 2 on bisimulations. The element
x is minimal in X ∩ JϕK, so by condition 2 there must be y that is minimal in
X ′ ∩ JϕK and such that (x, y) ∈ Z. If there is an element z below y in X ′ then z
must satisfy ¬ϕ and thus after the update the link z 6 y is removed. So after the
update y is minimal in X ′. The other claims follow from what we just proved and
the inter-dependencies between conditions. 2

6.3.2 Updates on evidence bisimulations

In this section we analyze some dynamic updates on evidence models and consider
to what extent they can be regarded as endofunctors on EMN . We will only focus
on the interesting cases, rather than giving a complete account.

Public announcement

The update known as public announcement can also be defined on evidence models.

6.3.17. Definition. [Public announcement, [29]] Given a formula ϕ ∈ LN , a
public announcement of ϕ is a construction of type ϕ! : EMN → EMN . For an
evidence model M = 〈W,E, V 〉 the action on objects ϕ!(M) = Mϕ! is defined as:

• Wϕ! = W ∩ JϕK

• V ϕ!(p) = V (p) ∩ JϕK

• Eϕ!(w) = {Y ∩ JϕK|Y ∩ JϕK 6= ∅, Y ∈ E(w)}

Given an evidence bisimulation Z ⊆M1×M2, define ϕ!(Z) = Z ∩ JϕKM1 × JϕKM2 .

The dynamic operator associated to public announcement of ϕ has the same
semantics as for plausibility models:

M,w � [ϕ!]ψ iff M,w � ϕ entails Mϕ!, w � ψ

6.3.18. Lemma. Public announcement breaks bisimilarityN for any N ⊆ {B,2, A}
beside the empty set and the singleton {A}.

Proof:
Consider the two models depicted in the image below and connected by the
bisimulationB,2,A Z.
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1(p) 4(p)

2(q) 5(q)

3(t) 6(t)

Z

Z

Z

The only evidence available in the model on the left, at all worlds, is {{1}, {1, 2},W1};
the only evidence available in the second model, at all worlds, is {{4}, {4, 6},W2}.
It is easy to check that Z is a bisimulationB,2,A between the models, thus in particu-
lar it is also a bisimulationB,A, a bisimulationB, a bisimulation2, a bisimulationB,2

and a bisimulation2,A. If both models undergo a public announcement of ¬p! then
the evidence sets will become just {{2},W1} and {{6},W2}. This means that the
resulting bisimulation does not satisfy condition 1 and 3. Indeed, the formula Bq
is now true in the first model and false in the second; likewise after the update we
can see that 2q is true in the first model but false in the second. 2

6.3.19. Proposition. On evidence models, the operator of public announcement
cannot be reduced to any static language consisting of the propositional language
enriched with one of the following set of operators

• plain belief,

• evidence modality,

• plain belief and universal modality,

• plain belief and evidence modality,

• plain belief together with both evidence modality and universal modality.

Proof:
The last Lemma provides the counter-models that triggers Proposition 6.3.2 for
public announcement. 2

6.3.20. Proposition. The construction ϕ! : EMN → EMN is functorial for
{Bψ,2(Ψ)} ⊆ N ⊆ {B,Bψ,2, A,2(Ψ)} or {Bψ} ⊆ N ⊆ {B,Bψ, A} or {2(Ψ)} ⊆
N ⊆ {2, A,2(Ψ)}.
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Proof:
Clearly ϕ! : EMN → EMN sends identity relations to identity relations. Thanks
to Theorem 6.2.6 it preserves relational composition: if three worlds are linked by
two bisimulations then they are pairwise bisimilar, thus either they all satisfy ϕ or
they do not, meaning that the ϕ! construction either removes them all or leaves
them in the models. This ensures that no pairs are removed from the composite
relation; the fact that no pairs are added is given by the definition in terms of
intersection.

We furthermore need to check that the construction preserves bisimulations,
that is, if Z ⊆ M1 ×M2 is a bisimulationN then ϕ!(Z) is still a bisimulationN

between the models ϕ!(M1) and ϕ!(M2). For each condition we only describe the
proof of one direction, the converse being proved symmetrically.

Suppose Z is a bisimulationB
ψ

and suppose (w,w′) ∈ ϕ!(Z). Given two subsets
X ⊆ Wϕ!

1 and X ′ ⊆ Wϕ!
2 satisfying the right precondition, consider a w-X-scenario

X in ϕ!(M1) and x ∈
⋂
XX . Because bisimilarityB

ψ
entails modal equivalence

as per Theorem 6.2.6, the subsets X and X ′ still satisfy the precondition also
in the extended models M1 and M2 (otherwise we would have a ϕ-world in the
bisimulation with a world not satisfying ϕ). Furthermore, it is easy to see that
every w-X-scenario X in ϕ!(M1) is the restriction of some w-X-scenario X ′ in M1.
Clearly x still belongs to x ∈

⋂
X ′X , hence by the property of the bisimulation

we obtain a w′-X ′-scenario Y ′ in M2 and y ∈ Y ′ such that (x, y) ∈ Z. Again
by Theorem 6.2.6 we know that if x satisfies ϕ then the same must hold for y,
so we can conclude (x, y) ∈ ϕ!(Z). Intersecting the evidence sets in Y ′ with the
extension of ϕ we obtain a w′-X ′-scenario Y in ϕ!(M2) such that y ∈

⋂
Y .

The fourth condition is rather immediate: removing all the worlds not sat-
isfying ϕ we still retain a total relation. As for the fifth condition, suppose
Z is a bisimulation2(Ψ). Consider X ∈ Eϕ!(w): by construction we know that
X = X ′ ∩ JϕKM1 for some X ′ ∈ E(w). The assumption (w,w′) ∈ ϕ!(Z) entails
(w,w′) ∈ Z, which in turn by the condition on bisimulation2(Ψ) entails that
there must be some Y ′ ∈ E ′(w′). By the property of Z can conclude that for
every y ∈ Y ′ there is x ∈ X ′ such that (x, y) ∈ (Z) and vice versa. Now take
Y = Y ′ ∩ JϕKM2 and y ∈ Y . By what we just stated there will be x ∈ X ′ such
that (x, y) ∈ (Z). By Theorem 6.2.6 we know that also x � ϕ, so x ∈ X. The
converse switching X and Y is proved analogously; the other direction switching
w and w′ likewise. The other claims follow from what we just proved and the
inter-dependencies between the conditions. 2

Evidence weakening

The next update encodes the idea that the agent receives an information under-
mining the credibility of ϕ, as a result she adds the worlds satisfying ¬ϕ to all
her evidence sets.
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6.3.21. Definition. Given a formula ϕ ∈ LN , evidence weakening of ϕ is a
construction of type ∪ϕ : EMN → EMN . For an evidence model M = 〈W,E, V 〉
the action on objects ∪ϕ(M) is defined as:

• W∪ϕ = W

• V ∪ϕ(p) = V (p)

• E∪ϕ(w) = {X ∪ J¬ϕK|X ∈ E(w)}

Given an evidence bisimulation Z ⊆M1 ×M2, define ∪ϕ(Z) = Z.

The dynamic operator associated to the evidence weakening of ϕ is denoted
with [∪ϕ] and its semantics is

M,w � [∪ϕ]ψ iff ∪ ϕ(M), w � ψ

Note that condition here is equivalent to a tautology.

6.3.22. Lemma. Evidence weakening breaks bisimilarityB, bisimulationB,2 and
bisimulation2.

Proof:
Consider the two models depicted in the image below and connected by a the
bisimulation Z.

1(q) 3

2(p) 4(p)
Z

The evidence available in the model on the left, at all worlds, is {{2},W1};
the evidence available in the second model, at all worlds, is {{4},W2}. It is
easy to check that Z is a bisimulationB between the models: essentially the
only possible scenarios are the singletons of 2 and 4. If both models undergo an
evidence weakening operation ∪p then the evidence sets will become just {W1}
and {W2}. As a result there cannot be a bisimulationB between the two models:
since in ∪p(M1) the formula B(p∨ q) is true at all worlds and in ∪p(M2) the same
formula is false at all worlds, by Theorem 6.2.6 we know that there cannot be any
bisimulation between them.

For bisimulation2, notice that Z is also a bisimulation2, but after the update
we have that in the second model 2¬q is true at all worlds but the same formula
is everywhere false in the first model. Notice that 2¬q was true in both models
before the update: removing the evidence for p also influenced the evidence con-
cerning other propositional variables. 2
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6.3.23. Proposition. On evidence models, the operator of evidence weakening
cannot be reduced to any static language consisting of the propositional language
enriched with one of the following set of operators

• plain belief,

• evidence modality,

• plain belief and evidence modality.

Proof:
Directly from the last Lemma and Proposition 6.3.2. 2

However, it is enough to add one of the other operators, either the global
modality or conditional belief or the instantial neighborhood modality, to make
evidence weakening functorial.

6.3.24. Proposition. For {A} ⊆ N ⊆ {B,2, A} the construction ∪ϕ : EMN →
EMN is functorial.

Proof:
If a bisimulation between two evidence models is total clearly in the updated model
the relation will remain total. Now suppose Z is a bisimulationB,A and consider a
w-scenario X in ∪ϕ(M1). The latter must be obtained from a w-scenario X ′ in
M1 by adding J¬ϕK to all the sets in X ′. Thus if x ∈

⋂
X it is either x ∈

⋂
X ′

or x ∈ J¬ϕK. In the first case we know by condition 1 that there is a w′-scenario
Y ′ in M2 and y ∈

⋂
Y ′ such that (x, y) ∈ Z. Weakening all the evidences in Y ′

with J¬ϕK we obtain a w′-scenario Y ′ in ∪ϕ(M2) that does the job. If x ∈ J¬ϕK
then by totality and Theorem 6.2.6 there is y ∈ J¬ϕK such that (x, y) ∈ Z. Such
y belongs to the intersection of every scenario in ∪ϕ(M2), by construction.

Assume now Z is a bisimulation2,A and consider X ∈ E∪ϕ(w). By construc-
tion we know X = X ′ ∪ J¬ϕK for some X ′ ∈ E(w). By condition 3 there exists
Y ′ ∈ E ′(w′) such that for all y ∈ Y ′ there is x ∈ X ′ such that (x, y) ∈ Z. By total-
ity and Theorem 6.2.6 for every y ∈ J¬ϕK there is x ∈ J¬ϕK such that (x, y) ∈ Z,
thus taking Y = Y ′ ∪ J¬ϕK we fulfill condition 3. The claim for bisimulationB,2,A

follows from what we already proved. 2

6.3.25. Proposition. The construction ∪ϕ : EMN → EMN is functorial for
any N such that {2(Ψ)} ⊆ N ⊆ {B,2, A,2(Ψ)} or {Bψ} ⊆ N ⊆ {B,Bψ,2, A}
or N = {B,Bψ,2, A,2(Ψ)}.

Proof:
Suppose Z is bisimulation2(Ψ). Take X ∈ E∪ϕ(w), it must come from X =
X ′∪ J¬ϕK. By property of Z we know there is a Y ′ ∈ E ′(w) that matches with X ′.
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Since the relation is total, we also know that for every v ∈ J¬ϕKM1 there will be a
v′ in M2 such that (v, v′) ∈ Z, and by Theorem 6.2.6 we will also have v′ � ¬ϕ.
So every x ∈ X = X ′ ∪ J¬ϕK has a corresponding y ∈ Y = Y ′ ∪ J¬ϕK such that
(x, y) ∈ Z and every y ∈ Y = Y ′ ∪ J¬ϕK has a corresponding x ∈ X = X ′ ∪ J¬ϕK
such that (x, y) ∈ Z. The converse direction works symmetrically.

Suppose Z is bisimulationB
ψ
. Let a pair of sets X and X ′ fulfill the relevant

preconditions in the updated models. Since the carriers and the relations are
the same as the original models, we can conclude that the same sets fulfill the
preconditions in the original models. It is easy to see that a w-X-scenario X
in ∪ϕ(M1) must come from a w-X-scenario X ′ in M1 by adding J¬ϕK to all the
evidence sets in X ′. Thus if x ∈

⋂
XX it is either x ∈

⋂
X ′X or x ∈ J¬ϕK. In

the first case we obtain by the property of Z a matching w′-X ′-scenario Y ′ in M2

that does the job. In the second case we know that, since the relation is total, we
must have y in M2 such that (x, y) ∈ Z, and by Theorem 6.2.6 we will also have
y � ¬ϕ. Note that in the updated model ∪ϕ(M2) every evidence sets contains
J¬ϕK, thus y will be in the intersection of any scenario in the updated model (and
there is always at least one). The converse is proved analogously.

We have showed that bisimulationB
ψ

and bisimulation2(Ψ) are preserved by
evidence weakening; the rest of the claim follows from Proposition 6.3.24 and the
inter-dependencies between conditions. 2

Evidence addition

Finally, we analyze the case in which the agent receives a piece of evidence that is
as reliable as the ones she already possesses.

6.3.26. Definition. [Evidence addition, [29] p.70] Given a formula ϕ ∈ LN , the
evidence addition of ϕ is a construction of type ϕ! : EMN → EMN . For an
evidence model M = 〈W,E, V 〉 the action on objects +ϕ(M) is defined as:

• W+ϕ = W

• V +ϕ(p) = V (p)

• E+ϕ(w) = E(w) ∪ {JϕK} if JϕK 6= ∅, E+ϕ(w) = E(w) otherwise

Given an evidence bisimulation Z ⊆M1 ×M2, define +ϕ(Z) = Z.

The case distinction in the definition prevents us from be adding ∅ to E(w),
which would be against the definition of evidence model. We assume that the
agent does not accept contradictions as reliable evidence and thus the update
works as the identity on the models where ϕ is everywhere false.
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The dynamic operator associated to the evidence addition of ϕ is denoted with
[+ϕ] and its semantics is

M,w � [+ϕ]ψ iff M,w � Eϕ entails + ϕ(M), w � ψ

where E is the dual of the universal modality A; the precondition here encodes
the existence of a world where ϕ holds.

6.3.27. Lemma. Evidence addition breaks bisimilarityN for ∅ 6= N ⊆ {B,2}.

Proof:
Consider the two models depicted in the image below and connected by a bisimu-
lation Z.

1(q) 3(q)

2(t, p) 4(p)

Z

The evidence available in the model on the left, at all worlds, is {{1},W1};
the only evidence available in the second model, at all worlds, is {{3},W2}. It is
straightforward to check that Z is a bisimulationB,2 between the models. If both
models are updated with +p then the evidence sets will be enriched with {2} and
{4} in the first and second model respectively. To have a bisimulation2 between
the two models there should be some world in +p(M2) in bisimulation with 2,
which is now the only world in an evidence set. But there is no world in +p(M2)
satisfying the same propositional letters, so there can be no such bisimulation.
This is also witnessed by the fact that now 2t is false in +p(M2) but true in
+p(M1). An analogous argument works for bisimulationB: Z is a bisimulationB

but after the update B¬t is false in the first model but true in the second. 2

6.3.28. Lemma. Evidence addition breaks bisimilarityN for all N ⊆ {B,Bψ, A}
except for N empty or N = {A}.

Proof:
Consider the two models depicted in the image below and connected by a bisimu-
lation Z.

1(p) 3(p)

2 4

Z

Z
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The evidence available in the model on the left, at all worlds, is {{1}, {2},W1};
the only evidence available in the second model, at all worlds, is {W2}. It is
straightforward to check that Z is a bisimulationB,B

ψ ,A between the models. If
both models are updated with +¬p then the collection of evidence sets in the
second model will be enriched with {4}, while the first model remains unaltered.

This apparently little change in the second model cracks the symmetry between
scenarios in the two models: now there is a scenario in the first model, namely
{{1},W1}, and a world in its intersection, world 1, for which we have to find a
scenario in the second model and a world in its intersection such that it is in the
bisimulation with 1. But there is no such scenario, because now the only scenario
available in the second model is {{4},W2}. The impossibility of a bisimulation
between the two updated models is witnessed by the fact that B¬p is now true in
the second model and false in the first. 2

6.3.29. Proposition. On evidence models, the operator of evidence addition
cannot be reduced to any static language consisting of the propositional language
enriched with one of the following set of operators

• plain belief,

• evidence modality,

• plain belief and evidence modality,

• conditional belief,

• plain belief and universal modality.

Proof:
Directly from the last two Lemmas and Proposition 6.3.2. 2

6.3.30. Proposition. The construction +ϕ : EMN → EMN is functorial for
∅ 6= N ⊆ {A,2(Ψ)}.

Proof:

The update +ϕ sends identity relations to identity relations and preserves
relational compositions, thus we turn our attention to the preservation of bisimu-
lations. If Z is total then clearly it remains total after the update, thus condition
4 is preserved.

Suppose Z is a bisimulation2(Ψ) and suppose (w,w′) ∈ +ϕ(Z). Let X ∈
E+ϕ(w): if X 6= JϕK then by the property of Z we have a corresponding
Y ∈ E+ϕ(w′) in the other models fulfilling the required conditions. If X = JϕKM1
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then, since the bisimulation is total, we know that any world x ∈ JϕKM1 will have
a counterpart y in the second model; moreover, due to Theorem 6.2.6, y ∈ JϕKM2

as well. The same holds in the other direction, thus JϕKM1 and JϕKM2 are sent
into each other by the bisimulation Z. An analogous reasoning takes care of the
other direction. 2

6.4 Connecting evidence to plausibility models

We now address the possibility to connect the category of evidence model with the
category of plausibility models via functors. Evidently evidence models are richer
and it can be easily shown that they ‘collapse’ into plausibility models. However,
the picture gets more complicated if we take into account which languages we use
to describe such models, or in other words, if we consider also the bisimulations
between them. We stress two points:

(1) If we choose a strong language to describe plausibility models and a weak
language to characterize evidence models it might be the case that, during
the ‘collapse’, we break the indistinguishability relation between models.
This constitutes a breach of functoriality, as in the previous sections on
update endofunctors.

(2) If we choose equally expressible languages then we might be able to describe
only features that are preserved during the collapse: in such cases the two
categories may turn out to have a strong connection, as an adjunction or an
equivalence.

These two points substantiate the idea that the differences between the two level
emerge only when we adopt a stronger language to describe evidence models.

6.4.1. Definition. [ [29]] Given an evidence model M = 〈W, E , V 〉 construct
the plausibility model ORD(M) = 〈W,6E , V 〉 where 6E is defined as4

w 6E v iff ∀X ∈ E , v ∈ X implies w ∈ X

Define ORD on bisimulations as ORD(Z) = Z.

A reader with some knowledge in Topology or Duality Theory will recognize this
construction as (the converse of) the specialization preorder obtainable from a
neighborhood structure. The following proposition showcases our first point.

4This definition only applies to a subcategory of evidence models, the uniform ones. The
‘natural’ counterpart of regular evidence models would be plausibility models where the relation
6 is relativized to possible worlds. Then we would define

w 6k
E v iff ∀X ∈ E(k), v ∈ X implies w ∈ X
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6.4.2. Proposition. No construction ORD : EM{B,2} → PM{Bψ} that sends
an evidence model M to ORD(M) can be functorial.

Proof:
Consider the following pair of models:

M1 = 〈{w1, w2}, E1 = {{w1, w2}, {w1}}, V (w1) = {p}, V (w2) = {t}〉

and
M2 = 〈{v}, E2 = {{v}}, V (v) = {p}〉

There is an evidence bisimulation{B,2} between these two models: Z = {(w1, v)}.
After performing the construction ORD on both models we have w1 6

E1
1 w2, plus

the obvious reflexive edges on both models. Looking at the resulting plausibility
models it is immediate to see that there can not be a plausibility bisimulation{B

ψ}

between them: such relation would have to be total and there is no counterpart
satisfying the same propositional letters as w2. Since we cannot construct a
plausibility bisimulation between ORD(M1) and ORD(M2), we cannot properly
define an image for the evidence bisimulation Z. Therefore no functor can be
defined on these premises. 2

Note that this counterexample works regardless of how we define the action on
arrows for the construction ORD. Clearly the same counterexample still works if
we consider only evidence bisimulation for operator {B} or operator {2}.

6.4.3. Definition. [ [29]] Call a set X ⊆ W downward closed with respect to 6
if w ∈ X and v 6 w entails v ∈ X. A set with such property is called down-set.

Given a plausibility model M = 〈W,6, V 〉 construct the evidence model
EV (M) = 〈W, E6, V 〉 where E6 is the set of non-empty downward closed subsets
of W . Define EV on arrows as EV (Z) = Z.

We now address our second point.

6.4.4. Theorem. The constructions ORD : EM{Bψ} → PM{Bψ} and EV :
PM{Bψ} → EM{Bψ} are both functorial and constitute a categorical equivalence.

Proof:
We begin checking functoriality, starting from ORD. Clearly identities and
composition are preserved. Suppose M1 and M2 are two uniform evidence models
and say there is an evidence bisimulation{B

ψ} Z between them. Let (w,w′) ∈
ORD(Z) = Z and take X and X ′ in ORD(M1) and ORD(M2) satisfying the
prerequisites for ORD(Z) = Z. Since the domains of the structures remained the
same, the same sets must also satisfy the precondition in the models M1 and M2.
Thus for every w-X-scenario X and x ∈

⋂
XX there is a w′-X ′-scenario Y and

y ∈
⋂
YX′ such that (x, y) ∈ Z, and vice versa.
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Now suppose x ∈ MinX in ORD(M1): being minimal with respect to 6E1
means that there is no v ∈ X such that v <E1 x, thus there is no Y ∈ E1 such
that v ∈ Y and x 6∈ Y . We claim this means that there is a w-X-scenario X and
x ∈

⋂
XX . Clearly x ∈ X is given by x ∈MinX. Now consider the w-X-scenario

X consisting of all evidence sets in E(w) that contain x. This is clearly consistent
with X, thanks to x itself. Now suppose X does not have the f.i.p. with respect
to X: then there is a set Y that has non-empty intersection with the sets in X .
This would entail that there is a v ∈ X such that v ∈ Y and w 6∈ Y (otherwise Y
would be already in X ). But this contradicts x ∈MinX in ORD(M1). Thus we
apply the property of Z and receive a w′-X ′-scenario Y and y ∈

⋂
YX′ such that

(x, y) ∈ Z. We claim this means that y ∈MinX ′. By contradiction suppose there
is v′ <E1 y with v′ ∈ X ′, then there must be K ′ ∈ E(w′) such that v′ ∈ K ′ and
y 6∈ K ′ and moreover all the evidence sets containing y also contain v′. But then
we could add consistently K ′ to Y , which contradicts the fact that it is maximal
with the f.i.p. with respect to X ′. We thus conclude y ∈MinX ′. The converse is
proved analogously.

We now prove the functoriality of EV . Let M1 and M2 be two plausibility
models and say there is a plausibility bisimulation{B

ψ} Z between them. Let
(w,w′) ∈ EV (Z) = Z and take X and X ′ in EV (M1) and EV (M2) satisfying
the prerequisites. Consider a w-X-scenario X and x ∈

⋂
XX , we first show that

x ∈MinX in M1, in order to apply the property of Z. By contradiction suppose
there is v < x with v ∈ X. This would mean that the down-set generated by v is
a set with non empty intersection with X that excludes x, thus either X does not
have the f.i.p. with respect to X or x 6∈

⋂
XX , contradiction. Hence x ∈MinX

and thus there is y ∈MinX ′ such that (x, y) ∈ Z.

We now claim that there is a w′-X ′-scenario Y such that y ∈
⋂
YX′ . Define Y

as the collection of all down-sets containing y. This is consistent with X ′ because
of y. To see it is maximal with the f.i.p., suppose there is a set K ′ 6∈ Y such that
it can be added to Y preserving consistency with respect to X ′. This in particular
would mean that K ′ that does not contain y (otherwise would be already in Y).
Notice however that, since y is minimal in X ′ the down-set generated by y, call it
Y , contains only one element in X ′, y itself, and clearly Y ∈ Y. Thus K ′ and Y
would have empty intersection within X ′, contradicting the fact that we can add
K ′ to Y consistently. This proves the claim; the converse direction is symmetric.

It remains to prove the equivalence between the two categories. It is sufficient
to show that there are two natural isomorphisms η : ORD ◦EV → IdPM{Bψ}

and

ε : EV ◦ORD → IdEM{Bψ}
.
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Given a plausibility model M = 〈W,6, V 〉, the operation ORD ◦ EV turns it
into ORD ◦ EV (M) = 〈W,6E6 , V 〉, where 6E6 is the relation defined as

w 6E6 v iff ∀X ∈ E6, v ∈ X implies w ∈ X
iff ∀X downward closed, v ∈ X implies w ∈ X
iff w 6 v

This shows thatM and ORD ◦EV (M) are the same structure: we can then just
define ηM to be the identity of the object M. Since both ORD and EV send a
bisimulation to itself, the commutation of the naturality diagram is given by the
identity laws.

We now turn our attention to the other construction, ε : EV ◦ ORD →
IdEMu

{Bψ}
. Given a uniform evidence model M = 〈W, E , V 〉, the operation EV ◦

ORD turns it into EV ◦ORD(M) = 〈W, E6E , V 〉, where E6E is the closure under
intersection of E .

Define εM to be the identity of M. This definition makes sense because, even
though the evidence in the two models might be different, the two models have the
same carrier W . We need to show that such identity is a bisimulation{2}, if this is
the case then, being a bijection, the relation will automatically be an isomorphism
in the category.

Any pair in the relation is of the form (w,w), and two pairs X and X ′ in the
two models will satisfy the precondition of condition 2 with respect to the identity
iff X = X ′, thus what we have to verify is that for any w-X-scenario X in M and
x ∈

⋂
XX there is a w-X-scenario Y in EV ◦ORD(M) and y ∈

⋂
YX such that

x = y, and vice versa.

Let X be a w-X-scenario in M and x ∈
⋂
XX . Since E6E is the closure under

intersection of E , the same scenario X , enriched with all the intersections, will
still be a w-X-scenario in EV ◦ORD(M) (otherwise, if there were some set K
that could be added to it, it would already fail to be a w-X-scenario in M). Thus
x still lies at the intersection and we have what we need.

For the converse, suppose there is a w-X-scenario X in EV ◦ORD(M) and
x ∈

⋂
XX . We claim that X is the closure under intersection of a w-X-scenario Y

already existing in M . Define Y = X ∩ E . Clearly it has non-empty intersection
with X. We want to show it is maximal with the f.i.p. with respect to X in M .
Suppose we could add a set K to Y preserving the consistency with X: then K
would also be in E6E and thus in X by the fact that the latter is maximal. But
then by construction it is already in Y. It is also easy to see that by taking the
sub-collection Y we still retain x ∈

⋂
YX , hence we have the desired conclusion.

This proves that εM is a bisimulation{2} and therefore an isomorphism in the
category. Since both ORD and EV send a bisimulation to itself, the commutation
of the naturality diagram is immediate by the identity laws. 2



166 Chapter 6. Tracking

6.5 Tracking information dynamics

The notion of tracking was introduced in [26] to describe the matching of infor-
mation dynamics on different structures. The author considers the case study
of evidence and plausibility models, investigating when an update on evidence
models is mirrored by another update at the level of plausibility models. In said
paper an update is regarded as a purely semantical operation, meaning that a set
is used as the parameter for the update instead of the extension of a formula.

6.5.1. Definition. [Tracking, [26]] We indicate with U(X) the update that uses
as a parameter the set X. We say that a function U(X) : PMK → PMK tracks
a function U ′(X) : EMN → EMN if U(X)(ORD(M)) = ORD(U ′(X)(M) for all
X, or equivalently if the following square commutes on objects for any X:

PMK PMK

EMN EMN

U(X)

ORD ORD

U ′(X)

We sometimes omit the parameter X when it is clear from the context.

Notice that the previous definition does not require the functoriality of any of the
constructions involved, as we are only interested in the commutation on objects.

The definition of tracking highlights the fact that we are interested in tracking
updates on the richer structures (evidence models) with updates on the poorer
structures (plausibility models). The other direction, from poor to rich structures,
is less interesting since every update on plausibility models has a canonical
counterpart on evidence models, as the next proposition shows.

6.5.2. Proposition (See [26]). For every update U(X) : PMK → PMK there
is an update U ′(X) : EMN → EMN that is tracked by U(X).

Proof:
Define U ′(X) := EV ◦ U(X) ◦ORD. We have seen in the proof of Theorem 6.4.4
that on objects ORD ◦ EV = IdPMK

. Thus

ORD ◦ U ′(X) =ORD ◦ EV ◦ U(X) ◦ORD
=IdPMK

◦ U(X) ◦ORD
=U(X) ◦ORD

2

The next proposition provides an equivalent condition for tracking.
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6.5.3. Proposition. The existence of an update U tracking an update U ′ is equiv-
alent to the following: for every pair of evidence models M1,M2, if ORD(M1) =
ORD(M2) then ORD(U ′(M1)) = ORD(U ′(M2)).

Proof:
From left to right, suppose U tracks U ′ and ORD(M1) = ORD(M2). Then
ORD(U ′(M1)) = U(ORD(M1)) = U(ORD(M2)) = ORD(U ′(M2)).

For the other direction suppose that for every pair of evidence models M1,M2,
if ORD(M1) = ORD(M2) then ORD(U ′(M1)) = ORD(U ′(M2)). Notice that,
for any evidence model M , the models EV (ORD(M) and M do fulfill the an-
tecedent: since ORD ◦ EV = Id we have ORD(EV (ORD(M)) = ORD(M).
Thus by assumption we can conclude ORD(U ′(EV (ORD(M))) = ORD(U ′(M)).
We can now define U := ORD ◦ U ′ ◦ EV and the proof is easy to complete:
U(ORD(M)) = ORD(U ′(EV (ORD(M)))) = ORD(U ′(M). 2

The left-to-right direction of this proposition suggests how to prove that an
update on evidence models cannot be tracked: it is sufficient to find two models
for which the condition of Proposition 6.5.3 fails. This strategy is adopted in [26]
to prove that some updates cannot be tracked.

The other direction of the proposition may at first glance seem to trivialize the
problem of tracking: given an update U ′ on evidence models, we can just verify
that the condition of Proposition 6.5.3 is fulfilled and then we immediately have
an update U := ORD ◦ U ′ ◦ EV that tracks U ′. Such definition, however, is only
partially satisfactory: even though it fits the bill from a semantic perspective,
the interest of tracking lies in the possibility to rewrite an update on a complex
structure in the language of a poorer structure. We expand on this matter
in Subsection 6.5.3. The definition U := ORD ◦ U ′ ◦ EV circumvents this
problem altogether and is therefore not very informative. For this reason it is still
noteworthy to obtain positive tracking results.

6.5.4. Proposition (See [26]). The following statements hold:

• Public announcement at the plausibility level tracks public announcement on
evidence models.

• Suggestion tracks evidence addition.

• Radical upgrade tracks the upgrade called “up”.5

6.5.1 A new tracking result

We propose an update on plausibility models that tracks evidence weakening.
This tracking result is actually a direct consequence of the more general Theorem

5We did not cover this update here, see [26] p. 12 for details.
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6.5.15, proved later; notwithstanding, we include an explicit proof for the readers
that may want to see a concrete instance of a tracking proof.

6.5.5. Definition. Given a formula ϕ ∈ LK , collapse of ϕ is a construction of
type coll(ϕ) : PMK → PMK . For a plausibility model M = 〈W,6, V 〉 the action
on objects coll(ϕ)(M) is defined as:

• coll(W ) = W

• coll(V )(p) = V (p)

• coll(6) is defined via a case distinction:

(1) If w, v ∈ JϕK then (w, v) ∈ coll(6);

all ϕ-worlds are equi-plausible.

(2) If w, v ∈ J¬ϕK then (w, v) ∈ coll(6) iff w 6 v;

the relation is unaltered on ¬ϕ-worlds.

(3) If w ∈ J¬ϕK and v ∈ JϕK then (w, v) ∈ coll(6) iff ∀k ∈ W w 6 k;

a ¬ϕ-world is at least as plausible as a ϕ-world iff the former was the
bottom element of 6.

(4) if v ∈ J¬ϕK and w ∈ JϕK then (w, v) ∈ coll(6);

all ϕ-worlds are at least as plausible as ¬ϕ-worlds.

Given a plausibility bisimulation Z ⊆M1 ×M2 we put coll(ϕ)(Z) = Z.

6.5.6. Theorem (Tracking of evidence weakening). The evidence weak-
ening update on evidence models is tracked by the collapse update, making the
following diagram commute on objects:

PMK PMK

EMN EMN

coll(X)

ORD ORD

∪X

Proof:
Consider an evidence model M = 〈W, E , V 〉. The functor ORD and the two
updates leave the set of worlds W and the valuation V unaltered, thus there
is nothing to check there. Applying first ORD and then coll(X) we obtain the
relation coll(6E), while applying the update ∪X and then ORD we get the relation
6∪X(E): we need to show that the two coincide, that is

(w, v) ∈ coll(6E) iff w 6∪X(E) v

We do so by a case distinction:
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• Suppose w, v ∈ X. Then by definition (w, v) ∈ coll(6E) is always the case.
But also w 6∪X(E) v must always be the case: since w, v ∈ X the condition
∀Y ∈ E if v ∈ Y ∪X then w ∈ Y ∪X is always fulfilled.

• Assume w, v ∈ X. Then (w, v) ∈ coll(6E) iff, by definition, w 6E v, which
means that for all Y ∈ E if v ∈ Y then w ∈ Y . Since we assumed w, v ∈ X,
the last condition is equivalent to the following: for all Y ∈ E if v ∈ Y ∪X
then w ∈ Y ∪X. But this is just the definition of w 6∪X(E) v.

• Suppose now that w ∈ X and v ∈ X. By the definition of collapse,
(w, v) ∈ coll(6E) is the case iff w is below every element in W with respect
to relation 6E . This latter condition is the case iff w is contained in all the
evidence sets in E : if it does then clearly it is below every other element by
the definition of 6E ; for the other direction consider that every evidence set
Y is not empty (by definition of evidence model ∅ 6∈ E) so there is k ∈ Y
but because w 6E k we get w ∈ Y .

If for all Y ∈ E we have w ∈ Y then for all Y ∈ E we have that if v ∈ Y ∪X
then w ∈ Y ∪X, because the consequent always holds. Hence w 6∪X(E) v.
Conversely, under the assumption v ∈ X and w ∈ X, the condition ∀Y ∈ E
if v ∈ Y ∪X then w ∈ Y ∪X entails that w ∈ Y for all Y ∈ E .

• For the last case assume that v ∈ X and w ∈ X. Then (w, v) ∈ coll(6E)
is always the case by definition. Note that the same holds for w 6∪X(E) v:
since w ∈ X, we have w ∈ Y ∪X for every Y ∈ E . 2

6.5.2 Tracking and reduction laws

The definition of tracking given at the beginning of this section did not require
the commutation on arrows, i.e. we did not take into account the effect of updates
on bisimulations. However, when two updates are in a tracking relation then their
effects on bisimulations are entangled.

6.5.7. Proposition. Suppose a function U : PMK → PMK tracks a function
U ′(X) : EMN → EMN , ORD and EV are functorial and U breaks bisimilarity
on plausibility models. Then U ′ breaks bisimilarity on evidence models.

Proof:
Suppose U breaks bisimilarity between two models M1,M2, call Z the plau-
sibility bisimulationK between them. If U ′ does not break bisimilarity then
we could apply ORD ◦ U ′ ◦ EV to Z ⊆ M1 × M2 and obtain a bisimula-
tion between ORD ◦ U ′ ◦ EV (M1) and ORD ◦ U ′ ◦ EV (M2). By tracking
we have ORD ◦ U ′ ◦ EV (M1) = U ◦ ORD ◦ EV (M1) = U(M1) and likewise
ORD ◦ U ′ ◦ EV (M2) = U(M2), thus there is a bisimulation between U(M1) and
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U(M2). But this contradicts the assumption of U breaking bisimilarity, so U ′

must break bisimilarity. 2

This proposition can be handy to prove the non-existence of reduction laws
for complicated updates on rich structures: if we have a matching update on a
poorer structures we can show that the latter breaks bisimilarity, which is typically
easier on simpler models. For example, we could have derived the non-existence
of reduction laws for updates on evidence models exploiting the tracking results
of Proposition 6.5.4 and the results of Section 6.3.1.

What about the other way around, can we transfer results from updates on
evidence models to updates on plausibility models? This is possible if there is an
equivalence between categories.6

6.5.8. Proposition. Suppose a function U : PMK → PMK tracks a function
U ′(X) : EMN → EMN , ORD and EV constitute an equivalence and U ′ breaks
bisimilarity on evidence models. Then U breaks bisimilarity on plausibility models.

Proof:
Suppose U ′ breaks the bisimilarity between two evidence models M1,M2, call
Z the evidence bisimulationN between them. If U does not break bisimulation
then we can apply EV ◦ U ◦ ORD to Z ⊆ M1 × M2 and obtain a bisimula-
tion EV ◦ U ◦ ORD(Z) between EV ◦ U ◦ ORD(M1) and EV ◦ U ◦ ORD(M2).
By tracking we have EV ◦ U ◦ ORD(M1) = EV ◦ ORD ◦ U ′(M1) and likewise
EV ◦ U ◦ ORD(M2) = EV ◦ ORD ◦ U ′(M2). Since ORD and EV form an
equivalence, there are natural isomorphism EV ◦ORD ◦ U ′(M1) ' U ′(M1) and
EV ◦ ORD ◦ U ′(M2) ' U ′(M2). But then we can compose the bisimulation
EV ◦ U ◦ ORD(Z) with these isomorphisms to obtain a bisimulation between
U ′(M1) and U ′(M2), contradicting that U ′ breaks bisimilarity on these models. 2

We provided an example of equivalence in Theorem 6.4.4: this result could
be used with the last proposition to derive, e.g., the fact that suggestion breaks
plausibility bisimilarityB

ψ
from the tracking result of Proposition 6.5.4 and the

fact that evidence addition breaks evidence bisimilarityB
ψ
.

6.5.3 Tracking as a definability problem

As we mentioned previously, the interesting part of tracking is the reduction of
updates cast in a complex language to updates cast in a poor language, typically
a fragment. In other words, tracking is ultimately a definability issue.

6In fact the following proof goes through with a weaker assumption, namely the existence
of a natural transformation η : IdEMN

→ EV ◦ ORD; since we gave no examples of such
transformations we state a slightly stronger proposition to highlight the connection with Theorem
6.4.4.
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We begin by making explicit what we mean by saying that an update is defined
in a certain language. For this section we focus exclusively on updates that
preserve the carrier of the structure.

6.5.9. Definition. [Definability] An n-ary relation R in a model M is definable
in a language L iff there is a formula ϕ(x) ∈ L with n open variables such that:

R = {(a1, . . . , an)|M � ϕ(x)[(a1, . . . , an)]}

The signature of plausibility models is FOL with a binary relational symbol 6
which is meant to be interpreted on the plausibility relation. For evidence models
we need a stronger language in order to quantify over evidence sets.

6.5.10. Definition. [Evidence language] Consider the grammar

ϕ ::= E(n) |x ∈ n | ¬ϕ |ϕ ∧ ϕ | ∀xϕ | ∀nϕ

where variables the n, n′, . . . are for subsets and variables x, y, . . . are for elements.
To the signature we add a unary predicate E on subsets, denoting whether a subset
is a piece of evidence, and a binary relation ∈ denoting elementhood. We adopt
the standard conventions for free and bound variables, as well as the classical
abbreviations for defined propositional connectives.

We will use ‘plausibility language’ or ‘evidence language’ to refer to such languages.
The semantics of these languages are just the standard first and second-order
semantics; the former language is meant to be interpreted over the class of
plausibility models, while the second over the class of evidence models.

To define an update we define its output via a formula containing the suitable
parameters. On plausibility models, given an update U , a plausibility model
M and a set P , we will be interested in defining the plausibility relation on the
updated model U(P )(M), thus we will need a formula β(x, y, P,6) such that:

• it depends on P , a unary predicate interpreted on the set P ;7

• it depends on 6, a binary relational symbol interpreted on the relation 6;

• it has two open variables in order to define a binary relation;

• it is in the signature of plausibility models.

In the case of evidence models we define an update U ′(P ) with a formula
α(n, P, E), where n is an open variable of sort ‘subset’, P is again a unary predicate
for worlds and E is the aforementioned unary predicate for subsets; a formula
α(n, P, E) will denote the evidence sets of the updated model. We can now state
precisely what the problem of tracking amounts to in the case of evidence and
plausibility models.

7We ambiguously use the same symbol for the corresponding semantic and the syntactic
objects; the context will disambiguate.
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6.5.11. Question. [Tracking] Given an update U ′ on evidence models defined
by a formula α(n, P, E) in the evidence language, can we find an update U on
plausibility models that tracks U ′ and is defined by a formula β(x, y, P,6) in the
plausibility language?

The optimal answer to this problem would be a characterization result giving:

• the syntactic shape of all and only the trackable updates;

• for the updates of that shape, an algorithm that manipulates syntactically
the corresponding formulas α and produces the definitions β of their tracking
companion;

• for the updates that are not of that shape, a procedure to construct a
counter-example to tracking.

Notice that the evidence language is strong enough to express the action of
the function ORD: given an evidence collection E the relation x 6E y is defined
by the formula with two open variables

x 6E y := ∀n(E(n)→ (y ∈ n→ x ∈ n))

Call FOL(P,6E) the language of FOL enriched with two additional symbols for
P and 6E . Note that this is a fragment of the evidence language (enriched with
the unary predicate P ), namely a fragment where the quantification over subsets
occurs only within 6E . The next proposition points to the fact that any update in
the language of evidence models that is definable with a formula of FOL(P,6E)
is in fact trackable.

6.5.12. Proposition (Definability entails tracking). Given an update
U ′ on evidence models and a set P , assume U ′(P ) preserves the domain of the
models unchanged. Suppose that for any model M the relation ORD(U ′(P )(E)),
namely the plausibility relation in the model ORD(U ′(P )(M)), is definable by a
formula β(x, y, P,6E) ∈ FOL(P,6E). Then U ′(P ) is tracked by an update U(P )
defined by β(x, y, P,6).

Proof:
Given a plausibility model M = 〈W,6, V 〉, define U to be the identity on the
domain and put U(P )(6) = {(a, b)|M � β(x, y, P,6)[(a, b)]}. Notice that, having
replaced 6E with 6, now β is in the signature of plausibility models. Since all
functions involved preserve the carrier, we only need to check that the plausibility
relations ORD(U ′(P )(E)) and U(P )(ORD(E)) are the same. By assumption, for
every evidence model M we have

ORD(U ′(P )(E)) = {(a, b)|M � β(x, y, P,6E)[a, b]}
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and by construction the latter is equal to U(P )(6E). By definition of ORD,
U(P )(6E) is the same as U(P )(ORD(E)), so the models ORD(U ′(P )(M)) and
U(P )(ORD(M)) coincide. 2

If an update U ′(P ) on evidence models is defined by α(n, P, E) in the evidence
language (that is, such formula denotes the subsets that are pieces of evidence
after the update) then the relation ORD(U ′(P )(E)) is also defined as

∀n(α(n, P, E)→ (y ∈ n→ x ∈ n)) (6.1)

Therefore the last proposition is guaranteeing that if we can reduce 6.1 to the
fragment FOL(P,6E) then we know that U ′ is trackable.

6.5.4 Characterizing trackable updates

In the final part of this section we isolate a class of updates for which we can
prove a characterization result. We begin with a preliminary definition and some
notation.

6.5.13. Definition. [Simple formulas] Given a predicate P on elements, a for-
mula ψ(n, x, P ) in the evidence language is simple if it is built from the atomic
formulas x ∈ n and Px using only negations, conjunctions and disjunctions.

Simple formulas are essentially just boolean combinations of the two atomic
formulas x ∈ n and Px.

Notation. We use the following abbreviations in the evidence language:

• n ⊆ n′ := ∀y [y ∈ n→ y ∈ n′]

• n = n′ := n ⊆ n′ ∧ n′ ⊆ n

• n ⊂ n′ := n ⊆ n′ ∧ ¬(n′ ⊆ n)

• n ⊆ P := ∀y [y ∈ n→ Py]

• n = P := n ⊆ P ∧ P ⊆ n

• n ⊂ P := n ⊆ P ∧ ¬(P ⊆ n)

• n ⊆ ϕ(n′, P ) := ∀y [y ∈ n→ ϕ(n′, y, P )]

• n = ϕ(n′, P ) := (n ⊆ ϕ(n′, P )) ∧ (ϕ(n′, P ) ⊆ n)

• n ⊂ ϕ(n′, P ) := (n ⊆ ϕ(n′, P )) ∧ ¬(ϕ(n′, P ) ⊆ n)
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Note how we remove the variable y from ϕ(n′, P ) to stress that this variable has
been quantified over. We use the same notation with other formulas such as
θ(n′, x, P ) in the same fashion.

A first observation, proved in Lemma 6.6.1, is that all updates that are defined
with a formula of the following shape

α(n, P ) := ∃n′(E(n′) ∧ n = ϕ(n′, P ))

turn out to be trackable. In this cases all evidence sets are modified uniformly by
ϕ. An example of such updates is evidence weakening, in which case ϕ(n′, y, P ) :=
x ∈ n′ ∨ Px. We thus seek to enlarge this class of updates to a more diverse one,
including some non-trackable updates.

As witnessed by some examples treated in [26], counterexamples to tracking
seem to occur when we break this uniformity, that is, we modify some evidence
sets while we leave some other unchanged. This suggests the introduction of a
‘precondition’ θ, which may be triggered or not by an evidence set; to keep things
under control we require θ to also be a simple formulas. This leads us to the
definition of simple updates.

6.5.14. Definition. [Simple updates] An update on evidence models is simple
if it is definable with a formula of the following shape:

α(n, P ) :=∃n′(E(n′) ∧ ∃x θ(n′, x, P ) ∧ n = ϕ(n′, P ))∨
(E(n′) ∧ ¬∃x θ(n′, x, P ) ∧ n = n′)

where both θ(n, x, P ) and ϕ(n′, y, P ) are simple formulas.

Simple updates can be intuitively understood as follows: the new collection
of evidences keeps all the old evidence sets n′ for which the condition θ ‘fails’,
namely when ¬∃x θ(n′, x, P ) is the case, while it replaces with ϕ(n′, P ) all the old
evidence sets n′ for which the precondition ∃x θ(n′, x, P ) holds. If θ(n, x, P ) is
equivalent to > then a simple update performs a uniform operation on all evidence
sets, thus we recover all updates of the form α(n, P ) := ∃n′(E(n′) ∧ n = ϕ(n′, P )).
If θ has more structure then it can be exploited to select the evidence sets that
we intend to manipulate.

The class of simple updates contains both examples and counterexamples to
tracking, therefore it is amenable for a characterization result as described in the
previous section. Despite being defined in terms of simple formulas, simple updates
already exhibit a certain level of complexity due to the interaction between the
‘precondition’ θ and the ‘effect’ of the update ϕ.

Now for some further terminology. The elements that belong to a subset n
but do not belong to its updated version, namely ϕ(n, x, P ), are called separated.
We call adopted elements those elements that do not belong to a subset n but
belong to ϕ(n, x, P ). Finally, we call witnesses for n the elements that belong to
θ(n, x, P ), since they will be witnesses for the truth of the existential ∃x θ(n, x, P ).
We encode these notions in the following formulas:
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• Sep(n, x, P ) := x ∈ n ∧ ¬ϕ(n, x, P )

• Adop(n, x, P ) := x 6∈ n ∧ ϕ(n, x, P )

With this terminology in place we can state our characterization result for
tracking of simple updates.

6.5.15. Theorem. A simple update U ′ is trackable if and only if one of the
following conditions hold.

(1) All separated points and all adopted points are witnesses: ∀nSep(n, P ) ⊆
θ(n, P ) ∧ Ado(n, P ) ⊆ θ(n, P ) is a tautology.

(2) The formula ∀n E(n) → ∀x(γ(n, x, P ) → θ(n, x, P )) is a tautology on evi-
dence models, where γ(n, x, P ) is one of the following formulas:

• x ∈ n
• x 6∈ n
• Px

• ¬Px

(3) ∃x θ(n, x, P ) is equivalent to ⊥.

If one of the aforementioned conditions hold then we have a procedure to construct
the tracking companion of U ′; if they all fail we have a procedure to construct a
counterexample to tracking.

The proof of this result is given in details in the next section.

6.6 Proof of Theorem 6.5.15

We split the proof by addressing one direction at the time. We first show that each
of the premises of Theorem 6.5.15 is sufficient for tracking, while in the following
subsection we demonstrate that they are actually necessary, meaning that if they
all fail then we can concoct a counterexample to tracking.

6.6.1 Sufficient conditions for tracking of simple updates

The crux of this half of the proof is a procedure to re-arrange and eliminate
second-order quantifiers, enabling us to reduce the definition of a simple update
to a formula in FOL(P,6E). After this is achieved, the application of Proposition
6.5.12 ensures that the update is trackable.

We provide a flowchart to help the reader navigate through the different parts
of the proof. Recall that Proposition 6.5.12 was proved in the previous section,
while Theorem 6.6.9 constitute one direction of Theorem 6.5.15.
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Proposition 6.5.12Lemma 6.6.1

Lemma 6.6.2 Lemma 6.6.3

Lemma 6.6.6 Lemma 6.6.7 Proposition 6.6.5

Lemma 6.6.4

Proposition 6.6.8 Theorem 6.6.9

The first crucial observation is that, for ϕ and θ simple formulas appearing in
the definition of a simple update, if θ is trivial then any choice of ϕ will give a
trackable update.

6.6.1. Lemma. Given an update U ′ on evidence models and a set P , assume
U ′(P ) preserves the domain of the models unchanged. If U ′ is defined by a formula
α(n, P, E) := ∃n′(E(n′) ∧ ∀y [y ∈ n ↔ ϕ(n′, y, P )]) where ϕ(n′, y, P ) is a simple
formula then U ′ is trackable and we have an effective procedure to find its tracking
companion.

Proof:
We show that, for α of this particular shape, the formula

∀n(α(n, P, E)→ (y ∈ n→ x ∈ n))

can be reduce to the fragment FOL(P,6E); this triggers Proposition 6.5.12 and
gives the desired result. We first rearrange the formula into an equivalent one

∀n(α(n, P, E)→ (y ∈ n→ x ∈ n)) =

∀n(∃n′(E(n′) ∧ ∀z [z ∈ n↔ ϕ(n′, z, P )])→ (y ∈ n→ x ∈ n)) =

∀n,∀n′([E(n′) ∧ ∀z [z ∈ n↔ ϕ(n′, z, P )]]→ (y ∈ n→ x ∈ n)) =

∀n′(E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))
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We show that the formula in the last line can be reduced to FOL(P,6E) by
considering the structure of ϕ. We take ϕ to be in disjunctive normal form, that is,
we take it to be a disjunction of conjunctions of literals, namely atomic formulas
or their negations.

If ϕ(n′, z, P ) = z ∈ n′ then the formula becomes

∀n′(E(n′)→ (y ∈ n′ → x ∈ n′))

which is by definition just x 6E y. If ϕ(n′, z, P ) = z 6∈ n′ then the formula becomes

∀n′(E(n′)→ (y 6∈ n′ → x 6∈ n′)) =

∀n′(E(n′)→ (x ∈ n′ → y ∈ n′))

which is by definition just y 6E x.8

If ϕ(n′, z, P ) = Pz then the formula becomes

∀n′(E(n′)→ (Pz → Pz)) =

∃n′E(n′)→ (Pz → Pz) =

Pz → Pz

where the last inference is due to the fact that ∃n′E(n′) is always true on evidence
models: there is always at least one evidence set, the whole carrier W . The formula
Pz → Pz is clearly in FOL(P,6E). The case ϕ(n′, z, P ) = ¬Pz is analogous.
This covers the case of the literals.

Now suppose ϕ is a conjunction of literals. Since we have only two atomic
formulas, without loss of generality we can assume ϕ(n′, z, P ) = ϕ1(n

′, z, P ) ∧
ϕ2(n′, z, P ) where both conjuncts are literals. If the conjunction is equivalent to
⊥ then the formula

∀n′(E(n′)→ (⊥→⊥))

is equivalent to > and we are done. We thus assume wlog that ϕ1(n
′, z, P ) is

either Pz or ¬Pz and ϕ2(n′, z, P ) is either z ∈ n′ or z 6∈ n′ (if they are the same
then we fall back into the base case of the literals). We then have

∀n′(E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P ))) =

∀n′(E(n′)→ ([ϕ1(n′, y, P ) ∧ ϕ2(n′, y, P )]→ [ϕ1(n′, x, P ) ∧ ϕ2(n′, x, P )])) =

∀n′(E(n′)→ ([ϕ1(n′, y, P ) ∧ ϕ2(n′, y, P )]→ [ϕ1(n′, x, P )]))∧
∀n′(E(n′)→ ([ϕ1(n′, y, P ) ∧ ϕ2(n′, y, P )]→ [ϕ2(n′, x, P )]))

In the last step we have split the conjunction on the consequent into a conjunction of
two implications and also distributed the universal quantifiers over the conjunction.

8This last line shows that the update “take the complement of all evidence sets” is tracked
by the update on plausibility models that reverses the plausibility order.
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We thus have two conjuncts that can now be reduced separately. Consider the
first one

∀n′(E(n′)→ ([ϕ1(n′, y, P ) ∧ ϕ2(n′, y, P )]→ ϕ1(n′, x, P )))

Since ϕ1(n
′, z, P ) is either Pz or ¬Pz, we can extract ϕ1(n

′, y, P ) from the
implication because n′ is not free in it. We obtain

ϕ1(n′, y, P )→ ∀n′(E(n′)→ (ϕ2(n′, y, P )→ ϕ1(n′, x, P )))

Now we can flip the innermost implication

ϕ1(n′, y, P )→ ∀n′(E(n′)→ (¬ϕ1(n′, x, P )→ ¬ϕ2(n′, y, P )))

and again extract ¬ϕ1(n
′, x, P ) from the quantifier, since n′ is not free in this

formula (recall ϕ1(n′, z, P ) is either Pz or ¬Pz).

ϕ1(n′, y, P )→ ¬ϕ1(n′, x, P )→ ∀n′(E(n′)→ ¬ϕ2(n′, y, P )) (6.2)

The first two antecedent are already in FOL(P,6E); as for the consequent
∀n′(E(n′) → ¬ϕ2(n

′, y, P )) we have two cases: either ϕ2(n
′, y, P ) is y ∈ n′ or

y 6∈ n′. In the first case we get ∀n′(E(n′) → ¬y ∈ n′) which is equivalent to
⊥ on evidence models, because the whole carrier is always a piece of evidence.
Thus in this case the whole formula 6.2 becomes >. In the second case we get
∀n′(E(n′)→ y ∈ n′) which on evidence models is equivalent to ∀x y 6E x. Thus
formula 6.2 becomes

ϕ1(n′, y, P )→ ¬ϕ1(n′, x, P )→ ∀x y 6E x

which is in FOL(P,6E).
We now consider the other conjunct, namely

∀n′(E(n′)→ ([ϕ1(n′, y, P ) ∧ ϕ2(n′, y, P )]→ ϕ2(n′, x, P )))

Again we extract ϕ1(n′, y, P ) from the implication

ϕ1(n′, y, P )→ ∀n′(E(n′)→ (ϕ2(n′, y, P )→ ϕ2(n′, x, P )))

If ϕ2(n′, z, P ) = z ∈ n′ then the consequent is just x 6E y, if ϕ2(n′, y, P ) = y 6∈ n′
then the consequent becomes y 6E x. In both cases we have successfully reduced
the formula to FOL(P,6E). This concludes the case of the conjunctions of literals.

Finally, suppose ϕ is a disjunction of conjunctions of literals, ϕ(n′, z, P ) =
ϕ1(n′, z, P ) ∨ ϕ2(n′, z, P ). It is easy to show that, since there are only two atomic
formulas, every such disjunction is equivalent to a disjunction with two disjuncts.
We can thus assume that ϕ1(n′, z, P ) and ϕ2(n′, z, P ) are themselves conjunctions
of literals.
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Consider the following manipulation

∀n′(E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P ))) =

∀n′(E(n′)→ ([ϕ1(n′, y, P ) ∨ ϕ2(n′, y, P )]→ [ϕ1(n′, x, P ) ∨ ϕ2(n′, x, P )])) =

∀n′(E(n′)→ ([ϕ1(n′, y, P )→ [ϕ1(n′, x, P ) ∨ ϕ2(n′, x, P )]]

∧ [[ϕ2(n′, y, P )]→ [ϕ1(n′, x, P ) ∨ ϕ2(n′, x, P )]])) =

∀n′(E(n′)→ ([ϕ1(n′, y, P )]→ [ϕ1(n′, x, P ) ∨ ϕ2(n′, x, P )]))∧
∀n′(E(n′)→ ([ϕ2(n′, y, P )]→ [ϕ1(n′, x, P ) ∨ ϕ2(n′, x, P )]))

where in the second-to-last step we split the disjunction in the antecedent using
the law [(p∨ q)→ r]↔ [(p→ r)∧ (q → r)], and in the last step we split the whole
implication over this conjunction and then distribute the universal quantifier. Now
consider the first conjunct (the procedure is symmetric for the other conjunct):

∀n′(E(n′)→ ([ϕ1(n′, y, P )]→ [ϕ1(n′, x, P ) ∨ ϕ2(n′, x, P )]))

∀n′(E(n′)→ ([ϕ1(n′, y, P )]→ [(¬ϕ1(n′, x, P ))→ ϕ2(n′, x, P )]))

Since ϕ1(n′, x, P ) is a conjunction, its negation will be a disjunction; since such
disjunction is the antecedent of the innermost implication we can repeat the last ma-
nipulation: split this disjunction using the law [(p∨ q)→ r]↔ [(p→ r)∧ (q → r)],
then split the whole implication and distribute the universal quantifier as before.
At the end of this process we have removed all the disjunctions and we are left
with conjunctions of literals appearing in the inner-most consequent and in some
antecedents. This is then handled with the procedure we described above in the
conjunction case. 2

6.6.2. Lemma. Suppose U ′ is a simple update on evidence models defined by
α(n, P ) and assume that on evidence model ∃x θ(n, x, P ) is equivalent to > for
any n, where θ is the simple formula featuring in α. Then U ′ is a trackable update
and we have an effective procedure to obtain its tracking companion.

Proof:
In this circumstance, since ¬∃x θ(n′, x, P ) is equivalent to ⊥, the formula defining
the update becomes

α(n, P ) := ∃n′(E(n′) ∧ ∀y [y ∈ n↔ ϕ(n′, y, P )])

Since ϕ(n′, y, P ) is simple, by Lemma 6.6.1 we have an algorithm to obtain the
corresponding update on plausibility models. 2
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6.6.3. Lemma. If, for any model and any subset n, ¬∃x θ(n, x) entails n =
ϕ(n, P )] then the update is trackable.

Proof:
Recall that we abbreviate ∀z [z ∈ n ↔ ϕ(n′, z, P )] with n = ϕ(n′). Under the
assumption of the statement the definition of the update can be transformed

α(n, P ) :=∃n′(E(n′) ∧ ∃x θ(n′, x, P ) ∧ n = ϕ(n′))∨
(E(n′) ∧ ¬∃x θ(n′, x, P ) ∧ n = n′)

=∃n′(E(n′) ∧ ∃x θ(n′, x, P ) ∧ n = ϕ(n′))∨
(E(n′) ∧ ¬∃x θ(n′, x, P ) ∧ n = n′ ∧ n′ = ϕ(n′))

=∃n′(E(n′) ∧ ∃x θ(n′, x, P ) ∧ n = ϕ(n′))∨
(E(n′) ∧ ¬∃x θ(n′, x, P ) ∧ n = ϕ(n′))

=∃n′(E(n′) ∧ n = ϕ(n′))

=∃n′(E(n′) ∧ ∀y [y ∈ n↔ ϕ(n, y, P )])

By Lemma 6.6.1 we know the last line defines a trackable update. 2

The next Lemma states that ϕ(n, x, P ), when n is fixed, is the set of elements
contained in n plus the adopted elements and minus the separated elements.

6.6.4. Lemma. The following formula is a validity:

∀n∀xϕ(n, x, P )↔ (x ∈ n ∨ Ado(n, x, P )) ∧ ¬Sep(n, x, P )

Proof:
Directly by the definitions. 2

The next proposition explains what kind of connection between θ and ϕ is
sufficient to ensure tracking.

6.6.5. Proposition. Consider a simple update U ′ and the ϕ and θ in its defini-
tion. If ∀n∀xSep(n, x, P ) → θ(n, x, P ) and ∀n∀xAdo(n, x, P ) → θ(n, x, P ) are
both valid on evidence models then the update is tracked.

Proof:
If ∀n∀xSep(n, x, P ) → θ(n, x, P ) and ∀n∀xAdo(n, x, P ) → θ(n, x, P ) are both
valid on evidence models then ¬∃x θ(n, x, P ) entails both ¬∃xSep(n, x, P ) and
¬∃xAdo(n, x, P ). The latter two formulas, together with Lemma 6.6.4 entail that
∀n ∀xϕ(n, x, P )↔ x ∈ n.

We have thus showed that ¬∃x θ(n, x, P ) entails ∀nϕ(n, P ) = n. This triggers
the premise of Lemma 6.6.3, from which we conclude that U ′ is trackable. 2



6.6. Proof of Theorem 6.5.15 181

6.6.6. Lemma. Let U ′ be a simple update. If the θ(n, x, P ) featuring in the
definition of U ′ is equivalent to either Px or ¬Px then the update is trackable.

Proof:
Suppose θ(n, x, P ) is equivalent to Px. Then the update is defined by

α(n, P ) :=∃n′(E(n′) ∧ ∃xPx ∧ n = ϕ(n′, P ))∨
(E(n′) ∧ ¬∃xPx ∧ n = n′) =

∃n′(E(n′) ∧ ∃xPx ∧ n = ϕ(n′, P ))∨
∃n′(E(n′) ∧ ¬∃xPx ∧ n = n′) =

[∃xPx ∧ ∃n′(E(n′) ∧ n = ϕ(n′, P ))]∨
[¬∃xPx ∧ ∃n′(E(n′) ∧ n = n′)]

We can now plug this latter α(n, P ) into ORD and perform some manipulation
of first-order logic.

∀n([∃xPx ∧ ∃n′(E(n′) ∧ n = ϕ(n′, P ))∨
¬∃xPx ∧ ∃n′(E(n′) ∧ n = n′)]→ (y ∈ n→ x ∈ n)) =

∀n([∃xPx ∧ ∃n′(E(n′) ∧ n = ϕ(n′, P ))]→ (y ∈ n→ x ∈ n))∧
∀n([¬∃xPx ∧ ∃n′(E(n′) ∧ n = n′)]→ (y ∈ n→ x ∈ n)) =

∃xPx→ ∀n([∃n′(E(n′) ∧ n = ϕ(n′, P ))]→ (y ∈ n→ x ∈ n))∧
¬∃xPx→ ∀n([∃n′(E(n′) ∧ n = n′)]→ (y ∈ n→ x ∈ n))

Note that the formulas

∀n([∃n′(E(n′) ∧ n = ϕ(n′, P ))]→ (y ∈ n→ x ∈ n))

and
∀n([∃n′(E(n′) ∧ n = n′)]→ (y ∈ n→ x ∈ n))

in the consequents are both reducible thanks to Lemma 6.6.1, thus the whole
formula is reducible. A similar argument covers the case of ¬Px. 2

6.6.7. Lemma. If ∀n E(n)→ ∀x(x 6∈ n→ θ(n, x, P )) is a tautology on evidence
models, then the formula

∀n′[[(E(n′) ∧ ∃zθ(n′, z, P ))]→ (ϕ(n′, y, P )→ ϕ(n′, x, P ))]

is reducible to FOL(P,6E).

Proof:
Since ∀n E(n)→ ∀x(x 6∈ n→ θ(n, x, P )) is a tautology it must be that θ(n, x, P )
is x 6∈ n or (equivalent to) a disjunction of x 6∈ n and another literal ξ. If ξ = x ∈ n
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then θ is a tautology and Lemma 6.6.2 gives us the desired result. If ξ = Px then
we have

∀n′[[(E(n′) ∧ ∃z[z 6∈ n′ ∨ Pz])]→ (ϕ(n′, y, P )→ ϕ(n′, x, P ))] =

∀n′[∃z[z 6∈ n′ ∨ Pz]→ (E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))] =

∀n′,∀z[[z 6∈ n′ ∨ Pz]→ (E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))] =

∀n′,∀z[z 6∈ n′ → (E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))]∧
∀n′,∀z[Pz → (E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))] =

∀n′, [∃z z 6∈ n′ → (E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))]∧
∀n′[∃z Pz → (E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))] =

∀n′, [∃z z 6∈ n′ → (E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))]∧
∃z Pz → ∀n′[(E(n′)→ (ϕ(n′, y, P )→ ϕ(n′, x, P )))]

Note that the second line of the last formula is reducible to FOL(P,6E): ∃z Pz
is already in FOL(P,6E) and the consequent is reducible thanks to Lemma 6.6.2.
The same argument works for ξ = ¬Px, so we only need to argue that the first
line of the last formula is reducible and we are done, since this also covers the
case of θ(n, x, P ) being x 6∈ n.

To reduce ∀n′, [∃z z 6∈ n′ → (E(n′) → (ϕ(n′, y, P ) → ϕ(n′, x, P )))] we first
apply the same procedure described in Lemma 6.6.2 until we have pushed out
from the implication all literals of shape Px′ or ¬Px′ (where x′ could be either x
or y). We will then be left with a number of implications whose consequents will
then have one of the following four shapes (where . . . stand for the formulas that
we pushed out of the quantification over n′):

(1) · · · → ∀n′ [∃z z 6∈ n′ ∧ E(n′)→ (y ∈ n′ → x ∈ n′))];

(2) · · · → ∀n′ [∃z z 6∈ n′ ∧ E(n′)→ (y 6∈ n′ → x 6∈ n′))];

(3) · · · → ∀n′ [∃z z 6∈ n′ ∧ E(n′)→ (x′ ∈ n′)], (where x′ could be either x or y);

(4) · · · → ∀n′ [∃z z 6∈ n′ ∧ E(n′)→ (x′ 6∈ n′)], (where x′ could be either x or y).

Notice that the first consequent is equivalent to ∀n′, [E(n′)→ (y ∈ n′ → x ∈ n′))]:
the only set for which the antecedent does not hold is the whole set, and in that
case the consequent (y ∈ n′ → x ∈ n′) holds trivially. Thus the first case reduces
to x 6E y.

The second consequent ∀n′ [∃z z 6∈ n′ ∧ E(n′) → (y 6∈ n′ → x 6∈ n′))] is
tantamount to ∀n′, [∃z z 6∈ n′ ∧ E(n′) → (x ∈ n′ → y ∈ n′))]; for the same
argument as above this reduces to y 6E x.

Now for the third consequent ∀n′ [∃z z 6∈ n′ ∧ E(n′) → (x′ ∈ n′)]. Since x′

trivially also belongs to the whole set, this formula is equivalent to ∀n′, [E(n′)→
(x′ ∈ n′)], which is in turn equivalent to ∀z x′ 6E z. Hence this part also reduces
to FOL(P,6E).
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Finally, ∀n′ [∃z z 6∈ n′ ∧ E(n′) → (x′ 6∈ n′)] is equivalent to ∀n′ [x′ ∈ n′ →
(E(n′) → ∀z z ∈ n′). A little reflection shows that on evidence models this last
formula is equivalent to ∀z z 6E x′: if the formula is the case then, for any z
and any evidence X, if x′ ∈ X then X must the whole carrier so z ∈ X, so
∀z z 6E x′. On the other hand if x′ ∈ X for some evidence X then z 6E x′

entails z ∈ X.Since ∀z z 6E x′ is in FOL(P,6E), the last implication has
been reduced successfully. This conclude the explanation on how to reduce
∀n′, [∃z z 6∈ n′ → (E(n′) → (ϕ(n′, y, P ) → ϕ(n′, x, P )))] and also concludes the
main case distinction. 2

6.6.8. Proposition. Let U ′ be a simple update and θ(n, x, P ) be the simple
formula featuring in its definition. If ∀n E(n)→ ∀x(γ(n, x, P )→ θ(n, x, P )) is a
tautology on evidence models, where γ(n, x, P ) is one of the following formulas:

• x ∈ n

• x 6∈ n

• Px

• ¬Px

then U ′ is trackable.

Proof:
For the first item, recall that the assumption on evidence models is that evidence
sets are non-empty, hence ∃x x ∈ n is always true. Thus ∃x θ(n, x, P ) must also
be a tautology and therefore Lemma 6.6.2 applies. For the second item, we have
that ¬∃xθ(n, x, P ) entails ¬∃z z 6∈ n = ∀z z ∈ n, therefore the second part of the
definition of α only applies to the whole set W . Then the update definition can
be rearranged as follows.

α(n, P ) :=∃n′(E(n′) ∧ ∃xθ(n′, x, P ) ∧ n = ϕ(n′, P )])∨
∃n′(E(n′) ∧ ¬∃xθ(n′, x, P ) ∧ n = n′)

=∃n′(E(n′) ∧ ∃xθ(n′, x, P ) ∧ n = ϕ(n′, P )])∨
∃n′(E(n′) ∧ ¬∃xθ(n′, x, P ) ∧ ∀z (z ∈ n′) ∧ n = n′)

=∃n′(E(n′) ∧ ∃xθ(n′, x, P ) ∧ n = ϕ(n′, P )])∨
∃n′(E(n′) ∧ ¬∃xθ(n′, x, P ) ∧ ∀z (z ∈ n))

The second part of this formula is essentially stating that n is the whole set. Now
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plug this into the definition of ORD:

ORD(α) :=∀nα(n, P )→ (y ∈ n→ x ∈ n)

=∀n[∃n′(E(n′) ∧ ∃xθ(n′, x, P ) ∧ n = ϕ(n′, P )])∨
∃n′(E(n′) ∧ ¬∃xθ(n′, x, P ) ∧ ∀z (z ∈ n))]→ (y ∈ n→ x ∈ n)

=∀n[[∃n′(E(n′) ∧ ∃xθ(n′, x, P ) ∧ n = ϕ(n′, P ))]→ (y ∈ n→ x ∈ n)]∧
∀n[[∃n′(E(n′) ∧ ¬∃xθ(n′, x, P ) ∧ ∀z (z ∈ n))]→ (y ∈ n→ x ∈ n)]

Notice that the second conjunction is a tautology: if n is the whole set then
(x ∈ n → y ∈ n) is always the case. Hence the last line of this derivation is
equivalent to

∀n[[∃n′(E(n′) ∧ ∃xθ(n′, x, P ) ∧ n = ϕ(n′, P ))]→ (y ∈ n→ x ∈ n)]

Which is in turn equivalent to

∀n′[[(E(n′) ∧ ∃xθ(n′, x, P ))]→ (ϕ(n′, y, P )→ ϕ(n′, x, P ))]

Thanks to Lemma 6.6.7 this last formula is reducible to FOL(P,6E), thus the
update is trackable.

Now for the third case. If ∃xθ(n, x, P ) is equivalent to ∃xPx then by Lemma
6.6.6 the update is trackable. So suppose ∃xPx entails ∃xθ(n, x, P ) but not vicev-
ersa. If the extension of P is strictly contained in θ(n, x, P ) then, since θ is a simple
formula, a simple induction in the structure of θ shows that either ∃x x ∈ n entails
∃xθ(n, x, P ) or ∃x x 6∈ n entails ∃xθ(n, x, P ). In both cases we have already proved
that the update is trackable. An analogous argument covers the case of ∃x¬Px. 2

6.6.9. Theorem. Suppose an update U ′ is simple. If one of the following three
options is the case then the update is tracked and we have an effective procedure
to compute the corresponding update on plausibility models.

(1) All separated points and all adopted points are witnesses: ∀nSep(n, P ) ⊆
θ(n, P ) ∧ Ado(n, P ) ⊆ θ(n, P ) is a tautology.

(2) The formula ∀n E(n) → ∀x(γ(n, x, P ) → θ(n, x, P )) is a tautology on evi-
dence models, where γ(n, x, P ) is one of the following formulas:

• x ∈ n
• x 6∈ n
• Px

• ¬Px

(3) ∃x θ(n, x, P ) is equivalent to ⊥.
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Proof:
The first two items entail tracking directly by Proposition 6.6.8 and Proposition
6.6.5. In the third case the update reduces to the identity, which is tracked by
the identity on plausibility models. The proofs of the propositions and related
lemmas explain how to manipulate to syntactic shape of the update to obtain the
update on plausibility models. 2

6.6.2 Necessary conditions for tracking of simple updates

We begin by noticing that the failure of premise 2 and 3 of Theorem 6.6.9 (which
are the same as those in Theorem 6.5.15) enforces a particular behaviour for
the sets P and ¬P : either one or the other are left untouched by the update.
Moreover, either the subsets or the supersets of P (respectively, ¬P ) trigger the
precondition θ.

6.6.10. Lemma. Let U ′ be a simple update. Suppose θ(n, x, P ) is not entailed by
any of the following formulas:

• x ∈ n

• x 6∈ n

• Px

• ¬Px

and ∃x θ(n, x, P ) is not equivalent to ⊥. Then one of four cases must occur, for
any model.

• The update acts as the identity on P : ∀n (n = P → ¬∃x θ(n, x, P )) is a
tautology on evidence models. Moreover, either

– Strict subsets of P trigger θ: ∃n (n ⊂ P → ∃x θ(n, x, P )) is a tautology
on evidence models.

– Strict supersets of P trigger θ: ∃n (P ⊂ n→ ∃x θ(n, x, P )) is a tautol-
ogy on evidence models.

• The update acts as the identity on ¬P : ∀n (n = ¬P → ¬∃x θ(n, x, P )) is a
tautology on evidence models. Moreover, either

– Strict subsets of ¬P trigger θ: ∃n (n ⊂ ¬P → ∃x θ(n, x, P )) is consis-
tent on evidence models, or

– Strict supersets of ¬P trigger θ: ∃n (¬P ⊂ n → ∃x θ(n, x, P )) is
consistent on evidence models.
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Proof:
By the fact that θ is simple, under the restrictions above only six possibilities are
left for θ(n, x, P ):

(1) x ∈ n ∧ Px

(2) x ∈ n ∧ ¬Px

(3) x 6∈ n ∧ Px

(4) x 6∈ n ∧ ¬Px

(5) (x ∈ n ∧ Px) ∨ x 6∈ n ∧ ¬Px

(6) (x ∈ n ∧ ¬Px) ∨ x 6∈ n ∧ Px

In cases 2,3 and 6 if ∀z (z ∈ n ↔ Pz) is the case then θ(n, x, P ) becomes a
contradiction, thus ¬∃θ(n, x, P ) will hold. In cases 3 and 6 the formula n ⊂ P
entails ∃x θ(n, x, P ); in cases 2 and 6 the formula P ⊂ n entails ∃x θ(n, x, P ).

In cases 1,4 and 5 if ∀z (z ∈ n ↔ ¬Pz) is the case then again θ(n, x, P )
becomes a contradiction, hence ¬∃θ(n, x, P ) does hold. For cases 4 and 5 we
have that n ⊂ ¬P entails ∃x θ(n, x, P ), while in cases 1 and 5 ¬P ⊂ n entails
∃x θ(n, x, P ). 2

We can then use this observation together with the failure of the first premise
of Theorem 6.6.9 to build a counterexample to tracking.

6.6.11. Theorem. Let U ′ be a simple update for which all the following assump-
tions do not hold:

(1) All separated points and all adopted points are witnesses: ∀nSep(n, P ) ⊆
θ(n, P ) ∧ Ado(n, P ) ⊆ θ(n, P ) is a tautology.

(2) ∃x θ(n, x, P ) is entailed by one of the following formulas:

• ∃x x ∈ n

• ∃x x 6∈ n

• ∃xPx

• ∃x¬Px

(3) ∃x θ(n, x, P ) is equivalent to ⊥.

then the update is not trackable.
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Proof:
For any update that does not satisfy all the above requirements we build a
counterexample to tracking in the fashion of Proposition 6.5.3: we construct two
evidence models that produce the same plausibility models and show that, after
the update, the two new models generate different plausibility models.

Due to Lemma 6.6.10 we know that if assumption 2 and 3 do not hold then
one of four cases must occur. Proposition 6.6.12 explains how to construct
a counterexample to tracking in the first two cases. The counterexamples for
the remaining cases are obtained symmetrically by switching the sets P and ¬P . 2

The next proposition describes how to construct counterexamples to tracking.
The proof is a rather long case distinction. The good news is that only five
counterexamples are enough to prove the non-trackability of all the aforementioned
updates - although the same counterexample might work for different reasons for
different updates.

Moreover, every counterexample is based on pair of models both having four
elements. The reason why four elements are sufficient is that, from a semantic
point of view, simple formulas for a fixed subset n are essentially constructed by
taking unions of the four areas n ∩ P , n ∩ ¬P , ¬n ∩ P and ¬n ∩ ¬P . Thus every
two points that belong to the same area behave uniformly with respect to the
same n: either they will be both witnesses for ∃xθ(n, x, P ) or neither of them
will be, they will both be separated for n (or adopted) or neither will be, and so
on. Thus having four elements, two of which are in P , gives us enough leeway to
construct evidence sets that stand in all possible relationships with P while at
the same time interacting with the simple formulas θ and ϕ.9

6.6.12. Proposition. Let U ′ be a simple update that does not fulfill item 1, 2
and 3 of Theorem 6.6.11. Suppose moreover that

∀n (n = P → ¬∃x θ(n, x, P ))

is a tautology on evidence models. Then U ′ is not trackable.

Proof:
Suppose ∀n (n = P → ¬∃x θ(n, x, P )) is a tautology on evidence models. This
means that the set corresponding to P is left untouched by the update: if P
is a piece of evidence then ¬∃x θ(n, x, P ) is the case so the update acts as the
identity on it. This means that, for any n, there are no witnesses for θ(n, x, P ) in
¬n ∩ ¬P and n ∩ P , or otherwise there would be models where P would trigger
∃x θ(n, x, P ). Moreover we know that either of the following holds.

9In fact, some counterexamples also work by taking models with three elements, e.g. some
instances of Counterexample 1 and 3, depending on θ and ϕ. We decided that a uniform
presentation of the counterexamples was preferable in order to simplify the case distinction.
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(1) Strict subsets of P trigger θ: ∃n (n ⊂ P → ∃x θ(n, x, P )) is a tautology on
evidence models.

(2) Strict supersets of P trigger θ: ∃n (P ⊂ n → ∃x θ(n, x, P )) is a tautology
on evidence models.

Case 1. Let us consider the first scenario (call this assumption (a)). If strict
subsets of P do trigger ∃x θ(n, x, P ) then this means that elements in ¬n ∩ P
must be witnesses. Moreover, if item 1 fails then for some n there is either an
adopted point that is not a witness or a separated point that is not a witness.

• In the first case, the adopted points that are not witnesses must be in
¬n ∩ ¬P , since points in ¬n ∩ P are witnesses and adopted points must lie
outside of n. Thus any strict subset n of P will trigger ∃x θ(n, x, P ) due
to the witnesses in ¬n ∩ P and adopt all the points in ¬n ∩ ¬P after the
update, while P will remain stable under the update. These considerations
suggest that the two evidence models depicted on the left and right side
of the figure Counterexample 1 will produce a counterexample to tracking.
We draw the existing evidence in both models as well as the propositional
variable p used to interpret the unary predicate P .
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•
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•
p

•

•

Figure 6.1: Counterexample 1, before the update

Before the update, in Figure 6.1, the evidence models in Counterexample 1
produce the same plausibility model, as the reader can easily check. After
the update, in Figure 6.2, the strict subsets of P have adopted all the
¬p-worlds, while P remained stable. These two models generate different
plausibility relations, because on the left the p-worlds are separated from
the others by an evidence set and on the right-hand side they are not.

• Consider now the other case in which there are separated points that are
not witnesses (call this assumption (b)). Suppose there are no adopted
points. If the elements in n ∩ P are separated and not witnesses then the
strict subsets of P will disappear after the update. Thus the models of
Counterexample 1 will still work, albeit for a different reason: after the
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Figure 6.2: Counterexample 1, after the update
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Figure 6.3: Counterexample 1, after the update (different case)

update we will have the two models of Figure 6.3, which clearly generate
different plausibility relations.

If the separated points that are not witnesses are in n∩¬P then the subsets
of ¬P will disappear. Consider the two models of Figure 6.4. They produce
the same ordering, since the additional evidence on the left is just the union
of the other evidence sets.
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Figure 6.4: Counterexample 2, before the update

After the update we obtain the models depicted in Figure 6.5. Due to the
update the singleton evidence disappears, since points in ¬n ∩ P trigger θ
and points in n ∩ ¬P are separated (and we assumed there are no adopted
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points). The other two sets will survive unchanged, since they contain all
the P -points they cannot trigger θ (since we are under the assumption that
elements in n ∩ ¬P are not witnesses). These two models clearly generate a
different ordering between the two right-most points.
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Figure 6.5: Counterexample 2, after the update

Thus we are left with the case where there are separated points that are not
witnesses, there are adopted points and all adopted points are witnesses (call
this assumption (c)). Together with assumption (a), namely that strict
subsets of P trigger θ, this means that the points in ¬n ∩ P are adopted
and witnesses. If the elements that are separated and not witnesses are in
n ∩ ¬P then Counterexample 2 still works: the singleton will be sent to P
while the other two sets will remain unchanged.

So finally suppose that the elements that are separated and not witnesses
are in n ∩ P (assumption (d)). Again we have two cases. If elements in
n ∩ ¬P are also separated then they must be witnesses or otherwise the
previous case applies. But this means that supersets of P have all their
elements separated, i.e. they are mapped to the empty set by the update.
Hence the two models of Figure 6.6 will give a counterexample, since both
supersets of P get erased by the update while P is left untouched.
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Figure 6.6: Counterexample 3, before the update

These two models produce the same ordering, since the additional evidence
set on the left is just the intersection of the other two, but after the update
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they result in the two models of Figure 6.7, which clearly correspond to
different plausibility models.
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Figure 6.7: Counterexample 3, after the update

Ruling out the previous cases we have the following group of assumptions
to work with:

– Elements in n ∩ ¬P are not separated.

– Strict subsets of P trigger θ: assumption (a).

– There are separated points that are not witnesses: assumption (b).

– There are adopted points and all adopted points are witnesses assump-
tion (c), i.e., the points in ¬n ∩ P are adopted and witnesses.

– The elements that are separated and not witnesses are in n ∩ P : as-
sumption (d).

From all this we can infer that the strict subsets of ¬P adopt all the P -points
and the strict subsets of P are sent to their complement within P . Consider
the models in Figure 6.8. A little reflection shows that they produce the
same ordering.
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Figure 6.8: Counterexample 4

After the update, on the left of Figure 6.9, the singleton outside of P is
enriched with the P -points while the other two singletons are mapped to
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each other; on the right, the set P is stable while the other two sets are
mapped to each other. Hence the evidence separating the top-right element
from the P -elements is lost in the model on the left and kept in the model
on the right. This concludes the case distinction under assumption (a).

•
p

•
p

•

•

•
p

•
p

•

•

Figure 6.9: Counterexample 4, after the update

Case 2. Suppose now that P does not fulfill θ and the strict supersets of
P trigger θ (assumption (a’)). As before, the former assumption entails that,
there are no witnesses in ¬n∩¬P and n∩ P , or otherwise there would be models
where P would trigger θ. By the latter assumption we can conclude that for any
n the elements in n ∩ ¬P must be witnesses, or otherwise a strict superset of
P could not trigger θ. By the failure of item 1 we know that there is either an
adopted point that is not a witness or a separated point that is not a witness.

• Suppose there are adopted points that are not witnesses (assumption (b’)).
Assume that there are no separated points (assumption (c’)). Then one
of two cases occurs.

If the elements in ¬n ∩ ¬P are adopted then every superset of P will
be mapped to the whole set. Thus the third counterexample will work:
the supersets of P will be mapped to the whole set while P will remain
unchanged, acting as a division between two points that are not divided in
the other updated model.

If the elements in ¬n ∩ ¬P are not adopted then the ones in ¬n ∩ P must
be adopted and not be witnesses, by assumption (b’). Then every set
that intersects ¬P adopts all the P elements. Thus both supersets and
subsets of P are fixpoints of this update; the former because they adopt no
new elements (and by assumption (c’) there are no separated elements),
the latter because they do not trigger θ. This suggests that the fourth
counterexample does the job: in the model on the right every piece of
evidence is sent to a superset of P , while in the model on the left the subsets
of P are left untouched; therefore there are divisions within P in one updated
model but not in the other.
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Suppose now that there are separated points (we thus drop assumption
(c’)) and that all separated points are witnesses (assumption (d’)). To-
gether with assumption (a’) this entails that points in n∩¬P are separated
and witnesses (and are the only separated points). If the elements in ¬n∩P
are also witnesses then the subsets of P will adopt all the ¬P - elements.
Thus the first counterexample works: on the left side, after the update the
set P will divide P -elements from ¬P elements, while on the other side this
division is lost because both singletons adopt all the ¬P - elements.

If the elements in ¬n ∩ P are not witnesses but are adopted then every set
that intersects ¬P adopts all the P elements and loses the ¬P ones. Subsets
of P , however, are fixpoints. If we take the fourth counterexample we will
reach the desired result: the singletons subsets of P that feature in the
model on the left are left undisturbed by the update, while all the evidence
sets that intersect ¬P is sent to P . Thus again we have divisions within P
in the updated model on the left but not in the updated model on the right.

Finally, if the elements in ¬n ∩ P are not witnesses and not adopted, by
assumption (b’) it must be that the points in ¬n ∩ ¬P are adopted and
not witnesses. Here subsets of P are fixpoints and supersets of P just trade
places, in the sense that they lose their ¬P points and adopt the ¬P point
that they do not contain. To build a counterexample we have to build a new
pair of models. In this circumstance supersets of ¬P are mapped to subsets
of P , because they lose all their ¬P points, while subsets of ¬P swap places,
which is the leading idea for Counterexample 5, depicted in Figure 6.10.
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Figure 6.10: Counterexample 5, before the update

After the update, in the model on the left of Figure 6.11, the singleton
switches to the other ¬P element and the two-elements set replaces its ¬P
element with the ¬P element outside of it. Thus there is no division between
the top-left and bottom-right elements after the update. In the model on
the right, after the update the trapezoid loses all the ¬P elements, shrinking
to the top-left singleton. But now in this updated model there is a division
between the top-left and bottom-right elements, hence the two updated
models will produce a different ordering. This concludes the cases under
assumption (b’).
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Figure 6.11: Counterexample 5, after the update

• In the other main case, the one given by the failure of item 1, we know that
there are separated elements that are not witnesses. Since separated points
belong to n and we have seen that under assumption (a’) the points in
n∩¬P are witnesses, it must be that the points in n∩ P are separated and
not witnesses. Thus any superset of P will lose all the P -points after the
update, while P itself will remain stable. Hence the third counterexample
will prevent tracking: in the first updated model there is a set separating
P -worlds from the others, while in the second updated both evidence sets
lose all the P -worlds. 2

This concludes our demonstration of how every counterexample can be constructed
from five simple patterns. The last proposition also constitutes the last missing
piece for the proof of Theorem 6.5.15.

6.7 Conclusions

In this chapter we described how evidence and plausibility models can be arranged
into categories by means of different notions of bisimulations. We then surveyed
several updates on these structures and investigated the possibility of conceiving
them as endofunctors. This highlighted the connection between the impossibility
of making these construction functorial and the non-existence of reduction laws
for the dynamic modalities associated to the updates.

We successively expanded on the connection between the categories of plausibil-
ity models and the categories of evidence models, showcasing different results that
emphasize the effect of the choice of bisimulations in the two categories. Lastly,
in Section 6.5 we dived into the topic of tracking. We described a new tracking
result and discussed the significance of tracking in light of our previous study on
the functoriality of updates. We concluded with an if and only if characterization
of the trackable updates in the class of simple updates.

The groundwork put forward in this chapter provides a basis to further study
the issues connected to dynamic updates and tracking, as well as a methodology
that can be adapted to other classes of models different from evidence or plausibility
models. A prominent example would be probability spaces and plausibility models.
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The interface between these two structures, the first tied to Bayesian epistemology
and the second to epistemic and doxastic logics, has received a lot of attention
in recent years; we believe our framework could be successfully applied in this
context too.

As for open problems, a natural continuation along our path would be to extend
the characterization of Theorem 6.5.15 to a wider class of updates. We have also
seen the sense in which tracking, at least in the case study we analyzed, connects
to the reduction of second-order formulas to first-order ones. Updates whose
definition can be reduced in such a way are, loosely speaking, treating a second
order structure as if it were first-order. This perspective becomes particularly
interesting if we consider that evidence models are examples of neighborhood
models. Even though our results are tailored to work on the class of evidence
models specifically, the techniques employed in this chapter could be tested in
the general case, namely the tracking of operations on neighborhood models by
operations on preorders.

We conclude this chapter observing how the problem of tracking can itself be
categorically motivated. Categories of models such as preorders and neighborhood
models have been extensively studied in the context of Duality Theory, showing
different connections between spaces and relational structures. These kind of
results typically impose conditions on the objects of the categories or on the
morphisms to obtain such a duality. One way to see tracking is as a search
for the right conditions to establish a correspondence between endofunctors on
two separate categories, i.e. moving the first steps towards a duality between
endofunctor categories.





Chapter 7

Conclusions

The time has come to summarize what we see as the theoretical underpinning of
this thesis, and what our separate results have taught us about it. For a start,
there are clear running themes in all that we have done. Perhaps the most obvious
one is the key role of bisimulation.

The reader may have noticed that many categories we dealt with had some
version of bisimulation as morphisms. In the case of the category of typed
transition systems in Chapter 2, we adopted a notion of bisimulation that was
the natural counterpart of the standard bisimulation. There is ample supply of
examples in the literature where the latter concept (or its functional version) is
used to provide arrows for a category of relational structures. Chapter 6 however
goes along a less well-trodden path, describing categories in which arrows are
given by different notions of bisimulations.

This suggestion is not accidental; in fact, it connects to a conceptual issue at
the heart of the topic of this thesis, namely the parallelism between languages and
morphisms. Suppose given a class of models C and a powerful expressive language
L′ interpreted on such models.1 One of the major insights provided by the field
of Modal Logic is the idea of characterizing a language L interpreted on C via a
tuple 〈C, L′, R〉, where R is some notion of relationship between models. The idea
is that L is characterized as the fragment of L′ that is invariant with respect to R,
over the class C. The prototypical example is van Benthem’s theorem, stating that
basic modal logic is the fragment of FOL that is invariant under bisimulations.

One may wonder what is the adequate notion R for a given language L
or, conversely, search for the fragment L corresponding to a given R. Modal
Logic is often concerned with the first question (see the overture of Chapter
5), while a category-theoretic point of view turns the attention to the choice of
transformations or morphisms, leading to the second question. Every pick of
transformation indirectly defines a class of transformation-invariant properties,

1Typically such language would be the one used to describe the models themselves, thus a
first or higher-order language.
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namely those that are preserved by such transformations. This in turn prompts
the question: what is the fragment of L′ in which we can express all and only the
invariant properties?

Thus, for a fixed C and L′, fragments of L′ and notions of morphisms seem
to go hand in hand, linked by invariance results. This phenomenon is especially
evident for the categories of models and bisimulations, where the latter are coupled
with modal languages via Hennessy-Milner results, and its significance is amplified
by the plurality of languages proposed in the Modal Logic literature. We believe
this theoretical knot is an entanglement of many threads traversing old and new
issues, some of which we have addressed in this thesis.

With these considerations in mind, we retrace our steps and take stock of
where we are with respect to our initial goal. We begin from the title. Beside
being a word play on the title of the influential book by MacLane [84], our
headline is meant to hint at the overarching theme of this dissertation, namely
the placement of heuristics and techniques from Category Theory in the toolkit of
modal logicians.

Beside providing general considerations such as the ones we just offered, one
would like to show that certain formal tools can be useful in solving the problems
at hand, or can tilt such problems in an interesting and original direction. The
extreme level of generality of Category Theory can sometimes constitute a fog
screen, concealing the import of the theory to specific applications.

We thus attempted to build a ladder from the heavens of general abstract
nonsense2 to the interests of modal logicians, in particular those concerned with
modelling tasks and therefore involved with particular models and languages.
Rather than providing a general argument or theory, we set out to collect enough
evidence for this fruitful interaction. Our Chapter 4, for example, linked the
general work on presheaves models to a modal logic for social choice functions,
unveiling the importance of a logic for varying coalitions. Chapter 5 did not
establish a formal connection, but displayed how the issues of choosing the right
notion of morphism and ensuring its closure under composition can become very
relevant for models of modal languages. This theme was further developed in
Chapter 6, where categories of models were employed in the analysis of current
problems in Modal Logic.

As we briefly mentioned in the Introduction, the examples we analyzed witness
two possible modes of interaction. The first is the study of hybrid models, namely
structures that are on one hand significant from a category-theoretic perspective
and on the other hand lend themselves to a treatment with modal languages. We
showed how presheaf models can be seen as particular relational structures and
developed a hierarchy of modal languages to express their properties. In Chapter
2 and 3 we highlighted how in this setting some of the traditional issues of Modal
Logic, e.g. completeness, expressivity and decidability, receive an original twist

2This periphrasis is often used to jokingly refer to Category Theory.
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and can be resolved with alternative solutions.
A second mode, more heuristic in nature, consists of regarding a given class of

models as a category. The benefit of this stance is the cluster of questions that
come with it. What is the most sensible notion of morphism for these models?
Is it closed under composition? Given a uniform construction on such models, is
it functorial? These are some of the basic issues that get raised in this context;
in Chapter 5 and 6 we saw how they can shape our research and how they are
intertwined with problems such as definability, existence of reduction laws and
preservation of bisimulations.

We believe that the examples we treated and the techniques we introduced are
not isolated success stories, but rather an indication that the interaction between
Category Theory and Modal Logic can be further developed and give rise to a
broad scale of further applications.
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Samenvatting

In dit proefschrift trachten wij een ladder te construeren die de hogere sferen van
de Categorietheorie verbindt met de interessen van modale logici, in het bijzonder
diegenen die zich bezighouden met modelleringstaken en daarmee het ontwerp van
specifieke modellen en talen. In plaats van een algemene a priori argumentatie of
theorie inzake dit verband streven wij naar het verzamelen van voldoende concrete
evidentie die het nut van deze interactie aantoont.

Het werk dat wordt gepresenteerd in dit proefschrift geeft twee vormen van
interactie te zien. De eerste vorm is de studie van hybride modellen, dat wil
zeggen, structuren die enerzijds significant zijn vanuit een categorietheoretisch
gezichtspunt, maar die zich anderzijds ook lenen voor behandeling met modale
talen. Zo laten we met name zien hoe pre-schoof modellen beschouwd kunnen
worden als een speciaal soort relationele modellen, en we ontwikkelen een hiërarchie
van modale talen die hun eigenschappen kunnen weergeven. Om de flexibiliteit
van dit raamwerk aan te tonen geven we verschillende toepassingen, waaronder in
het bijzonder een modale logica voor sociale keuzefuncties. Ook laten we zien hoe
in onze benadering traditionele vragen in de Modale Logica, zoals volledigheid,
uitdrukkingskracht, en beslisbaarheid, een nieuwe draai krijgen en op nieuwe
manieren kunnen worden aangetoond.

Een tweede vorm van interactie, meer heuristisch van aard, beschouwt gegeven
klassen van modellen zelf als categorieën. Het voordeel van deze zienswijze is het
pakket van vragen dat hiermee gepaard gaat. Enkele fundamentele vragen die op
deze manier rijzen zijn de juiste keuze van morfismen voor de gegeven modellen,
afsluiting onder compositie van deze morfismen, en de functorialiteit van uniforme
constructies op de modellen. In het tweede deel van het proefschrift leggen we uit
hoe zulke vragen richting kunnen geven aan modaal-logisch onderzoek en hoe ze
een natuurlijk mengsel vormen met reeds bestaande vragen op modaal gebied.

Wij menen dat de voorbeelden behandeld in dit proefschrift, en de nieuwe
technieken die zijn gëıntroduceerd, geen gëısoleerde succesjes zijn, maar een
indicatie dat de interactie van Categorietheorie en Modale Logica verder kan
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worden uitgebouwd, en aanleiding kan geven tot een breed scala aan verdere
toepassingen.



Abstract

We attempt to build a ladder connecting the heavens of Category Theory to the
interests of modal logicians, in particular those concerned with modelling tasks
and therefore involved with specific models and languages. Rather than providing
a general argument or theory, we set out to collect enough evidence for this fruitful
interplay.

The body of work presented in this theses witnesses two possible modes of
interaction. The first is the study of hybrid models, namely structures that are on
one hand significant from a category-theoretic perspective and on the other hand
lend themselves to a treatment with modal languages. We show how presheaf
models can be seen as particular relational structures and develop a hierarchy of
modal languages to express their properties. To argue in favor of the flexibility of
this framework we review several applications; we especially dive into the details
of a modal logic for social choice functions. Furthermore, we highlight how in
this setting some of the traditional issues of Modal Logic, e.g. completeness,
expressivity and decidability, receive an original twist and can be resolved with
alternative solutions.

A second mode, more heuristic in nature, consists of regarding a given class
of models as a category. The benefit of this stance is the baggage of questions
that come with it. The right notion of morphism for these models, its closure
under composition, the functoriality of some uniform constructions, these are
some of the basic issues that get raised in this context. In the second half of the
thesis we explicate how they can shape research in Modal Logic and how they are
intertwined with existing problems.

We believe that the examples we treated and the techniques we introduced are
not isolated success stories, but rather an indication that the interaction between
Category Theory and Modal Logic can be further developed and give rise to a
broad scale of further applications.
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Modal Fixpoint Logic: Some Model Theoretic Questions

ILLC DS-2010-10: Jacob Vosmaer
Logic, Algebra and Topology. Investigations into canonical extensions, duality
theory and point-free topology.

ILLC DS-2010-11: Nina Gierasimczuk
Knowing One’s Limits. Logical Analysis of Inductive Inference

ILLC DS-2010-12: Martin Mose Bentzen
Stit, Iit, and Deontic Logic for Action Types

ILLC DS-2011-01: Wouter M. Koolen
Combining Strategies Efficiently: High-Quality Decisions from Conflicting
Advice

ILLC DS-2011-02: Fernando Raymundo Velazquez-Quesada
Small steps in dynamics of information

ILLC DS-2011-03: Marijn Koolen
The Meaning of Structure: the Value of Link Evidence for Information Retrieval

ILLC DS-2011-04: Junte Zhang
System Evaluation of Archival Description and Access



ILLC DS-2011-05: Lauri Keskinen
Characterizing All Models in Infinite Cardinalities

ILLC DS-2011-06: Rianne Kaptein
Effective Focused Retrieval by Exploiting Query Context and Document Struc-
ture

ILLC DS-2011-07: Jop Briët
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Query-Efficient Computation in Property Testing and Learning Theory

ILLC DS-2012-06: Dimitris Gakis
Contextual Metaphilosophy - The Case of Wittgenstein

ILLC DS-2012-07: Pietro Galliani
The Dynamics of Imperfect Information



ILLC DS-2012-08: Umberto Grandi
Binary Aggregation with Integrity Constraints

ILLC DS-2012-09: Wesley Halcrow Holliday
Knowing What Follows: Epistemic Closure and Epistemic Logic

ILLC DS-2012-10: Jeremy Meyers
Locations, Bodies, and Sets: A model theoretic investigation into nominalistic
mereologies

ILLC DS-2012-11: Floor Sietsma
Logics of Communication and Knowledge

ILLC DS-2012-12: Joris Dormans
Engineering emergence: applied theory for game design

ILLC DS-2013-01: Simon Pauw
Size Matters: Grounding Quantifiers in Spatial Perception

ILLC DS-2013-02: Virginie Fiutek
Playing with Knowledge and Belief

ILLC DS-2013-03: Giannicola Scarpa
Quantum entanglement in non-local games, graph parameters and zero-error
information theory

ILLC DS-2014-01: Machiel Keestra
Sculpting the Space of Actions. Explaining Human Action by Integrating
Intentions and Mechanisms

ILLC DS-2014-02: Thomas Icard
The Algorithmic Mind: A Study of Inference in Action

ILLC DS-2014-03: Harald A. Bastiaanse
Very, Many, Small, Penguins

ILLC DS-2014-04: Ben Rodenhäuser
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Learning Vector Representations for Sentences - The Recursive Deep Learning
Approach

ILLC DS-2016-06: Gideon Maillette de Buy Wenniger
Aligning the Foundations of Hierarchical Statistical Machine Translation

ILLC DS-2016-07: Andreas van Cranenburgh
Rich Statistical Parsing and Literary Language

ILLC DS-2016-08: Florian Speelman
Position-based Quantum Cryptography and Catalytic Computation

ILLC DS-2016-09: Teresa Piovesan
Quantum entanglement: insights via graph parameters and conic optimization

ILLC DS-2016-10: Paula Henk
Nonstandard Provability for Peano Arithmetic. A Modal Perspective

ILLC DS-2017-01: Paolo Galeazzi
Play Without Regret

ILLC DS-2017-02: Riccardo Pinosio
The Logic of Kant’s Temporal Continuum



ILLC DS-2017-03: Matthijs Westera
Exhaustivity and intonation: a unified theory


