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Chapter 1

Introduction

This thesis studies classes of superintuitionistic and modal logics, and also touches
on the areas of substructural logic and intuitionistic modal logic.

Non-classical logics

Non-classical logics are propositional logics that generalize the classical proposi-
tional calculus (CPC). In the thesis we will mostly be concerned with superintu-
itionistic logics and normal modal logics.

Intuitionistic propositional logic (IPC) does not validate the law of excluded
middle. Thus, it is a non-classical logic weaker than CPC. Superintuitionistic
logics (si logics for short)—also called intermediate logics—are the extensions! of
IPC (see [40, 47]).

Normal modal logics are non-classical logics that expand CPC by an operator
O (or its dual operator <) (see [40, 36]). The weakest normal modal logic is called
K. We will often consider transitive modal logics, i.e. normal extensions of the
modal logic K4.

Other non-classical logics that we encounter in this thesis include substruc-
tural logics, i.e., logics that are even weaker than IPC, and intuitionistic modal
logics. The latter can roughly be described as modal logics whose propositional
fragment is intuitionistic as opposed to classical. In the remainder of the intro-
duction, whenever we speak of a logic, we mean one of the non-classical logics
just mentioned.

Algebraic vs. relational semantics. We will mostly study logics via their
semantics. We will use both algebraic and relational semantics. A desirable
feature of algebraic semantics is that non-classical logics are, in general, complete

ITo be precise, the term si logics encompasses all extensions of IPC, and the term interme-
diate logics encompasses all but the inconsistent extension of IPC.



2 Chapter 1. Introduction

with respect to their algebraic semantics. For instance, every si logic is complete
with respect to its corresponding class of Heyting algebras and every normal
modal logic is complete with respect to its corresponding class of modal algebras.
Another advantage of algebraic semantics is that many general results about
logics can be inferred by using available tools and results from wuniversal algebra
[39].

Relational semantics has the advantage that it provides geometric intuition
and is thus more “tangible”. However, not all logics are complete with respect
to their relational semantics, thus, relational semantics is not always suitable for
proving general results about logics.

Algebraic and relational semantics are connected via duality [120, 108, 48].
A Kripke frame § can be turned into an algebra §* that validates the same
formulas as §. Conversely, an algebra 2l can be turned into a Kripke frame
20, so that 2 is isomorphic to a subalgebra of ((2(),)*. In general, 2 is not
isomorphic to ((2)4)", thus this correspondence does not constitute a perfect
balance. However, the desired isomorphism can be achieved by extending Kripke
frames with an additional topological structure. This leads to Fsakia spaces in
the intuitionistic setting [51] and modal spaces in the modal setting (see [40, 36]).

Duality allows us to switch smoothly between the two types of semantics and
thus make use of the advantages of both types.

“Good properties” of logics. Not all logics behave equally well with respect
to their semantics. The “good properties” of logics discussed most frequently in
this thesis are:

e Kripke completeness: A logic is Kripke complete if it is complete with
respect to its Kripke frames.

e The finite model property (fmp): A logic has the fmp if it is complete with
respect to a class of finite frames.

Other desirable properties of logics include finite aziomatizability (a logic is
finitely axiomatizable if it has a finite set of axioms) and elementarity (a logic is
elementary if it is complete with respect to a first-order definable class of Kripke
frames). Some of these properties are interrelated. For instance, both the fmp
and elementarity implies Kripke completeness. Likewise, the fmp together with
finite axiomatizability implies decidability (a logic is decidable if there is an al-
gorithm determining whether or not a formula is a theorem of it). However, not
all normal modal logics and not all si logics enjoy the aforementioned “good”
properties.

Classes of non-classical logics. One direction in the study of non-classical
logics is to identify large classes of modal and superintuitionistic logics that have



some of the good properties listed in the previous paragraph. Such classes of
logics can be specified in several different ways, for example:

e Via their position in the lattice of normal modal logics or superintuitionistic
logics. For example by considering the extensions of some specific logic.

e Via semantic properties, such as subframe and cofinal subframe logics. (We
discuss these classes in the next section.)

e Via syntactic properties, for instance as the logics being axiomatized by a
specific class of formulas.

Standard results concerning “good properties” of large classes of logics are: Every
extension of S4.3 has the fmp, is finitely axiomatizable, and is therefore decidable
(results of Bull [38] and Fine [56]); every logic above K4 of finite depth has the fmp
(proved by Segerberg [117]); every normal modal logic axiomatized by Sahlquist
formulas is elementary [116].

Subframe logics and stable logics

Subframe logics

Prime examples of classes of logics with “good” properties are transitive nor-
mal modal and superintuitionistic (cofinal) subframe logics. Transitive subframe
logics were introduced by Fine [59, 58]. We recall their semantic definition. A
subframe of a Kripke frame is what is called a substructure in model theory, i.e. a
subset of the frame equipped with the relation restricted to that subset. A tran-
sitive subframe logic is a normal modal logic extending K4 whose class of frames
is closed under subframes.

Fine showed that all transitive subframe logics have the fmp. The proof-
method he used to show this is known under the name of selective filtration.
Selective filtration extracts a finite countermodel from a (possibly infinite) coun-
termodel by selecting “relevant points”. Roughly speaking, since subframe logics
are closed under subframes, the method of selective filtration is applicable to
them. Non-transitive modal subframe logics were studied by Wolter [126, 127].
In the non-transitive case, however, subframe logics lose many of their good prop-
erties, e.g., there are non-transitive subframe logics that are Kripke incomplete.

In the intuitionistic setting, subframe logics? were introduced by Zakharya-
schev. He also extended these results to cofinal subframe logics that encompass
all subframe logics [133, 134, 135, 137] (see [40] for an overview). As in the
transitive modal setting, all (cofinal) subframe si logics have the fmp. In the

2The definition of intuitionistic subframes is a little bit more involved, we discuss this in
Chapter 3.



4 Chapter 1. Introduction

intuitionistic setting, subframe and cofinal subframe logics admit simple syntactic
characterizations. In fact, subframe si logics are precisely the si logics axiomatized
by {A, — }-formulas, and cofinal subframe logics are those axiomatized by {A, —
, L }-formulas, i.e. by formulas only allowing connectives from the set {A, —} and
{N, —, L}, respectively.

Stable logics and filtration in non-classical logic

Another class of logics with good properties is that of stable logics. Stable modal
logics were identified in [18] as the “filtration-analogue” of subframe logics. We
explain this in more detail. A stable map between modal spaces is a continuous
and relation-preserving map®. A class of modal spaces is called stable if it is
closed under images of stable maps. A normal modal logic is called stable if it is
complete with respect to a stable class of modal spaces.

Just like transitive subframe logics, stable modal logics have the fmp. In fact,
the fmp of stable modal logics can be proved via the filtration method. Filtration
is a standard tool for proving the fmp in modal logic. Even though the first
instances of filtration were algebraic in nature [98, 100, 92, 93], in textbooks it
is usually presented from a frame-theoretic perspective, going back to [117]. We
recall some details of this technique. Suppose that 9 is a model that refutes a
formula ¢. A filtration of 9t through ¢ produces a finite model 9V that refutes
o and is a stable image of 9. The domain of 91’ is obtained by identifying those
worlds of 9t that agree on the subformulas of . This ensures that 9 is finite.
Moreover, the right choice of the relations on 9t ensures that 9 refutes ¢. The
latter is the content of the filtration theorem.

To prove the fmp of a specific logic via filtration, one has to show that the
underlying frame of the model 9V is still a frame of the logic in question. Since 9V
is a stable image of 9, this can always be ensured for stable logics. Thus, in the
same way as transitive subframe logics admit selective filtrations (as discussed
above), stable modal logics admit filtrations. In fact, stability is a simple and
natural way to ensure that a normal modal logic admits filtrations. Thus—as a
slogan—we can say that the defining feature of stable modal logics is that they
behave well with respect to filtrations.

We continue with a discussion of instances of stability in the intuitionistic
setting. Stable si logics can be seen as those si logics that admit intuitionistic
filtrations. But they also have a transparent algebraic description. In fact, the
algebraic view elucidates the analogies between subframe and stable si logics
where—figuratively speaking—I/ocally finite reducts of Heyting algebras take the
role of filtrations.

3In model theory such maps are simply called homomorphisms but we reserve the term
“homomorphism” for operation preserving maps between modal algebras. Ghilardi [64] calls
such maps continuous, but we reserve the term “continuous” for structure preserving maps
between topological spaces. Thus, we follow [21] in calling such maps “stable.”



From an algebraic perspective, subframe si logics are the logics whose class
of Heyting algebras is closed under {A, —}-subalgebras (see [40]). That such
logics have the fmp was shown by McKay by building on Diego’s result that
meet-implicative semilattices are locally finite [97, 49].

Stable si logics were introduced in [17]. Stable si logics can be regarded as the
{A,V, L, T}-analogues of subframe logics. Stable si logics are characterized by a
class of Heyting algebras closed under {A,V, L, T }-subalgebras. In other words,
a si logic is stable if it is complete with respect to a class of Heyting algebras K,
where A € IC implies that all Heyting algebras that are bounded sublattices of A
also belong to K. Using the fact that bounded lattices are locally finite, the fmp
of such logics can be shown analogously to McKay’s result.

Formulas based on frames and algebras

The aforementioned semantic descriptions already demonstrate analogies be-
tween subframe and stable logics. Further analogies arise through syntactic char-
acterizations of these classes of logics. The logics of each class can be axioma-
tized in terms of so-called frame based or algebra based formulas. Such formulas
describe—similarly to the (positive) diagrams in model theory—the structure of
finite objects. The Jankov-de Jongh formulas [80, 81, 85] and Fine’s frame for-
mulas [57] were the first specimens of this type. Jankov-de Jongh formulas and
frame formulas axiomatize all splitting si logics and transitive splitting logics,
respectively.

Subframe and cofinal subframe formulas axiomatize precisely the subframe
and cofinal subframe logics in the intuitionistic and transitive modal settings,
respectively (see [40]). Similarly, stable formulas axiomatize stable si logics and
K4-stable logics, and non-transitive stable modal logics can be axiomatized by
stable rules [17, 18]. Roughly, in each case, a logic is axiomatized by the formulas
(rules) corresponding to its (minimal) finite countermodels (see [29, Chapter 3]).

A useful common feature of these formulas is that their validity can be trans-
lated into a tangible semantic condition. Accordingly, we can prove properties
of these formulas and of the logics they axiomatize by using semantic intuitions
rather than syntactic manipulations.

Canonical formulas and rules. A special category of frame-based (or algebra-
based) formulas are canonical formulas. Canonical formulas were introduced
by Zakharyaschev. They generalize subframe and cofinal subframe formulas by
adding to them an additional parameter. The central property of canonical for-
mulas is that they axiomatize all intermediate and transitive (normal) modal
logics in a uniform way (see [40, Section 9] and [136] for an overview).

The uniform axiomatization via canonical formulas has the advantage that
many properties of logics—such as the fmp or decidability—can be investigated
by considering canonical formulas only. These formulas still have the “semantic
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feel” of subframe and cofinal subframe formulas. Due to this feature, canonical
formulas can serve as important proof-tools. For instance, Zakharyschev pro-
vided an alternative proof of the celebrated Blok-Esakia theorem via canonical
formulas (see [40]). Jetdbek discovered alternative proof methods for inferring
the decidability of admissible rules of si logics and some transitive modal logics
by extending canonical formulas to canonical rules [83].

Algebraic approaches to canonical formulas for modal and si logics have been
developed more recently [13, 15, 18, 17|. The key ingredient of this work is the
fact that from an algebraic perspective, the mechanism of canonical formulas
is closely tied to locally finite reducts of the corresponding algebras. This idea
can be traced back to [121]. Further generalizations of canonical formulas to
substructural logics can be found in [32]. An alternative algebraic approach to
canonical formulas via partial algebras was given in [44]. In [18, 17] it was shown
that stable canonical formulas and rules can be defined as “stable analogues” of
Zakharyaschev’s formulas and Jerabek’s rules. This revealed yet another analogy
between the subframe and stable approaches.

What this thesis is about

The overarching theme in this thesis is the notion of stability in the context
of non-classical logics. In particular, we further investigate the class of stable
modal logics and its generalization to M-stable logics. Moreover, we study the
relations between stable logics in the modal and intuitionistic settings. Finally, we
explore stability in the context of dynamic (epistemic) logic. Known properties
of subframe logics are often the guiding examples in our study. In fact, a central
goal of the thesis is to explore relations between stable and subframe logics by
identifying common features and differences.
Below we explain the main topics and tools of the thesis in more detail.

Cofinal stable logics and H-stable si logics

As explained above, stable si logics were introduced as the {A,V, L, T }-analogue
of subframe si logics. This raises the question about the {A,V, L, T }-analogue of
cofinal subframe logics. As an answer, we introduce the class of cofinal stable si
logics.

Recall that the {A, —}-reduct and the {A, —, L}-reduct of Heyting algebras
give rise to subframe and cofinal subframe si logics, respectively. Thus, from the
algebraic perspective, the step from subframe logics to cofinal subframe logics is
made by adding L to the {A, —}-reduct. In the presence of implication, L also
adds negations. Therefore, we define cofinal stable logics as those si logics that
the {A, Vv, =, T }-reduct of Heyting algebras gives rise to. The {A, V, =, T }-reducts



of Heyting algebras are pseudo-complemented bounded distributive lattices. Due
to the locally finiteness of the latter, all cofinal stable si logics have the fmp.

We explore cofinal stable logics by providing several equivalent characteri-
zations of them and collect many examples from the literature that are cofinal
stable. Moreover, we provide examples of si logics that distinguish the classes of
cofinal stable logics from those of subframe, cofinal subframe, and stable si logics.
In particular, we show that there is a continuum of cofinal stable logics that are
not stable.

In addition, we take our investigations as an opportunity to give a general
exposition of H-stable si logics, where H is a locally finite reduct of Heyting
algebras such as the {A, —}-, the {A, —, L}- or the {A, V, L, T }-reduct of Heyting
algebras. Thus, in particular H-stable logics include intuitionistic subframe and
stable si logics. We observe that characterization results for these logics can
be obtained in a uniform way. On the other hand, we will also discover subtle
differences that distinguish the behavior of the various reducts.

‘H-stable canonical rules and formulas

As we mentioned earlier, locally finite reducts play a crucial role in the mechanism
of canonical formulas. Similarly to our uniform discussion on H-stable si logics,
we provide a uniform treatment of canonical formulas via locally finite reducts
of algebras. For this purpose, we will first introduce a very general notion of
‘H-stable canonical rules, and then explain that in some special cases these rules
can be turned into formulas. We show that our presentation covers several results
from the recent literature.

Embedding si logics into intuitionistic modal logics

We already pointed out many analogies between stable and subframe si logics.
By moving to the realm of intuitionistic modal logic we discover further analogies
between the two classes. Specifically, we show that subframe si logics are related
to the propositional lax logic (PLL) [54], while stable si logics are related to 1S4,
the intuitionistic version of the (classical) modal logic S4 [105].

We explain how to obtain these connections in a bit more detail: As was
shown by Goldblatt [67], an algebraic semantics for PLL is given by Heyting
algebras with nuclei. By [24], nuclei on a Heyting algebra correspond precisely
to the subframes of its dual Esakia space. This allows us to translate formulas
of IPC into the language of PLL via a version of the Godel-Gentzen translation.
The translation yields two natural embeddings of si logics into the lattice of
extensions of PLL. We observe that subframe si logics play a special role for these
embeddings. The two embeddings, in turn, provide a new characterization of
subframe si logics.
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In a very similar way, we relate stable logics to extensions of 1S4. Algebraic
semantics for IS4 is provided by Heyting algebras with interior operators. There-
fore, the Godel-McKinsey-Tarski-translation allows us to translate formulas of IPC
into formulas of IS4. Analogously to the subframe case, the translation allows us
to define two natural embeddings from the lattice of si logics into extension of
IS4, for which stable si logics will play a special role.

Moreover, we investigate how subframe and stable si logics lie in the lattice
of si logics by relating them to their “closest neighbors”. We call these neigh-
bors the downward and upward subframizations and stabilization of a si logic,
respectively. Wolter [127, 126] introduced and characterized the downward and
upward subframizations of modal logics in terms of relativizations, and defined
the more general notion of describable operations on a lattice of logics. We show
how subframizations and stabilization of si logics can be seen as instances of de-
scribable operations. In addition, we characterize the downwards subframization
and stabilization via the aforementioned embeddings into extensions of PLL and
IS4, respectively.

M-stable modal logics

In the modal case, we extend the study of stable logics started in [18]. We provide
several additional characterizations of these, collect examples and non-examples
of “standard” stable modal logics from the literature, and show that there is a
continuum of stable modal logics. We also discuss differences and similarities
between stable and subframe modal logics.

More importantly, we relativize the notion of stability to that of M-stability.
The notion of K4-stability was already studied in [18]. The motivation behind the
notion of K4-stability is that “standard” modal systems such as K4 and S4 do not
admit all filtrations, but only some specific ones, namely, transitive filtrations.
Hence, K4 and S4 are not stable logics. However, both K4 and S4 are K4-stable.

The notion of M-stability further generalizes K4-stability. It replaces K4 with
a modal logic M that admits filtrations of a specific type. Accordingly, M-stable
logics encompass an even larger range of logics whose fmp can be proved via the
filtration method.

We will place a particular emphasis on transitive M-stable logics, i.e. M-stable
logics where M is an extension of K4. Such logics admit particularly simple
characterizations. Moreover, we explore how S4-stable logics and stable si logics
behave with respect to modal companions and intuitionistic fragments of modal
logics.

NNIL-formulas revisited

Another chapter of this thesis is devoted to the study of NNIL-formulas. NNIL-
formulas are a class of formulas specified by a syntactic property (no nesting of



implication to the left) and were introduced in [124, 125]. Since truth of NNIL-
formulas is reflected by stable maps on models [125, 34], stability plays a role also
in the study of NNIL-formulas. Using the aforementioned observation, we will have
a fresh look at NNIL-formulas. Building on [130], among our central results is the
construction of a universal model for NNIL-formulas via stable maps. Finally, we
provide alternative proofs of known properties of subframe logics—the logics that
NNIL-formulas axiomatize—namely the fmp and canonicity.

Stable maps as model transformations in dynamic logic

Finally, we look at instances of stability in the context of dynamic epistemic
logic [50, 8, 6]. A central notion in dynamic logic is that of updates. Recall
that the public announcement operator [!y] for some formula ¢ induces a model-
transformation that moves from a model to a submodel, namely to the model
consisting of those worlds making ¢ true [106, 63, 107, 8]. Hence, updating
via the public announcement operator moves us from a model to a submodel.
Subframe logics make their way into the context of dynamic epistemic logic as
those logics that allow for updates via the public announcement operator.

In this thesis, we consider the ‘stable’ analogues of updates by investigating a
modality whose corresponding model transformation corresponds to quotienting.
Epistemically, quotienting can be thought of as an abstraction in the sense of
abstracting away or disregarding irrelevant facts. We investigate technical prop-
erties of logics equipped with abstraction modalities. We also show that in some
cases, such logics can be regarded as logics of filtrations. Stable modal logics play
a similar role for the abstraction modality as subframe logics do for the public
announcement operator. Roughly speaking, stable logics are the normal modal
logics that allow updates via abstraction modalities.

Summary

To conclude the introduction we give a short summary of the goals and achieve-
ments of this thesis.

e We introduce cofinal stable si logics as the stable analogues of cofinal sub-
frame si logics and study properties of these logics.

e We expand the study of stable modal logics. We investigate the behavior
of stability with respect to modal companions and intuitionistic fragments.
We explain similarities and differences between stable and subframe modal
logics.

e We strengthen the parallels between stable and subframe si logics by connect-
ing them to modal operators on Heyting algebras, namely the lax modality
and the wnterior operator, respectively.
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e We provide a unified treatment of canonical formulas via locally finite
reducts for various non-classical logics. Moreover, we provide a unified look
on H-stable si logics, where H is a locally finite reduct of Heyting algebras
encompassing subframe, cofinal subframe, and stable si logics.

o We take a fresh look at the class of NNIL-formulas via stable maps. In
particular, we give full descriptions of the m-universal models for NNIL-
formulas. We also provide alternative proofs of the known results that
logics axiomatized by NNIL-formulas have the fmp and are canonical.

o We treat images of models under stable maps as model-transformation op-
erations. These operations give rise to dynamic logics with abstraction
modalities. We prove completeness results for these logics. We explain that
in some special cases, these logics can be regarded as logics of filtration.

Content of the chapters and sources of the material

Chapter 2 discusses the technical preliminaries used in this thesis.

Chapter 3 summarizes known results on subframe and cofinal subframe si logics
as well as stable si logics. Moreover, it introduces the new class of cofinal
stable si logics. The new results in this chapter are joint work with G. and
N. Bezhanishvili [21].

Chapter 4 discusses stable modal logics. The chapter is based on joint work
with G. and N. Bezhanishvili [19].

Chapter 5 provides a summary of known results on canonical formulas.

Chapter 6 relates subframe and stable si logics to intuitionistic modal logics.
The chapter is based on joint work with G. and N. Bezhanishvili [20].

Chapter 7 discusses NNIL-formulas. The chapter is based on joint work with
D. de Jongh and F. Yang [79, 78|.

Chapter 8 discusses stability in the dynamic epistemic context. The chapter is
based on joint work with A. Baltag, N. Bezhanishvili, and A. Ozgiin [4].



Chapter 2

Preliminaries

In this chapter we discuss the background theory used in this thesis. We begin by
recalling general notions from universal algebra. We then introduce more specific
classes of algebras such as lattices, Heyting algebras and modal algebras. Next,
we recall Stone, Priestley, Esakia, and Jonsson-Tarski dualities. Finally, we recall
intuitionistic and modal logics, and their algebraic and relational semantics. We
also explain how these logics can be axiomatized via multi-conclusion consequence
relations.

Our general reference for universal algebra is [39], and for modal and intu-
itionistic logics we usually refer to [40, 36].

2.1 Algebras

2.1.1 Universal Algebra

We recall some basic notions and results from universal algebra that we will
use throughout this thesis without explicitly referring to them. Unless stated
otherwise, the results and notions from this section can be found in [39].

An algebraic similarity type is a set F of function symbols, where each f € F
is assigned a natural number o(f) called the arity of f. For a set A and some
natural number n, let A™ denote the n-ary product of A. An F-algebra 24 = (A, F)
is a pair consisting of a set A, and a set F' that contains for each f € F a function
AU — A If f € F has arity 0, then f* is simply an element of A. Such
elements are called constants. We say that an F-algebra is of finite signature iff
F is finite. If F is clear from the context we will often refer to “F-algebras” as
“algebras”.

Given a similarity type F, and a set of variables Var, the set of F-terms (or
simply terms if F is clear from the context) are defined straightforwardly by
induction. We write ¢(Z) to indicate that ¢ is an F-term with variables from z. If

11



12 Chapter 2. Preliminaries

A = (A, F) is an F-algebra and ¢(Z) is an F-term, then t gives rise to a function
t%: APl — A in the obvious way.

A waluation v on an algebra 2 = (A, F) is a function v : Var — A, i.e. v
assigns to each variable an element of A. A pair (2(,v) consisting of an F-algebra
and a valuation is called a model. Given a model (2, v) and a term ¢(Z), we write
v(t) for the element t*(v(z),ez) of A. An equation is an expression of the form
t ~ s, where t(z) and s(z) are terms. A model (A, v) validates an equation t ~ s
iff v(t) = v(s). In that case we write (U, v) =t ~ s. We say that an algebra 2
validates the equation t = s iff every model on 2 validates t ~ s. In that case we
write A =t ~ s. If I' is a set of equations, we write 2 = I" iff 2 |= s ~ ¢ for all
s~tel.

Clearly, an algebra 2 = (A, F) can also be seen as a first-order (FO)-structure
from model theory. In a similar way, if ¢ is a sentence in the FO-language of F,
we write 2 = ¢ iff 2 validates 1. We will mostly be interested in the case where
1 is a universal sentence.

Varieties and universal classes

Let an algebraic similarity type F be fixed and let 2 = (A, F4), B = (B, Fp),
and A; = (A;, F;) for i € I be F-algebras. An (F)-homomorphism from 2
to B is a function h : A — B such that h(f*(@)) = f® (h(a)eca) for all f €
F. An injective homomorphism is called an embedding. If there is a surjective
homomorphism from 2l onto B, then B is called a homomorphic image of 2L, and
B is called a subalgebra of A, if B C A and the identity map from B into A
is a homomorphism. We say that 2 is isomorphic to B iff there is an injective
and surjective homomorphism from 24 onto 8. The product of the family {2;};c;
is the algebra [[,.,2; = (A, F) consisting of A = {g : I — U,c; 4 | 9(i) €
A; for all i € I'} and for f € F, the operation fIlier% is defined by

S (g1, ) () = £ (90 0 0)

for every g1,...,90(5) € A and 7 € I. It is easy to see that for all ¢ € I, the
projection m; : A — A;, defined by m;(g) = ¢g(7) is a homomorphism.

Finally, we recall the notion of an ultraproduct. Let A and I be as before.
If U is an ultrafilter on the index set I, then U induces an equivalence relation
~yonAby g~y g iff {i el]g(i)=dg(i)} €U. Forge A, let [g]y denote
the equivalence class of g with respect to ~y and let Ay denote the set of these
equivalence classes. For f € F the operation

2 (([olos - [9op]o)) @) = [F* ((920), - - 9oty ()
is well defined for [gi]v,...,[9-(plu € Av and @ € I. The resulting algebra
Ay = (Ay, Fy) is called the ultraproduct of the family {2;},c; with respect to U.
The aforementioned notions give rise to the following operations on a class K
of F-algebras:
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H(K) := {% | is a homomorphic image of some 2 € K}.
S(K) := {2 | B is a subalgebra of some 2 € }.

I(K) := {8 | B is isomorphic to some 2A € L}.

P(K) := {2 | 2 is a product of some algebras from K}.

Py (K) := {2 | 2 is an ultraproduct of some algebras from IC}.

A class of algebras closed under the operations H, S, and P is called a variety,
and a class closed under the operations I, S, and Py is called a universal class. If
K is a class of algebras, then there are a least variety V(K) and a least universal
class U(K) that contain IC. These can be characterized in the following way (see
[39, Theorem 9.5, page 67 and Theorem 2.20, page 245]).

2.1.1. THEOREM (TARSKI). Let K be a class of algebras, then
(1) V(K) = HSP(K),
(2) U(K) =1ISPy(K).

If I' is a set of equations, let Kr = {A | A = I'}, and similarly, if ¥ is a
set of universal sentences, let Ky = {2 | A = ¥}. A class K of algebras is
called equationally definable iff there is a set I' of equations such that K = Kr;
and KC is called universally definable iff there is a set ¥ of universal sentences
such that K = Kg. Varieties and universal classes can be characterized as being
equationally or universally definable (see [39, Theorem 11.9, page 83 and Theorem
2.20, page 245]).

2.1.2. THEOREM (BIRKHOFF). Let K be a class of algebras, then
(1) K is a variety iff KC is equationally definable,
(2) K is a universal class iff IC is universally definable.

The above theorems entail that validity of equations is preserved by the opera-
tions H, S, and P. Likewise, validity of universal sentences is preserved by the
operations I, S, and Py. We will often use the following corollary.

2.1.3. COROLLARY. Let IC be a class of algebras.

(1) If VIK) = s =~ t for some equation s =~ t, then there is A € K with
AP s~~t.

(2) If U(K) W~ 1 for some universal sentence 1, then there is A € K with
A p= 1.
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Varieties have so-called free algebras. If 21 is an F-algebra and X C A, we
say that X generates 2 if the least subalgebra of 2 containing X is 2 itself. For
a proof of the following theorem see [39, Theorem 10.12, page 74].

2.1.4. THEOREM (BIRKHOFF). IfV is a variety, then for every set X, there is
an algebra F,(X) € V that is generated by X and has the following property. For
every A = (A, F) € V and every map h : X — A, there is a unique homomor-
phism h : Fy(X) — 2 extending h.

Algebras satisfying the property of Theorem 2.1.4 are called free algebras. The
analogous result does in general not hold if we replace varieties with universal
classes.

Congruences and subdirectly irreducible algebras

An F-algebra 2 = (A, F) is called a subdirect product of a family {2;},c; of
F-algebras iff 2 is a subalgebra of the product [],.,2;, and 7(A) = A; for each
1 € I, where 7; is the i-th projection from Hiel 2; onto ;.

2.1.5. DEFINITION. An F-algebra 2 = (A, F) is called subdirectly irreducible iff
whenever {2;}ier is a family of F-algebras and h : 4 — [, ;2 an embedding
such that the image h(A) of A under h is a subdirect product of the family
{;}ier, then there is i € I such that m; o h: A — 2; is an isomorphism.

Below we will see a simpler criterion characterizing subdirectly irreducible alge-
bras.
A congruence on an algebra 2 = (A, F') is an equivalence relation 6 on A that
!/

respects the operations on 2, i.e. such that for all f € F and ay,al, ... ax(p), Uy (p) €
A,
fm((ala ce aaU(f)))efm((a/b cee 7a/a(f)))7

whenever a;0a; for all 1 <i < o(f).
Given a congruence 6 on 2, let a/6 denote the equivalence class of an element
a € A with respect to 6.

2.1.6. DEFINITION. The quotient algebra of 2 by 0 is defined as Ay = (Ay, Fy),
where Ay consists of the set of equivalence classes with respect to 6, and for f € F
and ay, ..., a,(5) € A,

F2 /0, aan)/0)) = [*((ar; .. ag(p)) /0.

The quotient map 6 : A — 2, given by a — agy is an onto homomorphism. Thus,
the quotient algebra of 24 with respect to 6 is a homomorphic image of (. In
fact, the converse of this statement is also true, i.e. every homomorphic image of
2 gives rise to a congruence on 2. Thus, there is a one-to-one correspondence
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between congruences and isomorphism classes of homomorphic images of 2. This
fact is known as the Homomorphism Theorem (see [39, Theorem 6.12, page 50)).

The set of congruences of an algebra form a bounded lattice. The least con-
gruence is the diagonal A = {(a,a) | a € A}, and the largest is V = A x A. Many
properties of an algebra can be studied via its congruence lattice. In particular,
there is the following useful characterization of subdirectly irreducible algebras
(see [39, Theorem 8.4, page 63]).

2.1.7. THEOREM. An algebra A is subdirectly irreducible iff its congruence lattice
has a second least element, i.e. there is a congruence 6 # A such that 6 < 6" for
all congruences 0" # A.

Every algebra can be “represented” by its subdirectly irreducible homomor-
phic images in the sense of the following theorem, for a proof see [39, Theorem
8.6, page 64].

2.1.8. THEOREM (BIRKHOFF). Every algebra 2 is isomorphic to a subdirect
product of subdirectly irreducible algebras that are homomorphic images of 2.

Given an algebra 2, a subdirect product as described Theorem 2.1.8 is also called
a subdirect representation of 2. A simple consequence of the theorem above is that
every variety is generated by its subdirectly irreducible members. Accordingly,
subdirectly irreducible algebras are often described as the building blocks of a
variety.

If K is a class of algebras, let

Ks = {2 € K | 2 is subdirectly irreducible}.
2.1.9. COROLLARY. For every variety V, V = V(Vq).

A variety V is called congruence distributive iff the congruence lattice of every
algebra 2 in V is a distributive lattice. The following theorem is usually referred
to as Jénsson’s Lemma (see [39, Theorem 6.8, page 165]).

2.1.10. THEOREM (JONSSON). If K is a class of algebras and V(K) is congru-
ence distributive, then

Thus, whenever a class IC generates a congruence distributive variety, Jonsson’s
Lemma guarantees that the subdirectly irreducible algebras of that variety lie
already in HSPy(K) (as opposed to HSP(K)). If K is a finite class of finite

algebras, then Py (K) = K, so we obtain the following corollary.

2.1.11. COROLLARY. If K is a finite class of finite algebras and V(K) is congru-
ence distributive, then

V(K)s € HS(K).
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Reducts and locally finite algebras

Finally, we mention two more notions of universal algebra that we will often
encounter, namely reducts and local finiteness.

2.1.12. DEFINITION. Let F be an algebraic similarity type, and let H C F.
If A = (A, F) is an F-algebra, then the H-algebra Ay = (A, H) is called the
H-reduct of A where H = {f* | f € H}.

Thus, the H-reduct 23 is obtained from 2 by “forgetting” all operations in F\ H.
In fact, we will usually be more general with this notion by allowing H to be a
set of F-terms rather than a proper subset of F.

Let A = (A, F) and B = (B, F’) be F-algebras and let # C F. A function
h : A — B is called an H-homomorphism iff h(f*(a)) = f® (h(a)aea) for all
feH.

An F-algebra 21 = (A, F) is called finitely generated iff there is a finite set
X C A that generates 2. The algebra 2 is called n-generated for some n € N
if 2 is generated by a set of cardinality n. More generally, a subalgebra B of
A = (A F) is called a finitely generated subalgebra of 2 iff there is a finite set
X C B such that B is the least subalgebra of 2l that contains X.

2.1.13. DEFINITION. Let F be an algebraic similarity type. An F-algebra 2 =
(A, F) is called locally finite iff every finitely generated subalgebra of 2 is finite.
A class IC of F-algebras is called locally finite iff each algebra in I is locally finite.

There are many equivalent descriptions of locally finite varieties.

2.1.14. THEOREM. LetV be a variety. Then the following conditions are equiv-
alent.

(1) V is locally finite.
(2) Every finitely generated algebra in V is finite.
(8) Every finitely generated free algebra of V is finite.

(4) Foreachn € N there ism(n) € N such that the cardinality of all n-generated
algebras in'V is at most m(n).

The equivalence of (1) and (2) easily follows from the fact that V is closed under
subalgebras. For a proof of the equivalence of (1) and (3) see [39, Theorem 10.15,
page 76]. Finally, the equivalence of (3) and (4) follows from the fact each finitely
n-generated algebra is a homomorphic image of the free algebra on n generators.

In fact, as shown in [12], condition (4) in the theorem above can be strength-
ened. This leads to another useful criterion to recognize local finiteness of a
variety [12, Theorem 3.7].
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2.1.15. THEOREM ([12]). A wariety V of finite signature is locally finite iff for
each n € N there is m(n) € N such that the cardinality of all n-generated subdi-
rectly irreducible members of V is at most m(n).

In what follows we recall the definition and properties of more specific alge-
braic structures that we will encounter in this thesis.

2.1.2 Heyting algebras

In this section we recall the definition of Heyting algebras and other algebraic
structures based on partially ordered sets.

Lattices

A lattice L = (L, A\, V) is an algebra with two binary operations, A and V satis-
fying the set of equations in Table 2.1.1.

rVyryvze TNANY~RyNzxT
zV(yVz)r(xVy Vz aAyAz)=(zAy) Az
rVr=cx TANT =R
rzV(rAy) r=zTA(rVy).

Table 2.1.1: Equational theory of lattices

Alternatively, a lattice can be defined as a partially ordered set (poset for
short) with binary infima and suprema. If (P, <) is a poset with binary suprema
denoted by sup and binary infima denoted by inf, then setting p V ¢ := sup{p, ¢}
and p A q := inf{p, ¢} for all p,q € P produces a lattice. Conversely, given a
lattice (L, A, V), then defining p < ¢ iff p A ¢ = p for all p,q € L produces a poset
with binary infima and suprema. (Setting p < ¢ iff p V ¢ = ¢ produces the same
partial order).

A lattice is called distributive iff it satisfies the equations (z Ay) V z = (z V
2)AN(yVz)and (xVy) Az~ (xAz)V(yAz). A bounded lattice is a lattice L
together with constants 0 and 1 satisfying the equations x V1~ 1 and 0 Az = 0.
From the equational definition of (bounded, distributive) lattices it immediately
follows that they form a variety.

For more information on lattices the reader is referred to [3, 70].

Heyting algebras

2.1.16. DEFINITION. A Heyting algebra A = (A, \,V,—,0,1) is a bounded lat-
tice (A, A, V, 0, 1) together with a binary operation —, called Heyting implication,
such that for all a,b,c € A

aANb<c iff a<b—=c (2.1)
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In other words, b — ¢ is the largest element x of A satisfying b A x < ¢. The
term —x is used to abbreviate x — 0, and for a € A, the element —a is called the
pseudo-complement of a. We also write a <> b for (a — b) A (b — a).

The lattice reduct of Heyting algebras is always distributive. Moreover, the
partial order of the lattice reduct of a Heyting algebra A can be equivalently
defined by setting a < biff a - b =1 for all a,b € A.

Alternatively, Heyting algebras can be defined by the equations of Table 2.1.2
(see [84, Lemmas 1.10 and 1.11])

equational theory of lattices (Table 2.1.1)

rVixl OANz =0
r— el = (yNz)=(x =y A —2)
(z=y)Ay=y zA(z—y)~(xAy)

Table 2.1.2: Equational theory of Heyting algebras

The equational definition shows that Heyting algebras form a variety. It is
well known that the variety of Heyting algebras is not locally finite. In fact,
already the free Heyting algebra on one generator is infinite. It is called the
Rieger-Nishimura lattice [113, 104].

Congruences of Heyting algebras can be characterized by filters. A filter of
a bounded lattice L is a mon-empty subset F' C L that is an upset, i.e. for all
a,b € L with a < b we have that a € F' implies b € F', and is closed under binary
meets, i.e. we have a Ab € F whenever a,b € F. A filter F' C L is called principal
iff there is @ € L such that FF = {b € L|a < b}.

2.1.17. THEOREM. For a Heyting algebra A there is a dual isomorphism between
the lattice of filters of A and the congruence lattice of A.

We describe how to obtain the correspondences, see [111, Chapter 1.13] for details.
Given a filter F' on the Heyting algebra A, the corresponding congruence on A
is defined by {(a,b) € A? | a <+ b € F}. Conversely, if 6 is a congruence on A,
the corresponding filter is defined by {a € A | (a,1) € 0}. If F is a filter on A,
we sometimes write A/F to denote the quotient algebra of A with respect to the
congruence corresponding to F' (see Definition 2.1.6).

Recall that subdirectly irreducible algebras are those that have a second least
element in their congruence lattice (Theorem 2.1.7). Using the correspondence in
Theorem 2.1.17, a subdirectly irreducible Heyting algebra can be characterized
via its filters.

2.1.18. THEOREM. A Heyting algebra A is subdirectly irreducible iff it has a
second largest element, i.e. there is a € A\{1}, such that b < a for allb € A\{1}.
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Using the characterization by filters, it is easy to see that the variety of Heyt-
ing algebras is congruence distributive. Thus, in particular Jonsson’s Lemma
(Theorem 2.1.10) applies, which we will often make use of.

We will often work with well-connected Heyting algebras: A Heyting algebra
A is called well-connected if aVb =1 impliesa =1or b= 1 for all a,b € A. The
following theorem describes the connections between subdirectly irreducible and
well-connected Heyting algebras.

2.1.19. LEMMA. Fuvery subdirectly irreducible algebra is well-connected. The con-
verse is true for finite Heyting algebras.

Other algebras based on posets

To conclude this section, we recall the definitions of further algebraic structures
based on posets.

e A pseudo-complemented bounded distributive lattice is a bounded distribu-
tive lattice enriched with a unary operation — such that

b<-a iff anb=0.

o A meet-semilattice is an algebra L = (L, A) satisfying the first three equa-
tions on the right-hand-side of Table 2.1.1.

e A Brouwerian semilattice (also called implicative meet-semilattice) is a
meet-semilattice with an implication, i.e. with a binary operation — satis-
fying the equation (2.1) in Definition 2.1.16. A Brouwerian semilattices A
always contains a largest element given by a — a for any a € A. A bounded
Brouwerian semilattices (also called implicative meet-semilattice with 0) is a
Brouwerian semilattices containing a constant 0 and satisfying the equation
x N0 =D0.

e A Boolean algebra is a Heyting algebra satisfying -z Vo ~ 1. We will
typically think of Boolean algebras given in the signature (A, A,V,—,0,1).
Then the Heyting implication can be recovered by a — b = —a V b.

We will employ the following abbreviations:
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e BDLat stands for the variety of bounded distributive lattices,

e PBDLat stands for the variety of pseudo-complemented bounded distribu-
tive lattices,

e BSLat stands for the variety of Brouwerian semilattices (aka implicative
meet semilattices),

e BBSLat stands for the variety of bounded Brouwerian semilattices (aka im-
plicative meet semilattices with 0)

e HA stands for the variety of Heyting algebras, and

e BA stands for the variety of Boolean algebras.

Table 2.1.3: Varieties of algebras based on posets

We will often make use of the fact that some of the varieties above are locally
finite. The local finiteness of BA and BDLat is well known (see e.g. [70, Theorem
1(iv), page 68|, or any other textbook on lattice theory). The fact that PBDLat
is locally finite is also well known, we will nevertheless provide a proof of this fact
in Theorem 3.2.2. The local finiteness of BSLat and BBSLat was established in
[49]. Alternative proofs showing the local finiteness of the varieties BDLat, BSLat,
and BBSLat can be found in [12]. Gathering the above together we obtain the
following result.

2.1.20. THEOREM. The varieties BA, BDLat, PBDLat, BSLat, BBSLat are locally
finite.

2.1.3 Modal algebras

In this section we recall the definition and properties of modal algebras. We pay
special attention to K4-algebras.

2.1.21. DEFINITION. A modal algebra A = (A, <) consists of a Boolean algebra
A and a unary operation < satisfying &(a Vv b) = Ga Vv Ob for all a,b € B and
S0 = 0.

Alternatively, a modal algebra can be defined as a pair (A, O) consisting of a
Boolean algebra together with a unary operation O satisfying

OaAOb=0(aAb) and 0Ol=1. (2.2)

We can switch between the two alternative definitions of modal algebras as follows.
Given an operator & on a Boolean algebra A, set Oa = —<C—a for all a € A.
Conversely, given an operator 0 on A, then set Ga = —0O-a for all a € A.
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An atom of a Boolean algebra A is an element a € A \ {0} such that b < a
implies that b= 0or b = a for all b € A. In a finite Boolean algebra every element
is a join of atoms. Since the ¢-operator distributes over V, a $-operator on a
finite modal algebra is fully determined by its values on atoms. We denote the
variety of modal algebras by MA.

A modal filter of a modal algebra A = (A, <) is a filter F' C A of A such that
a € F implies Oa € F for all a € A. Just as filters on Heyting algebras correspond
to congruences, the congruences of modal algebras can be characterized by modal
filters.

2.1.22. THEOREM. For a modal algebra A, there is a dual isomorphism between
the lattice of modal filters of A and the congruences lattice of .

Just as the variety of Heyting algebras, the variety of modal algebras is congru-
ence distributive making Jénsson’s Lemma (Theorem 2.1.10) applicable. Subdi-
rectly irreducible modal algebras admit characterizations via oprema. An element
a of a modal algebra 2 is called an opremum iff a # 1 and for each b # 1 there
isn € N with B,b < a, where 0% = b, 0""'b = OO"b, and Wb = A, ., OFb (see
e.g. [88, page 174])). -

2.1.23. THEOREM. A modal algebra is subdirectly irreducible iff it has an opre-
mum.

K4-algebras

We will often work with modal algebras satisfying stronger equations. In partic-
ular, we will work with K4-algebras. A K4-algebra is a modal algebra 2 = (A, )
satisfying OOa < $a, or, alternatively Oa < OOa for all a € A.

Let 20 = (A4, <) be a K4-algebra. We use a standard convention of modal logic
by setting for a € A,

Ota=av<a and OFTa=aAOa. (2.3)

It is easy to see that an element a of a Ké-algebra 2 = (A, <) is an opremum
iff a # 1 and O%b < a for all b € A. Thus, the characterization of subdirectly
irreducible modal algebras (Theorem 2.1.23) can be strengthened when applied
to K4-algebras.

2.1.24. THEOREM. A Ké-algebra A = (A, <) is subdirectly irreducible iff it con-
tains an element a # 1 with O7b < a for allb # 1 € A.

Following [99, Definition 1.10], we call a K4-algebra 2 = (A, <) well-connected
if Ota AT =0 implies a =0 or b =0 for all a,b € A. Equivalently, 2l is well-
connected if Ofa vV O™ = 1 implies a = 1 or b = 1 for all a,b € A. The
following theorem describes the connections between subdirectly irreducible and
well-connected K4-algebras.
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2.1.25. THEOREM. Fvery subdirectly irreducible K4-algebra is well-connected. The
converse is true for finite K4-algebras.

2.1.26. REMARK. The universal algebra term encompassing well-connected Heyt-
ing algebras and well-connected K4-algebras is being finitely subdirectly irreducible.
Since this notion is not as standard as being subdirectly irreducible, we keep the
name well-connected for Heyting algebras and K4-algebras.

2.2 Duality

Next we recall dual descriptions of bounded distributive lattices, Heyting algebras,
and modal algebras. We also recall how algebraic notions such as subalgebras,
homomorphic images and subdirectly irreducible algebras translate to the dual
setting.

Duality refers to dual equivalence of appropriate categories. Since category
theory itself does not play a central role in this thesis, we skip the precise definition
of dual equivalence and refer the reader to [94, 2].

2.2.1 Some notions on posets

Recall that if (X, <) is a poset, by an upset of X we mean a subset U C X such
that x € U implies y € U whenever x < y for x,y € U, a downset of X is defined
dually. For U C X we write

U ={ye X |z<yforsomexecU}and [U={ye X |y <z for some z € U}.

Thus, 1U is the least upset containing U, and U is the least downset containing
U, respectively. If U = {x} is a singleton, we usually write T2 and |« instead of
Mz} and [{z}, respectively. If U C X, we define the mazimum of U by

maxU ={z € U | (y € U and = < y) implies y = x}.

Elements in max X are called mazimal elements of X. If z,y € X, then zx is
called an immediate successor of y iff y < z and y < 2z < x implies that z = x or
z =1y. An antichain is a subset A C X with a £ b and b £ a for all a,b € A with
a # b.

A chain is a subset C' C X that is linearly ordered, i.e. for all z,y € C, we
have x <y ory < x. If C' C X is a finite chain, we often refer to the cardinality
of C' as its length. We say that C starts in x € C' iff x < c for all c € C.

A poset (X, <) has bounded depth iff there is natural number k such that X
contains a chain of length & but no chain of larger length. If (X, <) is of bounded
depth and = € X, then d(z) denotes the cardinality of the longest chain starting
from z. Thus, e.g. an element z € X is maximal iff d(z) = 1. If (X, <) is of
bounded depth, we also write d(X) for the cardinality of the longest chain in
(X, <).



2.2. Duality 23

2.2.1. DEFINITION. Let (X, <) and (Y, <) be posets and let f : X — Y be a
map. Then

o fis called order-preserving iff x < 2’ implies f(x) < f(2') for all z,2' € X.

o fis called a p-morphism iff f(1z) =1f(z) for all x € X.

It is easy to see that a p-morphism is also order-preserving. An order-preserving
map f: X — X is called

e a closure operator iff x < f(z) and ff(z) < f(x), and
e an interior operator iff f(x) <z and f(x) < ff(x).

A pair (g, f) of order-preserving maps f : X — Y and g : Y — X is called an
adjoint pair iff for all x € X and y € Y,

y < f(x) iff g(y) <uz.

In that case, f is called the right or upper adjoint of g. The pair (g, f) is also
referred to as a Galois connection. See [94, 2], and e.g. [37, Theorem 2.7] for the
connection between adjoint pairs and closure operators.

2.2.2 Priestley duality

An order-topological duality for bounded distributive lattices was developed by
Priestley in [108, 109]. We here recall the basic constructions involved. For
detailed expositions the reader is referred to [48, 103].

2.2.2. DEFINITION. A Priestley space (X, <) is a topological space X equipped
with a partial order < such that X is compact, zero-dimensional, and for each
r,y e X,

x £ y implies that there is a clopen upset U of X with z € U and y € U. (2.4)
The property in (2.4) is called the Priestley separation axiom.

Properties of Priestley spaces that we will use in this thesis include the following.
2.2.3. THEOREM. Let (X, <) be a Priestley space.

(1) Let{x,...,x,} be an antichain of X. Then there are clopen upsets Uy, ..., Uy,
with x; € U; and x; ¢ U; for all1 <1 # j <n.

(2) Let W C X be a closed downset, and let x ¢ W. Then there is a clopen
upset U of X withx € U and UNW = ().
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(8) X is Hausdorff.

(4) If X is finite, then X is discrete.

(5) If V. C X s closed, then |V and 1V are closed.

(6) For each v € X, tx Nmax X # (), i.e. every point sees a maximal point.

(1) and (3) are simple consequences of the Priestley separation axiom. For (2)
see [48, Lemma 11.25]. (4) follows from (3). For a proof of (5) see [103, Lemma
5.1] and for a proof of (6) see [29, Theorem 2.3.24].

A map between Priestley spaces is a Priestley morphism iff it is continuous
and order-preserving. The category of Priestley spaces and Priestley morphisms
is denoted by Pries. The variety BDLat of bounded distributive lattices can be
seen as a category, where morphisms are bounded lattice homomorphisms.

2.2.4. THEOREM (PRIESTLEY). The categories BDLat and Pries are dually equiv-
alent.

We sketch the constructions involved. Let L = (L, A,V,0,1) be a bounded
distributive lattice. A prime filter on L is a filter x C L\ {0}, such that aVb € z

implies a € x or b € x for all a,b € L. We denote the collection of prime filters of
L by PF(L). For a € L, let

ola) ={x € PF(L) | a€ x}.

The Priestley space L, = (PF(L),<) dual to L is defined as follows: L, is a
topological space with underlying set PF (L), where the topology is given by the
(clopen) subbasis

e(a) N (PF(L)\ p(b)) for a,b e L,

and z < y iff x C y for any =,y € PF(L). Conversely, let (X, <) be a Priestley
space. Then the dual lattice X* = (CU(X),A,V,0,1) consists of the clopen
upset of X, denoted by CU(X), and the operations A and V, are given by the
intersection and union of clopen upsets, respectively. Moreover, the constant 0 is
the empty set and 1 the whole set X.

On morphisms, the duality acts by inverse maps, i.e., if f: L — L' is a lattice
homomorphism, the inverse image map f~'-that sends a prime filter x of L’ to
fYx) ={a € L| f(a) € z}-is a Priestley morphism from L to L,. Conversely,
if f: X — Y is a Priestley morphism, the inverse image map f~! is a bounded
lattice homomorphism from Y™ to X*.

The next theorem describes how to translate between some algebraic and
order-topological notions. For a proof see [48, Section 11.32]. We collect the
correspondences in Table 2.2.1.
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2.2.5. THEOREM. Let A a bounded distributive lattice and let (X, <) be its dual
Priestley space. There is a one-to-one correspondence between

(1) the congruences on A and closed subsets of X,

(2) the subalgebras of A and the images of X under a Priestley morphisms.

BDLat Pries
congruences closed subsets
subalgebras | images of Priestley morphisms

Table 2.2.1: “Dictionary BDLat <+ Pries”

2.2.3 [Esakia duality
Duality for Heyting algebras was developed by Esakia in [51].

2.2.6. DEFINITION. An Fsakia space is a Priestley space (X, <) in which [U is
open for each open set U C X.

Since an Esakia space is in particular a Priestley space, the properties of Theorem
2.2.3 obviously also hold for Esakia spaces. In addition, we have the following
properties, for a proof see [52].

2.2.7. THEOREM. Let (X, <) be an Esakia space.
(1) The mazimum max X is closed.

(2) If z1,...,x, are n maximal points, then they can be separated by disjoint
clopen upsets, i.e. there are clopen upsets Uy, ..., U, C X with U;NU; =0
for i # 5 and x; € U;.

A map f: X — Y between Esakia spaces is an Esakia morphism if it is a
continuous p-morphism, i.e. f a p-morphism (see Definition 2.2.1) and is contin-
uous. We denote the category of Esakia spaces and Esakia morphisms by Esa.
Note that Esa is not a full subcategory of Pries. By HA we denote the category
of Heyting algebras and Heyting algebra homomorphisms.

2.2.8. THEOREM (ESAKIA). The categories HA and Esa are dually equivalent.
The constructions of the dual algebras, spaces, and morphisms are the same

as in Priestley duality. If X is an Esakia space, with dual X*, then the Heyting
implication is defined by U — V' = X \ L(U \ V) for clopen upsets U and V" of X.
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2.2.9. DEFINITION. Let (X, <) be an Esakia space. Then X is called rooted iff
there is r € X with r < z for all z € X. Then r is called the root of X. The
space X is called strongly rooted iff r is a root of X and {r} is a clopen subset of
X.

Since a finite Esakia space has the discrete topology, a finite rooted Esakia space
is necessarily strongly rooted.

In the next Theorem we describe how to translate between some algebraic
and order-topological notions. The proofs can be found in [52]. We collect the
correspondences in Table 2.2.2.

2.2.10. THEOREM. Let A be a Heyting algebra and let (X, <) be its dual Esakia
space.

(1) There is a one-to-one correspondence between the congruences of A and the
closed upsets of X.

(2) There is a one-to-one correspondence between the subalgebras of A and the
p-morphic images of X.

(3) A is well-connected iff (X, <) is rooted.

(4) A is subdirectly irreducible iff (X, <) is strongly rooted.

HA Esa
filters, congruences closed upsets
subalgebras p-morphic images
well-connected rooted
subdirectly irreducible | strongly rooted

Table 2.2.2: “Dictionary HA <> Esa”

2.2.4 Stone duality

Stone duality was developed by Stone in [120]. Recall that a Stone space is a
topological space X that is zero-dimensional, compact, and Hausdorff. In other
words, a Stone space is a Priestley space equipped with partial order given by
the identity relation. Let Stone be the category of Stone spaces and continuous
maps and let BA denote the category of Boolean algebras.

Priestley duality restricts to Stone duality, the duality between Boolean alge-
bras and Boolean homomorphisms and Stone spaces and continuous maps.

2.2.11. THEOREM (STONE). The categories BA and Stone are dually equivalent.
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Some notions in this case can be described in simpler terms than in Priestley
duality. For instance, prime filters on a Boolean algebra A are the same as
ultrafilters, where a filter x on a Boolean algebra A is called an ultrafilter iff a € x
or —a € x for every a € A. Moreover, if A is a Boolean algebra, the sets of the
form ¢(a) for a € A already form a basis of its dual Stone space.

2.2.12. REMARK. Of course, historically, Priestley duality was invented later
than Stone duality. Accordingly, Priestley duality is seen as a generalization
of Stone duality rather than Stone duality is seen as a special case of Priestley
duality.

2.2.5 Joénsson-Tarski duality

Next, we recall the duality between modal spaces and modal algebras. This dual-
ity was explicitly formulated by Goldblatt [65, 66] building on the representation
theorem by Jénsson and Tarski [87]. Precursors of this duality were developed
for special cases in [72, 51].

Let R be a binary relation on a set X. For a subset U C X, we write

R[U] = {y € X | xRy for some x € U} and R~ '[U] = {y | yRx for some x € U}.

If U = {x} is a singleton, then we usually write R[z] and R~![z] instead of R[{x}]
and R™'[{x}], respectively.

2.2.13. DEFINITION. A modal space X = (X, R) consists of a Stone space X and
a relation R on X that is point-closed, i.e. R|x] is closed for every z € X and so
that R™![U] is clopen for each clopen subset U of X.

A morphism f : X — ) between modal spaces X = (X, R) and 9 = (Y, 5) is a
continuous map that is a p-morphism, i.e. f(R[z]) = S[f(z)] for all z € X. The
category of modal spaces and morphisms is denoted by MS. By MA we denote
the category of modal algebras and modal algebra homomorphisms.

2.2.14. THEOREM. There is a dual equivalence between MA and MS.

We sketch the constructions establishing the dual equivalence (see e.g. [123,
Theorem 5.28]). If A = (A, <) is a modal algebra, then its dual modal space is
X = (X, R), where X is the dual Stone space of A and for z,y € X,

xRy iff (a€y= Cacux)forallac A

Conversely, if X = (X, R) is a modal space, then its dual modal algebra is 2 =
(A, ©), where A is the Boolean algebra of clopen subsets of X and ¢a = R[]
for all @ € A. The duality extends to morphisms by taking preimages of the
morphisms in question (similarly as in the case of Priestley duality).
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MA MS
modal filters, congruences | closed generated subframes
subalgebras p-morphic images
subdirectly irreducible topo-rooted
transitive MA transitive MS
well-connected rooted

subdirectly irreducible | strongly rooted

Table 2.2.3: “Dictionary MA < MS”

Let X = (X, R) be a modal space. For a set U C X, we define R'[U] = U,
R U] = R[R"U]], and R*[U] = U,y R"[U]. An element x of X is called a
root of X if X = R¥[z]| and a topo-root if R*[x] is dense in X. We call X rooted if
it has a root, and topo-rooted if the set of topo-roots is not co-dense (the interior
is nonempty). By [122, Theorem 2|, a modal algebra 2 is subdirectly irreducible
iff its dual modal space X is topo-rooted.

Duals of K4-algebras are called K4-spaces. These are modal spaces X = (X, R)
with a transitive relation R. For a binary relation R, let R™ be the reflexive
closure of R. For a K4-space, we have R¥ = R™. Thus, a K4-space is rooted iff
there is € X such that X = R*[z]. Analogously as for Esakia spaces, we call a
K4-space strongly rooted iff its set of roots is non-empty and clopen.

Further translations between the algebraic and topological side are described
in the theorem below and summarized in Table 2.2.3. A generated subspace or
generated subframe of a modal space X = (X, R) is a subset Y C X such that
y € Y whenever xRy for some z € X.

2.2.15. THEOREM. Let A = (A, <) be a modal algebra with dual space X =
(X, R).

(1) There is a one-to-one correspondence between modal filters of A and closed
generated subspaces of X.

(2) There is a one-to-one correspondence between subalgebras of A and p-morphic
images of X.

Moreover, if A is a Kd-algebra, and thus X a transitive modal space, then 2 is
well-connected iff X is rooted.
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2.3 Logics

In this section we recall the definition of intuitionistic and normal modal logics.
We also discuss their algebraic and relational semantics.

2.3.1 Superintuitionistic logics

We recall the definition of IPC and its extensions, the superintuitionistic logics.
For more detailed expositions the reader is referred to [40] or [47].

The language Lipc of intuitionsitic propositional logic is defined by the follow-
ing grammar,

pu=p|lL|leVve|lpAe|p—=,

where p € Prop is a propositional variable. We employ the usual definitions for
T, and <>, ie. "p=p— L, T==-Land p = (p—=>¢)A W — p).

2.3.1. DEFINITION. Intuitionistic propositional logic (IPC) is the least set of for-
mulas containing the axioms of Table 2.3.1 and is closed under the rules (modus
ponens) and (substitution) for every substitution o.

p—(g—p), L-—=np,
PANG—Dp, DPNG—Q,
p—=pVeg q—=pVyg,
(p—=71)—=(g—=1)—=(pVa) —1))),
p=(@g=r)= (=9 = (@—=r)

Table 2.3.1: Axioms of IPC

p =y St 4
modus ponens (substitution)
( ponens) W ()

A superintuitionistic logic (si logic for short) is a set L of formulas containing
IPC and being closed under the rules of (modus ponens) and (substitution).

If L is a si logic and ¢ € L, we say that ¢ is a theorem of L and often write
LE . If U C Lipc is a set of formulas, by IPC + ¥ we denote the least si logic
containing W. If ¥ = {y} is a singleton, then we usually write IPC 4 ¢ instead
of IPC + {p}. Classical propositional logic is defined by CPC = IPC+pV —p. A
set of formulas I' C IPC has the disjunction property ift ¢ V ¢» € I' implies that
peloryel.

If for each i € I, L; is a si logics, then A,.;L; = [);c;L; is a si logic, and
V,c; Li is the least si logic generated by | J,., L;. With these operations, si logics
form a complete lattice that we denote by Ajpc. The inconsistent logic Fml, the
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set of all formulas in Lpc, is the top element of this lattice and IPC is the bottom
element. It is well known that classical logic CPC is the second largest element
of A|pc.

Algebraic semantics

Algebraic semantics for superintuitionistic logics is given by Heyting algebras. If
A is a Heyting algebra, a valuation on A is a map v : Prop — A. Formulas in
the language Lipc correspond precisely to the terms of the language of Heyting
algebras and are also interpreted the same way.

A pair (A,v) consisting of a Heyting algebra A and a valuation v is called a
model. We write (A,v) = ¢ iff v(p) = 1. And we write A = ¢ provided that
(A,v) | ¢ for every valuation v on A. In that case we say that A wvalidates .
If U is a set of formulas, we write A = U iff A = p for all p € W. If L is a si
logic and A = L, then we call A an L-algebra. Finally, if K is a class of Heyting
algebras and ¢ € Lipc, we write K = ¢ iff A = ¢ for all A € K.

We can smoothly switch between validity of formulas and equations. In detail,
if A is a Heyting algebra and ¢ € Lipc, then A = ¢ iff A = ¢ &~ 1. Conversely,
if s and t are terms in the language of Heyting algebras, then

AEs~tif AEs o t. (2.5)

Therefore, if ¥ is a set of formulas, in particular if ¥ is a logic, the collection of
all algebras validating W forms a variety (this follows from Theorem 2.1.2). If L
is a si logic, by V(L), we denote its corresponding variety, i.e.

V(L) ={A|AEL).

Conversely, if V is a variety of Heyting algebras, then Ly, := {p € Lipc | V E ¢}
is a si logic. The operation V(—) and —y constitute a dual isomorphism between
the lattice of si logics and the lattice of subvarieties of HA.

And more generally, if K is a class of Heyting algebras, then Log(K) = {¢ €
Lipc | K = ¢} is a si logic.

Let IC be a class of Heyting algebras and L a logic. We say that L is complete
with respect to K iff for every ¢ € Lipc, we have L - ¢ iff £ = .

2.3.2. THEOREM (ALGEBRAIC COMPLETENESS).
(1) IPC is complete with respect to HA.

(2) Every si logic L is complete with respect to V(L).
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Kripke semantics

We continue by recalling the relational semantics for IPC via Kripke frames. An
(intuitionistic) Kripke frame is a poset § = (W, <). A wvaluation on § is a map
v : Prop — Up(W), where Up denotes the set of upsets of §. Such valuations are
also called persistent.

A pair (§,v) consisting of a Kripke frame together with a valuation is called
a Kripke model over §. We interpret formulas in a Kripke model 9t = (§, v) at
a world w € W as follows:

wE, p iff weov(p)

wkeE, Ny it wlE, pand w E Y

wkE, VY iff wE,porwlE, Y

wE, o=y iff W, ¢ implies v’ =, ¢ for all w < w'.

Table 2.3.2: Kripke semantics for intuitionistic logics

In order to emphasize the model in question, we often write 9%, w |= ¢ instead
ofw =, p. lf p € Lipe, let v(p) ={w e W | w =, p}. It is easy to see that v(yp)
is an upset for each .

We say that a Kripke model 9 = (§,v) satisfies a formula ¢ iff w =, ¢ for
every world w of 9. In other words, v(p) = W. In that case we write MM = ¢.
A Kripke frame § validates ¢ iff MM |= ¢ for every model 9 over F. In that case
we write § | ¢.

IPC is complete with respect to the class of all Kripke frames, i.e. a formula
¢ is a theorem of IPC iff § = ¢ for every Kripke frame §. However, as opposed
to algebraic semantics, not all si logics are complete with respect to their class
of Kripke frames. Si logics that are complete with respect their class of Kripke
frames are called Kripke complete (see Table 2.3.4).

Kripke frames vs. Esakia spaces

By Esakia duality, also Esakia spaces serve as adequate semantics for si logics. A
valuation on an Esakia space X is a map v : Prop — CU(X). A formula ¢ € Lipc
can then be interpreted at a world w € X according to the clauses of Table 6.5.1.
Alternatively, ¢ can be interpreted in the dual Heyting algebra X* of X. The
latter is possible since the valuation v can be seen as a valuation on X*. The
two ways of evaluating ¢ coincide in the sense that for both cases v(p) will be
the same clopen upset of X. Thus, Theorem 2.3.2 implies that every si logic is
complete with respect to its corresponding class of Esakia spaces.

By “forgetting” the topology on an Esakia space, we obtain an intuitionistic
Kripke frame. Recall that the topology on finite Esakia spaces is discrete, thus
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finite Esakia spaces and finite Kripke frames coincide. Accordingly, we will some-
times refer to finite Esakia spaces simply as frames or posets (since the topology
is implicit in the finite case).

Note that the dual space of the one-element Heyting algebra is the empty
space. Accordingly, we will in general allow our frames to be empty.

2.3.2 Substructural logics

In Chapter 5, we will briefly encounter the substructural logic FL¥ . We here
collect the most important facts that we will make use of. For more details on
substructural logics the reader is referred to [62].

2.3.3. DEFINITION. A residuated lattice A = (A, A,V,-,—,0,1) consists of a
lattice (A, A, V) together with a binary operations — and -, such that (A, -, 1) is
a monoid! and for all a,b,c € A

a-b<c iff a<b-—ec,

(13X

i.e. “=7 is the residual of the multiplication

A residuated lattice A = (A, A, V, -, —,0,1) is called commutative iff the monoid
(A, -, 1) is commutative, integral iff 1 is the top element of the lattice, and k-potent
iff a**!' = a* for all @ € A, where k is a fixed natural number.

In particular, every Heyting algebra is an integral commutative residuated
lattice where the multiplication - is the meet operation. The collection of k-potent
commutative bounded integral bounded residuated lattices forms a variety and is
denoted by k-CIRL.

Congruences on k-CIRLs can be characterized by deductive filters, i.e. filters
that are also closed under multiplication. By [32, Theorem 2.7], a k-CIRL is
subdirectly irreducible iff it has a second largest element. Just like for Heyting
algebras, a k-CIRL A is called well-connected iff a Vb =1 impliesa =1 or b = 1.

The logic FL]e"w is the logic whose equivalent algebraic semantics is given by
k-CIRLs.

2.3.3 Normal modal logics

We here recall the definition and semantics of normal modal logics. For more
detailed expositions the reader may consult [40] or [36].
By L we denote the language of basic modal logic defined by the grammar

pu=p|op oA Cp,

LAn algebra (A, -, 1) is a monoid iff - is an associative binary operation such that a-1 =a =
1-aforall a € A.
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where p € Prop is a propositional letter. We employ the usual definitions for V,
—, ¢, T, Land O, ie. oV = (0o A=), p = b ==(pAY), ¢ > ¢ =
(p—=V)AN W =), T=pV-p, L=pA-p,and dp = ~"p.

2.3.4. DEFINITION. The normal modal logic K is the least set of formulas con-
taining the axioms of CPC (i.e. the axioms of Table 2.3.1 together with p vV —p),
the axiom O(p — ¢) — (Op — Ogq) and is closed under the rules of (modus
ponens), (substitution) for every substitution o, and the rule of (necessiation).

p P ot 2
modus ponens (substitution)
( ponens) W ()
o ©
(necessitation) e

A normal modal logic is a set of formulas L containing the axioms of K and
being closed under the rules of K.

If M and L are normal modal logics with M C L, then L is called a normal
extension of M. If M is a normal modal logic, by NExt(M) we denote the collection
of all normal extensions of M. For every normal modal logic M, NExt(M) is a
complete lattice.

If M is a normal modal logic and ¥ C L is a set of formulas, by M + ¥ we
denote the least normal modal logic containing M U W.

Algebraic semantics

Algebraic semantics for normal modal logics is given by modal algebras (see Defi-
nition 2.1.21). A wvaluation on a modal algebra A = (A, <) is a map v : Prop — A.
If v is a valuation on A, formulas are interpreted as usual by induction on the
structure of formulas. We will employ the exact same notations as in the intu-
itionstic case, for (A, v) = ¢, A = ¢ and A = V.

As in the intuitionsitic case, we can translate between validity of formulas
and equations. For a modal algebra 2 and a formula ¢ € L, we have 2 = ¢ iff
2A | ¢ =~ 1. Conversely, if s and ¢ are terms in the language of modal algebras,
then

AEs~t iff AREsot.

Therefore, if ¥ is a set of formulas in £, in particular if ¥ is a logic, the
collection of all modal algebras validating ¥ forms a variety. If L is a normal
modal logic, by V(L), we denote its corresponding variety, i.e.

V(L) = {2 | A =L}

Conversely, if V is a variety of modal algebras, then Ly :={p € L |V |= ¢} is a
normal modal logic. And more generally, if K is a class of modal algebras, then
Log(K) = {p € L | K |= ¢} is a normal modal logic.
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Let IC be a class of modal algebras and let L be a normal modal logic. We say
that L is complete with respect to K iff for every ¢ € L, we have L F ¢ iff £ = .
We then have the following theorem.

2.3.5. THEOREM (ALGEBRAIC COMPLETENESS).
(1) K is complete with respect to MA.

(2) Ewvery normal modal logic L is complete with respect to its variety of modal
algebras.

Kripke semantics

A Kripke frame is a pair § = (W, R) consisting of a set W together with a binary
relation R. A valuation on § is a map v : Prop — P(W), where P(W) denotes
the powerset of W. A pair 9 = (§,v) consisting of a Kripke frame § and a
valuation v on § is called a model. A formula ¢ € L is interpreted at a world x
in a model 2N according to the clauses of Table 2.3.3.

T, p if ze€wv(p)

rE, Ny Mt zkE,pand x =, ¥

Ty iff zpE,

x =, Cp iff ~ there is xRy with y =, .

Table 2.3.3: Kripke semantics for normal modal logics

Sometime we also write I, x = ¢ instead of = =, ¢ in order to emphasize the
model M where the formula is evaluated. The normal modal logic K is complete
with respect to the class of all Kripke frames. However, not all normal modal
logics are complete with respect to their Kripke frames (see [40, 36]).

Given a Kripke frame § = (W, R), the complex algebra of § is the modal
algebra Cm(F) = (P(W), R™1), see e.g. [36, Definition 5.21].

Kripke frames vs. modal spaces

We briefly explain the relation between modal spaces and Kripke frames. A wval-
uation on a modal space X = (X, R) is a map v : Prop — C(X), where C(X)
denotes the collection of clopen subsets of X'. A formula ¢ € L can then be
interpreted at a world w € X according to the clauses of Table 2.3.3. Alterna-
tively, ¢ can be interpreted in the dual modal algebra X* of X by seeing the
valuation v as a valuation on X*. Analogously to the intuitionistic case, the two
ways of evaluating ¢ coincide in the sense that for both cases v(y) will be the
same clopen subset of X. Thus, Theorem 2.3.5 implies that every normal modal
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logic L is complete with respect to its corresponding class of modal spaces, i.e. the
class {§ | § =L}

“Forgetting” the topology on an modal space yields a Kripke frame. Since the
topology on finite modal spaces is discrete, finite modal spaces and finite Kripke
frames coincide. We will therefore sometimes call finite modal spaces simply
frames.

2.3.4 Properties of logics

We list the definitions of some “good” properties of si logics and normal modal
logics that we will encounter in this thesis.

A normal modal or si logic

e is called Kripke complete iff it is complete with respect to a class of Kripke
frames.

e has the finite model property (fmp) iff it is complete with respect to a class
of finite frames or algebras.

e is called tabular iff it is complete with respect to a single finite algebra (or
frame).

e is called elementary iff it is complete with respect to a first-order definable
class of Kripke frames.

e is called finitely axiomatizable iff it has a finite set of axioms.

Table 2.3.4: Properties of logics

2.3.5 Logics via consequence relations

Consequence relations provide a very abstract and general way of defining logics
and relating them to their semantics (see [89, 77]). In general, consequence re-
lations axiomatize quasi-varieties. The more general notion of multi-conclusion
consequence relations was introduced in [82, 89, 83]. Multi-conclusion conse-
quence relations define universal classes. In the following, we recall the general
definition of multi-conclusion consequence relations and the special adjustments
to intuitionistic and normal modal logics. We also explain how multi-conclusion
consequence relations axiomatize logics.



36 Chapter 2. Preliminaries

2.3.6 Multi-conclusion consequence relations

Multi-conclusion consequence relations [82, 89, 83| generalize the notion of conse-
quence relations by allowing a set of conclusions as opposed to a single conclusion
in their rules (see [77] for a survey). Before defining multi-conclusion rules and
consequence relations specifically for the intuitionistic and modal cases, we give
a general definition.

A (multi-conclusion) rule is an expression of the form I'/A, where I' and A
are finite sets of formulas. If A = {p} is a singleton, we write I'/p instead of
['/{p}—such rules are called single conclusion rules—and we usually write /A if
I' is the empty set.

2.3.6. DEFINITION. A multi-conclusion consequence relation is a set S of multi-
conclusion rules such that for every formula ¢, and sets of formulas I', I, A, and
A’ we have that,

e/p €S identity),

if '/A eS8, then I''T"/A, A" € S weakening),
ifI/AjpeSandI'p/A €S, then /A€ S cut),
if '/A € § and o is a substitution, then o(I')/c(A) € S (substitution).

(
(
(cu
(

Intuitionistic case

2.3.7. DEFINITION. An intuitionistic multi-conclusion consequence relation is a
multi-conclusion consequence relation S that satisfies

/¢ € S for each theorem ¢ of IPC, and
P, 02> Y/YES. (modus ponens).

By Sipc we denote the least intuitionistic multi-conclusion consequence rela-
tion, and the complete lattice of multi-conclusion consequence relations extending
Sipc by Xipc. For a set R of multi-conclusion rules, let Sipc + R be the least in-
tuitionistic multi-conclusion consequence relation containing R. If S = Sipc + 'R,
then we say that S is axiomatized by R.

If A is a Heyting algebra, we say that A = I'/A iff for every valuation v on A,
if (A,v) |7 for all v € T, then there is 6 € A with (A4,v) 6. In other words,
whenever v(y) =1 for all v € I' then v(y) = 1 for some § € A. Whereas validity
of formulas is equivalent to validity of equations, validity of rules is equivalent to
universal sentences. Namely, for every Heyting algebra A,

AET/A iff A)sz(/\y(f)zl—)\/é(f)zl),

yel dEA
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where Z contains enough variables to replace the propositional variables in the
formulas contained in I' U A. Thus, multi-conclusion rules axiomatize univer-
sal classes (see Section 2.1.1). If S is an intuitionistic multi-conclusion conse-
quence relation, then we denote by U(S) the universal class corresponding to S,
Le. US)={A| AE S}

As shown in [83], every intuitionistic multi-conclusion consequence relation is
complete with respect to its corresponding class of Heyting algebras.

2.3.8. THEOREM. Fwvery intuitionistic multi-conclusion consequence relation S
is complete with respect to U(S).

Modal case

2.3.9. DEFINITION. A normal modal multi-conclusion consequence relation is a
multi-conclusion consequence relation S that satisfies

/¢ € S for each theorem ¢ € K,
o, p—=Y/YeS (modus ponens),

p/O0p €S (necessitation).

If R is a set of rules, then we denote by CR(R) the least normal modal
multi-conclusion consequence relation containing R. If S = CR(R), then we say
that R aziomatizes S. More generally, if S is a normal modal multi-conclusion
consequence relation and R is a set of rules, by S+ R we denote the least normal
modal multi-conclusion consequence relation extending S and containing R.

Just as in the intuituonistic case, validity of multi-conclusion rules corresponds
to validity of universal sentences. If S is a normal modal multi-conclusion con-
sequence relation, then we denote by U(S) the universal class corresponding to
S. As shown in [83, Theorem 2.2], every normal modal multi-conclusion conse-
quence relation is complete with respect to its corresponding universal class of
modal algebras.

2.3.10. THEOREM. Fvery normal modal multi-conclusion consequence relation
15 complete with respect to its universal class of modal algebras.

2.3.7 Axiomatizing logics via rules

Multi-conclusion consequence relations can also be used to axiomatize logics.
However, as we explain below certain anomalies arise when axiomatizing logics
via multi-conclusion rules as opposed to formulas. Finally, following [82, 83|,
we show that—under certain conditions—rules can be turned into characteristic
formulas.
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Intuitionistic case. If § is an intuitionistic multi-conclusion consequence re-
lation, then A(S) = {¢ | /¢ € S} is a si logic. Conversely, if L is a si logic,
then it can be turned into a multi-conclusion consequence relation by setting
SL=Spc+{/¢|pel}

On the semantic level this amounts to the following. The variety corre-
sponding to the logic A(S) is the variety generated by the universal class U(S),
ie. V(A(S)) = V(U(S)). Conversely, the universal class corresponding to the
consequence relation S is just the variety corresponding to L, i.e. U(S.) = V(L).

Modal case. Again, we employ the same notations as in the intuitionistic case.
If S is an normal modal multi-conclusion consequence relation, then A(S) = {¢ |
/¢ € S} is a normal modal logic. Conversely, if L is a normal modal logic, then
SL =8+ {/¢ | ¢ €L} is normal modal consequence relation. More generally,
if M is a normal modal logic and R is a set of rules, by M 4+ R we denote the
normal modal logic L = A(Sy + R). In that case we say that L is axiomatized by
R over M.

On the semantic level, we have V(A(S)) = V(U(S)) and U(S.) = V(L) for a

normal multi-conclusion consequence relation & and a normal modal logic L.

Anomalies. We point out that one must be cautious when defining logics by
multi-conclusion consequence relation since certain anomalies may arise. In par-
ticular, if a set of rules R axiomatizes a logic L and a set of rules R’ axiomatizes a
logic L, then R U R’ may not axiomatize LV L'. The latter can be best explained
from an algebraic perspective. Let & and U’ be the universal classes correspond-
ing to R and R/, respectively. Then V(L) = V(U) and V(L") = V(U') and RUR'
axiomatizes the variety V(U NU'). The latter may not coincide with the variety
V(U) N V(U') corresponding to LV L.

Characteristic formulas of rules. In some cases, a multi-conclusion rule I'/A
can be “replaced” by its characteristic formula x(I'/A) as in [82, 83] This is
for instance possible in the intuitionistic setting, in the setting of FLew, or the
transﬂzlve modal setting. If ¢ is a formula in the language of FL* = we define
@ =1, and P! = ¥ . » for k € N.

In the intuitionsitic setting,

x(T'/A) : /\’y—>\/(5

vyel dEA

ew’

and more generally, in the setting of FL*

x(I'/A) = </\ v)k —\/ 6.

yel 0EA
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Moreover, in the transitive modal setting,

X(T/A) := /\ oty — \/ mag
~yel 0EA
where O is defined as in (2.3) of Section 2.1.3.
The semantic relations between the rules and its characteristic formulas are
described in the following lemma.

2.3.11. LEMMA. Let A be a k-CIRL, Heyting or K4-algebra. The following are
equivalent.

(1) AFEXx(T/A).
(2) C =T /A for some subdirectly irreducible homomorphic image C of A.

(3) C =T /A for some well-connected homomorphic image C' of A.

Proof:
We show the case where A is a Heyting algebra in detail and then explain why
the “same” proof also works for the other cases.

(1) = (2): Let v be a valuation on A with (A,v) = x(I'/A). Then v(A r7) £
v(Vsen 6)- Let a = v(A cpv) and let ta be the principal filter of A gen-
erated by a. Then A’ = A/fa is a homomorphic image of A. Let v' be
the valuation on A’ obtained by composing v with the quotient map. Then

V(Aer) = Land (Vs 8) # 1.

Let h : A" < [],.; Ai be a subdirect representation of A’, where each A;
is a subdirectly irreducible homomorphic image of A’ (see Theorem 2.1.8).
Fori e I, let f; : A — A; be the corresponding quotient map.

Then h o' is a valuation on [[;c; 4; with h o v'(A ) = 1 and ho
v'(Vsen 0) # 1. The former implies that for all i € I the valuation f;ov on
A; yields fi o v'(A cpv) = 1 and the latter means that there is some j € [
with f;ov'(\/5ca ) # 1in A;. Let v; = fj 00" be the valuation on some A;
that satisfies the latter.

Then v;(A,cpv) = 1 implies that v;(y) = 1 for each v € I'. Moreover
0;(Vsen 0) # 1 means that v;(6) # 1 for each 6 € A. In other words,
(A;,v;) = T'/A. Obviously, A; is also a homomorphic image of A.

(2) = (3): Trivial.

(3) = (1): Let C be a well-connected homomorphic image of A and let v be a
valuation on C with (C,v) £ I'/A. Then v(y) = 1 for all v € I' and
v(d) # 1 for all 6 € A. Since C' is well-connected, the latter implies that
v(Vsea 6) # 1 and the former obviously implies that v(A, cpv) = 1. This
yields that (C,v) £~ x(I'/A). Since C'is a homomorphic image of A, also A
refutes x(I'/A).
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By essentially the same reasoning, the above proof can be applied to k-CIRLs
and modal algebras. One important point to notice in the proof of the implica-
tion (1) = (2) is the following. If A is a k-CIRL, then the principal filter ta for

a=v (( /\v er fy)’“) is automatically a deductive filter and thus it corresponds to

a congruence on A. Similarly, if 2 is a K4-algebra, then fa, for a = v(O% /\veF v)
is automatically a modal filter and therefore corresponds to a congruence on 2. O

We point out that the lemma above does not imply that a well-connected
algebra A refutes a rule iff it refutes its characteristic formula, since validity of
rules is in general not preserved by homomorphic images. On the other hand, we
clearly have the following corollary.

2.3.12. COROLLARY. Let A be a well-connected k-CIRL, Heyting or K4-algebra.
Then A BT /A implies A = x(I'/A).

2.4 Conventions for drawings

We conclude by explaining our conventions when drawing finite intuitionistic or
modal Kripke frames.

Intuitionistic case: By picturing partial orders we follow the convention of
drawing Hasse diagrams (see [48, Section 1.15]), i.e. y is an immediate
successor of x iff we draw a line between x and y, and x is below .

Modal case: Void dots o stand for reflexive points, i.e. points  with xRz, and
filled dots e stand for irreflexive points, i.e. points x with —xRx. We draw
x Y

K4-case: The same conventions as in the modal case, except that we will auto-
matically assume that the relations are transitive, so we will omit arrows
that arise in the transitive closure of the pictured relation.
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H-stable si logics

3.1 Introduction

In this chapter we study H-stable si logics. Here, H stands for one of the following
four reducts of Heyting algebras: the {A, —}-, the {A,—, L }-, the {A,V, L, T}-
or the {A,V,—, T}-reduct. Such reducts of Heyting algebras belong to the vari-
eties BSLat, BBSLat, BDLat, and PBDLat, respectively (see Section 2.1.2 for the
definitions). A common “good property” of the aforementioned varieties is that
they are—as opposed to the variety of Heyting algebras—Iocally finite.

Each such reduct H gives rises to a class of si logics that we call H-stable.
We provide several semantic characterizations of H-stable logics and axiomatize
them by H-stable formulas. The locally finiteness of the corresponding variety
ensures that FH-stable logics have the fmp. The latter can be proved like McKay’s
theorem [97].

As a matter of fact, three of these classes of si logic were already studied in the
literature. The H-stable logics for H = {A, =} or H = {A,—, L}, are precisely
the well known classes of subframe and cofinal subframe si logics, respectively (see
40, 24, 13]). And the {A,V, L, T }-stable si logics are the stable si logics from [17].
Thus, most of the general characterization results that we discuss were already
known to hold for these classes. Our goal is to provide a uniform treatment that
sheds light on some subtle differences in the behavior of the reducts in question.

The H-stable logics for H = {A,V,—, T} is a new class of si logics that we
call cofinal stable si logics. As explained in the introduction of the thesis, stable
si logics were introduced as the {A,V}-analogue of subframe si logics. And we
think that cofinal stable si logics can be regarded as the {A, V }-analogue of cofinal
subframe logics.

In our exposition, we play special attention to the class of cofinal stable logics.
We show that there is a continuum of cofinal stable logics that are not stable and
we provide examples of si logics distinguishing the classes of subframe, cofinal sub-
frame, stable, and cofinal stable logics. In addition, we also collect many known

41
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results on subframe, cofinal subframe, and stable si logics from the literature.
Stable si logics will play a role in Chapters 4 and 6 and subframe si logics in
Chapters 6 and 7 of the thesis.

The new results on cofinal stable logics are from [21].

Outline

In the following section we recall McKay’s theorem [97] and explain how to adjust
it to other locally finite reducts of Heyting algebras. Moreover, we define H-
filtrations that are designed to prove fmp results like McKay’s theorem. In Section
3.3, we define H-stable intuitionistic multi-conclusion consequence relations and
si logics and show several characterizations of these in a uniform fashion. In
Section 3.4 we recall results of subframe and cofinal subframe logics from the
literature. Finally, in Section 3.5, we discuss the stable logics from [17], and some
specific properties of the new class of cofinal stable logics. We conclude with a
summary of the chapter in Section 3.6.

3.2 Locally finite reducts of Heyting algebras

In this preliminary section we recall how locally finite reducts of Heyting algebras
can be used to prove the fmp of IPC and some of its extensions. For this purpose
we fix the notion of H-filtrations of Heyting algebras. The ideas stated below are
all well known [100, 97].

By Diego’s Theorem ([49], see also [12, Example 4.5]), the variety BBSLat of
bounded Brouwerian semilattices, is locally finite. Based on this result McKay
[97] showed that all si logics that are axiomatized by formulas in the language of
BBSLat, i.e. formulas using only the connectives A, —, and L, have the fmp. We
give a sketch of this proof (see also [40, Theorem 7.17]).

3.2.1. THEOREM (MCKAY). Let L be a si logic that is aziomatized by a set I' of
formulas using only connectives from the set {\,—, L}. Then L has the fmp.

Proof:

Suppose L is a si logic satisfying the conditions of the theorem and suppose L I/ ¢
for some formula ¢ € Lipc. Then there is a Heyting algebra A that validates L
and a valuation v on A with (A,v) ¥~ ¢.

Let A" be the {A, =, L}-reduct of A. Then A’ is a BBSLat (this can be seen
immediately from the definition of BBSLat that we recalled in Section 2.1.2). Let
B be the (BBSLat-)subalgebra of A’ generated by the set {v(¢) | ¥ € Sub(p)}.
Since by Diego’s theorem BBSLat is locally finite, B is finite. We expand B by
defining

a Vg bz/\{cEB|cZa,b}foreacha,bEB. (3.1)
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It is easy to see that the expansion of B by Vg is a Heyting algebra. We denote
the Heyting algebra expansion of B by B,. Let V4 denote the join operation in
A. Then

a Vg b=aVbwhenever a,b, and aV4b € B. (3.2)

So the join of elements a and b in B, coincides with the join a V4 b taken in A as
long as aVa b e By.

The valuation v on A clearly restricts to a valuation v on By. A simple
induction shows that v(y)) = v'(¢) for each ¢ € Sub(y). Indeed, for instance
assume that ¥ A¢’ € Sub(p), then v( AY') = v(¥) Aav(Y') = V' (Y) Ap V' (Y') =
v'(vp A1), where for the second equality we use that B, is a meet-sublattice of A
and the induction hypothesis. The —-case is similar. Finally, if ¢ V¢’ € Sub(yp),
then v(¢p V') = v(¥) Vav(y)') = V() Ve V(') = V(¢ V'), where for the
second equality we use (3.2) and the induction hypothesis.

We conclude that (By,v") & ¢. Moreover, B, validates L, since validity of
formulas in the language {A, —, L} are preserved by BBSLat-subalgebras. There-
fore, we found a finite L-algebra refuting ¢, so L has the fmp. O

To be able to transfer McKay’s proof to other locally finite reducts of Heyting
algebras, we identify the important properties used in the above argument:

(i) the {A, —, L}-reduct of a Heyting algebra is a BBSLat,
(ii) BBSLat is locally finite, and

(iii) every finite BBSLat can be expanded to a Heyting algebra. In fact, we
needed the slightly stronger property given in (3.2). Namely that a finite
subalgebra B of a BBSLat-reduct of some Heyting algebra A can be ex-
panded to a Heyting algebra via Vg in such a way that the added operation
Vg coincides with V4 on elements a,b € B whenever aV4 b € B.

It is well known that the above properties also hold for the {A, —}-, the
{N,V, L, T}, orthe {A,V,—, T }-reducts of Heyting algebras. Thus, these reducts
are also suitable for McKay-like fmp-proofs. We discuss this in more detail.

Firstly, the same reasoning as in the proof of McKay’s Theorem applies to
logics axiomatized by {A, — }-formulas by using that BSLat is locally finite. One
only has to observe that whenever B is a finite BSLat then it can be expanded to
a Heyting algebra by defining Vg as in (3.1) and defining Op as the least element
of B. This expansion obviously satisfies the additional condition of (iii) from
above.

Recall that the {A, V, T, L}-reducts of Heyting algebras are bounded distribu-
tive lattices (BDLat). Also BDLat satisfies the above conditions. In particular,
BDLat is locally finite (see Theorem 2.1.20), and if B is a finite BDLat, then it
can be expanded to a Heyting algebra by setting
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a—>Bb:\/{c€B|a/\c§b}foralla,b€B. (3.3)
B

This expansion satisfies the additional condition analogous to (iii), namely that
a —p b=a —4 b whenever a,b, and a —4 b € B. (3.4)

Hence we can prove the fmp of IPC as in McKay’s theorem using BDLat instead
of BBSLat (see also [17]).).

However, the fmp proof via BDLat does not have the same additional conse-
quences as McKay’s theorem. The interesting aspect in McKay’s theorem is that
it not only shows the fmp for IPC but also for all si logics defined by formulas in
the language of BBSLat. The analogous reasoning in principle applies to BDLat,
however, it is well known that no set of formulas in the language of BDLat de-
fines a proper si logic. Thus, this reasoning only provides the fmp for IPC itself.
However, the stable logics of [17] remedy this fact by providing a continuum of si
logics whose fmp can be proved by {A, Vv, L, T }-iltrations. We discuss this class
of si logics in Section 3.5.

By adding = to {A,V, T, L}, we obtain {A,V,—, T }-reducts of Heyting al-
gebras. These are pseudo-complemented bounded distributive lattices (PBDLat,
see Section 2.1.2). PBDLat is another variety that satisfies the conditions (i)-(iii)
above. It is folklore that this variety is locally finite, but since we could not find
a proof of that in a standard textbook we recall it below. Any finite PBDLat
can be expanded to a Heyting algebra as in (3.3). Contrary to the BDLat-case,
there are non-trivial si logics axiomatized by formulas in the language of PBDLat,
e.g. KC=IPC+ —p Vv ——p is such an example (see Table A.0.2 for more on KC).
Thus, working with PBDLat we do obtain the fmp not only for IPC but also of
some of its extensions.

3.2.2. THEOREM (FOLKLORE). PBDLat is locally finite.

Proof:

We utilize the criterion of Theorem 2.1.15. It is well known (see, e.g. [3, Theorem
5.1]) that subdirectly irreducible members of PBDLat are of the form B@ 1, where
B is a Boolean algebra and — @ 1 is the operation of adjoining a new top.

We claim that the cardinality of each n-generated subdirectly irreducible A €
PBDLat is bounded above by m(n) = 22" +1. Indeed, suppose A = B® 1 is gener-
ated by g1, ..., g,. Without loss of generality we may assume that g;,...,9, € B.
Therefore, g1, ..., g, generate B as a Boolean algebra. Thus, the cardinality of B
is bounded above by 22". This yields that the cardinality of A is bounded above
by 22" + 1. Consequently, the criterion of local finiteness applies. O

What we have not yet pointed out is that in all of the above cases the Heyting
algebra expansion of the finite structures are unique. This is because the existence
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of joins and Heyting implication is determined by the internal structure of a
lattice rather than an external operation. Though this was not needed in the
above arguments, we keep this fact for later reference.

3.2.3. Facr. If B is a finite BSLat, BBSLat, BDLat, or PBDLat, then there is a
unique Heyting algebra expansion of B.

To be able to talk about fmp-proofs via the above method uniformly, we intro-
duce the terminology of H-filtrations. We will generalize this notion in Chapter 5,
where we talk about H-filtrations of arbitrary algebras with locally finite reducts.

Unless stated otherwise, in the rest of this chapter H denotes either
one of the languages of BSLat, BBSLat, BDLat, or PBDLat.

That is H stands for {A, =}, {A, —, L}, {A,V, L, Tor {A,V,—, T},
respectively.

For H as above, by H¢ we denote the Heyting algebra operations “missing”
in #. In particular, if H is {A,—} or {A,—, L}, then H¢is {Vv, L} or {V},
respectively. And if H is {A,V, L, T} or His {A,V,—, T}, then H¢is {—}. Note
that if H = {A,V,—, T} we did not add L to H°. It is not needed since L can
be defined by the compound operation of = and T.

Recall our notations of reducts from Definition 2.1.12. In particular, if A is a
Heyting algebra, then by Ay we denote the H-reduct of A.

3.2.4. DEFINITION. Let A be a Heyting algebra, let > be a finite set of formulas,
and let v be a valuation on A. Let B’ be the H-subalgebra of Ay generated by

v(E) = {v(p) [ ¢ € Sub(X)},

and let B be the (unique) Heyting algebra expansion of B’. Let vp be a valuation
on B that coincides with v on all propositional letters in Sub(X). Then the pair
(B,vp) is called an H-filtration of (A,v) through X.

More generally, if (B, vg) is an H-filtration of (A, v) through some finite sub-
formula closed set >’ with ¥ C ¥/ we sometimes still call (B, vg) an H-filtration
of (A,v) through ¥ (as opposed to an H-filtration through ).

The filtration theorem summarizes the important properties of H-filtrations.
See Section 2.1.2 for the definition and characterization of subdirectly irreducible
Heyting algebras.

3.2.5. THEOREM (FILTRATION THEOREM). Let (A,v) be a model and let ¥ be
a finite set of formulas closed under subformulas.

(1) There exists a model (B,vg) that is an H-filtration of (A,v) through X.
Moreover, if A is subdirectly irreducible, then B can be chosen to be subdi-
rectly irreducible, too.



46 Chapter 3. H-stable si logics

(2) If (B,vg) is an H-filtration of (A,v) through ¥, then vg(p) = v(p) for all
Y E .

Proof:

The first statement of (1) follows immediately from our previous discussion. To
see the additional statement of (1), suppose that A is subdirectly irreducible with
second largest element s. Expand ¥ to a set ¥’ by adding a new propositional
letter p to ¥. Expand the valuation v on A to a valuation T by setting T(p) = s.
Now let (B,vg) be an H-filtration of (A,v) through ¥’. Then B contains s by
construction and s is also the second largest element of B, so B is subdirectly
irreducible. Now (2) follows from our previous discussion by a simple induction
on the construction of formulas as in the proof of Theorem 3.2.1. O

3.2.6. REMARK. The notion of filtration is ubiquitous in the literature on non-
classical logics. The {A, V}-filtrations come closest to what is usually referred to
as (frame-theoretic) filtrations (see e.g. [40, Section 5.3]), though the latter is a
bit more liberal. On the other hand, {A, —, L }-filtrations come closest to what
is known as selective filtration (see e.g. [40, Section 5.5]). A thorough discussion
on these relations can be found in [16].

3.3 H-stable universal classes and varieties

In this section we investigate H-stable multi-conclusion consequence relations and
‘H-stable si logics. Here, H stands for a locally finite reduct of Heyting algebras
as in the previous section. Roughly speaking, H-stable consequence relations and
‘H-stable logics are designed so that their fmp can be proved via H-filtrations.

We will show that H-stable consequence relations and logics can be charac-
terized in many equivalent ways by properties of their corresponding universal
classes and varieties, respectively. Moreover, we show that H-stable consequence
relations and si logics can be axiomatized by H-stable rules and formulas, respec-
tively.

In the subsequent sections of this chapter, we will discuss the specific instances
of H-stable logics separately depending on H. As a matter of fact, H-stable si
logics for H = {A,—} or H = {A,—, L} are precisely the well-known classes of
subframe and cofinal subframe si logics. And {A,V, L, T }-stable logics are the
stable si logics of [17].

For the specific instances that we present in this section the general results
were already known. Our aim is to present them in a uniform fashion.

We fix some terminology.

3.3.1. DEFINITION. Let A and B be Heyting algebras.
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(1) Amap f: B — Ais called an H-homomorphism iff it preserves all opera-
tions from H.

(2) The algebra B is called an H-subalgebra of A iff By is a subalgebra of Ay.
3.3.2. DEFINITION. Let K and V be classes of Heyting algebras with IC C V.

(1) We say that K is H-stable within V provided that B € K whenever B € V
and B is isomorphic to an H-subalgebra of some A € K. If V is the variety

of all Heyting algebras, we say that K is H-stable instead of H-stable within
V.

(2) We say that K is finitely H-stable provided that B € K whenever B is
isomorphic to a finite H-subalgebra of some A € K.

3.3.3. REMARK. In most cases V will be the variety of all Heyting algebras, but
the more general formulation will become handy in some notations below.

3.3.1 H-stable universal classes and consequence relations

We define the notions of H-stable consequence relations and provide many equiv-
alent characterizations of these. The reader may recall the definition of intuition-
istic multi-conclusion consequence relations from Section 2.3.6.

3.3.4. DEFINITION.

(1) Let B be a finite Heyting algebra, and let for each b € B, p, be a variable.
The H-stable rule 63(B) of B is I'/A, where

L' ={(paopp) ¢ Pacb | © € Ha,a,b € B} U
{=pa ¢ p-u| a€B,~€H}U
{pe > c|c € Mo},
and A ={p, < py|a#be B},

where Hy = {A,V,—} N H consists of the binary operations of H and
Ho := {0,1} NH consists of the constants of H.

(2) A rule system S is called an H-stable rule system provided it is axiomatiz-
able by H-stable rules over Sipc.

3.3.5. REMARK. By considering B above as a partial Heyting algebra where all
‘H-operations are defined, the rule dy4(B) is equivalent to the characteristic rule
p(B) from [45, Definition 4.1]. In the case where — € H, the rule is also equivalent
to the weak characteristic rule p/'(B) from [45].

Moreover, if H = {—, A}, then 3 (B) is similar to the subframe rule of the
dual space of B and if H = {—, A} then d4(B) is similar to the cofinal subframe
rule of the dual space of B from [83].
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The rule d3/(B) of some finite Heyting algebra B corresponds to the atomic
diagram of B known from model theory if we consider B to be a structure in the
language H (see e.g. [42, page 68].) The following lemma describes the semantic
content of dy(B).

3.3.6. LEMMA. For every Heyting algebra A and every finite Heyting algebra B,
A V£ 0y(B) iff B is isomorphic to an H-subalgebra of A.

Proof:
For the direction from left to right, let d3(B) = I'/A and let v be a valuation on
A with (A, v) [~ 63 (B). This means that

(1) v(y)=1forall y €T, and
(2) v(d) # 1 for all § € A.

Define a map g : B — A by g(b) = v(p,) for all b € B. Then (1) ensures that g is
an H-homomorphism. To illustrate this, we show that g preserves the connective

A whenever A € H. The other cases can be proved similarly. Assume that A € H
and b,b’ € B. Then

gbAY) =v(ppar) (by definition of g)
=v(ps) A v(py) (by (1))
=g(b) Ag(t)) (by definition of g)

In addition, (2) ensures that ¢ is an embedding. Indeed, if b # ¥ in B, then

po <> p, € A. Then v(p, <> p,) # 1 by (2) and so g(b) = v(py) # v(p,) = g(V').
Conversely, if g : B — A is an H-embedding, then v(p,) = g(b) defines a valuation
on A such that (A, v) refutes d3(B). 0

The next lemma summarizes how (finitely) H-stable classes behave under the
operation of taking universal classes. In particular, if K is H-stable, or even
finitely H-stable, then so is the universal class generated by K. As we discuss in
Section 3.4.2, for H = {A,—} or H = {A,—, L}, the same is true if we replace
universal classes by varieties. However, the analogous statement for varieties is
no longer true if H = {A,V, L, T} or H ={A,V,—, T} (see Section 3.5).

3.3.7. LEMMA. Let IC be a finitely H-stable class of Heyting algebras. Then the
following properties hold.

(1) The universal class U(K) is axiomatized by H-stable rules.
(2) The universal class U(K) is H-stable.
(3) UK) =U(Khn), where Kspn is the class of finite members of K.
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Proof:

(1)

Suppose that K is finitely H-stable. Let B be the set of finite non-isomorphic
Heyting algebras that do not belong to I and let

U = {6,(B) | B € B}.

We show that Sk is axiomatized by W over Sjpc. For this it is sufficient to
show that U(K) consists exactly of those Heyting algebras satisfying W.

First we show that each member of K satisfies W. If there are A € K
and B € B such that A £~ dx(B), then by Lemma 3.3.6, there is an H-
embedding B — A. Since K is finitely H-stable and B is finite, B € K, a
contradiction to B € B. Thus, each member of K satisfies W. Since U(K)
is generated by K, it follows that each member of U(K) satisfies W.

Conversely, suppose that a Heyting algebra A validates U, i.e. A |= d%(B)
for each B € B. If A ¢ U(K), then there is a multi-conclusion rule I'/A
such that IC = I'/A and a valuation v on A such that (A,v) = T'/A. Let
(B,v") be an H-filtration of B through Sub(I' U A). Then (B,v) = I'/A.
Since B is an H-subalgebra of A, we have A p= §3(B) by Lemma 3.3.6. As
A satisfies dy(B) for each B € B, we see that B € K, so B € U(K). But
this contradicts B £ T'/A. Therefore, A € U(K).

Using Lemma 3.3.6 it is easy to see that validity of H-stable rules is pre-
served by H-subalgebras. Thus, a universal class axiomatized by H-stable
rules is H-stable and so (2) follows from (1).

The inclusion U(Ksn) € U(K) is obvious. To see the reverse inclusion,
let I'/A be a multi-conclusion rule that is refuted in U(K). Then there is
A € K and a valuation v on A such that (A,v) refutes I'/A. Let (A’,7)
be a H-filtration of (A, v) through Sub(I' U A). Then A’ refutes I'/A and
A’ € K since A’ is finite and K is finitely H-stable. Thus, A" € Kg,, and so
U (Khin) refutes I'/A. 0

3.3.8. THEOREM. Let U be a universal class of Heyting algebras. The following
are equivalent:

(1) U is H-stable.

(2) U is generated by an H-stable class.

(3) U is generated by a finitely H-stable class.

(4) U is generated by an H-stable class of finite Heyting algebras.

(5) U is aziomatized by H-stable rules over Sipc, i.e. S(U) is an H-stable con-

sequence relation.
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Proof:

The implications (1) = (2) = (3) are trivial. To see that (3) = (4) suppose that
U is generated by K and that K is finitely H-stable. Then U(K) = U(Ksqn) by
Lemma 3.3.7(3). Thus, U(K) is generated by an H-stable class of finite algebras.
The implication from (4) = (5) follows from Lemma 3.3.7(2). Finally, (5) = (1)
can be proved the same way as Lemma 3.3.7(2). O

3.3.2 H-stable logics

We now move to H-stable logics. As in the previous section, our goal is to provide
equivalent characterizations of these classes of logics in a uniform way.

In Section 3.4 we show that {A, —}-stable logics are nothing but subframe si
logics and {A, —, L }-stable logics are cofinal subframe logics. In Section 3.5 we
illustrate that {A,V, L, T }-stable logics are exactly the stable logics of [17].

3.3.9. DEFINITION. A si logic is called H-stable iff its corresponding variety is
generated by an H-stable class of Heyting algebras.

Note that the variety corresponding to an H-stable logic is required to be gener-
ated by an H-stable class and may itself not be H-stable.

We define H-stable formulas as the characteristic formulas of H-stable rules
(see Section 2.3.7).

3.3.10. DEFINITION. Let B be a finite subdirectly irreducible Heyting algebra
and let 04 (B) =T'/A as in Definition 3.3.4. The H-stable formula of B is

w(B)=N\v— o

yer JSTAN

In other words, 73(B) = x(0x(B)), where x(I'/A) is the characteristic formula
of I'/A as in Section 2.3.7.

3.3.11. REMARK. If H is {A,—} or {A,—, L}, v4(B) is equivalent to the sub-
frame respectively cofinal subframe formula of the dual frame of B, as we will
discuss in Section 3.4. If H is {A,V, L, T} then v4(B) is precisely the stable
formula of B from [17, Section 6]. These formulas are also similar to the ones
considered in [121, Section 4.1.4]

3.3.12. REMARK. As follows from Remark 3.3.5, by considering B as a partial
Heyting algebra where all operations from #H are defined, v4(B) is equivalent to
the characteristic formula CF'(B), and if — € H, then vy (B) is equivalent to the
weak characteristic formula WCF(B) from [43, Section 3.2].
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The following describes the semantic refutation criterion for H-stable formu-
las.

3.3.13. LEMMA. Let A and B be Heyting algebras such that B is finite and sub-
directly irreducible. Then

A V£ v (B) iff B is isomorphic to an H-subalgebra of a subdirectly irreducible

homomorphic image of A.

In particular, if A is subdirectly irreducible and B is isomorphic to an H-subalgebra
of A, then A =~y (B).

Proof:

By Lemma 2.3.11, we have that A [~ vy (B) iff there is a subdirectly irreducible
homomorphic image C of A with C' = 64 (B). And C = 64 (B) iff B is isomorphic
to an H-subalgebra of C' by Lemma 3.3.6. O

The next lemma will become handy when proving properties of H-stable for-
mulas. For a class K of Heyting algebras, let Sy (k) denote the collection of
Heyting algebras that are H-subalgebras of the algebras in K. Using this termi-
nology, the following lemma states SyyH(A) C HSy(A) whenever A is finite. In
fact, for H = {A,—} or H = {A, =}, it is well-known that SyyH(A) = HSy(A)
for any Heyting algebra A. We included this case in the lemma below in order to
stay self-contained and to demonstrate that the proofs for the different cases are
analogous.

3.3.14. LEMMA. Suppose A is a finite Heyting algebra and B is isomorphic to
an H-subalgebra of a homomorphic image A" of A. Then there is an H-subalgebra
C of A such that B is a homomorphic image of C.

Proof:

Suppose that B is an H-subalgebra of a homomorphic image A’ of A. Since A is
finite, all filters on A are principal. We can thus assume that A’ = [0, a] for some
a € A and the map h: A — [0, a] is defined by h(b) = a A b for a € A. Moreover,
we can identify B with an H-subalgebra of [0, a]. Let C' := h™(B). Then C' is an
‘H-subalgebra of A, and since C' is finite, it is also a Heyting algebra. Moreover,
the restriction of h to C—that we will also denote by h for simplicity—is an
‘H-homomorphism from C' onto B. In a diagram,

O —

:
M
A




52 Chapter 3. H-stable si logics

We show that h : C' — B is a Heyting algebra homomorphism. Since A € H,
h is order-preserving and since T € H, h preserves 1. Moreover, this shows that
a € C. We prove that h preserves 0. This is obvious if 1L € H, but also if 1. & H,
there is ¢ € C with h(c) = 0p since h is onto, and so h(0¢) = Op since h is
order-preserving. We further distinguish two cases depending whether —& H or
VeH.

Case 1: — € H. We show that h preserves joins. Let z,y be elements of C.
Since C is finite and h preserves meets, we have

h(xVey) = h(/\{cGC’\I,?JSc})

c
= A\{h(c) | ceCand z,y < c}
B
= /\{c/\a|c€Candaz,y§c}.
B

On the other hand,

W) Ve h(y) = N{z € B| h(z),h(y) < 2} = N{z € BlzAa,yra < z}.

To conclude that h is a Heyting algebra homomorphism it suffices to show
that
{chNa|ceCandz,y<c}={z€BlzxAa,yNa<z}

The inclusion “C” is easy to see. For the reverse inclusion, let z € B
with x Aa < z and y A a < z. Since z and a are elements of C, we have
r<a—czandy <a—¢ z. Moreover, z < a, so (a —¢ z) Aa = z. Thus,
(a —¢ z) witnesses that z is an element of {c Aa | ¢ € C and z,y < c}.
This finishes the proof.

Case 2: V € H. We show that h preserves Heyting implications. Let z,y be
elements of C. Since C'is finite and h preserves joins,

hx —=cy) = \/{h(c) | c€ C and zAc <y} = \/{c/\a | c € C and zAc < y}
B B

and
h(z) =5 h(y) =\/{z €B|(xha) Az <y}

It suffices to show that

{cha|ceCandzAhc<y}={ze€B|(xNa)Az<y}
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The inclusion “C” is easy to see. For the reverse inclusion, let z € B with
(xNa) Nz <wy. Since z € B C [0,al, we see that z = zAa = h(z),s0 z € C
and x A z =2 A (a A z) <y. This shows that {z € B | (z Aa) ANz <y} C
{cNa|ce C and zAc <y}. Therefore, h(x —¢ y) = h(z) —p h(y). This

finishes the proof. -

3.3.15. LEMMA. IfL is H-stable and B is a finite subdirectly irreducible Heyting
algebra, then B = L iff y4(B) € L.

Proof:

For the direction from right to left, suppose B = L. By Lemma 3.3.13, B [~
Y (B), so vu(B) ¢ L. We show the converse. Since L is H-stable, there is an
H-stable class K of Heyting algebras that generates V(L), i.e. V(L) = V(K). Sup-
pose that v4(B) ¢ L. By Lemma 3.3.7(3), we have V(K) = V(Ksn), so there is
A € K, with A = 44(B). By Lemma 3.3.13, there is a subdirectly irreducible
homomorphic image A’ of A so that B is an H-subalgebra of A’. By Lemma
3.3.14, there is an H-subalgebra C' of A such that B is a homomorphic image of
C. Since Kg, is H-stable, C' € Kg,. Since B is a homomorphic image of C', we
have B € V(K,). Therefore, B = L. 0

3.3.16. REMARK. At first sight, it may seem that [43, Theorem 3.13, Corollary
3.14] would provide a simpler proof of the lemma above. These results, however,
are in general not applicable to our case since the formula C'F(B) used in the
aforementioned theorem will in general be different from ~4(B).

We are ready to prove our characterization results of H-stable si logics. The
algebraic content of the theorem describes in what way stability of a class can
be “shifted”. For instance, if a variety is generated by some H-stable class, then
the theorem tells us that also the subdirectly irreducible algebras of that variety
form a H-stable class (within the subdirectly irreducible Heyting algebras). In
this sense, the stability condition can be “shifted” from an arbitrary class to the
subdirectly irreducible ones.

Recall that for a class K of Heyting algebras, by g, we denote the subdi-
rectly irreducible members of K. Moreover, by K we denote the class of finite
subdirectly irreducible members of .

3.3.17. THEOREM. Let L be a si logic. The following are equivalent.

(1) L is H-stable.

(2) V(L) is generated by a finitely H-stable class.



54 Chapter 3. H-stable si logics

(8) V(L) is generated by an H-stable class of finite Heyting algebras.

(4) V(L) is generated by an H-stable universal class of Heyting algebras.
(5) L is axiomatizable over IPC by H-stable rules of finite Heyting algebras.
(6) V(L) is H-stable within HA;.

(7) V(L) is finitely H-stable within HA;.

(8) V(L)gi is H-stable within HAg and generates V(L).

If Vv € H, then any of the above is equivalent to V(L),. is H-stable. Moreover, if
L is H-stable, then L is axiomatizable by H-stable formulas.

Proof:

We first show that the first five statements are equivalent. The implication
(1) = (2) is obvious since every H-stable class is finitely H-stable. To see (2) =
(3) suppose that V(L) is generated by the finitely #H-stable class . We have

V(K) = VUK)) = VU(Ksin)) = V(Kéin),

where the second equality follows from Lemma 3.3.7(3). Since Ky, is an H-stable
class of finite algebras, (3) follows. To see (3) = (4), let K be an H-stable class of
finite Heyting algebras that generates V(L). Then V(K) = V(U(K)). Now U(K)
is a universal class and H-stable by Lemma 3.3.7(2). Thus, (4) holds.

For the implication (4) = (5), suppose that V(L) = V(U), where U is an
‘H-stable universal class. By Theorem 3.3.8, there is a set W of H-stable rules
that axiomatize U over Sjpc. The same set of rules then axiomatizes L over IPC.
Finally, to see that (5) implies (1), suppose that L is axiomatized over IPC by
the set ¥ of H-stable rules. Then the universal class of Heyting algebras that
validate U is H-stable and generates V(L). Thus, L is H-stable. This finishes the
proof of the first five equivalences.

Next we show (1) = (6). Suppose that L is H-stable, let A € V(L)g, and
suppose that A’ is a subdirectly irreducible H-subalgebra of A. We need to show
that A" € V(L). Suppose not. Then there is a formula ¢ such that ¢ € L, but
(A’,v) = ¢ for some valuation v on A’. By Theorem 3.2.5(1) there is an H-
filtration (B,vg) of (A’,v) through ¢ with B finite and subdirectly irreducible.
Then (B, vg) ~ ¢, so B = L. By Lemma 3.3.15, v4(B) € L. However, since B
is isomorphic to an H-subalgebra of A, and A is subdirectly irreducible, we have
A B~ v4(B) by Lemma 3.3.13. The latter contradicts to A = L. Thus, A" € V(L)
and so (6) holds.

The implication (6) = (7) is obvious. To see (7) = (8), observe that if V(L)
is finitely H-stable in HA;, then V(L)¢ is H-stable in HAg. V(L) also generates
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V(L). Indeed, if ¢ € L, then there is A € V(L) and a valuation with v on A with
(A,v) £ ¢. By Theorem 3.2.5(1), there is a finite H-filtration (B, vg) of (A,v)
through Sub(y) with B subdirectly irreducible. Then B € V(L)q since the latter
is finitely H-stable. Since B € V(L)s;, this shows that V(L) generates V(L).
The implication (8) = (1) is obvious.

Finally, suppose that L is H-stable. We show that L is axiomatized by

[':= {y(B) | B € HAg \ V(L)}.

If B ¢ V(L), then v4(B) € L by Lemma 3.3.15, so IPC +T' C L. Conversely,
suppose that ¢ € L, and suppose there is a subdirectly irreducible Heyting al-
gebra A, such that A =T but A refutes ¢. By Theorem 3.2.5 there is a finite
subdirectly irreducible H-subalgebra B of A such that B refutes p. So B }~ L,
and therefore vy (B) € I'. Since A is subdirectly irreducible, A refutes vy (B),
but this contradicts to A validating I'. O

The above considerations have two immediate consequences.
3.3.18. COROLLARY.
(1) H-stable si logics have the fmp.
(2) H-stable si logics form a complete sublattice of Aipc.

Proof:

(1) follows from Theorem 3.3.17(8). To see (2), let {L; | ¢ € I} be a family of
H-stable logics. Let K; C V(L;) be H-stable and generate V(L;). Then J,, K;
is H-stable and generates A, L;, so A, L; is H-stable and so H-stable logics are a
/\-sublattice of Apc.

By Theorem 3.3.17, V(L;)s is H-stable within HAg for all i € I. Therefore,
also (,¢; V(Li)si is H-stable within HA. Now [),.; V(Li)si is the collection of all
subdirectly irreducible \/,_, L;-algebras. Thus, \/,.; L; is H-stable. So H-stable
logics are also a \/-sublattice of Apc. O

We conclude by pointing out some specifics in the above theorem depending
on H. In general, we will not be able to prove that logics axiomatized by H-stable
formulas are H-stable. As we will see in Section 3.5.2 there are si logics axiom-
atized by {A,V, -, T }-stable formulas that are not {A,V,—, T }-stable. However,
for the other reducts under consideration, logics axiomatized by H-stable formulas
are H-stable.

Case — € H: As already mentioned, such H-stable si logics are equivalent to
subframe and cofinal subframe si logics. In that case, the conditions of
Theorem 3.3.17 are equivalent to the fact that the variety V(L) is an H-
stable class. In other words, in this case, H-stability is preserved by varieties
and not only universal classes as in Theorem 3.3.8.
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Case V, T € H: In this case, H-stability is in general not preserved by varieties.
We discuss this in Section 3.5.

However, some other statements in Theorem 3.3.17 can be simplified. The
reason is the following lemma (see Section 2.1.2 for the definition and char-
acterization of well-connected Heyting algebras).

3.3.19. LEMMA ([17]). If V., T € H, then a finite H-subalgebra of a well-
connected Heyting algebra is subdirectly irreducible.

Proof:

Let A be a well-connected Heyting algebra and let B be a finite H-subalgebra
of A. For a,b € B,ifaVgb=1p,thenaVob=14 as Vv, T € H. Since A
is well-connected a = 14 or b = 14. And therefore, a = 15 or b = 15. This
shows that B is also well-connected. Since B is well-connected and finite,
B is subdirectly irreducible by Lemma 2.1.19. O

In light of Lemma 3.3.19, the formulations “V(L)g; is finitely H-stable within
HAS” of (7) and “V(L)g is H-stable within HAg and generates V(L)” of (8)
can be simplified to “V(L)g is finitely H-stable” and “V(L)¢ H-stable and
generates V(L)”, respectively. The reason is that finite 7-stable subalgebras
of subdirectly irreducible ones are subdirectly irreducible. However, the
formulation in (6) of Theorem 3.3.17 cannot be replaced by “V(L)g is H-
stable”. The latter will in general not be true since subalgebras of infinite
subdirectly irreducible algebras are in general not subdirectly irreducible.

Another property that we have in this case is that H-filtrations of well-
connected Heyting algebras are automatically well-connected. Thus, with
the same reasoning as in the proof of Theorem 3.3.17 we can prove the
following lemma. For a class K of Heyting algebras, let .. denote the
class of well-connected members of K.

3.3.20. LEMMA. If V., T € H, then a si logic L is H-stable iff V(L)uwc is
‘H-stable.

3.3.21. REMARK. In the above, we always assumed that H stands for one of
the reducts {A, =}, {A,—, L}, {A, Vv, L, T} or {A,V,—, T} of Heyting algebras.
As demonstated in [90, 26] even weaker reducts of Heyting algebras give rise
to interesting si logics and multi-conclusion consequence relations from a proof-
theoretic and lattice-theoretic perspectives, respectively.
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Figure 3.4.1: subred. (a); cof. subred. (b); global cof. subred.(c)

3.4 Subframe and cofinal subframe si logics

As mentioned earlier, the H-stable si logics for H = {A, —} and H = {A,—, T},
are the well known classes of subframe and cofinal subframe si logics, respectively.

In this section we recall the original (frame-theoretic) definitions of subframe
and cofinal subframe logics and properties of these classes from [133, 40]. More-
over, we discuss the algebraic perspective on subframe and cofinal subframe logics
of [121], [24] and [13].

We recall the notions of (cofinal) subreductions, subframe and cofinal subframe
formulas and si logics and list some of their desirable properties.

3.4.1. DEFINITION. Let X and Y be Esakia spaces. Let f: X — Y be a partial
and onto map, and let dom(f) denote the domain of f. The map f is called a
subreduction iff the following conditions are satisfied for all z,2’ € X and y € Y:

(SR1) x <2’ implies f(z) < f(2') (when defined).
(SR2) If f(x) <y, then there is x < 2’ € dom(f) with f(z) = v.
(SR3) If Y \ U € ClUp(Y), then Lf~(U) € Clop(X).

A subreduction is called a cofinal subreduction iff for every point x € X, x €
tdom(f) implies x € |dom(f). And a subreduction is called a global cofinal
subreduction iff [dom(f) = X. If there is a subreduction/(global) cofinal subre-
duction from X onto Y we call Y a subreduct/(global) cofinal subreduct of X.

Note that every global cofinal subreduction is a cofinal subreduction but the
converse is not true in general. Using the fact that in an Esakia space every
point sees a maximal point (Theorem 2.2.3(6)), one can show that a subreduction
f X — Y is cofinal iff maxtdom(f) C dom(f) and it is a global cofinal
subreduction iff max X C dom(f). See Figure 3.4.1 for some simple examples.

3.4.2. REMARK. In fact, in his original definition Zakharyaschev only uses (co-
final) subreductions (see [40]). We follow the terminology of Jefabek [83] to call
subreduction with | dom(f) = X global cofinal subreductions. As Jefabek points
out in [83, Remark 3.7], of these two notions, global cofinal subreductions seem
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to be the more fundamental concept. The latter is also reflected in the algebraic
perspective.

3.4.3. DEFINITION. An Esakia space Y is a subframe/ (global) cofinal subframe
of an Esakia space X iff Y is a subpartial order of X and the identity map is a
subreduction/ (global) cofinal subreduction.

Thus, subframes and cofinal subframes are the domains of subreductions and
cofinal subreductions, respectively. An alternative, sometimes more convenient,
characterization of subframes can be found in [24, Lemma 2]:

3.4.4. LEMMA. A subspace Y of an Esakia space X is a subframe iff Y is a closed
subspace and U € Clop(Y) implies LU € Clop(X).

Next we recall the definition of subframe formulas and cofinal subframe formulas.

3.4.5. DEFINITION. If Y is a finite rooted frame with root r, let p, for y € Y be
a propositional letter. The subframe formula f(Y') of YV is

/B(Y) = /\[(/\pz —>py) _>p:c] — Pr,

<y yLz

and the cofinal subframe formula 5(Y, L) of Y is

B(Y, L) = NUAP: = ) = P AN P2 = p2) = L] = p,.

<y yLz z,2 xLz

The following lemma illustrates the semantic content of subframe and cofinal
subframe formulas (see [40, Theorem 9.39]).

3.4.6. LEMMA. Let X and Y be Esakia spaces and let Y be finite and rooted.
(1) X £ B(Y) iff Y is a subreduct of X.
(2) X FEB(Y,L) iff Y is a cofinal subreduct of X.

3.4.7. DEFINITION. A silogic L is a (cofinal) subframe logic iff it is axiomatizable
by (cofinal) subframes formulas.

A proof of the following theorem can be found in [40, Section 11.3].

3.4.8. THEOREM (ZAKHARYASCHEV). For a si logic L, the following are equiv-
alent:

(1) L is a (cofinal) subframe logic.
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(2) L is characterized by a class of Fsakia spaces closed under (cofinal) sub-
frames.

(3) The class of Esakia spaces of L is closed under (cofinal) subframes.
(4) L is axiomatizable by {A, —}-formulas ({A,—, L}-formulas).

Subframe and cofinal subframe si logics have many desirable properties some of
which we collect in the theorem below. A (stream-lined) proof of the theorem can
be found in [40, Section 11]. However, many of the properties have already been
proven earlier for logics axiomatized by disjunction-free formulas. In particular,
as we saw in Section 3.2, the finite model property of si logics axiomatized by
disjunction free axioms was proven by McKay [97]. The elementarity of such
logics was proven independently by Chagrova [41] and Rodenburg [114]. In [119]
Shimura provided a direct proof of canonicity of subframe and cofinal subframe
logics and thus of strong Kripke completeness.

3.4.9. THEOREM. If L is a subframe logic or cofinal subframe si logic, then
(1) L has the fmp.
(2) L is Kripke complete.
(3) L is canonical.
(4) L is elementary.
There is a continuum of subframe logics and a continuum of cofinal subframe si

logics that are not subframe si logics.

3.4.1 Algebraic perspective via nuclei

As shown in [24], algebraically subframes correspond to nuclei on Heyting alge-
bras. We here recall the main results from [24].

Nuclei on Heyting algebras

We recall the definition and properties of nuclei on Heyting algebras. Nuclei are
ubiquitous notion in the area of non-classical logics, for more information the
reader is referred to [62] or [84].

3.4.10. DEFINITION. Let A be a Heyting algebra. A nucleusisamapj: A — A
such that for all a € A,

(1) a < j(a),

(2) jj(a) < j(a), and
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(3) jlaAb) = j(a) Aj(b).

In other words, a nucleus is a closure operator that commutes with meets. A
nucleus j is called locally dense if j(—j(0)) = 1, and it is called dense if j(0) = 0.
Note that a dense nucleus is also locally dense.

It is well known that if j is a nucleus on the Heyting algebra A, then the j-
fixed points form a Heyting algebra that is a {A, —}-subalgebra of A. We recall
the details. Let

Aj={acAljla) =a} ={jla) | ac A},

let aV;b=j(aVb) for a,b € Aj, and 0; = j(0), and let the operations —, A, 1
on A; be defined as on A. Let A; = (A;,A,V,;,—,0;,1). A proof of the following
lemma can be found in [24, Proposition 7).

3.4.11. LEMMA. If A is a Heyting algebra, and j a nucleus on A, then A; is a
Heyting algebra. By definition A; is a {A\, —}-subalgebra of A that and if j is
dense, then A; is a {\,—, L}-subalgebra of A.

Not every {A, —}-subalgebra of a Heyting algebra A is of the shape A; for a
nucleus j on A. In fact, a {A, —}-subalgebra B of A gives rise to a nucleus iff it
is total, i.e. for each a € A and each b € B, a — b € B, and for each a € A, the
set {b € B|a < b} has a least element [95, Theorem 5.8].

3.4.12. DEFINITION. A class K of Heyting algebras is called locally dense nu-
clear/dense nuclear/nuclear iff A; € IC for every A € K and locally dense nucleus/
dense nucleus/ nucleus j on A.

Nuclei and subframes

As shown in [24], subframes can algebraically be captured by nuclei.

3.4.13. THEOREM ([24]). Let A be a Heyting algebra with dual Esakia space X .
There are one-to-one correspondences between

(1) subframes on X and nuclei on A,
(2) cofinal subframes on X and locally dense nuclei on A, and
(8) globally cofinal subframes on X and dense nuclei on A.

The correspondences are obtained as follows. If Y is a subframe of X, then j
defined on CU(X) defined by

JU) = X\ LY \U)
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for every clopen upset U of X is a nucleus on A, and every nucleus on A is given
this way. Conversely, if j is a nucleus on A, then

Y = {a € PF(A) | j\(a) = 2}

gives rise to a subframe of X, and every subframe is given that way. The corre-
spondence links global cofinal subframes with dense nuclei and cofinal subframes
with locally dense nuclei.

As was shown in [24, Theorem 10], a variety is dense nuclear iff it is locally
dense nuclear. Then using the correspondence from Theorem 3.4.13 and Theorem
3.4.8 the following is immediate:

3.4.14. THEOREM ([24]). A logicL is a (cofinal) subframe logic iff V(L) is (dense
or locally dense) nuclear.

3.4.2 Algebraic perspective via the {A, —}-reduct

An alternative algebraic analysis of subframe and cofinal subframe si logics can
also be given via the {A,—}- and {A,—, L}-reducts of Heyting algebras, re-
spectively. The results below can be found in either of the references [40], [121,
Sections 3.2.3 and 4.1.6], [24, Section 8|, and [13, Section 5.4]. We recall the
details.

First we recall the definition of subframe and cofinal subframe formulas from
an algebraic perspective. Let B be a finite subdirectly irreducible Heyting algebra
with second largest element s, and let for each b € B, p, be a variable. Define

X(B) = N (0ars <> (2a AP)) A\ (Passt <> (Pa — 1)) — ps, and
a,beB a,beB

XB, L) =N pars <> @arAp))A \ (Pacst <> (00 = p))A N (0 > —Pa) = D5
a,beB a,beB beB

The semantic meaning of these formulas is described by the following lemma:

3.4.15. LEMMA.
(1) AW x(B) iff B is a {\, —}-subalgebra of a homomorphic image of A.

(2) AW x(B,L1) iff B is a {\,—, L}-subalgebra of a homomorphic image of
A.

In light of the lemma below, x(B) and x(B, L) are the algebraic versions of
B(Y) and B(Y, =) (see Definition 3.4.5), respectively, where Y is the dual frame
of B. For a proof see [40, Theorem 9.7] and [40, Exercise 9.2]).
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3.4.16. LEMMA. Let X andY be Esakia spaces with dual Heyting algebras A and
B, respectively.

(1) Y is a subreduct of X iff B is isomorphic to a {N\, —}-subalgebra of A.

(2) If Y is a cofinal subreduct of X then B is isomorphic to a {\,—, L}-
subalgebra of a homomorphic image of A.

As a consequence, an algebraic characterization of subframe and cofinal sub-
frame logics is obtained.

3.4.17. PROPOSITION. The following are equivalent:

(1) L is a subframe or cofinal subframe si logic.
(2) L is axiomatizable by formulas of the shape x(B) or x(B, L), respectively.

(3) V(L) is a {A,—}-stable class or a {\,—, L}-stable class, respectively.

Relation to {A,—}- and{A,—, L}- stable logics. Finally, we show that
subframe and cofinal subframe logic coincide with {A, —}- and {A, —, L }-stable
logics from Definition 3.3.9, respectively. The formulas x(B) and x(B,—) are
almost the same as the formulas y( ,1(B) and y(a -, 1}(B) from Definition 3.3.10.
The only difference is that the latter have a more complicated succedent than the
former. However, as the next lemma shows the formulas are actually equivalent.
The lemma is proved as [43, Proposition 3.6].

3.4.18. LEMMA. Let B be a finite and subdirectly irreducible Heyting algebra.
(1) Fiec vir -y (B) <> x(B).
(2) Fiec Yir—,13(B) <> x(B, L1).

Proof:

We only show (2), the proof for (1) is similar. The formulas ya - (1(B) and
x(B, 1) have a common antecedent that we call I'. Then y5  11(B) = T' —
VA{p. <> pp|a#be B} and x(B, L) =T — p;. By completeness it is enough to
show that for every model M = (§,v) and every world x of M, if x =, I" then

x):vpsiffx):UV{paHpb|a7éb€B}.

Suppose = =, ps. Since s # 1 it is enough to show that = =, ps <> p; and so
it is enough to show that = =, p;. Now s A1 = s in B, thus p; Ap; <> ps € T
implying that = =, p;. Conversely, suppose that x =, \/{p. <> p» | @ # b € B}.
Let a # b € B with x =, py <> . Thena — b < sor b — a < s. Assume
the former. Since pop <> (pa — m) € I, 2 |y pass. Now @ — b < s implies
a—bAs=a—0b, thus p,_p A ps <> pasp €T, 50 T =, ps. O
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3.4.19. COROLLARY.
(1) Subframe logics coincide with {A\,— }-stable logics.

(2) Cofinal stable logics coincide with {\,—, L}-stable logics.

Proof:

If L is a subframe logic, its corresponding variety V(L) is closed under {A, —}-
subalgebras by Theorem 3.4.8. Thus L is {A, —}-stable. Conversely, if L is
{A, —}-stable, then by Theorem 3.3.17 it is axiomatizable by {A, — }-stable for-
mulas. By Lemma 3.4.18, a {A, —}-stable formula is equivalent to a subframe
formula, thus, L is axiomatizable by subframe formulas. Therefore L is a subframe
logic by Proposition 3.4.17. The case for cofinal subframe logics can be proved
analogously. O

We note that from Theorem 3.3.17 and Proposition 3.4.17 we can infer that
if a variety V is generated by some {A, —, L }-stable class KC of Heyting algebras,
then V itself is {A, —, L }-stable. This seems to be quite a strong property, which
for instance does not hold if we replace {A,—, L} by {A, Vv, L, T} or {A,V,—~, T}

3.4.20. REMARK. In Section 3.4.1 we saw that in algebraic terms subframes
correspond to nuclei, and that every nucleus on Heyting algebra A gives rise to
a {A\, — }-subalgebra of A. The converse of the latter is not true, i.e. not every
{A, — }-subalgebra of A gives rise to a nucleus on A. It follows that subframes and
cofinal subframes are not in one-to-one correspondence with {A, — }-subalgebras
and {A, —, L }-subalgebras, respectively. In [13] it was shown that {A —}-, and
{A, =, L}-homomorphisms of Heyting algebras can dually be described by partial
and well partial Esakia morphisms between Esakia spaces, which give rise to a
dual description of {A, —}-subalgebras and {A, —, 1 }-subalgebras, respectively.

3.5 Stable and cofinal stable si logics

In this section we investigate {A, V, L, T }-stable and {A, V, =, T }-stable si logics.
As already mentioned in the introduction of this chapter, {A,V, L, T }-stable
logics are precisely the stable si logics of [17]. Thus, from now on, we call
{A,V, L, T}-stable simply stable si logic. As we also explained in the introduc-
tion of this chapter, we see the {A,V, =, T }-stable si logics as the stable analogue
of cofinal subframe logics, and accordingly, call them cofinal stable logics.

The aim of this section is to investigate the classes of stable and cofinal stable
si logics and compare their properties with those of subframe and cofinal sub-
frame logics. In turns out that there are some subtle aspects where they behave
differently.
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Figure 3.5.1: (a) Priestley map; (b) gq-morphism

3.5.1 Dual description

The dual perspective on stable and cofinal stable logics is more transparent than
in the subframe case. It is simply provided by Priestley duality. We recall how
to construct the dual category of pseudocomplemented distributive lattices from
[110].

Priestley duality for PBDLat. For terminology regarding Priestley spaces, the
reader may consult Section 2.2.2. A Priestley space X is called a PC-space (short
for: pseudocomplemented space) if LU is open for each open upset U of X. Thus,
the difference to Esakia spaces (Definition 2.2.6) is that JU is required to be open
for open upsets as opposed to arbitrary open sets. For PC-spaces X and Y, a
PC-morphism f : X — Y is a Priestley morphisms that satisfies the additional
condition

max 1f(z) = f (maxTz)

for each x € X. Thus, PC-morphisms are not only order-preserving but satisfy a
weak version of the back-condition of p-morphisms. In fact, we can say that they
satisfy the back condition for maximal points. For this reason we call such maps
g-morphisms (short for: quasi p-morphisms). See Figure 3.5.1(a) for an example
of a Priestley map that is not a g-morphism and Figure 3.5.1(b) for an example
of a g-morphism that is not a p-morphism.

3.5.1. THEOREM ([110]). There is a dual equivalence between the category PBDLat
and the category of PC-spaces and q-morphisms.

In the following lemma we collect many equivalent descriptions of g-morphisms.
The different descriptions will become handy when we look at examples in the
later sections.

3.5.2. LEMMA. Let f : X = Y be a Priestley morphism between PC-spaces. The
following are equivalent.
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(1) f is a g-morphism.
(2) For all v € X, we have max?Tf(z) C f (maxtx).

(8) Forallz € X andy €Y, if f(x) <y then there is ' € X with x < 2’ and
y < f(a).

(4) For every upset A CY, we have =1 (JA) = |f~1(A).

(5) For everyy € Y, we have f~*({ty) = Lf~ (1y).

Proof:
(1) = (2): This is obvious.

(2) = (3): Suppose z € X, y € Y, and f(x) < y. Then y € Tf( ). Since YV
is a Priestley space, there is ¥/ € max1f(z) with y < 3. By (2), ¢ €
f (maxfx). Therefore, there is 2’ € X such that x < 2’ and f(2') =y >y

This shows (3).

(3) = (1): Let x € X. We first show that max 1 f(z) C f (maxTz). Suppose y €
max T f(z). By (3), there is 2/ € X with <2’ and y < f(2'). Since y is a
maximal point, y = f(2'). Since X is a Priestley space, there is " € max Tz
with 2/ < z”. Since f is order preserving and y is maximal, f(z”) = y. Thus,
y € f(maxtz). Next we show that f(maxTz) C max?Tf(x). First note
that every map satisfying (3) maps maximal points to maximal points. For
let x € X be maximal and suppose x is mapped to a non-maximal y € Y.
Then there is y' in Y with y < y. However, since x is maximal, there is no
x’ with < 2’ that is mapped to y'. So condition (3) is violated for z. Now
suppose y € f(max?tz). Then there is ' € max Tz such that f(z') = y.
Since f is order preserving, f(x) < f(z’). By the above, 2’ is mapped to a
maximal point, so f(2') = y € max1f(x). Thus, f is a g-morphism.

(3) = (4): Let A C Y be an upset. Since f is order preserving, |f~1(A) C
7Y (J{A). We show f~'(JA) C |f~'(A). Suppose x € f~'(JA). Then
there is y € A with f(z) <wy. By (3), there is ' > x with y < f(2’). Since
A is an upset, f(z') € A, yielding z € Lf~(A).

(4) = (5): This is obvious since Ty is an upset.

(5) = (3): Let v € X, y € Y, and f(z) <y. Then f(z) € {ty sox € f~1({1y).
By (5), z € Lf~'(ty). This implies that there is 2/ > x with y < f(2/),
which proves (3). O

3.5.3. REMARK. Conditions (1) and (2) are not locally equivalent; that is, it is
not true that for a given z € X we have max1f(z) = f(maxTz) iff max 1 f(x) C
f(max Tz).
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Dual description of stable and cofinal stable si logics. Using the above
and Priestley duality for BDLat we obtain a dual description of the results con-
cerning stable and cofinal stable logics.

We employ the terminology of [17] by calling a Priestley map f : X — Y
between two Esakia spaces X and Y a stable map. If Y is an image of X under
a stable map, then we call Y a stable image of X. By Priestly duality, stable
images are dual to {A,V, L, T}-subalgebras (see Table 2.2.1). To match this
terminology, we call an image under a q-morphism a cofinal stable image. Then,
cofinal stable images are dual to {A,V,—, T }-subalgebras. Moreover, we call a
class of Esakia spaces (finitely) stable or cofinal stable iff it is closed under (finite)
stable or cofinal stable images of Esakia spaces, respectively.

For simplicity, if B is a finite and subdirectly irreducible Heyting algebra, we
write v(B) and (B, ) instead of y{a v, 1, 73(B) and yav,-11(B), respectively.
We refer to the aforementioned formulas as stable and cofinal stable formulas,
respectively. Also if Y is a finite rooted Esakia space with dual B, we sometimes
write v(Y') and y(Y, =) instead of v(B) and (B, —), respectively.

The refutation criterion from Lemma 3.3.13 then translates to the following.

3.5.4. LEMMA. Let X andY be Esakia spaces such that'Y is finite and rooted.

(1) X E~Y) iff Y is isomorphic to a stable image of a strongly rooted gener-
ated subframe of X.

(2) X W ~v(Y,=) iff Y is isomorphic to a cofinal stable image of a strongly
rooted generated subframe of X.

In the stable case this was already described in [17]. In the following theorem we
summarize some of the characterizations of Theorem 3.3.17 in dual terms.

3.5.5. THEOREM. Let L be a si logic. The following are equivalent.
(1) L is (cofinal) stable.
(2) L is characterized by a finitely (cofinal) stable class of Esakia spaces.

(3) If X,Y are strongly rooted Esakia spaces, then X |= L implies Y |= L
provided that Y is a (cofinal) stable image of X.

(4) The class of rooted L-FEsakia spaces is (cofinal) stable.

(5) The class of finite rooted L-Esakia spaces is (cofinal) stable and character-
wzes L.
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3.5.2 Stable and cofinal stable formulas

In this part, we say a bit more about the behavior of the formulas v(B) and
v(B,=). Recall that all H-stable logics are axiomatizable by H-stable formulas
by Theorem 3.3.17. As we saw in Proposition 3.4.17 and the discussion thereafter,
the converse is also true if — € H, i.e. for subframe and cofinal subframe si
logics. As shown in [17], the analogous result also holds for stable logics and
stable formulas, i.e. a si logic is stable iff it is axiomatizable by stable formulas.
However, cofinal stable formulas do not behave that well; we will see that not all
logics axiomatized by cofinal stable formulas are cofinal stable.

First we recall from [17] that stable formulas axiomatize stable si logics. The
key property is the lemma below ([17, Lemmas 6.1 and 6.2]). Recall that in
Lemma 3.3.14 we showed SyH(A) C HSy(A) for every finite A and H any of
our reducts. In short, the lemma below is a version of this for H = {A,V, L, T},
stating that (SyH(A))s € Sy (A), whenever A is finite.

3.5.6. LEMMA ([17]). Suppose A is a finite Heyting algebra and B is a subdi-
rectly irreducible {\,V, T, L}-subalgebra of a homomorphic image C' of A. Then
B is a {\,V, T, L}-subalgebra of A.

Using the lemma above, we obtain a stronger refutation criterion than the one
in Lemma 3.3.13 for stable formulas when applied to well-connected algebras or
rooted spaces (see [17, Theorem 6.3]).

3.5.7. LEMMA ([17]). Let A, B be Heyting algebras with duals X, Y, respectively.
Let A be well-connected, i.e. X is rooted, and let B be finite and subdirectly
irreducible, i.e. Y is finite and rooted. Then

A W= ~(B) iff B is isomorphic to a {A,V, L, T }-subalgebra of A.
X EAY) iff Y is a stable image of X.

Proof:

If A~ ~(B), then by {A,V, L, T}-filtration, there is a finite {A,V, L, T }-sub-
algebra A’ of A with A’ }£ v(B). By Lemma 3.3.13, there is a subdirectly ir-
reducible homomorphic image C' of A" and B is isomorphic to a {A,V, L, T}-
subalgebra of C'. By Lemma 3.5.7, B is isomorphic to a {A, V, L, T }-subalgebra
of A’ and therefore of A. Conversely, if B is isomorphic to a {A,V, L, T}-
subalgebra of A, then A [~ piav 1 713(B) by Lemma 3.3.6. Since A is well-
connected, A = v(B) by Corollary 2.3.12. 0

The lemma above shows that validity of stable formulas is preserved by
{A,V, T, L}-subalgebras of well-connected Heyting algebras. This implies that
stable formulas axiomatize stable logics.
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3.5.8. COROLLARY ([17]). A si logic is stable iff it can be aziomatized by stable
formulas.

Proof:

If L is stable, then it can be axiomatized by stable formulas as we already saw in
Theorem 3.3.17. Conversely, suppose that L is axiomatized by stable formulas. By
Lemma 3.5.7, validity of stable formulas is preserved by {A,V, T, L }-subalgebras
of well-connected Heyting algebras. Thus, the well-connected L-Heyting algebras
form a {A,V, T, L}-stable class. So L is stable. O

The next lemma shows that the analogous statement does not hold for cofinal
stable logics.

3.5.9. LEMMA. There is a finite subdirectly irreducible Heyting algebra B such
that the logic IPC + ~(B, =) is not cofinal stable.

Proof:
Let X,Y, Z be the finite rooted frames drawn below.

ij w w’

Y X A

Let A, B,C be the dual Heyting algebras of X,Y, Z, respectively, and let L =
IPC + (B, ). We show that L is not cofinal stable. First observe that Y is not
a g-morphic image of X. Indeed, if there were an onto g-morphism f : X — Y,
then f would map the maximal points of X onto the maximal points of Y. But
x € X sees exactly two maximal points, while X has no point with this property.
This violates the g-morphism condition at z, a contradiction. Since each rooted
upset of X has smaller cardinality than Y, it follows that there is no rooted up-
set U of X such that Y is a g-morphic image of U. From this we conclude by
Lemma 3.3.13 that A = (B, ), so A = L. On the other hand, Z is a g-morphic
image of X, witnessed by the map that identifies w and w’ in X. Therefore, C is
isomorphic to a pseudocomplemented sublattice of A. It is also obvious that Y
is isomorphic to an upset of Z, so by Lemma 3.3.13, C' }~ v(B, ). Thus, C }~ L.
Since A | L, C is isomorphic to a {A,V,—, T }-algebra of A, and C' [~ L, we
conclude that L is not a cofinal stable logic. O

Another difference between the subframe and stable cases is of a semantic
nature. If L is a (cofinal) subframe, then as we saw in Proposition 3.4.17, the
variety V(L) is closed under {A, —}-, respectively {A, —, L }-subalgebras. The
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analogous statement is not true in the stable and cofinal stable cases. In fact, the
next proposition shows that there is no non-trivial stable logic with the property
that its variety is stable class.

3.5.10. PROPOSITION. For a si logic L, V(L) is a stable class iff L is IPC or the
inconsistent logic.

Proof:

Suppose V(L) is a variety of Heyting algebras and a stable class. Suppose V(L)
does not correspond to the inconsistent logic. Then V(L) contains all Boolean
algebras. Now every Heyting algebra A is a bounded sublattice of its free Boolean
extension B(A) ([100], see e.g. [40]). Thus, if V(L) is a stable class, it contains
all Heyting algebras. Therefore, L = IPC. O

The analogue of the above lemma does not hold in the cofinal stable case.
For instance, KC is cofinal stable and is corresponding variety is a {A,V,—, T }-
stable class. Of course, all si logics axiomatized by formulas in the signature
{A,V, L, T,—} have this property (see also our discussion in Section 3.2). How-
ever, in general cofinal stable logics do not have the property that their variety
is a {A,V,—, T }-stable class.

3.5.3 Cardinality

Clearly, every stable logic is cofinal stable. In [17] it was shown that there is a
continuum of stable si logics which implies that there is a continuum of cofinal
stable logics. We show here that there is a continuum of cofinal stable logics that
are not stable. The proof method that we are using is a standard method due to
Jankov [81]. However, we have to be a little bit more careful in our arguments
because, as we have just seen in Lemma 3.5.9, si logics axiomatized by cofinal
stable formulas may not be cofinal stable.

Consider the sequence of finite posets drawn below. Formally, for each n > 3,
Xp={z; |1 <i<n}U{y;| 1 <i<n}U{r,} and the order < on X, is
described by x; < z; iff ¢ = 5, and y; < y; iff i = j, and z; < y; iff i # j for all
1 <i,5 < n. Moreover, r is the root of X,,, i.e. r < w for all w € X,.

It is well known that no member of this sequence is a p-morphic image of
an upset of some other member. We will show that the same result holds if we
replace p-morphisms with g-morphisms.
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X1 X2 X3 X T,
Y1 Y3 n Un
3 Tn
XS Xn

3.5.11. LEMMA. For n,m > 3, if n # m, then X,, is not a cofinal stable image
of any upset of X,,.

Proof:

Let m,n > 3 with n # m. For simplicity, we denote the elements of X,, by x;, y;
for 1 <4, j,<n and the elements of X,, by 2}, y. for 1 <, j, < m. Moreover, we
denote the root of X,, by r, and the root of X,, by r,,.

If m < n, then for cardinality reasons, X, cannot be a g-morphic image of
any upset of X,,. So suppose n < m and suppose there is an onto g-morphism
f from an upset U of X,, onto X,,. Since f is a g-morphism, f maps maximal
elements to maximal elements. Thus, each z; € U is mapped to some z; of X,,.

Next show that max X,, C U. Since n > 3, X,, contains at least three non-
maximal elements. The preimages of these elements cannot be maximal elements
of U, since this would violate the g-morphism condition. Thus, U contains at
least three non-maximal elements of X,,. This implies that U contains y;, y; for
i # j (since the third non-maximal element might be the root r,,). But then
max X,, € My, y;} € U.

Next we observe that no y; € U is mapped to some z; of X,,. For suppose
there is y, € U with f(y;) = z;. Now g sees all but one maximal elements of
X Since f is order-preserving, f needs to map all those maximal elements to
zj. As X,, has at least three maximal elements, this contradicts to the fact that
f (max X,,,) = max X,,. We conclude that f maps each y; € U to some y; or to
T

Suppose that f maps two maximal elements x; and 7, i # j to the same
maximal element xj of X,,. If y; € U, then max1f(y)) = f (maxty}) = max X,,.
This means that f needs to map ¥} to the root r,,. Thus, whenever some y, € U
and z; is not a unique preimage of some z;, € X,,, then f sends ¥} to the root r,
of X,,. In other words, f can only map y; to some y;, if 2/ is a unique preimage
of some x},.

Since m > n, by the pigeonhole principle, there is at least one maximal ele-
ment of X, that has two f-preimages. Therefore, there are at most n—1 maximal
elements of X, that have a unique f-preimage. This in turn means that there
are at most n — 1 candidates y; € U that f could map to some element y; of X,.
But then f cannot be onto. The obtained contradiction proves that there is no
g-morphism from an upset of X,, onto X,,. O
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On the other hand, we have the following lemma.
3.5.12. LEMMA. Ifm > 2n, then X,, is a stable image of X,,.

Proof:

Using the same notation from the proof of the previous lemma, define f : X,, —
X, as follows. For i < n, send z} to x;, ],,; to y;, and send the rest of the points
in X, to the root r, of X,,. It is straightforward to see that such f is onto and
stable. O

We are ready to prove the main result of this section.

3.5.13. PROPOSITION. There are continuum many cofinal stable si logics that
are not stable.

Proof:

For n > 3, let KC,, be the class of cofinal stable images of X,,. Let I = {n € N |
n > 3}, and for J C I, let L; be the logic of | J,,., KC,. Since |, KC; is closed
under cofinal stable images, L; is a cofinal stable logic.

3.5.1. CLAM. For JJK C 1, if J# K, then L; # L.

Proof:

Without loss of generality we assume that there is n € K \ J. Then X, |
Lk, which implies that v(X,, ) &€ Lk since X,, ¥~ v(X,,). We prove that
Y(Xn,—) € Ly If 4(X,, ) € Ly, then there is m € J and Y € K, with
Y (X, ). By Lemma 3.5.4(2) there is a rooted upset Z of Y such that X, is
a cofinal stable image of Z. Now Y € K, means that Y is a g-morphic image of
X, Let f: X,, — Y be an onto g-morphism, and let U = f~(Z). Then U is an
upset of X, and the restriction of f to U is a g-morphism onto Z. Therefore, Z
is a cofinal stable image of an upset of X,,,, and hence X, is a cofinal stable image
of an upset of X,,. Since n € J, we have m # n. This contradicts Lemma 3.5.11.
Thus, v(X,,—) € Ly, and so L; # L. O

Let A :=={J C I | Jand I\ J are infinite}. By Claim 3.5.1, the collection
{L; | J € A} provides continuum many cofinal stable logics. It remains to be
shown that L; is not stable for each J € A. Let J € A. Then thereisn € I\ J.
By the proof of Claim 3.5.1, v(X,,,—) € L;. Therefore, since X,, = v(X,, ), we
see that X,, [~ L. Since J is infinite, there is m € J with m > 2n. Asm € J, we
have X, = L;. By Lemma 3.5.12, X, is a stable image of X,,,. Because X,, ~ L,
we conclude that L; is not stable. O
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3.5.4 Examples

We conclude this section by considering standard examples of stable and cofinal
stable logics. In particular, we provide examples of si logics separating the class
of cofinal stable logics from those of stable, subframe, and cofinal subframe si
logics.

For the definition of the si logics mentioned but not defined in this section,
the reader is referred to Table A.0.2.

In the previous section, we constructed a continuum of cofinal stable logics
that are not stable. A more natural example of this kind is the logic BD,, the
logic of finite frames of depth at most two (see Section 2.2.1 for the definition of
depth). It was shown in [17, Theorem 7.4] that BD,, is not stable, for n > 2.

3.5.14. PROPOSITION. Let L be an extension of BDy. Then L is cofinal stable,
and L is stable iff LCy C L.

Proof:

It is well known (see, e.g., [75]) that BDy is the logic of all finite forks F),, as
drawn below. Moreover, LC, is the logic of the two element chain F}, and each L
in the interval [BDy, LCs) is the logic of an n-fork F,, for some n > 1.

W1 Wy Wp—1 Wy

r
Fy

It follows from the proof of [17, Theorem 7.4] that no si logic in the interval
[BDs, LC,) is stable. The only other si logics extending BDs that are not in the
interval [BDy, LCy) are LCy, CPC, and the inconsistent logic. It is easy to verify
that these are all stable.

Now let BD, C L. We show that L is cofinal stable. Since g-morphisms map
maximal elements to maximal elements, it is immediate to see that every cofi-
nal stable image of an n-fork is either the one-point poset or an m-fork for some
m < n. Therefore, the class of finite rooted L-frames is closed under cofinal stable
images and characterizes L. Thus, by Theorem 3.5.5, L is cofinal stable. O

3.5.15. LEMMA. The variety V(BDs) is not cofinal stable.

Proof:
Consider the posets drawn below. The poset of the left is a (non-rooted) BDo-
frame, but the poset on the right side is not a BD,-frame.
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The map indicated is a g-morphism. Thus, the frames of BD, are not closed
under cofinal stable images. So the variety V(BD3) is not cofinal stable. O

We next show that BD, can be axiomatized by the cofinal stable formula of
the three-element chain Cs = {wy, wy, w3}, where w; < we < ws.

Recall from Section 2.2.1 that by d(X) we denote the depth of a poset.

3.5.16. LEMMA. Let X be a finite rooted poset. Then d(X) < 2 iff C3 is not a
g-morphic image of X.

Proof:
We prove that d(X) > 3 iff C5 is a g-morphic image of X. First suppose that
d(X) > 3. Then X contains a chain z; < x3 < x3. Define f : X — Cj by setting

w1 1fy€¢x1
fly)=qws ifye o\ o,

w3 otherwise.

It is easy to see that f is an onto g-morphism. (In fact, f is moreover an onto
p-morphism). Conversely, suppose f : X — Cj is an onto q-morphism. We show
that X contains a chain of three elements. Since f is onto, the root r of X is
mapped by f to w;. Using again that f is onto, we find z > r with f(z) = ws.
Since f(z) = wy < ws and wsy € max C3, there is y > x such that f(y) = ws.
Thus, r < x < y is a three element chain in X. O

3.5.17. PROPOSITION. BDy = IPC + ~(C5, ).

Proof:
Let F}, be the n-fork for some n € N. Since d(F},) < 2, by Lemma 3.5.16, Cj is not
a cofinal stable image of a rooted upset of F},. By Lemma 3.5.4(2), F,, = v(C5, —).
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Since BDs is the logic of all n-forks, we conclude that IPC+~(Cj5,—) € BD,. Con-
versely, suppose X is an Esakia space such that X [~ BD,. Since BDy = IPC+bd,,
where bd, = ¢V (¢ — (pV —p)), we see that X [~ bdy. By {A,V,—, T }-filtration,
there is a finite rooted poset Y such that Y is a continuous g-morphic image of
X and Y }£ bd,. It follows that d(Y) > 3. By Lemma 3.5.16, C3 is a g-morphic
image of Y. Therefore, C5 is a continuous g-morphic image of X. Thus, by
Lemma 3.5.4(2), X [~ v(Cs,—). As every si logic L is complete with respect to
the Esakia spaces validating L, we conclude that BDy C IPC + ~(C3, ). O

3.5.18. LEMMA. Forn > 3, the logics BD,, are not cofinal stable.

Proof:

The proof is the same as to show that these logics are not stable which was proved
in [17]. The following picture shows an onto g-morphism from a rooted poset of
depth three to a rooted poset of depth four. We infer that the class of finite rooted
posets of depth three is not closed under cofinal stable images, which entails that
BD; is not cofinal stable.

Clearly similar examples can be constructed to show that BD,, is not cofinal sta-
ble for all n > 3. O

Next we consider the logics NDy, introduced in [96] (see also [69, Section 2.4]).

For k € N, let
ndy = (—p — \/ —q;) — \/ (=p = =),
1<i<k 1<i<k

and let ND, = IPC 4 ndy. As shown in [96], each NDj has the fmp. On finite
frames, ndy characterizes the property of having divergence k, where a finite poset
X is of divergence k if for all x € X and W C max X satisfying |W| < k and
W C 7Tz, there is y > x with maxTy = W. Therefore, NDy is the logic of the
finite frames of divergence k.

We show that each NDy is a cofinal stable logic, but that for k£ > 2, ND;, is
neither stable nor cofinal subframe logic (and hence not a subframe logic).

3.5.19. LEMMA. Fach NDy is a cofinal stable logic.

Proof:
Since ND;, has the fmp, it is sufficient to check that the finite frames of ND, are
closed under cofinal stable images. Let X be a finite poset of divergence k£ and
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let X’ be a g-morphic image of X under the g-morphism f : X — X’. We show
that X' is of divergence k. Let 2’ € X', W’ C max X', |W’| < k, and W’ C 1z’
Since f is onto, there is x € X with f(z) = 2’. As f is a g-morphism, for each
w' € W’ we can pick one w € max X with x < w and f(w) = w’. We denote the
set of these elements by W. Then |W| = |W'| < k, W C max X, and W C tx.
Since X is of divergence k, there is y > = with maxty = W. Because f is order-
preserving, 2’ <’ f(y), so by the g-morphism condition, max1f(y) = W’. Thus,
X' is of divergence k. O

3.5.20. LEMMA. Fork > 2, the logic NDy, is neither stable nor a cofinal subframe
logic. Consequently, NDy is not a subframe logic.

Proof:
Let k > 2, and consider the posets X and Y depicted below.

N

X Y

It is easy to see that X is of divergence k, while Y is not of divergence 2. But Y
is both a stable image and a cofinal subframe of Y. O

Finally, we construct a tabular (see Section 2.3.4) stable logic that is not a
cofinal subframe logic. Let XY be the posets drawn below. We let

Stab(X) = {Z | Z is a stable image of X'} (3.5)

and Lsap(x) be the logic of Stab( ). Since the class of Heyting algebras corre-
sponding to the class Stab(X) is stable, Lswp(x) is a stable logic.

X%ﬂ

3.5.21. LEMMA. The logic Lstap(x) s not a cofinal subframe logic.

Proof:
For contradiction, suppose that Lsup(x) Was a cofinal subframe logic. It is easy
to see that Y is a cofinal subframe of X, so Y |= Lswap(x). Since Y is rooted
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and Stab(X) is finite, the dual statement of Jénsson’s Lemma yields that Y is
isomorphic to an upset of a p-morphic image of a member of Stab(X). But
Stab(X) is closed under stable images, hence it is closed under p-morphic images.
Therefore, there is some stable image Z of X and such that Y is an upset of Z.

Since Z is an order preserving image of X, we see that Z has at most two
maximal points. But Y is an upset of Z, so Z has precisely two maximal points.
Thus, if f: X — Z is onto and stable, then f maps the maximal points of X
onto the maximal points of Z. Note that X has only one element of depth 2,
which is a lower cover of the maximal elements of X. It follows that Z also has
only one element of depth 2. However, since Y has two elements of depth 2, so
does Z. Thus, Y cannot be an upset of Z. The obtained contradiction proves
that Lswp(x) is not a cofinal subframe logic. O

The following table contains the examples of stable, cofinal stable, subframe,
and cofinal subframe logics mentioned above.

subframe | cof. subframe | stable | cof. stable

LC, v v v v

BD, v v - v

BD,,n >3 v v - -

NDg, &k > 2 - - - v

Lstab(x) - - v v
Table 3.5.1: “v"” means “belongs to the class”;  “-” means “does not belong to
the class”

3.6 Summary and related results

We summarize some of the main properties of subframe, cofinal subframe, stable
and cofinal stable si logics in Table 3.6.1. Among them are some properties that
we have not yet discussed but that fit here very well. We will see those in action
in other chapters of the thesis.

We saw that H-stable logics can be semantically characterized in many differ-
ent ways, both from algebraic and frame theoretical perspectives. Roughly speak-
ing, the characterizations in Table 3.6.1 are those corresponding to the “largest”
class of algebras/frames that we can assume to be H-stable for a given H-stable
logic. If L is a subframe and cofinal subframe logics, the class of all L-frames
is closed under subframes and cofinal subframe, respectively. And similarly for
L-algebras. In contrast, if L is stable or cofinal stable, then the class of all L-
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frames is general not closed under stable and cofinal stable images, respectively
(see Proposition 3.5.10 and Lemma 3.5.15). However, we can always assume
that rooted frames (algebras) are closed under stable and cofinal stable images,
respectively.

Concerning the syntactic characterizations of these classes (third row of Table
3.6.1), as follows from Theorem 3.3.17, H-stable logics are always axiomatizable
by H-stable formulas. However, {A,V, =, L}-stable formulas do in general not
axiomatize {A,V,—, L}-stable logics (Lemma 3.5.9). So {A,V,—, L}-stable for-
mulas do not provide a syntactic characterization of cofinal stable logics. We
conclude that H-stable formulas do not in general provide a syntactic character-
ization of H-stable si logics.

As explained, another syntactic characterization of subframe and cofinal sub-
frame logics is provided by the {A,—}- and {A,—, L}-formulas, respectively.
Moreover, in [29] it was shown that subframe logics are syntactically charac-
terized by NNIL-formulas (see Section 7.2). NNIL-formulas are the main topic
of Chapter 7, where we will, among other things, provide alternative proofs of
properties of subframe si logics from the NNIL-perspective.

In [34], it was shown that stable logics can be syntactically characterized as
the logics axiomatized by ONNILLI-formulas. These formulas can be seen as the
stable analogue of NNIL-formulas.

A uniform proof that all H-stable logics have the fmp, and are thus Kripke
complete, and that H-stable si logics form a complete sublattice of Ajpc is the
content of Corollary 3.3.18(2). (As we already explained, these results were of
course known before).

That the classes of subframe si logics, cofinal subframe si logics, and that of
stable si logics are that of continuum was known. In Section 3.5.3 we provided a
continuum of cofinal stable non-stable logics.

In Theorem 3.4.9 we pointed out that subframe and cofinal subframe logics
are elementary, and thus canonical. The analogue of these results is open for
stable and cofinal stable logics. Thus, we conclude this chapter by stating the
following two open problems.

Problem 1: Are all (cofinal) stable logics canonical?

Problem 2: Are all (cofinal) stable logics elementary?
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Chapter 4

Stable modal logics

4.1 Introduction

In this chapter we move to the realm of normal modal logics. Analogously to
the previous chapter we study properties of particular classes of normal modal
logics having the fmp. One of the most standard techniques for proving the fmp
in modal logic is the filtration method. If a model I is a filtration of a model
M, then N is an image of M under a relation-preserving map. Following [18], we
call such maps stable maps. Thus, if a normal modal logic is characterized by a
class of modal spaces closed under images of stable maps, its fmp can be proved
via filtration. Such logics were called stable modal logics in [18].

Examples of stable logics are the basic modal logic K, the logic T of all reflexive
frames, the logic D of all serial frames, the epistemic logic S5, the logic KMT of
the frames where each point sees a reflexive point, etc. (see Table A.0.5 for the
definition of these logics). Stable logics enjoy the following strong property: they
admit all filtrations®.

There are modal logics that are not stable but still admit particular filtrations.
For example, the well-known modal systems K4 and S4 admit transitive filtrations,
but they do not admit all filtrations, hence are not stable. This generates the
problem of how to deal with logics that only admit some filtrations. As a solution,
we weaken the notion of stability by parameterizing it over a ground logic.

If a normal modal logic M admits a particular filtration, we define M-stable
logics as logics that are stable over M (meaning that they are characterized by a
class of modal spaces closed under those stable images that validate M). A stable
logic is then simply a K-stable logic. K4-stable logics were also studied in [18].

The aim of this chapter is to develop the theory of M-stable modal logics.
Our main results include several characterizations of M-stable normal modal logics
similar to those for H-stable si logics in the previous chapter. Moreover, we collect

'In Definition 4.2.7, we define two versions of “admitting filtration”. In that terminology,
stable logics admit all filtrations in a weak sense.
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many examples and prove cardinality results. We find that M-stable logics behave
particularly well if M-spaces are closed under adding sharp roots (see Definition
4.4.3).

Since logics above K4 and S4 play an important role in modal logic, we pay
special attention to K4-stable and S4-stable logics. Over K4, we get the advantage
that we can turn every stable rule into a stable formula which behaves similarly
to its corresponding rule on rooted frames (see Section 2.3.7). As a consequence,
every Ké-stable logic is axiomatizable by stable formulas. The converse does in
general not hold for logics above K4, but we prove that it is true for logics above
S4; that is, every logic axiomatized by S4-stable formulas is S4-stable.

Furthermore, we investigate the connection between S4-stable logics and stable
si logics?. We prove that the intuitionistic fragment of every S4-stable logic is a
stable si logic. Conversely, stability is preserved by the least modal companion of
a si logic. However, stability is in general not preserved by the greatest modal
companion of a si logic. We also demonstrate how to translate axiomatizations in
terms of stable formulas from the intuitionistic to the modal case and vice versa.

Finally, we discuss the relation between stable modal logics and modal sub-
frame logics. Our study can in fact be understood as an attempt to investigate
how similar stable logics are to subframe logics. As we will see, in many ways
stable logics parallel subframe logics, however, there are also essential differences.
For instance, whereas stable logic “behave well” also in the non-transitive case,
non-transitive subframe logics may not enjoy “good” properties, e.g. there exists
a transfinite chain of Kripke-incomplete subframe logics [126]. This is explained
by the fact that the method of filtration works well in the non-transitive case,
whereas selective filtration is only available for transitive modal logics.

This chapter is largely based on [19].

Outline

In the next section we recall filtrations for modal logics. In Section 4.3 we recall
the terminology of stable maps, discuss M-stable classes and study properties of
M-stable universal classes. In Section 4.4 we move to M-stable logics. In Section
4.5 we study M-stable logics for the case that M is a normal extension of K4.
In Section 4.6 we investigate relations between S4-stable modal logics and stable
si logics. In Section 4.7 we provide many examples and non-examples of stable,
K4-stable and S4-stable modal logics along with their axiomatizations in terms of
stable rules and formulas. In Section 4.8 we compare properties of stable modal
logics with those of modal subframe logics and summarize the findings of this
chapter.

2Recall that stable si logics are the {A,V, T, L}-stable logics in the terminology of Section
3.3.2.
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4.2 Filtrations for modal logic

As discussed in detail in the introduction of the thesis, filtrations are ubiquitous
in the study of modal logic. In this section we recall the algebraic and frame-
theoretic characterization of filtrations. Our presentation is taken from [18]. For
other modern accounts on filtrations connecting the algebraic and frame-theoretic
perspectives we refer the reader to [64] and [46].

Filtrations frame-theoretically

We recall the frame-theoretic definition of a filtration as it can be found in modern
textbooks of modal logics (see e.g. [36, Section 2.3] or [40, Section 5.2]).

Recall from Section 2.3.3 that by £ we denote the language of modal logic. In
the following let 3 C £ be a subformula closed set of formulas. Let X = (X, R)
be a modal space and let v be a valuation on X. The set X induces an equivalence
relation on X by

xr~sy it (xl, piff y |, @, forall p € 3).

Thus, two worlds of X are ~g-equivalent iff they agree on the truth value of all
formulas in 3. For an element x € X, by [z]y we denote the equivalence class
of x with respect to X, and by X5 we denote the set of equivalence classes with
respect to ~y. It is clear that whenever ¥ is finite, then Xy can have at most
2l many elements since each equivalence class is determined by a subset of X.

4.2.1. DEFINITION. Let X = (X, R) be a modal space and let v be a valuation
on X. A filtration of (X,v) through ¥ is a modal space Xy = (Xy, R') together
with a valuation v’ satisfying the following conditions for all x,y € X:

(F1) v'(p) = {[z]s | = € v(p)} for all propositional letters p € ¥,
(F2) xRy implies [z|gR'[y]s, and

(F3) if [z]sR'[y]s then (z |=, O whenever y =, ¢ for Gy € X).

Note that the definition of filtration does not determine a unique model on the
set Xy of equivalence classes. Instead, the conditions (F2) and (F3) determine
lower and upper bounds on the relation R’, respectively. Also note that the
condition (F1) determines the valuation v" only for propositional letters that are
included in the set X..

We often write [x] instead of [z]x, if ¥ is clear from the context. Sometimes, we
omit the valuation v/, and refer to the modal space Xy = (Xg, R') as a filtration.

We list a few standard ways to define filtrations. Let X = (X, R) be a modal
space and let v a valuation on X. For x,y € X define the relations R*, R!, Rt and
R® on Xy, as follows:
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smallest: [z|R*[y] iff (there are 2’ € |z| and ¢’ € |y| with 2'Ry’).
largest: [z]R![y] iff (z = O whenever y |= ¢ for Op € X).
transitive: [z]R'[y] iff (z E Oy whenever y | ¢ V Op for Op € X).
smallest transitive: R is the transitive closure of R*.

The transitive filtration is also known as the Lemmon filtration. The following
well-known fact is a routine check.

4.2.2. FacT. Let X = (X, R) be a modal space, let v be a valuation on X, and
let ¥ C L be a subformula closed set. Then

(1) (Xs, R®) and (X5, R') are filtrations.

(2) If R is transitive, then (Xx, R") and (X, R*") are filtrations. Moreover, R’
and R define transitive relations on Xs..

Filtrations are important because of the following theorem.

4.2.3. THEOREM (FILTRATION THEOREM). Let X = (X, R) be a modal space,
let v be a valuation on X, and let ¥ C L be a subformula closed set. If (,v') is
a filtration of (X,v) through X, then for every ¢ € X, and every z € X,

v, iff (2] Ee e

Filtrations algebraically

Here we recall the algebraic perspective on filtration as presented in [18, Section
4]. Recall that the variety of Boolean algebras is locally finite (Theorem 2.1.20),
thus, every finitely generated subalgebra of a Boolean algebra is finite.

4.2.4. DEFINITION. Let B = (B, <) be a modal algebra, let v be a valuation on
B, and let X be a finite set of formulas closed under subformulas. Let B’ be the
Boolean subalgebra of B generated by the set

v(X) = {v(p) | p € B}

Then B’ is finite because ¥ is finite. Set Dy, = {v(p) | Cp € ¥}. Let &' be a
modal operator on B’ and let v" be a valuation on B’ = (B’, &) satisfying the
following conditions.

(A1) v'(p) = v(p) for all propositional letters p € 3,
(A2) Ob < O'bforall b e B, and
(A3) &'b < b for all b € Dy,
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Then (B’,v') is called a filtration of (B,v) through X.

Recall that in the frame-theoretic definition of filtrations the relation R’ is not
fully determined by the axioms (F2) and (F3). Likewise, the modality ¢’ on B’
is not fully determined by (A2) and (A3). In fact, (A2) constitutes a lower bound
on <'b for all b € B’ and (A2) and (A3) together imply that &b = Ob for all
b € Dx. As in the frame-theoretic case, we will sometimes omit referring to the
valuation v" and say that a modal algebra 9B’ is a filtration of (B, v).

The specific filtrations discussed in the previous section can be described in
purely algebraic terms. Let 28 = (B, <) be a modal algebra, let v be a valuation
on B, and let ¥ be a finite set of formulas closed under subformulas. Let Dy, C B
and B’ be as in Definition 4.2.4. Recall from Section 2.1.3 that ¢ta stands for
<aVa. Consider the following ways to define $-modalities on B'. For all a € B,

smallest: ¢fa = A{b e B’ | Ca < b},

largest: ¢% = A\{Cbe B’ |a<band a=\/F, for some F' C Dy},
smallest transitive: ¢%fa = A{Cbe B' | Ga < Oband b € B'},

transitive: Ofa = A{OCbe B' | Ota < Otband b= \/F, for some F C Dg}.

The following proposition is proved in [18, Lemmas 4.6 and 6.3].

4.2.5. PROPOSITION ([18]). Let B = (B, <) be a modal algebra with valuation
v. Let Y = (Y, R) be the modal space dual to B and let vy be a valuation on )
corresponding to v. Let ¥ C L be finite and subformula closed and let Dy, be as
in Definition 4.2.4. Then for all f € {s,l,t,st}, the modal algebra (B',OF) is
isomorphic to the dual algebra of (Ys, RY).

The algebraic version of the filtration theorem can be formulated as follows:

4.2.6. THEOREM (FILTRATION THEOREM ALGEBRAICALLY). Let (B,v) and X
be as in Definition 4.2.4. Let (B',v") be a filtration of (B, v) through ¥. Then

V' () =v(p) for all p € 3.

Admitting filtration

Filtrations can be used to prove the fmp of normal modal logics whenever they
‘admit filtrations’. We will distinguish between two ways how to define this
notion.
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4.2.7. DEFINITION. Let M be a normal modal logic.

(1) The logic M admits filtration in the weak sense if for every ¢ ¢ M, there
is a model (B, v) based on an M-algebra B that refutes ¢ and a filtration
(B’, ") of (B, v) through some finite subformula closed set ¥ with ¢ € X
such that 9B’ is an M-algebra.

(2) The logic M admits filtration or (M admits filtration in the strong sense)
if for every M-algebra B, every valuation v on 8, and every finite set X
of formulas closed under subformulas, there is a filtration (B’,v’) of (2, v)
through ¥ such that 8’ is an M-algebra.

The above can be formulated in frame-theoretic terms in the obvious way.
The definition of admitting filtration in the weak sense follows [40, page 142],
and admitting filtration in the strong sense follows [64, page 201]. Clearly the
latter is stronger than the former, but the former is sufficient for proving the fmp.
Indeed, as an immediate consequence of the filtration theorem we obtain:

4.2.8. COROLLARY. If a normal modal logic M admits filtration in the weak
sense, then M has the finite model property.

For instance, the modal logics K, T, and D admit the smallest and the largest
filtrations. The logics K4 and S4 admit the transitive and the smallest transitive
filtrations. If a normal modal logic M admits filtration and (8,v) is a model
based on an M-algebra B, then a filtration (8’,v’) of (B, v) where B’ is also an
M-algebra is called an M-filtration.

4.3 Stable rules and M-stable universal classes

In this section we discuss M-stable multi-conclusion consequence relations and
prove similar characterization results to those of H-stable stable rule systems
from Section 3.3.1. For the most part, we will work with modal algebras and
state our results in algebraic terms. However, we will sometimes switch to modal
spaces. It should always be clear how to translate definitions and results into
frame-theoretic terms even if we do not explicitly state them.

4.3.1. DEFINITION. Let A = (A, 4) and B = (B, <) be modal algebras.

(1) A Boolean homomorphism h : B — A is called stable provided < 4h(b) <
h(<Opd) for all b € B.

(2) If B is a Boolean subalgebra of A and the embedding h : B — A is stable,
then B is called a stable subalgebra of 2. In other words, B is a stable
subalgebra of 21 if B is a Boolean subalgebra of A and & 4b < $pgb for all
beB.
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Thus, stable homomorphisms between modal algebras are not full modal alge-
bra homomorphisms, but preserve & only “half-way.” Such maps were studied in
[28] under the name of semi-homomorphisms and in [64] under the name of con-
tinuous morphisms. We follow [18] in calling them stable homomorphisms. Note
that if a modal algebra 9’ is a filtration of 28, then %’ is a stable subalgebra of
B by condition (Al).

4.3.2. Fact. If (B/,7') is a filtration of (98, v), then B’ is a stable subalgebra of
B.

Stable homomorphism and subalgebras can easily be expressed in frame-
theoretic terms:

4.3.3. DEFINITION. Let X = (X, R) and 9 = (Y, R") be modal spaces.

(1) A continuous map f : X — Y is called stable provided zRy implies
f(@)R f(y) for all z,y € X.

(2) If there is a stable and onto map f : X — Y, then 9) is called a stable image
of X.

We refer to [18, Lemma 3.3] for a proof that stable maps between modal spaces
and algebras are dual to each other. We already state the following two lemmas
that we will often make use of in the later sections of this chapter. The reader
may recall the definition of subdirectly irreducible modal algebras, the definition
of well-connected K4-algebras and the definition of the operation O from Section
2.1.3. A proof of the following lemma can be found in [18, Proposition 6.4].

4.3.4. LEMMA ([18]). Finite stable subalgebras of subdirectly irreducible modal
algebras are subdirectly irreducible.

4.3.5. LEMMA. Suppose A = (A, 4) and B = (B, Op) are Kd-algebras. If A is
well-connected and B is a stable subalgebra of A, then B is well-connected.

Proof:

Since B is a stable subalgebra of 2, we have that G0 < Opgb for all b € B.
Therefore, &b < OLb for all b € B. Now, let a,b € B with OLa A Ofb = 0.
Then Ofa A Ofb = 0. As 2 is well-connected, a = 0 or b = 0. Thus, B is
well-connected. O

4.3.6. DEFINITION. Let M be a normal modal logic.

(1) Suppose K and V are two classes of modal algebras with L C V. We say
that KC is V-stable (or stable within V) provided for all A, B € V, if A € K
and there is a stable embedding 8 — 2, then B € K.
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(2) Let K be a class of M-algebras. We say that the class IC is M-stable if K is
stable within V(M). We say that the class K is finitely M-stable provided
for every finite M-algebra 8 and any 2 € I, whenever there is a stable
embedding B — 2, then B € K.

We recall the stable rules of [18, Section 7]. Let B = (B, <) be a finite modal
algebra. For every a € B, let p, be a propositional letter such that a # b implies
pa 7# pp for all a,b € B. The stable (multi-conclusion) rule p(%B) is the rule I'/A,
where

I' ={pavs < pa Vo | a,b € B} U
{P-a <> —pa | a € B}U
{Opa = poa | a € B}
and A={p,|a€ B,a#1}.

Stable rules generalize the Jankov rules of [83], which in model theory corre-
spond to diagrams of finite modal algebras [42, page 68]. Recall that a (model-
theoretic) structure 2 satisfies the diagram of a finite structure B iff B is isomor-
phically embeddable into 2 (see e.g., [42, Propostion 2.1.8]). Similarly, refutation
of the stable rule of a finite modal algebra 8 is equivalent to B being stably
embeddable as was proved in [18, Proposition 7.1].

4.3.7. LEMMA ([18]). For every modal algebra A and finite modal algebra B,
A~ p(B) iff B is isomorphic to a stable subalgebra of 2.

Thus, in particular, every finite modal algebra refutes its own stable rule.

The next lemma is the analogue of Lemma 3.3.7 applied to M-stable universal
classes. The first part of the lemma essentially says that “stability is preserved
under generating universal classes”, i.e. if K is an M-stable class, then the uni-
versal class generated by K is M-stable. The analogous statement does not hold
for varieties, i.e. if KC is M-stable, then the variety V(K) may not be an M-stable
class. The second part of the lemma says that M-stable universal classes satisfy
a very strong version of the fmp.

The proof of the lemma below is virtually the same as that of Lemma 3.3.7.
For the reader’s convenience we still spell out its proof in detail. However, in the
following sections we will skip some proofs that are almost the same as in the
H-stable case.

4.3.8. LEMMA. Let M be a normal modal logic that admits filtration. Let K be a
finitely M-stable class of M-algebras. Then the following conditions hold.

(1) The universal class U(K) is axiomatized over Sy by stable rules of finite
M-algebras.
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(2) The universal class U(K) is M-stable.

(3) UK) =U(Ksn), where Ksy, is the class of finite members of K.

Proof:

(1)

Let IC be finitely M-stable. Let B be the set of finite non-isomorphic M-
algebras that do not belong to I and let

V= {p(B) [ B € B}.

We show that Sk is axiomatized by W over Sy. For this it is sufficient to
show that U(K) consists exactly of those M-algebras satisfying W.

First we show that each member of IC satisfies W. If there are A € K
and B € B such that 20 = p(B), then by Lemma 4.3.7, there is a stable
embedding B — 2. Since K is finitely M-stable and B is finite, B € K,
which contradicts to B € B. Thus, each member of K satisfies W. Since
U(K) is generated by K, it follows that each member of U () satisfies W.

Conversely, suppose that an M-algebra 2 validates ¥, i.e. A = p(*B) for
each B € B. If A € U(K), then there is a multi-conclusion rule I'/A such
that K = I'/A and a valuation v on 2 such that (2(,v) = I'/A. Let (%8,)
be an M-filtration of B through Sub(I' U A). Then (9B,v) ~ I'/A. Since
B is a stable subalgebra of A, we have 2 [~ p(8) by Lemma 4.3.7. As
satisfies p(B) for each B € B and B is an M-algebra, we see that B € K,
so B € U(K). But this contradicts to B = T'/A. Therefore, A € U(K).

Using Lemma 4.3.7 it is easy to see that validity of stable rules is preserved
by stable subalgebras. Thus, a universal class axiomatized over Sy by stable
rules of finite M-algebras is M-stable. So, (2) follows from (1).

The inclusion U (Kg,) € U(K) is obvious. To see the reverse inclusion, let
['/A be a multi-conclusion rule that is refuted in U (K). Then thereis A € K
and a valuation v on 2 such that (2, v) refutes I'/A. Let (2',7’) be an M-
filtration of (A, v) through Sub(I' U A). Then ' refutes I'/A and A" € K
since 2’ is a finite M-algebra and I is finitely M-stable. Thus, U’ € Kn,
and so U(Kgp) refutes I'/A. 0

The following theorem provides many equivalent descriptions of M-stable uni-
versal classes and extends [18, Theorem 7.4]. By using Lemma 4.3.8 it can be
proved just like Theorem 3.3.8, so we skip the details.

4.3.9. THEOREM. Let M be a normal modal logic that admits filtration. Let U
be a universal class of modal algebras. The following are equivalent:

(1) U is M-stable.
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(2) U is generated by an M-stable class.
(3) U is generated by a finitely M-stable class.
(4) U is generated by an M-stable class of finite M-algebras.

(5) U is axiomatizable over Sy by stable rules of finite M-algebras.

4.4 M-stable modal logics

We introduce M-stable logics and prove many equivalent characterizations.

4.4.1. DEFINITION. We say that the logic L is M-stable if the variety V(L) is
generated by an M-stable class.

The K-stable logics are simply called stable logics as in [18]. Note that the
definition of an M-stable logic L requires its corresponding variety V(L) to be
generated by an M-stable class, but the variety V(L) may itself not be an M-
stable class.

M-stable logics are of interest to us only when M admits filtration (in the
strong sense). In that case, every M-stable logic L has the fmp. Roughly speaking,
whenever L is M-stable and M admits filtration, then the fmp of L can be shown
with the “same proof” as the fmp for M.

4.4.2. PROPOSITION. If M is a normal modal logic that admits filtration, then
every M-stable logic admits filtration in the weak sense and thus has the fmp.

Proof:

Let L be M-stable. Then V(L) is generated by an M-stable class K. If L t/ ¢, then
there is B € K and a valuation v on B such that (8, v) & ¢. Let Sub(yp) be the
set of subformulas of ¢. Since M admits filtration, there is a finite M-algebra 5’
and a valuation v’ on B’ such that (B’,v’) is a filtration of (B, v) through Sub(y).
Because K is M-stable, B’ € K. By the Filtration Theorem, (¥8’,v") [~ ¢. Thus,
L has the fmp. O

As in the case of H-stable si logics, we are aiming for a characterization of M-
stable modal logics that tells us more about specific properties of the generating
M-stable class of M-stable logics. For this purpose, we single out the property
of M being closed under adding sharp roots to its frames. If M satisfies that
property, we show that the M-stable generating set of an M-stable logic can be
assumed to consist of subdirectly irreducible algebras only.
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4.4.3. DEFINITION.

(1) Let § = (W, R) be a finite Kripke frame. We call r € W a sharp root of §
if rRw for all w € W.

(2) Let § = (W, R) be a finite Kripke frame and let » ¢ W. We set §" =
(W', R") where W' = W U{r} and R = RU{(r,w) | w € W'}. Figuratively
speaking, §" is obtained by adding a sharp root below 3§.

(3) We say that a normal modal logic M has the (x)-property if for each finite
M-frame § we have that §" is also an M-frame.

Note that by definition, if r is a sharp root, then it is reflexive. In algebraic
terms, a sharp root corresponds to an atom a of a finite modal algebra 2 such
that a < &b for all 0 # b € . Consequently, a normal modal logic M has the
(x)-property if for every finite M-algebra 24 = (A, <), the algebra A’ = (A’, ') is
an M-algebra, where A’ is the Boolean algebra generated by A and a fresh atom
a with &’a = a and &'b = Ob V a for every atom b € A.

Examples of normal modal logics satisfying the (x)-property are K, D, T,
K4, S4, etc. On the other hand, the logics KB, S5, and GL do not satisfy the
(x)-property (see Table A.0.5 for the definition of these logics).

The following theorem provides a characterization of M-stable logics. Some of
the equivalences have already been proved in [18, Theorem 7.6]. It is very similar
to Theorem 3.3.17, but with some drawbacks. As explained in Section 3.3.2,
Theorem 3.3.17 allowed us to “shift” the H-stability condition from an arbitrary
‘H-stable subclass of an H-stable variety V(L) to H-stability of the subdirectly
irreducible L-algebras. The latter for instance entails that H-stable si logics are
a complete sublattice of Apc.

Note that Theorem 4.4.4 is not as strong. Even if M has the (x)-property, the
theorem below only shows that an M-stable logic L is generated by some M-stable
class of subdirectly irreducible L-algebras. It does not show that the class of all
subdirectly irreducible L-algebras is M-stable.

4.4.4. THEOREM. Suppose M is a normal modal logic that admits filtration and
L is a normal extension of M. The following are equivalent.

(1) L is M-stable.

(2) V(L) is generated by a finitely M-stable class.

(3) V(L) is generated by an M-stable class of finite M-algebras.

(4) V(L) is generated by an M-stable universal class of M-algebras.

(5) L is axiomatizable over M by stable rules of finite M-algebras.
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Moreover, if M has the (x)-property, then the above conditions are equivalent to
the following ones:

(6) V(L) is generated by an M-stable class of finite subdirectly irreducible M-
algebras.

(7) V(L) is generated by a class K of subdirectly irreducible M-algebras that is
stable within V(M)g;.

(8) V(L) is generated by a finitely M-stable class of subdirectly irreducible alge-
bras.

Proof:
The equivalence of the first five statements can be proved exactly as in Theorem
3.3.17.

So we assume that M has the (x)-property. The implication (6) = (7) follows
from the fact that an M-stable class of finite subdirectly irreducible M-algebras
is stable within V(M)g. This is because stable subalgebras of finite subdirectly
irreducible algebras are subdirectly irreducible by Lemma 4.3.4.

The implication (7) = (8) is immediate since if a class K is stable within
V(M)g;, then K is finitely M-stable. The implication (8) = (2) is obvious.

To finish the proof, we show (3) = (6). Suppose K is a stable class of finite
M-algebras that generates V(L). Let K be the class of all subdirectly irreducible
members of IC. It is sufficient to show that g generates V(L), and for this it is
sufficient to show that K is contained in the variety generated by K, i.e. K C
V(Ks). Suppose 2 € K. If 2 is subdirectly irreducible, then 2 € K, and there
is nothing to prove.

So assume that 2l is not subdirectly irreducible. By Theorem 2.1.8, we have
that 2l is a subdirect product of its subdirectly irreducible homomorphic images.
Therefore, to conclude that 2 € V(Ky), it is sufficient to show that every subdi-
rectly irreducible homomorphic image of 2 belongs to V(K;).

Let B be a subdirectly irreducible homomorphic image of 2. Since 2l is finite,
so is ®B. Therefore, the dual ) = (Y, R) of B is a finite rooted M-frame. Let
9" = (Y', R’) be obtained from ) by adding a new sharp root r below ). Since
M has the (x)-property, 2" is an M-frame. Since B is a homomorphic image of
2, Q) is a generated subframe of X, where X = (X, R) is the dual of 2.

Since 2 is not subdirectly irreducible X is not rooted, and since %) is rooted,
we have ) # X. Define f : X — Y’ by mapping the points of Y to themselves
and the points of X \ Y to r. It is easy to see that f is onto and stable.

Let 9B’ be the dual algebra of 2)". Then the dual of f is a stable embedding
from B’ into 2. Since A € K and K is M-stable, we conclude that B’ € K. Since
)" is finite and rooted, B’ is subdirectly irreducible, and hence B’ € K. Now,
) is a generated subframe of )", so 98 is a homomorphic image of ®8’, and hence
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B belongs to V(Kq) as desired. O

We conclude with some small observations on how M-stable logics lie in the
lattice of normal modal logics. Recall that for a normal modal logic M, by NExtM
we denote the sublattice of the lattice of all normal modal logics consisting of
normal extensions of M.

4.4.5. PROPOSITION. Suppose M, L, N are normal modal logics with M C L C N.
(1) If N is M-stable, then N is L-stable.

(2) The converse of (1) is not true in general, i.e. if N is L-stable, then N may
not be M-stable.

(3) If V(L) is a V(M)-stable class, then N is L-stable iff N is M-stable.

(4) The M-stable logics form a J\-subsemilattice of NExtM.

Proof:

(1) Since N is M-stable, V(N) is generated by an M-stable class K. As K is
M-stable, it is obviously L-stable. Thus, N is L-stable.

(2) We will see in Section 4.7 that taking M = K, L = K4, and N = S4 provides
the desired counterexample.

(3) One implication follows from (1). For the other, suppose that N is L-stable.
Then V(N) is generated by an L-stable class K. Since V(L) is V(M)-stable,
K is also V(M)-stable. Therefore, N is M-stable.

(4) Suppose that {L; | i € I} is a family of M-stable logics. Then every L; is
generated by some M-stable class K;. Clearly the class (J{; | i € I} is also
M-stable, and generates V(A{L; | i € I}). 0

Note that by (4) in the above proposition, M-stable logics form a A-subsemi-
lattice of NExtM and thus form a complete lattice. It is however not clear whether
M-stable logics form a complete sublattice of NExtM.

4.4.1 Tabular M-stable logics

In this section we show that tabular M-stable logics satisfy stronger properties
than those of Theorem 4.4.4 and Proposition 4.4.5 (see Section 2.3.4 for the
definition of tabularity). In particular, we show that tabular M-stable logics have
the property that the class of all their subdirectly irreducible algebras is a stable
class (whenever M admits filtration and has the (x)-property). This property
implies that tabular M-stable logics form a \/-subsemilattice of NExtM. The
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latter was left open in the general case as we remarked at the end of the previous
section. Finally, we show that every extension of S5 is a stable logic. Therefore,
the proper extensions of S5 constitute an infinite family of tabular stable modal
logics.

4.4.6. PROPOSITION. Let M be a normal modal logic admitting filtration and
satisfying the (x)-property.

(1) If L is a tabular M-stable normal extension of M, then V(L) is M-stable.

(2) The tabular M-stable normal modal logics form a \/-subsemilattice of NExtM.

Proof:

(1) Since L is M-stable, by Theorem 4.4.4, there is an M-stable class K of subdi-
rectly irreducible algebras that generates V(L). Since L is tabular, we may
assume that IC is a finite class of finite subdirectly irreducible algebras. Let
B € V(L) and let € be a stable subalgebra of 8. By Jénsson’s Lemma—or
rather its Corollary 2.1.11—8 € HS(K), so there is 2 in S(K) such that 8
is a homomorphic image of 2(. Since € is finite, it is subdirectly irreducible
by Lemma 4.3.4. Therefore, it is sufficient to show that € is an L-algebra.
Let X be the dual of 2, let Q) be the dual of 9B, and let 3 be the dual of €.
Then 2) is a generated subframe of X and 3 is a stable image of ). Since
is M-stable, so is S(K). Thus, all stable images of X are L-frames. If X = 9),
then 3 is a stable image of X, and so 3 is an L-frame. If X # 2), then since
M has the (x)-property, the frame 3", obtained from 3 by adding a sharp
root below 3, is an M-frame. As we observed in the proof of Theorem 4.4.4,
3" is a stable image of X. Therefore, 3" is an L-frame, and hence so is 3 as
a generated subframe of 3. Thus, € € V(L)g;.

(2) Suppose {L; | i € I} is a family of tabular M-stable logics. By (1), V(L;)si
is M-stable for all ¢ € I. Therefore, V(\V{L; |i € I})s = ({V(Li)si | i € I}
is M-stable. Thus, \/{L; | i € I} is M-stable, and it is clearly tabular. O

The proof of the proposition above uses essentially that subdirectly irreducible
L-algebras are finite, and does not extend directly to non-tabular logics. Next we
show how to create examples of tabular stable logics. For a finite modal algebra
2(, let Stable(2) be the class of modal algebras that are isomorphic to stable
subalgebras of 2, and let L(Stable(2()) be the normal modal logic of Stable(2l).

4.4.7. THEOREM.
(1) For a finite modal algebra 2, the logic L(Stable(2l)) is a stable modal logic.

(2) Every extension of S5 is a stable modal logic. Thus, there are infinitely
many tabular stable logics.
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Proof:

(1) This is obvious since Stable(2() is a stable class of modal algebras.

(2) It is well known that an S5-algebra is subdirectly irreducible iff its dual is
a cluster (see Table A.0.4 for the definition of a cluster). It is easy to see
that the class of finite clusters is a stable class. Since S5 is the logic of this
class, Sb is a stable logic. It is also well known that for every extension L
of S5 there is n such that L is the logic of clusters of cardinality < n. This
class is stable by the same reasoning. Thus, every extension of S5 is stable.
As every genuine extension of Sb is tabular and there are infinitely many
such, there are infinitely many tabular stable logics. O

Note that since tabular M-stable logics form a \/-subsemilattice of NExtM,
tabular M-stable logics form a complete lattice. However, by the theorem above
this lattice is—in general-—not a complete sublattice of NExtM. Indeed, recall
that S5 is the meet of all its (tabular) extensions but is itself not tabular. By the
above, Sb and all its extensions are stable logics, thus, tabular stable logics do
not form a complete /\-subsemilattice of NExtK.

4.4.2 A continuum of stable logics

Finally, we show that there are continuum many stable logics. In fact, we show
that there are continuum many stable logics above the normal modal logic wK4 of
weakly transitive frames, where a frame § = (X, R) is weakly transitive provided
xRy, yRz, and x # z imply zRz, for all z,y, 2z € X.

For our proof we will make use of Jankov formulas for finite wK4-algebras (see
[112] or [15, Section 7.2]). For a finite subdirectly irreducible wK4-algebra A, let
X(20) be the Jankov formula of . Then for a wK4-algebra B, we have:

B £ x(A) iff A is a subalgebra of a homomorphic image of 8.

See e.g. [15, Proposition 7.5] for a proof of the above. Dually, if § is a finite rooted
weakly transitive frame and X is an arbitrary weakly transitive space, then we
have:

X~ x(§) iff § is a p-morphic image of a generated subframe of X.

In the following we will often switch back and forth between modal algebras and
their duals. If 2 is a finite modal algebra and § is its dual, then we often write
p(§) instead of p(A). As usual, we denote a reflexive point by o and an irreflexive
point by e.

4.4.8. THEOREM. There is a continuum of weakly transitive non-transitive stable
modal logics.



96 Chapter 4. Stable modal logics

Proof:
For n > 2 let €, = (X,,, R,,) be the irreflexive n-point cluster depicted in Figure
4.4.1; that is, X, = {z1,... 2, } and R,, = {(x;, z;) € X,, x X, | i # j}.

oo (o) )

Q:g €3 Q:4 €5

Figure 4.4.1

Let Nsy = {n € N|n >2}. For I C Nsy set
Kr={X| 3n € I such that X is a stable image of €, }.

It is clear that KC; is a stable class of modal spaces. Let L; be the logic of K.
Since Kj is stable, L; is a stable modal logic. Thus, we need to show that if I # J,
then L; # L;. First we show that n € I iff x(&,) ¢ L.

If n €I, then €, € Ky, so €, = L;. Clearly €, £~ x(€,), which implies that
X(€,) & L;. Conversely, suppose that x(€,) € L;. Since L; is the logic of Ky,
there is X € K; such that X (£~ x(¢,). Therefore, €, is a p-morphic image of a
generated subframe of X. But the only generated subframe of X is X, so K; is
closed under generated subframes. Also a p-morphic image of X is a stable image
of X, and K is closed under stable images. Thus, &, € K;.

If n ¢ I, then there is m € I and an onto stable map f : &€, — €,. Since
m = |€,| > |&,| = n, we see that f must identify at least two points of &,,.
Therefore, there are distinct z,y € €, with f(z) = f(y). Thus, zR,,y and
f(z)Rnf(y), which is a contradiction because f is stable. Consequently, n € I,
and so n € I iff x(&,) ¢ L;.

Now, if I # J, then without loss of generality we may assume that there is
n € I\ J. By the above, x(€,) € L; \ L7, and hence L; # L.

Since each €, is weakly transitive and non-transitive, we conclude that all
logics in the family {L; | I C Nsy} are weakly transitive non-transitive stable
logics. Obviously, the cardinality of this family is that of the continuum. O

4.5 'Transitive stable modal logics

We next study M-stability when M is a normal extension of K4 that admits filtra-
tion and has the (x)-property. Moving to the transitive case has the advantage
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that—similarly to the intuitionistic case—stable rules can be turned into sta-
ble formulas (see Section 2.3.7). We show that for such M, M-stable logics are
axiomatizable by stable formulas (building on [18]).

However, logics axiomatized by M-stable formulas are not always M-stable.
But if M is a normal extension of S4 then M-stable logics are exactly the normal
extensions of M axiomatizable by stable formulas.

We also improve on the characterizations from Theorem 4.4.4. As a corollary
we derive that transitive M-stable logics form a complete sublattice of NextM
whenever M admits filtration.

As in [18, Section 6.2], if 9B is a finite subdirectly irreducible K4-algebra, then
the stable rule p(B) = I'/A can be rewritten into a stable formula by taking its
characteristic formula (see Section 2.3.7).

4.5.1. DEFINITION. Let B be a finite subdirectly irreducible K4-algebra, the
stable formula of B is defined as

¥(B) = N\{o"y |y eT} = \/{o¥s | s € A},

where p(B) = I'/A is the stable rule of B. If & is a finite rooted K4-frame, then
we write (&) for the stable formula of the dual algebra of &.

Then Lemmas 2.3.11 and 4.3.7 together entail:

4.5.2. LEMMA ([18]). Let B be a finite subdirectly irreducible K4-algebra and let
A be an arbitrary K4-algebra. The following are equivalent:

(1) 2 #~(B).

(2) There is a subdirectly irreducible homomorphic image € of A and a stable
embedding from B into €.

(3) There is a well-connected homomorphic image € of A and a stable embedding
from B into €.

In particular, if A is well-connected and B is isomorphic to a stable subalgebra

of A, then A = v(B)

Next we prove two lemmas that will help us to find convenient characteriza-
tions of M-stable logics (cf. Lemma 3.3.14). Note that for finite K4-frames, the
sharp roots from Definition 4.4.3 are the same as reflexive roots.

4.5.3. LEMMA. Let 8 = (Y,Q), § = (X, R), and §' = (X', R') be finite K4-

frames such that & is a stable image of § and § is a generated subframe of §'.

(1) There is a finite Kd-frame & = (Y', Q') such that & is a generated subframe
of &, & is a stable image of §', and the following diagram commutes.
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S (5]
Y
8;/ ______ » ®

(2) If in addition & has a sharp root, then & is a stable image of §' and the
following diagram commutes.

Proof:
(1). If § = §', then there is nothing to show as we can take &’ to be &. Otherwise
we let & = &" be obtained by adding a sharp root r below &. It is easy to see
that 8" is a K4-frame and that & is a generated subframe of &". Moreover, the
same argument as in the proof of Theorem 4.4.4 yields that &" is a stable image
of §'. Furthermore, it follows from the definition that the diagram commutes.
(2). Let f: 3§ — & be an onto stable map. Define g : §F — & so that the
restriction of g to X is f and g maps X'\ X to the reflexive root r of & (provided
X'\ X # @). Then it is easy to see that g is an onto stable map, and that the
diagram commutes. O

We can reformulate Lemma 4.5.3 in algebraic terms as follows.

4.5.4. LEMMA. Let B, U, and C be finite K4-algebras such that there is a stable
embedding of B into € and € is a homomorphic image of 2.

(1) There is a finite K4-algebra © such that B is a homomorphic image of
D, © is isomorphic to a stable subalgebra of A, and the following diagram
commutes.

R

¢

(2) If in addition B has an atom a such that a < b for all 0 # b € B,
then there is a stable embedding of B into A and the following diagram
commutes.
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c

4.5.5. LEMMA. Let M be a normal extension of K4 that admats filtration and

has the (x)-property and let L be M-stable. For any finite subdirectly irreducible
M-algebra B, B W~ L iff v(B) € L.

Proof:

If B = L, then v(B) ¢ L since B refutes v(*8) by Lemma 4.5.2. Conversely,
suppose that 7(B) € L. We show that B |= L. Since L is M-stable, by Theo-
rem 4.4.4, V(L) is generated by an M-stable class K of finite M-algebras. Then
there is 2 € IC such that A & v(8B). By Lemma 4.5.2, there is a subdirectly
irreducible homomorphic image € of 2 and a stable embedding of 8B into €.

By Lemma 4.5.4(1), there is a finite K4-algebra ® such that © is isomorphic
to a stable subalgebra of 2 and B is a homomorphic image of ®. Since M has the
(x)-property, it follows from the proof of Lemma 4.5.3(1) that © is an M-algebra.
As K is M-stable and 2l € K, we have that ©® € K. Because V(L) is closed under
homomorphic images, 8 € V(L). Therefore, 8 |= L. O

We next build on Theorem 4.4.4 and obtain several more convenient character-
izations of M-stability when M is a normal extension of K4 that admits filtration
and satisfies the (x)-property. The proof is a straightforward adaption of the proof
of Theorem 3.3.17. Nevertheless we spell it out for the reader’s convenience. For
a class KC of K4-algebras we employ the following notations:

e By K, we denote the class of well-connected members of K.

e By Kt we denote the class of finite subdirectly irreducible members of K.

4.5.6. THEOREM. Let M be a normal extension of K4 that admits filtration and
has the (x)-property. For a normal extension L of M, the following are equivalent.

(1) L is M-stable.
(2) V(
(3) V(
(4) V(
(5) V(L) is M-stable and generates V(L).

V(L)we is M-stable.
V(L)s is M-stable within V(M)g;.
L)si is finitely M-stable.

)

Moreover, each M-stable logic is axiomatizable by stable formulas.
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Proof:

First we show (1) = (2). Suppose that L is M-stable, let 2 € V(L)wc, and suppose
that 2" is an M-algebra that is a stable subalgebra of 2. By Lemma 4.3.5, 2
is well-connected. Thus, it remains to show that 2’ = L. Suppose not. Then
there is a formula ¢ with ¢ € L, but (',v) & ¢ for some valuation v on 2.
Let (%8,vp) be an M-filtration of 2’ through ¢. As a finite stable subalgebra of
a well-connected K4-algebra, B is subdirectly irreducible by Lemmas 4.3.5 and
2.1.25. Moreover, (B,vp) ¥~ ¢, so B = L. Thus, by Lemma 4.5.5, v(B) € L.
However, B a stable subalgebra of 2 and 2l is well-connected, A = ~(B) by
Lemma 4.5.2. The latter contradicts to 2 }= L. Thus, 2" € V(L) and so (2) holds.

The implication (2) = (3) follows immediately from the fact that subdirectly
irreducible K4-algebras are well-connected (Theorem 2.1.25). The implication (3)
= (4) is obvious.

To see (4) = (5), observe that if V(L) is finitely M-stable, then V(L)g; is M-
stable. The collection V(L) also generates V(L). Indeed, if ¢ & L, then there is
20 € V(L) and a valuation v on 2 with (A, v) = ¢. Let (B, v) be an M-filtration
of (2, v) through Sub(y). Then (8,v) [~ ¢. Moreover, as a stable subalgebra of
2, 9B is subdirectly irreducible by Lemma 4.3.4. Since B is an M-algebra, we have
V(L)s and since *B is finite, we conclude that 8 € V(L)g. Thus, V(L) generates
V(L). The implication (5) = (1) is trivial.

Finally, suppose that L is M-stable. We show that L is axiomatized by

I':={7(B) | B € V(M) \ V(L)}.

If B € V(L), then v(28) € L by Lemma 4.5.5, so M+ 1I" C L. Conversely, suppose
that ¢ € L, and suppose there is a subdirectly irreducible M-algebra 2(, such that
2 =T but (A, v) = ¢ for some valuation v on 2. Let (*8,vp) be an M-filtration
of (2, v) through Sub(y). So B refutes L and therefore v(8) € I'. Since 2 is
subdirectly irreducible, 2 refutes 7(8) by Lemma 4.5.2. The latter contradicts
to the fact that 2 validates T'. O

4.5.7. COROLLARY. If M is a normal extension of K4 that admits filtration and
has the (x)-property, then the M-stable logics form a complete sublattice of NExtM.

Proof:

Let {L; | ¢ € I} be a family of M-stable logics. Then \/{L; | i € I} is generated
by (;e; V(L)si. This class is M-stable by Theorem 4.5.6. Thus, \/{L; | i € I} is
M-stable. That A{L; | ¢ € I} is M-stable follows from Proposition 4.4.5(4). O

In particular, since K4 admits filtration and has the (x)-property, we obtain:

4.5.8. COROLLARY. Let L be a normal extension of K&. The following are equiv-
alent.
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(1) L is K4-stable.

(2) V(L)we is K4-stable.

(8) V(L) is finitely K4-stable.

(4) V(L)tsi is K4-stable and generates V(L).

Moreover, each K4-stable logic is axiomatizable by stable formulas, and hence the
stable K4-logics form a complete sublattice of NExtK4.

4.5.9. EXAMPLE. On the other hand, there exist logics above K4 that are ax-
iomatizable over K4 by stable formulas, but are not K4-stable logics. To see this,
consider the K4-frames §, &, and $ shown below.

] VAN

& § 9

We set L = K4+ ~(8). Clearly § is the only non-singleton rooted upset of § and
& is not a stable image of § since § has a reflexive root and & has an irreflexive
root. Therefore, § = v(®), and so § = L. Next consider the map from § to $
indicated in the picture above. This is clearly a stable map from § onto $. If L
was K4-stable, Theorem 4.5.6 would yield $ = v(®). However, $ = v(®) since
& is a rooted upset of . Thus, L is not K4-stable.

In Example 4.5.9 it was essential that the root of & was irreflexive. We show
below that whenever & has an irreflexive root, the formula v(®) yields a K4-stable
logics only in the trivial case where & is a singleton. On the hand, we show that
every logic that is axiomatizable over K4 by stable formulas of finite K4-frames
with sharp roots is K4-stable.

In algebraic terms we will show that a logic is K4-stable if it is axiomatizable
over K4 by stable formulas of finite K4-algebras 8 that have an atom a such that
a < Ob for each b # 0 € B. For convenience, we call such algebras strongly
subdirectly irreducible.

4.5.10. PROPOSITION. Let B = (B,<) be a finite subdirectly irreducible K4-
algebra.

(1) If B is strongly subdirectly irreducible, then for every well-connected K4-
algebra A we have A = y(B) iff there is a stable embedding of B into .

(2) The logic K& + v(B) is K&-stable iff |B] = 2 or B is strongly subdirectly
wrreducible.
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(8) Suppose L = K4 + {v(B;) | i € I}, where each B; is a finite strongly

subdirectly irreducible K4-algebra. Then L is K4-stable.

Proof:

(1)

The right to left direction was already part of Lemma 4.5.2. For the left to
right direction, let 2 be a K4-algebra such that 2 [~ v(28). (Note that for
this direction it is not needed that B is well-connected.) Since K4 admits
filtration, there is a finite K4-algebra € that is a stable subalgebra of 2l and
¢ £ v(B). By Lemma 4.5.2, there is a subdirectly irreducible homomorphic
image ® of € and a stable embedding of B into ©. Since B is strongly
subdirectly irreducible, by Lemma 4.5.4(2), there is a stable embedding of
B into €, and hence a stable embedding of B into 2.

Suppose that 9B is a strongly subdirectly irreducible. By (1), validity
of v(B) is preserved under stable subalgebras of well-connected algebras.
Thus, by Corollary 4.5.8, the logic K4 + v(*B) is K4-stable.

If |B| = 2 then the dual frame & of 9B is a singleton. If & is a reflexive
singleton, then 9B is strongly subdirectly irreducible and so K4 4+ (*8) is
K4-stable by the above argument. Otherwise, & is an irreflexive singleton
and we will see in Section 4.7.3 that it axiomatizes the K4-stable logic D4.

To see the converse, we generalize the construction in Example 4.5.9. Sup-
pose that B is neither strongly subdirectly irreducible nor the dual of a
singleton.

Then the dual & = (Y, R) of B has an irreflexive root r and contains
at least one other point. In particular, & contains a quasi-maximal point
m # r. Note that since r is an irreflexive root it does not have any incoming
R-edges.

Let § = (X, R') be the frame with domain X =Y U{r'} where 7’ is a fresh
point and define

R =R\ {(ly,m) |y e Y} U{(r,y) |y € X}.

In other words, § is obtained from & by first deleting all incoming R-edges
into m and then adding a fresh sharp root 7.

The only point-generated upset of § that has at least the cardinality of Y
is the whole domain X. Indeed, r and m are the only upper covers of 7’/
in §. Since (r,m), (m,r) ¢ R’ the point generated upsets of r and m have
cardinality less than |Y|.

Since the root 7’ of § is reflexive and the root r of & is irreflexive, there is
no stable map from § onto &. Thus, §F = v(8).

Let $ be obtained from & by adding a sharp root below . Then the map
that sends every point of Y to itself and 7’ to the root of ) is stable and
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onto. However, ) £~ v(®) since & is a point-generated subframe of §.
Thus, K4 + v(®) is not stable.

(3) Immediately follows from (2). 0

In contrast to Proposition 4.5.10(2), if a logic L is axiomatized over K4 by
more than one stable formula, e.g. L = K4 4+ {~(2;) | i € I}, |I| > 1, then L
may be Ké-stable even if the 2(;’s are not (all) strongly subdirectly irreducible
(see e.g. the axiomatization of S4 given in Table 4.7.1). Since every finite subdi-
rectly irreducible S4-algebra is strongly subdirectly irreducible, Proposition 4.5.10
yields:

4.5.11. COROLLARY. Let B be a finite subdirectly irreducible S4-algebra. For ev-
ery well-connected S4-algebra A we have A = v(B) iff there is a stable embedding
of B into .

This immediately yields that if M is a normal extension of S4 that admits
filtration and has the (x)-property, then all logics axiomatizable over M by sta-
ble formulas of finite subdirectly irreducible M-algebras are M-stable. Thus, we
obtain the following improvement of Theorem 4.5.6.

4.5.12. COROLLARY. Let M be a normal extension of S4 that admits filtration
and has the (x)-property. For a normal extension L of M, the following are equiv-
alent.

(1) L is M-stable.
(2) V(L)wc is M-stable.

3) V(L) is M-stable within V(M)s;.

(4) V(L)

(5) V(L)gsi is M-stable and generates V(L).

-~

L)si is finitely M-stable.

(6) L is axiomatizable over M by stable formulas of finite subdirectly irreducible
M-algebras.

In particular, since S4 admits filtration and has the (x)-property, Corol-
lary 4.5.12 holds for S4.

4.6 Stable modal logics and stable si logics

In this section we will study the relationship between S4-stable logics and stable
si logics. We show that the intuitionistic fragment of an S4-stable logic is a stable
si logic, and that the least modal companion of a stable si logic is S4-stable. We
also translate axiomatizations of stable si logics to axiomatizations of S4-stable
logics and vice versa.
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4.6.1 Modal companions of si logics

We recall a few facts about intuitionistic fragments of normal extensions of S4
and modal companions of si logics. We follow the notation of [40, Section 9.6].
Recall that the Godel-McKinsey-Tarski translation maps a formula ¢ of IPC to
the formula () of modal logic as follows:

e {(p) = Op for a propositional letter p,

e {(L)=0D1,

te Nip) = i) AE(Y),
te V) =t(p) Vi),
o U(p =) = D(tp) = L))

The effect of the semantics of the translation ¢ can be captured via skeletons
that turn S4-spaces into Esakia spaces obtained by “modding out clusters”. In
detail, for an S4-frame § = (X, R), define x ~ y iff xRy and yRx for x,y € X.
The skeleton of § is p§ = (pX, pR), where p(X) consists of the equivalence classes
of the relation ~ and is topologized by the quotient topology and [z]|pR[y] iff xRy
for [z], [y] € p(X). It is easy to see that pF is an Esakia space. It is well known
(see, e.g., [40, Lemma 9.67]) that for every S4-frame § and formula ¢ of IPC we
have

SEte) iff  p(3) F e

If § = (X, R) is an S4-space and R is a partial order, then we will formally
not distinguish between § being an S4- or Esakia space, respectively. Let M be
a normal extension of S4 and let L be a si logic. The intuitionistic fragment of
M is defined as pM := {¢ | t(¢) € M}. If L = p(M), then M is called a modal
companion of L. It is well known that every si logic L has a least modal companion
that we denote by 7L. Then for every S4-space §, we have

SETL iff pFEL

and if § is a poset, then
SEM iff §EpM

We will often use the fact that the fmp is preserved by least modal companions
as well as by intuitionistic fragments , i.e. if a si logic L has the fmp, then so does
7L and if M extends S4 and has the fmp, then so does pM. A proof of these facts
can be found in [40, p. 328].
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4.6.2 Modal companions and stability

Recall that stable si logics are the {A,V, L, T }-stable logics in the terminology of
Section 3.3.2. If § is a rooted intuitionistic frame, we denote by () the stable
formula of § and recall from Lemma 3.5.4 that if & is a rooted Esakia space, then
& = v(F) iff § is a stable image of &. Moreover, a si logic L is stable iff L is
axiomatizable by stable formulas of some finite rooted frames.

Note that we used the name stable formula and notation ¥(§) in both, the
modal and intuitionistic cases, even though they are syntactically different (cf. Def-
inition 4.5.1 and Definition 3.3.10). This is justified by the similar semantic prop-
erty of these formulas. It should always be clear from the context which formula
we are referring to.

Next we show that stability is preserved by least modal companions, allowing
us to translate axiomatizations of stable si logics to axiomatizations of their least
modal companions. We will use these results in Section 4.7 to axiomatize S4-
stable logics. We point out that the greatest modal companion of a stable si logic
is not necessarily S4-stable. For instance, the Grzegorczyk logic S4.Grz is the
greatest modal companion of IPC, and we will see in Section 4.7 that it is not
S4-stable

4.6.1. THEOREM.

(1) Let § = (X, R) and & = (Y, R) be finite rooted S4-frames. If & is a stable
image of §, then p® is a stable image of pg§.

(2) If L is a stable si logic, then TL is S4-stable.
(3) If L=I1PC+ {~(&;) | i € I}, then TL =S4+ {(&;) | i € I}.

Proof:

(1) Let f : X — Y be an onto stable map. Since the quotient map 7y : Y — pY
is an onto p-morphism, the composition 7y o f : X — pY is onto and
stable. Define g : pX — pY by g(mx(z)) = my(f(x)). By stability of f,
the map g is well-defined on equivalence classes. In detail, if for z,y € X
we have mx(z) = mx(y) in p(§F), then xRy and yRz, thus, f(x)Rf(y) and
f()Rf(x). Therefore my (f(x)) = my(f(y)). It is easy to see that g is onto
and stable. Therefore, p® is a stable image of pg§.

(2) Let L be a stable si logic. By Corollary 3.3.18, L has the fmp. Then also
7L has the fmp. Thus, 7L is the logic of its finite rooted frames. We show
that this class is S4-stable. Let § be a finite rooted 7L-frame and & be a
finite rooted S4-frame that is a stable image of §. Since § is a 7L-frame,
p§ is an L-frame. By (1), p® is a stable image of p§. As L is stable,
p® = L. Therefore, & |= 7L, and hence the class of finite rooted 7L-frames
is S4-stable. Thus, by Corollary 4.5.12, 7L is an S4-stable logic.
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(3) Let M =S4+ {v(8;) |i € I}. By Corollary 4.5.12 and (2), both 7L and M
are S4-stable. Therefore, to see that 7L = M, it is sufficient to check that
the two logics have the same finite rooted frames. Let § be a finite rooted
S4-frame. If § p~£ 7L, then pF [~ L, so 8, is a stable image of pF for some
1 € I. Since p§ is a stable image of §, we conclude that &, is a stable image
of §. Thus, § & 7(®;), and hence § = M. Conversely, if § = M, then &; is
a stable image of § for some i € I. From (1) it follows that p®; is a stable
image of p§. Since &; is partially ordered, &; = p®;, implying that &, is a
stable image of p§. Thus, pF ~ L, and so § [~ 7L. O

Next we will show that stability is preserved by intuitionistic fragments, which
will allow us to translate axiomatizations of S4-stable logics to axiomatizations
of their intuitionistic fragments.

For a finite rooted S4-frame § = (X, R), let § = (X, R) be the partially
ordered S4-frame that is obtained from § by unraveling each n-cluster into an
n-chain (see Figure 4.6.1); that is, if X = C; U --- U C}, is the division of § into
clusters, with C; = {«%,..., 2} }, then for all 2}, 2/ € X, we have

t=jand [l >m or

vt Ra i {7
1 # j and xRy,

where 1 < 4,5 <kand 1 <[ <mn;, 1 <m <n;. Note that :Ej% is the root of the
chain C; in §.

Figure 4.6.1

4.6.2. THEOREM.

(1) Let § = (X, R) and & = (Y, R) be finite rooted S4-frames, with & being
partially ordered. Then § is a stable image of & iff § is a stable image of
8.

(2) If M is S4-stable, then pM is stable.
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(3) If M =S4 + {v(3;) | i € I}, then pM = IPC + {~(3,) | i € I}.

Proof:

(1)

(2)

(3)

Since § is easily seen to be a stable image of &, the implication from right to
left is obvious. Conversely, suppose that f : & — § is an onto stable map.
We transform f into a stable map f : & — § by shuffling the values of f
belonging to some cluster of §. Let C; be a cluster of § and let Y’ = f~1(C}).
We view Y as a subframe of &, and define f : Y’ — C; by induction on the
depth of points in Y’. We map the points of the smallest depth injectively
onto the first n; — 1 points of C; and all the other points of Y’ to the root
i, . More precisely, suppose {y1,...,ym} € Y’ are the points of depth d
and we have mapped all the points of Y’ of smaller depth injectively onto
{ai,... 2}, If m < n; — 1, then set f(y,) = ai,, forall 1 < h < m. If
m % n; — 1, then define f as before for all i with [ < m — (n; — ) and map
all the other points of Y’ to le It is straightforward to check that f is
stable.

Since M is S4-stable, it has the fmp and therefore, so does pM. So it suffices
to show that the finite rooted pM-frames form a stable class. Suppose & is
a stable image of a finite rooted pM-frame §. From § = pM it follows that
§ = M. Since M is S4-stable, & = M. Consequently, & = pM.

Since M is S4-stable, pM is stable by (2). Let L = IPC+ {~(3,) | i € I}.
By Corollary 3.5.8, L is stable. Therefore, both pM and L have the fmp,
and hence it suffices to show that the two logics have the same finite rooted
frames. Suppose & is a finite rooted partially ordered frame. If & [~ L, then
there is i € I such that & [~ (3F;). Therefore, §; is a stable image of &.
By (1), §i is a stable image of &. Thus, & £~ ~(F;), and so & [~ M. Since
® is a partially ordered frame, we conclude that & (= pM. Conversely, if
& £ pM, then & [~ M, and hence & [~ v(§;) for some i € I. Therefore, §;
is a stable image of ®. By (1), §; is a stable image of &. Thus, & £~ (3,),
yielding that & £ L. O

4.6.3. COROLLARY.

(1) A silogic L is stable iff TL is S4-stable.

(2) An S4-stable logic is the least modal companion of a si logic iff it can be

axiomatized by stable formulas of finite rooted partially ordered S4-frames.

Proof:

(1)

It is well known that L = p7L (see, e.g. [40, Theorem 9.57]). Now apply
Theorems 4.6.1(3) and 4.6.2(3).
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(2) Suppose M is the least modal companion of a si logic L. Then M = 7L, and so
L = pM. Since M is S4-stable, L is stable by Theorem 4.6.2(2). Therefore, by
Corollary 3.5.8 there are finite rooted partially ordered frames {§; | i € I}
such that L = IPC+ {(%:) | ¢ € I}. Thus, M =S4+ {v(F;) | i € I} by
Theorem 4.6.1(3). Conversely, if M = S4 + {~(F;) | i € I} for some finite
rooted partially ordered S4-frames {g; | i € I}, then pM = IPC + {7(3,) |
i € I} by Theorem 4.6.2(3). Since §; = & for all i € I, we conclude
that 7pM = IPC + {~(5,) | i € I} = M, and hence M is the least modal
companion of pM. 0

4.6.3 K4-stable and S4-stable logics

Next we discuss connections between S4-stable and K4-stable logics. For a formula
o, let T be obtained from ¢ by replacing each subformula of ¢ of the form O by
AOvY. The formula p* obtained in this way is also called the splitting translation
of ¢. Semantically, the effect of the splitting translation can be captured via
reflexivizations. For a binary relation R on a set X, let RT := RU{(z,z) |z € X}
be the reflezive closure of R. For a K4-space § = (X, R), define the reflezivization
of § as §" = (X, R"). Then §" is an S4-space and for every formula ¢ of the
basic modal language

SEet it FEe
If L =S54+ T is a normal extension of S4, let LT = K4 + I't, where I'T =

{¢* | ¢ € T'}. By the above, § = L iff & = L. Therefore, L™ is the logic of
{F 1§ E L} (see, e.g., [40, Section 3.9]).

4.6.4. LEMMA.

(1) Let§ be a finite S4-frame and let & be a K&-space. Then § is a stable image
of & iff § is a stable image of B .

(2) If L = S4 4+ {v(8:) | i € I}, where the §; are S4-frames, then LT = K4 +
{y(Si) | iel}.

(3) If L is S4-stable, then L™ is K4-stable.

Proof:

(1) Immediate since § is reflexive.

(2) By (1) and Corollary 4.5.11, if & is a rooted Ké-space, then & = ~(§;) iff
& = v(F:). Therefore, ® = LT iff 8T = L iff & = {y(F;) | i € I} iff
& = {v(F) | i € I}. Thus, LT and K4 + {y(F;) | i € I} have the same
K4-spaces, and hence the two logics coincide.
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(3) If L is S4-stable, then L is axiomatizable by stable formulas of S4-frames.
By (2), LT is axiomatized by the same stable formulas. In particular, L™ is
axiomatizable by stable formulas of frames with reflexive roots. Thus, LT
is K4-stable by Proposition 4.5.10. O

For two normal modal logics L and M, let LV M denote the join of these logics
in the lattice of normal modal logics.

4.6.5. LEMMA. Let L be a normal extension of K4.
(1) If S4 C L, then L is K4-stable iff L is S4-stable.
(2) If L is K4-stable, then S4 V L is S4-stable.

(3) If L=Ka+{v(F:) | i € I}, then SAV L =S4+ {7(F) | §: =T}

(4) If L=K4&+ {7(F:) | i € I}, then L C S4 iff each F; contains an irreflexive
point.

Proof:
(1) Observe that V(S4) is a V(K4)-stable class and apply Proposition 4.4.5(3).

eorem 4.5.0, the rooted L-spaces are K4-stable. erefore, the roote
(2) By Th 4.5.6, th d L K4-stable. Theref h d
(S4 Vv L)-spaces are S4-stable. Thus, S4 V L is S4-stable by Corollary 4.5.12.

(3) Let & be a rooted S4-space. We have & =S4V Liff & E L iff & E ~(F)
for all ¢« € I. Tt is obvious that & = ~(§;) for every §; that contains an
irreflexive point because no such §; can be a stable image of a reflexive
space. Therefore, & |= v(§;) for all i € I is equivalent to & = (F;) for all
§i with §; = §;. Thus, S4V L =S4+ {(3) | §: = F/}-

(4) First suppose that each §; contains an irreflexive point. Then §; # §;
for all i € I. Therefore, (3) implies that S4 vV L = S4, and hence L C S4.
Conversely, suppose that some §; is reflexive. Since §; }~ L and §; is an
S4-frame, we see that L & S4. 0

4.6.4 A continuum of S4-stable and K4-stable logics

Recall that there is a continuum of stable logics. By slightly modifying the proof
and using the results from the previous section, we show that there are continuum
many S4-stable logics, and continuum many K4-stable logics between K4 and S4.

4.6.6. THEOREM.

(1) There are continuum many Ka-stable logics above S4.
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(2) There are continuum many Ké-stable logics between K4 and S4.

Proof:

(1)

By [17, Theorem 6.13], there are continuum many stable si logics. The least
modal companions of these logics are S4-stable by Lemma 4.6.1. Thus, these
yield continuum many S4-stable logics. By Lemma 4.6.5(1), these logics are
also K4-stable. Thus, there are continuum many K4-stable logics above S4.

Consider the sequence {§, | n € N>}, shown in Figure 4.6.2, where N>y =
{n € N| n > 1}. By [17, Lemma 6.12], §, is not a stable image of §,,
for n # m. We slightly modify the sequence. For n € N34, let &,, be the
K4-frame that is obtained from §, by making z; irreflexive. The proof of
[17, Lemma 6.12] shows that &,, is not a stable image of &,,, for n # m.

For I C Ny let Ly = K4+ {7(®,,) | n € I}. Since each &,, has a reflexive
root, by Proposition 4.5.10, every L; is K4-stable. As each &, has a an
irreflexive point, by Lemma 4.6.5(4), L; C S4 for every I C Ns;. Thus,
every L; is a K4-stable logic between K4 and S4. Finally, if n € I\ J, then
7(®,,) € Ly \ Ly, so the cardinality of {L; | / C Nx;} is that of continuum,

completing the proof. 0
x n T n
T2 %ﬁ Y2 1) gﬁ Y2
T3 Y3 T3 Ys
Tn—1 Yn—1 Ln—1 Yn—1
Tp+1 Tn+1
T T
Sn &,
Figure 4.6.2

4.6.5 Summary

We summarize the main results of this section in Table 4.6.1.

First we recollect the sources of the results mentioned in the first two rows.

e That 7 preserves and reflects stability is the content of Corollary 4.6.3(1).
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e That p preserves stability follows from Theorem 4.6.2(3). That p does not
reflect stability follows from the fact that IPC is stable, S4.Grz is not S4-
stable (see the next section), and that pS4.Grz = IPC.

e That S4 V — preserves stability follows from Lemma 4.6.5(2). It does not
reflect stability because GL V S4 is the inconsistent logic, which is S4-stable,
but as we will see in the next section, GL is not K4-stable.

e That (—)T preserves stability follows from Lemma 4.6.4(3). It also reflects
stability because S4 V — preserves stability and for every normal extension
M of S4 we have S4 vV Mt = M.

We explain how to read the bottom three rows on the table on the basis of
an example. The third row says that if a si logic is axiomatized over IPC by
the stable formulas {7(J;) | ¢ € I}, then its 7-translation is axiomatized over
S4 by {7(3i) | i € I} (where we consider the intuitionistic frame §; as an S4-
frame). The axiomatization results follow from Theorems 4.6.1(3) and 4.6.2(3)
and Lemmas 4.6.5(3) and 4.6.4(2).
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4.7 Examples and axiomatizations

In this section we provide many examples (and non-examples) of stable, K4-
stable, and S4-stable logics. Moreover, we look at the concept of stability from
the model-theoretic perspective, especially in relation to Lyndon’s theorem. Note
that the definition of all modal and si logics occurring in this section can be found
in Tables A.0.5 and A.0.2, respectively.

4.7.1 Stable logics and Lyndon’s theorem

In this section we make some observations concerning the elementarity of M-stable
logics. While it remains an open problem whether all stable logics are elementary,
we connect elementary stable logics with Lyndon’s theorem.

We mostly work with Kripke semantics. As usual, Kripke frames can be re-
garded as binary relational structures from model theory and from this perspec-
tive stable maps between Kripke frames correspond precisely to homomorphisms
from model theory. To keep our terminology consistent, we refer to homomor-
phisms between Kripke frames as stable maps.

As the next propositions shows, seen from a model-theoretic perspective, sta-
ble logics are precisely the ones that can be characterized by a class of Kripke
frames closed under homomorphic (or stable) images. Even though we have not
explicitly mentioned it yet, M-stable logics are of course Kripke complete when-
ever M admits filtration. This follows immediately from the fact that they have
the fmp. By an M-stable class of Kripke frames we mean a class of M-frames that
is closed under stable images which are M-frames themselves.

4.7.1. PROPOSITION. Let L and M be normal modal logics with M admitting
filtration.

(1) L is stable iff L is the logic of a class of Kripke frames closed under stable
1mages.

(2) If M C L, then L is M-stable iff L is the logic of an M-stable class of Kripke
frames.

Proof:
We only show (1), the proof of (2) is an easy adaption. To see the left to right
implication assume that L is stable. By Theorem 4.4.43, V(L) is generated by a
stable class of finite modal algebras. Dually, these finite algebras correspond to
Kripke frames. Therefore, L is the logic of a class of Kripke frames closed under
stable images.

To see the implication from right to left, suppose L is the logic of a class K of
Kripke frames closed under stable images. We show that the corresponding class

Cm(K) := {Cm(3F) | § € K} of complex algebras (see Section 2.3.3) is finitely
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stable. Let 2 € Cm(K) and let B be a finite stable subalgebra of 2. Then
2 = Cm(F) for some § € £ and B = Cm(®) for some finite frame &. Since
B is a finite stable subalgebra of %A, we see that & is a finite stable image of §.
As K is closed under stable images, & € I, and hence B € Cm(K). Therefore,
L is the logic of a finitely stable class of modal algebras. Thus, L is stable by
Theorem 4.4.4. O

We recall that a first-order formula is positive iff it is built from atomic for-
mulas via the connectives A,V and quantifiers V, 4. Recall the following theorem
due to Lyndon (see, e.g. [42, Theorem 3.2.4]):

4.7.2. THEOREM (LYNDON). A consistent first-order theory is preserved under
homomorphisms iff it can be defined by a set of positive axioms.

If C is a class of Kripke frames, we say that a class C' C C is first-order de-
finable within C iff there is a set I' of first-oder sentences such that C' = {F €
C | § satisfies I'}. From (the simple direction of) Lyndon’s theorem and Propo-
sition 4.7.1 we immediately obtain the following corollary.

4.7.3. COROLLARY. Suppose L and M are normal modal logics, M admits filtra-
tion and is characterized by a class C of Kripke frames.

(1) If L is the logic of a class of Kripke frames definable by positive formulas,
then L is stable.

(2) If L is the logic of a class of Kripke frames definable by positive formulas
within C, then L is M-stable.

Before we extract what the more interesting (left-to-right) direction of Lyndon
theorem tells us about stable logics, we look at a few examples of stable logics.
Examples of positive first-order formulas are:

reflexivity: Vz (zRz),
seriality: Vz3y (zRy),
universality: VaVy (zRy),

every world sees a reflexive world: Vz3y (zRy A yRy).

The logics of the corresponding classes of Kripke frames are T, D, S5, and
KMT, respectively (see Table A.0.5). We discuss how Corollary 4.7.3 applies to
these logics. Recall that all T-frames are reflexive and all D-frames are serial. In
particular, both logics have the property that the class of all their Kripke frames
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is first-order definable.? Since reflexivity and seriality are expressible by positive
formulas, both T and D are stable logics according to Corollary 4.7.3.

The case of S5 is slightly different from that of T and D. The universality
formula defines clusters and as we already discussed in the proof of Theorem 4.4.7,
S5 is complete with respect to clusters. Since universality is a positive first-order
formula, S5 is the logic of a class of frames definable by a positive formula, and
hence S5 is stable by Corollary 4.7.3. On the other hand, S5-frames are precisely
those with an equivalence relation and equivalence relations are not preserved by
stable images. Thus, the class of all S5-frames is not stable.

The logic KMT is yet of a different type. As shown in [76], KMT is the logic
of the class of frames in which every world sees a reflexive world. However, not
all KMT-frames satisfy this condition. In fact, it is shown in [76] that the class
of all KMT-frames is not definable by any first-order formula. Still, it is proved
in [76] that a Kripke frame is a KMT-frame iff the successors of any world form a
non-finitely colorable subframe (note that this is a second-order condition). The
latter condition is preserved under stable images, and hence all KMT-frames form
a stable class.

Given a normal modal logic L, let FR(L) denote the class of Kripke frames
of L. In this terminology, we have that FR(T) and FR(D) are stable and first-
order definable. The class FR(S5) is first-order definable but is not stable, and
FR(KMT) is stable but not first-order definable (even though KMT is elemen-
tary). These examples indicate that even if a stable logic L is elementary, the
stable class characterizing L and the first-order definable class characterizing L
may be different. Thus, we can only infer this—rather weak—corollary from the
full strength of Lyndon’s theorem.

4.7.4. COROLLARY. IfL is a stable and elementary normal modal logic such that
FR(L) is stable, then L is characterized by a positively definable class of Kripke
frames.

We next turn our attention to examples of K4-stable and S4-stable logics and
illustrate that K4- and S4-stability is in a way “more frequent” than stability.
Roughly speaking, the reason is that some first-order properties become positively
definable modulo transitivity and rootedness.

Consider the following normal extensions of K4 together with the first-order
description of their Kripke frames.

K4B is the logic of symmetric K4-frames,
K4.2 is the logic of directed K4-frames,

K4.3 is the logic of upward connected K4-frames,

3Logics axiomatizable by Sahlqvist formulas always have this property.



116 Chapter 4. Stable modal logics

K4Alt, is the logic of K4-frames such that each point has < n successors.
The definitions of the first-order properties mentioned above are:
symmetry: Vzy (xRy — yRx),
directedness: Vzuv ((xRu A zRv Au # v) — Jy (uRy A vRy)),
upward connectedness: Vzuv ((zRu A xzRv A u # v) — (uRv V vRu)),
bounded alternatives: Vo ...zn41 (A\jcjcpyy TRT: — \/1§i<j§n+1 T; = x;).

Clearly none of these formulas is positive. It is not hard to see that none of
the properties is preserved by stable maps, and hence is not definable by positive
formulas. In fact, the classes of transitive frames of the logics just described are
not stable. However, K4.B and K4.3 are K4-stable. One way to see this is that in
these cases the classes of the corresponding transitive rooted frames are definable
by positive formulas.

K4B is characterized by frames satisfying Vay (zRy) V Vzy (x = y).
K4.3 is characterized by transitive frames satisfying

Ve (r=aVrRx) ANVey(x =y V xRy V yRzx).

Note that for frames characterizing K4B the additional condition of transitivity
is not needed since the clause Vzy (zRy) V Vay (x = y) implies transitivity.

As we will see in Theorem 4.7.11, K4Alt,, and K4.2 are not K4-stable. Thus,
K4.2 and K4Alt, cannot be characterized by positive formulas over transitive
frames. On the other hand,

S4.2 is characterized by transitive frames satisfying

Va(zRx) A Ir¥z (rRx) A Vuv (Jy (uRy A vRy)).

S4Alt,, is characterized by transitive frames satisfying

Ve(xRx) A IrVz (rRx) AVzy ... xnq ( \/ T = Tj),

1<i<j<n+1
implying that S4.2 and S4Alt, are S4-stable.

4.7.5. REMARK. In the above, we followed the definitions of K4.2 and K4Alt,
from [40]. There may, however, not be a consensus in the literature on how to
define the K4-version of S4.2 and S4Alt,,. The intricacy is that some definition of
these logics produce different logics over K4 but become equivalent over S4. For
instance, with the above definition K4.2 # (S4.2)T—recall the (—)T-operation
from Section 4.6.3—which may alternatively be used as a definition of K4.2.
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4.7.2 Axiomatization of stable logics

Next we show how to axiomatize some stable logics by stable rules. Given a
modal space § with dual algebra 2(, we write p(§) instead of 2(. By [18, Theorem
8.3], T is axiomatized by the stable rules p(e) and p(e—o), and D is axiomatized by
the stable rules p(e) and p(e—wo). As further examples, we give axiomatizations
of S5 and KMT.

As in the proof of Theorem 4.4.8, by &€, we denote the irreflexive n-cluster
and by € the frame that arises by adding a sharp root r,, below €, so that z; Rr,,
for all 2 < i < n; in other words, the sharp root r, is seen by all elements of €]
except by x1. Observe that x; does not see a reflexive world neither in €, nor in
¢!, and hence ¥ := Vz3y (xRy A yRy) is refuted in both &, and &,.

4.7.6. THEOREM.

(1) S5 is aziomatized by T := {p(*®), p( a0 ), p( i ), p( VN )}
(2) KMT is aziomatized by A := {p(€,) | n > 1} U{p(€),) | n > 1}.

Proof:

(1) First we show that a finite rooted frame validates I' iff it is a cluster. Since

none of the frames o, e—o, i, and d&o is a cluster, and hence neither is a
stable image of a cluster, every finite cluster validates I".

Conversely, suppose that § = (X, R) is a finite rooted frame that is not a
cluster. If § is a singleton, then it must be irreflexive, so ® is a stable image
of §, and hence § [~ p(e). Suppose that § has at least two points. If §
contains an irreflexive point z, then e—o is a stable image of § as mapping
x to the irreflexive point of e—o and the rest to the reflexive point of e—o is
an onto stable map. Therefore, § & p(e—o). Suppose that § is reflexive. If
§ contains exactly two points x and y, then without loss of generality we
may assume that xRy and yKx. Thus, mapping x to the root of i and y to

the other point of i is stable and onto, and hence § [~ p(i) Suppose § has
at least three points. Since § is not a cluster, without loss of generality we
may assume that there are z,y € § with xHy. Then mapping = to the top
node, y to the bottom right node, and all the other points to the bottom

left node of & provides an onto stable map. This yields § [~ p(d&;)

Now, let L be the logic axiomatized over K by I'. Since S5 is the logic of
finite clusters and each such validates I', we see that L C S5. Conversely, by
Theorem 4.4.4, L is the logic of a stable class of finite rooted frames. Each
such must be a cluster. Therefore, S5 C L, and hence S5 is axiomatized
over K by T
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(2) First we show that a finite frame validates A iff it satisfies the positive

formula W. Suppose that the finite frame § refutes A. Then there are
n > 1 and a stable onto map f : § — &, or a stable onto map g : § — €.
Since €,, and € refute ¥, we conclude that § refutes ¥. For the converse,
suppose § refutes W. Then § has a node u; such that all successors of u;
are irreflexive. Let wuo,...,u, be the successors of u;. If § consists only of
Uy, Us, . . . Uy, then define f: §F — €, by f(u;)) =x; forall 1 <i<n. If§
contains at least one other node, then define g : § — €/ by

x; ifx=wu;forl1 <i<n,
g9(x) =

r, otherwise.

In both cases it is easy to see that the defined map is stable and onto. Thus,
§ refutes A.

Let L be the normal modal logic axiomatized over K by A. It is shown in
[76] that KMT has the fmp and a finite frame is a KMT-frame iff it satisfies
V. Therefore, a finite frame is a KMT-frame iff it validates A. Thus, since
both KMT and L have the fmp and have the same finite frames, the two
logics coincide. Consequently, KMT is axiomatized over K by A. O

4.7.3 Axiomatization of K4-stable and S4-stable logics

Next we calculate axiomatizations of some K4-stable logics in terms of stable
formulas. Note that the K4-stability of D4 = K4 vV D and S4 = K4 V T can, for
example, be inferred from the stability of T and D and Proposition 4.4.5.

4.7.7. THEOREM. The following are axiomatizations of the K4-stable logics D4,
S4, and K4B in terms of stable formulas:

(1) D4 = K4 4 ~(e).
(2) S4 = Ka + () + Py(f).

(3) K4B = K4 +75(9).

Proof:
(1) Let X be a K4-space. It is sufficient to show that X = Op — Opiff X = 7(e).

If X £ Op — Op, then there is an € X such that zRy for all y € X.
Therefore, {z} is a closed generated subframe of X, and ) = ({z}, ) is a
finite rooted K4-frame. The unique map from g) onto e is stable, and so we
conclude that X [~ ~y(e). Conversely, suppose that X [~ ~(e). Then there
is a stable map from a topo-rooted closed generated subframe %) of X onto
e. This implies that %) is a singleton with no R-successors, and hence X
contains a point with no R-successors. Thus, X £ Op — <p.
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Let X be a Ké-space. It is sufficient to show that X = p — Op iff X =
Py(O),fy(f). Suppose X = (o) or X = ’y(f) Then there is a topo-rooted
closed generated subframe %) of X and a stable map from 2) onto e or f
Observe that under a stable map a preimage of an irreflexive point has to be
irreflexive. Now both of the latter frames contain an irreflexive point, so in
either case Q) contains an irreflexive point. Therefore, so does X. Thus, X
is not reflexive, and so X [~ p — <p. For the converse, suppose that z is an
irreflexive point of X. Consider the closed generated subframe Y := R*[x]
of X, and let 2 be the corresponding K4-space. Clearly x is a unique root
of Q). Since = ¢ R[z], there is a clopen subset of X separating = from R|x].
Therefore, x is an isolated point of Y. Thus, 9) is topo-rooted. If Y = {z},
then the unique map from ) onto e is stable, and so X [~ y(e). Otherwise
mapping = to the root of f and the rest of Y to the top point of f gives rise

to a stable map, and hence X = ’y(f)

As we already pointed out, K4B has the fmp. Also, since K4 + ’y(i) is

axiomatized over K4 by the stable formula of a finite rooted K4-frame with
a reflexive root, it has the fmp by Proposition 4.5.10. Therefore, it is
sufficient to show that for any finite rooted K4-frame § = (X, R), we have

SEp—->DOOpiff § E v(i) Suppose § £ p — OOp. Then § is not

symmetric, and so there are z,y € X such that zRy but yKz. Define
f: 85— i by mapping R*[y] to the top node of ‘i and the rest to the root

of i It is easy to see that f is an onto stable map. Therefore, § [~ i
Conversely, if § = 7(5)7 then since § is rooted, by Proposition 4.5.10(1),
there is a stable map from § onto i Let x be a root of § and let y € X
be such that f(y) is the top point of ‘i Since f is stable, we have xRy but
yRx. Thus, § is not symmetric. This yields that § = p — OCp. 0

We also provide axiomatization of some S4-stable logics.

4.7.8. PROPOSITION. The logics S5 and S4Alt,, are S4-stable. They are axioma-
tized over S4 by the following stable formulas:

(1) S5 =S4+ 7(}).
(2) S4Alt, = S4 + v(@:--9).

Proof:

(1)

Since S5 = S4V K4B, this follows from Lemma 4.6.5 connecting S4-stability
and K4-stability.
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(2) Observe that there is a stable map from a finite rooted S4-frame § onto the
(n + 1)-cluster iff the cardinality of § is greater than n. The result
follows since both S4Alt,, and S4 + v(©---9) have the fmp.

O

Next we provide axiomatizations of some more standard S4-stable logics. This
time we use our results connecting S4-stability and stability of si logics from
[17]. Recall that the intuitionistic fragments of the logics S4.2, S4.3, S4BW,,,
and S4BTW,, are LC, KC, BW,,, and BTW,,, respectively (see Table A.0.2). In
fact, the modal logics above are the respective least modal companions of their
intuitionistic fragments, i.e. S4.2 = 7(LC), S4.3 = 7(KC), and more generally,
S4BW,, = 7(BW,,) and S4BTW,, = 7(BTW,,) for every n. Lemma 4.6.1 together
with the axiomatizations provided in [17, Theorem 7.5] yield the following.

4.7.9. PROPOSITION. The logics S4.2 and S4.3 are S4-stable. More generally,
S4BW,, and S4BTW,, are S4-stable for every n. These logics are axiomatized by
the following stable formulas:

(1) SABW,, = S4 + (%) + 7(@%) In particular, S4.3 = S4 + (%) + ’y(@)

(2) SABTW,, = S4 4 v(%/°). In particular, S4.2 = S4 4 ().

Since K4.3 = S4.3%, and more generally, K4BW, = (S4BW,)*, Proposi-
tion 4.7.9 together with Lemma 4.6.4 yield:

4.7.10. PROPOSITION.

(1) K4BW,, = K4 + v(%°) +7(<§). In particular, K4.3 = K& +~(%2) +’y(@).

(2) (SABTW,,)* = K4 +v(%/). In particular, (54.2)" = K& 4 v(%,).

In the following table we summarize the axiomatizations of K4-stable and
S4-stable logics obtained above.
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D4 = K+ S4 = Kéty(0)+7()
K4B = Ké+9(9) 35 = S4+()

(S4.2)* = K4+ (%) 4.2 = S4+7(%pP)

K4.3 = Ka+~(%p) + 7(§) 54.3 = SA+7(%f) + 7(@)
KIBW, = Ka+q(3P) +a(dh) SIBW, = S4+4(%F) +7(d)
(S4BTW,)T = Kié+ (%) S4BTW,, = S4+~(%)
(S4Alt,,)* = K4+ 7(09) S4Alt,, = S4+7(6--9)

Table 4.7.1: Axiomatizations of some K4-stable and S4-stable logics

4.7.4 Non-examples

Finally, as promised, we show that several well-known logics are not stable. We
point out that to prove that a given logic L is not stable it is not sufficient to
show that the class of all finite L-frames is not stable. The difficulty is in proving
that L is not characterized by any stable class of finite L-frames. The definition
and frame properties of the logics mentioned below can be found in Table A.0.5.

4.7.11. THEOREM. None of the logics K4,S4, KB, and K5 is stable. Neither are
the logics GL, S4.Grz, K4.1, S4.1, K4.2, and K4Alt,,. In fact, GL, K4.1, K4.2, and
K4Alt,, are not K4-stable and S4.Grz and S4.1 are neither K4-stable nor S4-stable.

Proof:

We start by showing that K4 is not stable. If K4 were stable, then by The-
orem 4.4.4, there would exist a stable class K of finite rooted K4-frames whose
logic is K4. Consider the finite rooted frames §, ® and an onto stable map & — §
shown below.
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Note that & is transitive, but § is not, since the maximal point is not an imme-
diate successor of the point of depth 3. Since & is a K4-frame and & (= (8), we
see that K4 F£ v(®8). Therefore, there is $ € K such that 9 [~ (). As & has
a reflexive root, by Proposition 4.5.10(1), & is a stable image of $. Thus, since
IC is stable, & € K. Since § is a stable image &, we have § € K. But this is a
contradiction since § is not transitive. Consequently, K4 is not a stable logic.

A similar reasoning gives that S4 is not a stable logic. We next show that KB
is not a stable logic. If it were, then by Theorem 4.4.4, there would exist a stable
class IC of finite rooted KB-frames whose logic is KB.

4.7.1. CLAIM. There is § € KC containing distinct x,y that are not R-related to
each other.

Proof:
Clearly the KB-model

Do e e (

refutes bw; = Op A Oq — O(p A OTq) vV O(g A OFp). Therefore, KB F bw;.
Thus, there is § € K such that § = bw;. It is easy to see that § has the desired
property. |

For § = (X, R) and z,y as in Claim 4.7.1, define §’' = (X, R'), where R’ =
RU{(x,y)}. Then the identity map is a stable map from § onto §'. Since K is
stable, § € K. But this is a contradiction as §’ is not symmetric. Thus, KB is
not a stable logic.

Next we show that K5 is not a stable logic. If K5 were stable, then there
would be a stable class K of finite rooted K5-frames whose logic is Kb.

4.7.2. CLAIM. There is § € K containing x,y such that xRy and xRx.

Proof:
Clearly the Kb-model

P e———0

refutes the formula ¢ := p — Op VvV OL. Therefore, Kb I/ . Thus, there is § € K
such that § [~ ¢. It is easy to see that § has the desired property. O

For such an § = (X, R) define §' = (X, R’), where R = RU {(y,z)}. Then
the identity map is a stable map from § onto §'. Since K is stable, § € K. But
this is a contradiction as § is not Euclidean because in an Euclidean frame every
successor is reflexive. Thus, K5 is not a stable logic.

Next we show that S4.Grz is not a stable logic. By Proposition 4.4.5(1), it
is sufficient to show that S4.Grz is not S4-stable. It is easy to see that the map
§ — & between finite rooted S4-frames depicted below is stable.
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o

Note that § is a S4.Grz-frame, while & is not. Therefore, by Corollary 4.5.12(6),
S4.Grz is not S4-stable. Thus, by Lemma 4.6.5(1), S4.Grz is not K4-stable.

The same argument yields that S4.1 is not S4-stable. So by Lemma 4.6.5(1),
S4.1 is not K4-stable. Since S4.1 = S4V K4.1, Lemma 4.6.5(2) yields that K4.1 is
not Ké-stable. Thus, neither S4.1 nor K4.1 is stable by Proposition 4.4.5(1).

We show that GL is not stable. For this it is sufficient to show that GL is
not Ké4-stable. It is easy to see that the map depicted below is a stable map
from a finite rooted GL-frame § onto a finite rooted K4-frame &, which is not a
GL-frame.

The rest of the argument is the same as in the case of S4.Grz.

Next, we show that K4.2 is not stable and not K4-stable. Again it is sufficient
to show that K4.2 is not K4-stable. The frame § below is directed and thus
validates K4.2. On the other hand, the frame & below is not directed since the
root has itself and the top node as successors but the two nodes do not have a
common successor. It is easy to see that the map depicted below is a stable map
from § onto &. As above, we conclude that K4.2 is not K4-stable.

Next, we show that K4Alt, is not K4-stable for any n. Consider the frames
®,, and §, shown below.

T T, T T,

&, Sn

Note that the only difference between §, and &,, is that §, has a reflexive
root while &,, does not. Because of this, &,, is a K4Alt,-frame while §,, is not
since its root has n+ 1 successors. The identity map from &,, onto §,, is obviously
stable. Thus, as before, we can infer that K4Alt, is not K4-stable. O
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4.8 Stable modal logics compared to subframe
modal logics

We conclude this chapter by comparing the class of stable modal logics to the
class of modal subframe logics. Since both classes of logics behave differently in
the transitive case, we distinguish between the general and transitive cases.

Let § = (X, R) be a modal space. A (modal) subframe of § is a modal space
of the shape ® = (U, RN (U x U)) where U is a clopen subset of X. If § = (X, R)
is a Kripke frame, then a (modal) subframe of § is a substructure of § as known
from model theory, i.e. a subset of X with the relation restricted to that subset.

From an algebraic perspective, modal subframes correspond to relativizations
of modal algebras (see e.g. [40, Section 9.1]). If A = (A, <) is a modal algebra
and a € A, the relativization of 2 to a is the modal algebra 2, = (A4,, ¢,) with
domain A, = {c € A | ¢ < a} and with operations defined by 1, = a, cA,b = cAb,
—-c=-cAa, and O,c = e Aaforall ¢,d € A,.

4.8.1. DEFINITION. ([59, 126]) A normal modal logic L is called a subframe logic
iff its modal spaces are closed under subframes.

In many ways stable logics parallel subframe logics. First of all, both classes
of logics are defined by imposing a closure property on their classes of modal
spaces (or algebras).

In the transitive case, subframe logics admit selective filtration, and hence
have the fmp [59]. Similarly, K4-stable logics admit transitive filtrations and
hence have the fmp. In the transitive case, analogies can also be found from a
syntactic perspective. Transitive subframe logics admit uniform axiomatizations
via the so-called subframe formulas [59] and also by the subframe rules of [83].
In parallel, K4-stable logics can be axiomatized by stable formulas and also by
stable rules.

Similarities, but also differences arise in the behavior under intuitionistic frag-
ments and modal companions. Subframe logics are preserved by least and greatest
modal companions, and also intuitionistic fragments (see [40, Section 9.6]). As
we saw in Section 4.6.2, intuitionistic fragments of S4-stable logics are stable, and
least modal companions of stable si logics are S4-stable. Stability is however not
preserved by least modal companions.

From a model-theoretic perspective, subframe logics are complete with respect
to a class of frames closed under subframes, whereas stable modal logics are
complete with respect to a class closed under stable images. Further analogies
from the model-theoretic perspective can be found between elementary subframe
logics and elementary stable logics.

As we discussed in Section 4.7.1 by Lyndon’s theorem, a first-order sentence
is preserved by stable maps iff it is equivalent to a set of positive sentences. In
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particular, if a modal logic L is characterized by a class of frames that is definable
by positive sentences, then L is stable.

On the other hand, it is a well known result of Lo$ and Tarski that a first-order
sentence is preserved by substructures iff it is equivalent to a set of universal
sentences (see, e.g., [42, Theorem 3.2.2]). Consequently, if a modal logic L is
characterized by a class of frames that is definable by universal sentences, then L
is a subframe logic. However, for Kripke-complete subframe logics the converse
is also true: If a Kripke-complete subframe logic is elementary, then its class of
frames is universal [126] (see also [40, Theorem 11.31]).

An essential difference in the non-transitive case is that stable logics admit
filtration and thus have the fmp. On the other hand, subframe logics may fail to
have this property. Even worse, as shown in [126], there is an infinite chain of
Kripke incomplete subframe logics.

Another good proof-theoretic property—that we have not yet mentioned—
that stable modal logics enjoy is the bounded proof property (bpp) [33]. To the
best of our knowledge it is open whether subframe logics enjoy the bpp.

We summarize the results from the above discussion in Table 4.8.1.

Open problems

We conclude by explicitly stating some open problems that we have encountered
in this chapter. In the following, let M be a normal modal logic that admits
filtration.

In Proposition 4.4.5 we showed that M-stable logics form a /\-subsemilattice
of NExt(M). However, we could not prove that they also form a \/-semilattice of
NExt(M). We therefore state the following open problem.

Problem 1: Do M-stable modal logics form a complete sublattice of NExt(M)?
In particular, do stable modal logics form a complete sublattice of NExt(K)?

Recall that in some cases we answered Problem 1 affirmatively. Indeed, in Corol-
lary 4.5.7 we proved that whenever M is transitive and has the (x)-property, then
M-stable logics form a complete sublattice of NExt(M). Moreover, in Proposition
4.4.6 we showed that tabular M-stable logics form a \/-semilattice of NExt(M)
whenever M has the (x)-property. Both results immediately follow from the fact
that in the corresponding cases, M-stable logics have the property that their sub-
directly irreducible algebras form a V(M)g-stable class. Thus, a positive answer
to the following problem would solve Problem 1 affirmatively.

Problem 2: If L is M-stable, is V(L) stable within V(M)s? What if M has the
(%)-property?

Concerning elementary stable logics, we saw in Corollary 4.7.3 that if L is
characterized by a positively definable class of Kripke frames, then L is stable.
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Whether the converse of this fact holds was left open. We therefore formulate the
following problem.

Problem 3: Suppose L is an elementary stable logic. Is L the logic of a class of
frames definable by positive formulas?

An affirmative answer to Problem 3 would constitute an analogy with Kripke
complete subframe logics that have the property of being elementary iff they are
definable by universal formulas (as discussed above). It is, however, well-known
that there are non-elementary subframe logics such as GL and S4.Grz. On the
other hand, we lack an example of a non-elementary stable logic. This leads us
to the following problem:

Problem 4: Is every stable normal modal logic elementary?

Obviously, the last two problems can be adjusted suitably to M-stable logics
(e.g. Problem 4 only makes sense for elementary M).
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Chapter 5

Canonical rules and formulas

5.1 Introduction

As explained in the introduction of this thesis, canonical rules and formulas can
serve as powerful tools for studying modal and si logics. The central property of
canonical rules and formulas is that they axiomatize rule systems and logics in a
uniform way.

Whereas Zakharyaschev’s original approach to canonical formulas was frame-
theoretic, algebraic approaches to canonical formulas have been investigated more
recently [121, 13, 15, 18, 17].

In this chapter, we aim to provide a very general—and partially unifying—
perspective on canonical rules and formulas. Our treatment applies to classes
of algebras with expandable locally finite reducts of algebras. These have been
identified in the aforementioned papers as the crucial ingredient of the method of
canonical formulas.

Our aim is to summarize known results via a unified treatment by using tools
from universal algebra. This has the advantage that the common root of various
results becomes clear and some particularities get highlighted.

Apart from giving a general exposition, we also discuss how particular in-
stances of canonical rules and formulas from the literature fit into our framework.
Stable canonical rules for normal modal logics and stable canonical formulas for
transitive modal logics, si logics and extension of k-CIRL [13, 17, 18, 32] are covered
by our account (modulo some minor adjustements). However, Zakharyaschev’s
canonical formulas and Jerabek’s canonical rules for NExtK4 require a different
technique and lie outside of our scope. We will come back to this point in this
chapter.

Similar uniform accounts of canonical formulas appeared in [121, 44]. The
main difference between those accounts and ours is that [121] and [44] work
with formulas of partial algebras whereas we always assume our algebras to be
total. The main advantage of working with total algebras as opposed to partial

129
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algebras is the immediate availability of duality theory, which often provides a
nice geometric intuition of canonical formulas as refutation patterns.

5.2 Expandable locally finite reducts and filtra-
tions

In this section we define the notion of an expandable locally finite reduct of F-
algebras. This leads to a very general notion of H-filtrations. The latter is a
generalization of the notion of H-filtrations for Heyting algebras from Section 3.2
and that of filtrations in modal logic (see Section 4.2).

The reader may consult Section 2.1.1 for the terminology of universal algebra
that we are using. Let F be an algebraic similarity type and let H C F. Recall
that if A = (A, F') is an F-algebra, by 2y = (A, H) we denote the H-reduct of
2. If IC is a class of F-algebras, let

Ky = {2 | A € K},
denote the collection of all H-reducts of algebras in /.

5.2.1. DEFINITION. Let F be a finite algebraic similarity type. A set H C F

is called an expandable locally finite reduct of F in V if the following conditions
hold.

(1) There is a locally finite variety V' that contains the collection of H-reducts
of all F-algebras in V, i.e. Vi C V¥,

(2) If A € V, then every finite H-subalgebra B’ = (B, H) of 2y can be ex-
panded to an F-algebra B = (B, F') € V so that

f(D) = fu(b) for every f € F\H, be B°Y and fy(b) € B.

We make a few remarks about this definition. As explained right after Defini-
tion 2.1.12, we will be a bit more liberal when it comes to the notion of a reduct.
In particular, we allow H to be a set of F-terms as opposed to a proper subset
of the signature F.

We did not require V* to be unique, but whenever # is an expandable locally
finite reduct of some F, we will assume that it comes with a variety V7’ satisfying
(1) and (2) from above. The fact that V¥ is a variety ensures that the size of
each finitely generated V*-algebra is bounded by some m(n) which depends on
the number n of its generators (see Theorem 2.1.14).

In words, condition (2) requires that f-values of elements in B coincide in 8
and 2 whenever the f¥-value of these elements is already in B. As a matter of
fact, we have already seen several examples of expandable locally finite varieties
in this thesis.
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Variety V | reduct ‘H Vi “missing” operation

HA {A =} BSLat 1=VB;0=AB; avb= A{c|
c>a,b};

{A,—, L} BBSLat 1=VB; avb= A{c|c>a,b};

{A,v,L, T} | BDLat a—b=\{c|arc<b}

{A,V,~, T} | BPDLat a—b=\{c|anc<b}

MA {0,1,A,Vv,—} | BA Many options, e.g. filtrations (see
Section 4.2)

K4- {0,1,A,Vv,—} | BA Many options, e.g. transitive fil-

algebras trations (see Section 4.2)

k-CIRL {-,Vv,1} commutative | a — b= \{c|a-c<b}; ahb:=

i-semirings V{c|c<aandc<b}

Table 5.2.1: Examples of varieties expandable locally finite reducts

In Table 5.2.1 we collect examples of expandable locally finite reducts with
corresponding varieties V. The last row of the table describes how algebra
reducts can be expanded to full algebras.

Recall that in Section 3.2 we discussed in detail the expandable locally finite
reducts of Heyting algebras that are mentioned in Table 5.2.1. Condition (2)
in Definition 5.2.1 is simply a generalization of condition (3.2) in the proof of
McKay’s theorem (Theorem 3.2.1), and condition (3.4) of the same section. In
Fact 3.2.3 we also discussed that these reducts allow for a unique expansion into a
Heyting algebra. The latter may not be the case for arbitrary expandable locally
finite reducts.

Boolean algebras are expandable locally finite reducts of modal algebras. In
contrast to the Heyting case, Boolean algebras allow several expansions into
modal algebras. In fact, the modal operators arising from filtrations (see Sec-
tion 4.2) indicate ways to build modal algebra expansions. Likewise, transitive
filtrations indicate ways to build expansions of Boolean algebras into K4-algebras.

Some varieties of residuated lattices (see Section 2.3.2) also have expandable
locally finite reducts. The case of k-CIRL, the variety of k-potent commutative
integral residuated lattices is discussed in [32], where it is proved that commuta-
tive i-semirings are an expandable locally finite reduct of k-CIRLs. We summarize
the results from that paper at the end of Section 5.4.1.
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Unless stated otherwise, in the remaining part of this section, H
denotes a fixed expandable locally finite reduct of F in a class V of
F-algebras.

Our next goal is to define a general algebraic notion of filtration. For this we
need the notion of an H-homomorphism satisfying the closed domain condition.

5.2.2. DEFINITION. Let 2 = (A, F4) and B = (B, F) be F-algebras. For each
feF\H, let Dy C B°(). We say that an H-homomorphism h : B — A satisfies
the closed domain condition (CDC) for {Dy} jery iff

h(fs(b) = fa (h(b)) for all f € F\H and b€ Dy,
where for b € Dy, h(b) denotes the |b|-tuple (h(D))pes-

Thus, the CDC condition simply ensures that the H-homomorphism A pre-
serves additional operations on the specified sets Dy for f € F \ H.

5.2.3. REMARK. The name CDC was used by Zakharyschev in his frame-theoretic
definition of canonical formulas. From the frame theoretic perspective, the con-
dition refers to a specific geometric condition. As shown in [13], in its algebraic
version for Heyting algebras, Zakharyaschev’s CDC condition translates to the
condition of Definition 5.2.2. Thus, we kept the name CDC even though the
geometric intuition of closed domains is not available in the algebraic setting.

Next we define H-filtrations. The notion below obviously extends the notions
of H-filtrations for si logics (Definition 3.2.4) and the standard notion of filtration
in modal logic (see Section 4.2). In fact, H-filtrations in the intuitionistic setting
are just instances of the definition below. On the other hand, the definition below
cannot capture condition (A2) of definition of filtrations in modal logic (Definition
4.2.4) that corresponds to the fact that diamonds are preserved “half-ways”. We
will get back to this at a later point.

5.2.4. DEFINITION. Let 2 = (A, F') be a V-algebra and let ¥ be a finite set of
terms closed under subterms and let v be a valuation on . Let B’ = (B, H) be
the H-subalgebra of 2y, generated by v(3) = {v(t) | t € £}. For f € F\ H, let

Dy={(v(t1),...,0(tn)) | f(t1,....t,) € B}
If 8 = (B, F) is a V-algebra with B4, = B’ and vy a valuation on B such that
(1) v(z) = vg(z) for all variables z € ¥, and

(2) the H-embedding B — A satisfies CDC for {Dy} rer\u,
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then (B, vy) is called an H-filtration of (A, v) through ¥ in V. If the reduct H
and the variety V are clear from the context, we will refer to (8, vg) as a filtration
of (A, v) through .

By a simple induction on the structure of terms we obtain an analogue of the
standard filtration theorem. By design, we have that “filtrations exist” and that
the cardinality of filtrated models can be bound by a number depending only on
the cardinality of ¥. More precisely, filtrations exist since V is an expandable
locally finite reduct and the latter condition follows from the fact that V* is a
variety.

5.2.5. THEOREM (FILTRATION THEOREM). Let 2 be a V-algebra, let ¥ be a
finite set of terms closed under subterms, and let v be a valuation on 2.

(1) If (B,v') is an H-filtration of (A, v) through ¥ in V, then v'(t) = v(t) for
allt € X.

(2) There exists a finite model (B,v") that is an H-filtration of (A, v) through
2 n V.

(3) There is a natural number k(|X|) that bounds the cardinality of all H-
filtrations through > in V.

Proof:
The proof of (1) is a simple induction on the structure of terms.

The proof of (2) follows easily from the definition of expandable locally finite
reducts. Indeed, let B’ be the H-subalgebra of 2y generated by v(X). Since
B’ € V" B is finite. Let B be an expansion of B’ to an F-algebra in V that
satisfies condition (2) of Definition 5.2.1. Moreover, let a valuation on B be
defined by vg(x) = v(x) for all variables z € X. It is easy to verify that (B, vy)
satisfies the conditions of Definition 5.2.4 and is therefore an H-filtration of (A, v)
through > in V.

To see (3) recall that by the local finiteness of V| there is a natural number
x(]2]) that bounds the cardinality of each |X|-generated algebra in V* (Theorem
2.1.14). Then £(|X|) bounds the cardinality of all H-filtrations through ¥. O

5.3 H-stable canonical rules

Next we define H-stable canonical rules of finite V-algebras. Then we show that
every multi-conclusion rule in the signature F can be “replaced” by a finite num-
ber of H-canonical rules. Roughly speaking, a rule can be replaced by the H-
canonical rules corresponding to “minimal” refutation algebras.
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We then explain how the aforementioned general result—which is using merely
universal algebra—relates to more specific ones from the literature. We will also
see the connections to the H-stable rules for si logics from Definition 3.3.4 and
the stable rules for modal logics from Section 4.3.

We start by introducing a few technical notions. The reader may consult
Section 2.1.1 for our notational conventions in universal algebra.

By an equational multi-conclusion rule in the signature F, we mean an ex-
pression of the form I'/A,| where I" and A are finite sets of F-equations (see also
[44]).

A model (2, v) satisfies a rule I'/A iff (2, v) =T implies (A, v) E s = ' for
some s ~ s' € A. In that case we write (2, v) = T'/A. If (A, v) =T'/A for every
valuation, we write 20 = I'/A and say that the rule is valid on 2. It is easy to
see that the validity of a rule I'/A is equivalent to the truth of the universal first
order sentence

v;z< N\ t@~t@ - \/ s(z)m’(;z-)>, (5.1)

tt’ el srs'eA

where T contains the variables occurring in the terms of I' U A. Conversely, by
using normal forms it is easy to see that every universal sentence can be replaced
by finitely many universal sentences of the shape of equation (5.1). Therefore, by
Birkhoff’s theorem (Theorem 2.1.2(2)), equational multi-conclusion rules axiom-
atize precisely the universal classes of F-algebras.

We follow the notational convention from the previous section, i.e.

‘H denotes a fixed expandable locally finite reduct of F in a class V
of F-algebras.

We are ready to define H-stable canonical rules of finite V-algebras.

5.3.1. DEFINITION. Let B = (B, F) be a finite V-algebra, and for each f €
F\ H, let a finite Dy C B°U) be fixed. For each b € B let x;, be a variable. The
H-canonical rule of (B,{D;}rcrn) is I'/A, where

{f($g) %If%(g) | fE.F\H,[_)E Df}, and
A = {zmy~ua,|b#l € B},

where x5 := (z;),5 for some b € B7Y).

Obviously, the H-canonical rule of an algebra B is an adaption of the positive
diagram of B known from model theory. Similarly to diagrams, H-canonical rules
have a semantic refutation criterion.
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5.3.2. LEMMA. Let (B, {Dy}rer\n) be as in Definition 5.3.1 and let A = (A, F)
be a V-algebra The following are equivalent:

(1) A~ p(B,{Ds}rer\n)-
(2) There is an H-embedding h : B — A satisfying CDC for {D¢} rer\u-

Proof:
To see that (1) implies (2), let v be a valuation on 2 such that (2, v) refutes
p(B,{Ds}sern). Define h : B — A by h(b) = v(py). It is easy to see that h
defines an embedding as required. In fact, if p(B,{Ds}rern) = ['/A, then the
fact that h is an H-homomorphism satisfying CDC is ensured since (2, v) satisfies
all equations in I', and A is an embedding since (2, v) refutes all equations in A.
Conversely, let h: B — A be as in (2). Then define a valuation v(py) = h(b)
on 2. It is easy to see that (2, v) refutes p(B,{Ds}rer\n)- O

Now we are ready to show that every rule can be replaced by a finite set of
canonical rules. In the next section we discuss more specific instances of these
rules for Heyting and modal algebras and also explain how they compare to other
results from the literature.

The proof of the following theorem is a straightforward adaption of [18, The-
orem 5.1].

5.3.3. THEOREM. For every multiple-conclusion rule I'/A, there isn € N and a
collection {(By, { D} rer\m) h<i<n of finite V-algebras B; = (B;, F;), and D} C

BN for f € F\H and 1 < i < n such that for every V-algebra A = (A, F) the
following are equivalent:

(1) AFET/A,
(2) AW p(Bi, { Dy} pern) for some 1 <i <n.

Proof:

Let X be the collection of all subterms of the equations in I' U A. By Theorem
5.2.5(3), there is a natural number £(|%|) that limits the size of every H-filtration
through ¥ in V. Let {(28;,v;) }1<i<n be a collection of all V-models up to isomor-
phism that satisfy the following conditions:

* [Bi] < x(|X]),
d (%i>vi) F& F/A>

where two such models (98, v) and (28, v') are isomorphic iff there is an F-algebra
isomorphism ¢ : B — B’ with tov = v'.

For f € F\ H, define

Di = {(vs(tr), - vi(ta)) | f(tr, .- ) € T}
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We show that the collection {(8;, {D;} fer\i) h1<i<n satisfies the above require-
ments. Note that it is finite since the size of the 9B, is bounded by x(|X|) and F
is finite.

We show the equivalence between (1) and (2).

(1) = (2): Suppose 2 € V and let v be a valuation on 2 with (2, v) = I'/A.
By Theorem 5.2.52, there is an H-filtration (B, vg) of (2, v) through ¥ in
V. Then (B, vg) is isomorphic to some (B;,v;) for some 1 < i < n. Then
A p(Bi, {D}} rern) by Lemma 5.3.2.

(2) = (1): Suppose A [~ p(By, {D}}jer) for some 1 < i < n. By Lemma
5.3.2 there is an H-embedding h from B; into 2 that satisfies CDC for
{D}} seru- Define a valuation v = hov; on . A simple induction shows

that (2, v) refutes I'/A. -

5.3.1 ‘H-stable canonical rules for si logics and normal
modal logics

We now move to H-stable canonical rules in the intuitionistic and modal set-
ting. In particular, we explain how to axiomatize intuitionistic and modal multi-
conclusion consequence relations via H-stable canonical rules using the expand-
able locally finite reducts from Table 5.2.1.

In this section, V stands for the variety of Heyting-, modal or K4-
algebras and H denotes a corresponding expandable locally finite
reduct from Table 5.2.1.

As we explained in Sections 2.3.1 and 2.3.3, equations over Heyting or modal
algebras can be turned into bi-implications. By replacing the equations in the
‘H-stable canonical rules from Definition 5.3.1 with bi-implications, we obtain
multi-conclusion rules of the usual shapes as in Section 2.3.6. We will still refer
to these as H-stable canonical rules.

By replacing every (rule-)axiom of a multi-conclusion consequence relation
by its corresponding set of H-canonical rules according to Theorem 5.3.3, and
by using the completeness theorem for multi-conclusion consequence relations
(Theorems 2.3.8 and 2.3.10), we obtain:

5.3.4. COROLLARY.

(1) Every (intuitionistic or normal modal) multi-conclusion consequence rela-
tion can be ariomatized over Sy by H-stable canonical rules.
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(2) Every (intuitionistic or normal modal) logic can be aziomatized over Ly by
‘H-stable canonical rules.

Finally, we explain some specifics of the modal and intuitionistic cases and in
particular relate the aforementioned general result to those in the literature.

Intuitionistic case The expandable locally finite reducts of Heyting algebras
from Table 5.2.1 offer four options to define H-stable canonical rules for Heyting
algebras. For H = {A,V, L, T} and H = {A,V,—, T}, we obtain the stable and
cofinal stable canonical rules of [21, 31], respectively.

On the one hand, the {A,—}- and {A,—, L}-stable canonical rules are re-
lated to Jerdabek’s canonical rules for intuitionistic multi-conclusion consequence
relations [83]. As explained in the introduction of this thesis, Jefabek defined
canonical rules as an adaptation of Zakharyaschev’s canonical formulas and used
them—among other things—as a tool in an alternative proof of decidability of the
admissibility problem for IPC. Just like for Zakharyaschev’s formulas, Jerdbek’s
account on rules was frame-theoretic. The {A, —}- and {A, —, L}-stable canon-
ical rules are similar but not precisely dual to Jefdbek’s rules. The subtle dif-
ferences are of the same nature as the fact that subframes do not correspond al-
gebraically to {A, —}-subalgebras but to nuclei (as we discussed in Section 3.4).
In particular, the semantic refutation criterion of Jerdbek’s rules is formulated in
terms of subreductions. The latter do not precisely correspond algebraically to
{A,—}- and {A, —, L }-subalgebras.

We also point out that [31] shows that Jefabek’s analysis of admissible rules
for IPC can also be accomplished via stable canonical rules. We also note that the
‘H-stable rules we saw in Definition 3.3.4 are a special case of H-stable canonical
rules where the Dys are empty.

Modal case We explain how the general H-stable canonical rules can be used
in the modal case and how the resulting rules relate to the stable canonical rules
of [18] and [31] and Jefabek’s rules of [83].

For the modal case, we take as V the variety of modal algebras, and H and
V™ are the signature and variety of Boolean algebras, respectively. As explained,
the Boolean algebra reducts can be expanded to modal algebras via filtrations.
For simplicity, we call the resulting rules BA-canonical rules for a moment.

The stable canonical rules of [18] and [31] are based on filtrations. Modulo
a slight modification, stable canonical rules fit well into our framework. We
explain this in detail. As we remarked earlier, the general definition of filtration
(Definition 5.2.4) does not capture the stability condition of filtrations in modal
logic (condition (A2) in Definition 4.2.4). Thus, in the theory of BA-canonical
rules, it is not captured that filtrations produce stable embeddings as opposed to
Boolean algebra homomorphism satisfying the CDC condition.
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Thus, in order to obtain stable canonical rules, we need to “replace” the
Boolean algebra homomorphism in the theory of BA-canonical rules with stable
homomorphisms. Since this needs to be reflected syntactically in the correspond-
ing rules, also the rules need to be modified. To illustrate, we recall the definition
of stable canonical rules from [18, Definition 5.2]. For a finite modal algebra
B = (B, <), the stable canonical rule is defined as I'/A, where I' and A are
defined below. As usual {p, | @ € B} is a collection of propositional letters and
D C B.

L' ={pavs <> Pa Vi | a,b € B}U
{p-a > —pa | a € B}U
{Opa = poa | a € B}
{poa = Opa | a € D}
and A={p,|a€ Aa#1}.

The difference to the BA-stable canonical rules lies in the third and forth
lines of the definition of I'. In the BA-stable canonical rule of (B, D) these two
lines would be replaced by {pos <> Cp, | @ € D}. The third line in I' forces
the refutation criterion of the corresponding rule to be a stable as opposed to a
Boolean algebra homomorphism (cf. stable rules from Section 4.3).

In the modal case, Jerdbek’s rules for axiomatizing normal extensions of
K4 [83] lie, however, outside of our scope. A rough explanation is that Za-
kharyaschev’s formulas and Jerabek’s rules make use of a selective filtration
method that is in a way more sophisticated than filtration via expandable lo-
cally finite reducts. In [14, 15] such formulas are explored from an algebraic
perspective.

5.4 Canonical formulas for non-classical logics

In this section we discuss canonical formulas for non-classical logics for special
cases of expandable locally finite reducts of Table 5.2.1. As in the previous section,
we state a very general axiomatization result and then relate it to more specific
results from the literature.

The general exposition follows a two-step process. We first define H-stable
canonical formulas as the characteristic formulas of H-stable canonical formulas of
finite algebras. It will be an easy consequence of Theorem 5.3.3 that an arbitrary
formula can be “replaced” by a set of H-stable canonical formulas. However,
H-stable canonical formulas of finite non-subdirectly irreducible algebras loose
some of their expected properties. Thus, a second step is to show that a formula
can be “replaced” by a set H-stable canonical formulas of subdirectly irreducible
algebras. We will sketch the latter for some cases.
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The intuitionistic case is treated in a separate section, since we will use those
formulas in other parts of this thesis.

5.4.1 H-stable canonical formulas

In this section L stands for one of the logics K4, FL* or IPC. More-
over, H stands for a corresponding reduct from Table 5.2.1.

In Section 2.3.6 we discussed how rules can be turned into their characteristic
formulas. For the reader’s convenience we collect these definitions in Table 5.4.1
below.

Logic x(I'/A)

IPC /\Ver’y—>\/5€A5

Ko Apr D1 = Vyea 076
k

FLIeCw (/\yer 7) — Vsea d

Table 5.4.1: Characteristic formulas of rules

5.4.1. REMARK. We hint towards the more abstract cause for the existence of
characteristic formulas. From an algebraic perspective it lies in the existence of
equationally definable principal congruences (EDPC) (see [62]). From the logical
perspective, this corresponds to having a deduction theorem. It lies beyond the
scope of this thesis to elaborate on these correspondences in detail. See also [44]
where characteristic formulas are defined from rules via ternary deductive terms
(td-terms).

Now we simply define H-stable canonical formulas as the characteristic for-
mulas of H-stable canonical rules from Definition 5.3.1 except that we assume
that the equations in the H-stable canonical rules are replaced by bi-implications
(as we already did in Section 5.3.1).

5.4.2. DEFINITION. Let B = (B, F) be a finite L-algebra, and for each f €
F\H, let a finite D; C B°Y) be fixed. The H-stable canonical formula is
defined as

(B, {Df}fe]-"\H) = x(p(B, {Df}fe}'\H))'
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Also recall the definitions of subdirectly irreducible L-algebras from Sections
2.1.2, 2.1.3, and 2.3.2, respectively. An immediate consequence of Lemma 2.3.11
is the following correspondence between the characteristic formulas and rules of
a finite algebra.

5.4.3. LEMMA. Let 2 be an L-algebra. Then

A Ev(B,{Ds}rern) iff there is a subdirectly irreducible homomorphic image €
of A such that € = p(B,{ Dy} rern)-

In particular, if A is subdirectly irreducible and A = p(B,{Ds}rern), then
AFE (B A{Ds}rern)-

As we already mentioned in the introduction of this chapter, the H-stable
canonical formulas do not behave as expected on non-subdirectly irreducible al-
gebras. In particular, by spelling out the refutation criteria of Lemmas 5.3.2 and
5.4.3, it immediately follows that a finite algebra will refute its corresponding
formula only if it is subdirectly irreducible.

Nevertheless, we show that just as we replaced arbitrary rules by H-stable
canonical rules in Theorem 5.3.3, we can replace formulas by H-stable canonical
formulas.

5.4.4. THEOREM. For a formula @, there is a collection {(B;, {D}}fef\ﬂ)}lsign
of pairs (B, {Dj}}fef\y) consisting of an L-algebra B, and a sets ch C B°Y) for
feF\H and 1 < i <mn, such that for every sudirectly irreducible L-algebra 2,
the following are equivalent:

(1) A .
(2) A W= (B, {D%} rern) for some 1 <i <.

Proof:

By Theorem 5.3.3, the rule /¢ can be expressed via H-stable canonical rules, thus,
there is a finite collection {(B;, { D%} fer\#)}1<i<n such that for any L-algebra 2
we have that 2 & /o iff A & p(B;, { D)} pern) for some 1 <4 < n. We show that
the same collection {(B;, { D} rer\a) f1<i<n can be used for the current theorem.

(1) = (2): Suppose A = . Then 2 also refutes the rule /¢, so there is 1 <
i < n such that A = p(By, {Df}pern). Since A is well-connected, 2 [~
(B, { D} } rer) by Lemma 5.4.3.

(2) = (1): Suppose A}~ v(By, {D}}rern) for some 1 < i < n. Then by
Lemma 5.4.3 there is a subdirectly irreducible homomorphic image € of 2
such that € (= p(B, { Dy} rer\n). This implies that € = /. Since validity
of the rule /¢ is equivalent to validity of the formula ¢, we conclude that
¢ [~ ¢. Since € is a homomorphic image of 2, also 2L £ ¢.
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d

A simple consequence is the following axiomatization theorem in terms of
‘H-stable canonical rules.

5.4.5. COROLLARY.
(1) Every si logic can be axiomatized by H-stable canonical formulas.

(2) Every normal extension of K& can be aziomatized over K4 by H-stable
canonical formulas.

(8) Buvery extension of FLY, can be aziomatized over FLY by H-stable canonical
formulas.
Moreover, in each case, whenever the logic in question is finitely axiomatizable,
then it is aziomatizable by finitely many H-stable canonical formulas.

The shape of Theorem 5.4.6 and Corollary 5.4.5 come close in the intuitionistic
case to Zakharyaschev’s original result (see [40, Theorem 9.44]), and in particular
to the algebraic versions of [13, 17]. In the case of k-CIRL, the above is similar to
[32, Proposition 3.9, Theorem 3.11], and to [18, Corollary 6.9, Theorem 6.10] in
the K4-case.

A first evident difference that distinguishes Theorem 5.4.6 and Corollary 5.4.5
from the aforementioned results is that we did not ensure that the finite L-algebra
B in the H-stable canonical formulas is subdirectly irreducible.

Ensuring that the finite algebras in the collection{(B;, { D%} jer\1) }1<i<n are
subdirectly irreducible requires an extra argument. We sketch suitable adaption
of Theorem 5.4.6 for some cases in the corollary below.

5.4.6. COROLLARY. Suppose that L stands for IPC or FL];U,
corresponding reducts of Table 5.2.1.

For a formula @, there is a collection {(B;,{ D%} rer\n)}i<i<n consisting of
pairs (B, {D}}rern) of a subdirectly irreducible L-algebra B; and sets DY C
B°Y) for f € F\H and 1 < i < n, such that for every sudirectly irreducible
L-algebra A, the following are equivalent:

(1) A .

(2) A W= (B, {D%} rern) for some 1 <i <.

and H one of the

Proof:

V, T € H: Then a finite (non-trivial) #H-stable subalgebra of subdirectly irre-
ducible L-algebras is subdirectly irreducible. For a proof in the intuitionistic
setting see Lemma 3.3.19 and for the case of k-CIRL see [32, Lemma 2.9].
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Without loss of generality, assume that {(B;, { D)} jer\n) h1<i<k is the sub-
collection of those pairs of the collection in the proof of Theorem 5.4.6,
where *B; is subdirectly irreducible.

It suffices to show that the implication (1) = (2) in the proof of Theorem
5.4.6 holds for the restricted class. For that, it is enough to observe that
if A P p(By, {D}}pern) for some 1 < i < k, then B; is isomorphic to
an H-stable subalgebra of 2 and thus B is subdirectly irreducible by the
above.

—, A\ € H: For this case, we need a different argument than in the previous case,
since the {—, A}-subalgebras of subdirectly irreducible Heyting algebras
may not be subdirectly irreducible. However, similarly to the proof of The-
orem 3.2.5, we can ensure that {—, A}-filtrations of subdircetly irreducible
algebras are subdirectly irreducible.

We sketch the slightly modified proof. We concentrate on the case of
BBSLat, the case of BSLat is similar. As before, we also use A, B etc. to
denote Heyting algebras.

Let ¥ := Sub(p) U {p}, where p is a fresh variable. Let x(|%|) bound
the cardinality of all |X|-generated BBSLats. Let {(B;, v;)}1<i<n be up to
isomorphism the collection of all finite Heyting algebras B; and valuation
v; such that

o |Bif < w(|%)),

o (Bla Ui) bé ¥,
e B, is subdirectly irreducible.

For each 1 < i < n, define

Dy, = {((vil), vi(¥)) € BY | ¢ V¢ € Sub(p)}.

We show that the collection {(B;, DY) }1<i<n satisfies our requirements. The
proof of the implication (2) = (1) is exactly as in the proof of Theorem
5.4.6. To see that (1) = (2), suppose that (A,v) = ¢. Then let v be
the valuation on A that is extending v by v/(p) = s, where s is the second
largest element of A. Let (B,vp) be an {A, —}-filtration of (A, v) through
Y.. Then (B,vp) satisfies the above requirements, note in particular that
B is subdirectly irreducible because s is the second largest element of B.
Thus, there is 1 < i < n such that (B;, v;) is isomorphic to (B, vg). By the
construction of filtration, there is an embedding from B; into A satisfying

the CDC for Di,. Since A is subdirectly irreducible, A ¥ ~(B;, D?,). 0
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In the next section of this chapter we are going to discuss how H-stable canon-
ical formulas for si logics relate to canonical formulas for si logics from the litera-
ture. We conclude with two paragraphs explaining the specifics of the modal and
substructural cases.

Modal case Just as in the case of Jefdbek’s rules (that we discussed at the
end of the previous section), Zakharyaschev’s canonical formulas for K4 are not
covered by the framework of H-stable canonical formulas. The same holds for the
canonical formulas for wK4 from [15]. As we will see in the next section, Zakha-
ryaschev’s canonical formulas for si logics do, however, fit into our framework.

The stable canonical formulas for normal extensions of K4 from [18, Theorem
6.10] are precisely the characteristic formulas of the stable canonical rules that
we discussed at the end of the previous section. Thus, stable canonical formulas
neatly fit into our framework. Note that in the above we have, however, not
covered the proof of [18, Theorem 6.10] which shows that every normal extension
of K4 can be axiomatized by stable canonical formulas of subdirectly irreducible
algebras.

Of course, stable canonical formulas are generalizations of the stable formulas
that we saw in Definition 4.5.1. In fact, the stable formulas can be seen as
those instances of stable canonical formulas where the “additional parameter”
D¢ is empty. The other extreme case, namely when the parameter D, is the full
algebra, leads to the well-known Jankov formulas.

Substructural case The H-stable canonical formulas for k-CIRL for H =
{V,-, T} correspond to the {V,-, T}-canonical formulas of [32]. The only dif-
ference is that in the latter the succedent of the formulas looks slightly simpler,
but the two formulas are easily seen to be equivalent. In [32] it is also shown
that—in parallel to the si and modal cases— the {V, -, T }-canonical formulas can
be restricted to {V, -, T }-stable formulas that axiomatize precisely the {V,-, T}-
stable extensions of k-CIRL.

5.4.2 Canonical formulas for si logics

In this section we recall the definition of Zakharyaschev’s canonical formulas for
si logics and the definition of stable canonical formulas for si logics from [17].
In both cases we present the frame-theoretic and algebraic versions. We also
compare them to the H-stable canonical formulas from above. We will make use
of these formulas in the next chapter.

Zakharyaschev’s canonical formulas for si logics

We recall the frame-theoretic definition of Zakharyaschev’s canonical formulas
(132, 133, 40].
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Recall the definition of a subreduction from Section 3.4. Let X and Y be
Esakia spaces and let ® be a set of upsets of Y. A subreduction f : X — Y
satisfies the closed domain condition (CDC) for ® provided

(x € Tdom(f) and f(Tz) € ©) imply x € dom(f).

Let Y be a finite rooted frame and ® be a family of upsets of %), called closed
domains. For each y € Y we introduce a new propositional variable p,. The
canonical formula of the pair (Y, D) is defined as

B, D) = ANl(Ap- =) = 0 A NN P- = 02) =\ pu] = pr,

<y y<Lz deD zgd zLz wed

where x,y,z € Y, and r is the root of Y. Then

X = B(Y,D) iff there is a subreduction from X onto Y
satisfying CDC for ©.

Note that if © = (), then S(Y, D) is precisely the subframe formula 3(Y") as
discussed in Section 3.4.

5.4.7. THEOREM (ZAKHARYASCHEV). FEwvery si logic is ariomatizable by canon-
ical formulas of the shape B(Y,®). Moreover, every axiomatization of a si logic
can be transformed effectively into an axiomatization in terms of canonical for-
maulas.

Next we recall the algebraic perspective on canonical formulas from [13]. Let
B be a finite subdirectly irreducible Heyting algebra with second largest element
s and let D be a subset of B? U {x}. For each a € B, introduce a new variable
Pa, and set

B(B,D) = [\ {Pans <> pa Ay a,b € B} A
/\ {Pasb <> pa = pp 1 a,b € B} A
/\ {Pavs <> Do V i 2 (a,b) € D} A
/\{p0<—>01*€D}]—>p5.
As shown in [13], for any Heyting algebra A, we have

A B B(B, D) iff there is a homomorphic image C' of A and a (A, —)-embedding
h: B — C such that h(a V b) = h(a) V h(b) for all (a,b) € D and h(0) =0 if x € D.

Although the formulas 5(B, D) and (Y, ®) look syntactically quite different,
they are equivalent as discussed in [13, Remark 5.6]:
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5.4.8. THEOREM ([13]). If B is a finite subdirectly irreducible Heyting algebra
with dual Y, and D C B? U {x}, then there is a collection ® of upsets of Y such
that for any Esakia space X we have

X EB(B.D) iff XEAY.D).

5.4.9. REMARK. The formula B(B, D) looks almost the same as the H-stable
canonical formula for H = {A, —}. The difference is that v(B, {Dy}rer\x) has
slightly more complicated succedent than S(B, D). However, it can be shown

that the two formulas are provably equivalent by an argument similar to that of
Lemma 3.4.18.

5.4.10. REMARK. When presenting the canonical formulas S(Y,®) and (B, D)
we slightly deviated from the original presentations. For §(Y,®) we follow
Jetdbek’s account [83, Section 3]. Namely our closed domains are upsets rather
than antichains. Also, closed domains may be empty, which allows us to work
with subframes rather than cofinal subframes (see [83, Remark 3.7]). In order
to match this on the algebraic side, we altered the presentation of the canonical
formula (B, D), which now combines the formulas §(B, D, L) and g(B, D) of
[13].

Stable canonical formulas

The stable canonical formulas of [17] are an alternative to Zakharyaschev’s canon-
ical formulas. Stable canonical formulas are precisely the H-stable canonical for-
mulas for H = {A,V, L, T}. For the sake of completeness, we spell out their
definition and also recall their frame-theoretic characterization from [17].

Given a pair (B, D), consisting of a finite subdirectly irreducible Heyting
algebra B and a set D C B2, we introduce a new variable p, for each a € B and
define the stable canonical formula of (B, D) as follows:

Y(B,D) = [(po <> L)A(p1 4 T)A
N {Pars <> pa Apy s a,b € BY A
/\{pavapanb:a,beB}/\
N {Pass < pa = by : (a,0) € DY) = \/{pa = po: a,b € B with a £ b}.

Then for any Heyting algebra A we have,

A B~ (B, D) iff there is a well-connected homomorphic image C' of A and a
bounded lattice embedding h : B — C such that
h(a — b) = h(a) — h(b), for all (a,b) € D.
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As discussed in [17], the above can easily be translated into frame-theoretic
terms. Let Z and Y be Esakia spaces, where Y is finite. Let also ® be a set of
subsets of Y. We say that a stable onto map f : Z — Y satisfies the stable closed
domain condition (SCDC) for ® provided

Tf@)Nd#0 = fz)Nd#0 foralld € D.

Suppose Y is a finite Esakia space, and ® is a set of subsets of Y, write
v(Y,®) for the canonical formula v(B, D), where B is the dual Heyting algebra
of Yand D = {(U,V) |U\V € D} for upsets U,V of Y. Then

X E~(Y,D) iff there are a point-generated subframe Z of Y and a
stable onto map f : Z — Y satisfying SCDC for 2.

5.4.11. THEOREM ([17]). Every si logic is axiomatizable by stable canonical for-
mulas. Moreover, every ariomatization of a si logic can be transformed effectively
into an axiomatization in terms of stable canonical formulas.

5.5 Conclusion

We provided a rather general view on canonical formulas via the notion of ez-
pandable locally finite reducts. We saw that the resulting H-stable canonical rules
and formulas cover some instances of canonical rules and formulas from the recent
literature. We also explained that other instances are not covered, thus, those
instances required more sophisticated techniques.

In our presentation we aimed to point out the levels of abstraction and dif-
ficulty that allow the definition of canonical formulas and rules. In particular,
we aimed to separate the universal algebra content from the more specific fea-
tures of reducts and properties of canonical formulas in more special contexts. To
conclude this chapter we summarize the different abstraction levels used to build
canonical rules and formulas in Table 5.5.1 below.

Abstraction universal algebraizable algel.)ralz‘?xble specific properties
level lgebr logi logics with £V and H
eve algebra ogics EDPC o a
Axiomatization ’H—st'?mble H-stable H-stable specific
equational . . .
tools canonical rules canonical formulas canonical formulas

canonical rules

Discussed

i Section 5.3 Section 5.3.1 Section 5.4.1 (40, 83, 14, 15]

Table 5.5.1



Chapter 6

Subframization and stabilization for si
logics

6.1 Introduction

In this chapter we further study stable and subframe si logics that we encountered
in Chapter 3. We focus on how these logics lie in the lattice of all si logics. In our
investigations we aim to strengthen the parallels between subframe and stable si
logics.

The classes of subframe and stable si logics both form a complete sublattice
of the lattice of all si logics. This entails that every si logic has closest subframe-
and stable neighbors. More precisely, for a si logic L there is a least subframe (or
stable) logic above and a greatest subframe (stable) logic below L. We call these
the upward and downward subframizations (stabilizations) of L, respectively.

The notion of subframization has been investigated by Wolter in the modal
case [126, 127]. Finding the subframizations of a logic is for instance relevant
in the context of dynamic epistemic logic. Indeed, the public announcement
update can only be executed on subframe logics (see [5]). Thus, when defining
an epistemic logic, one might need to move to its closest subframe neighbor in
order to make it “updatable” by the public announcement operator. We note that
analogously, the stabilization of a logic is relevant to make it updatable by the
abstraction modality which we discuss in Chapter 8.

In the first part of this chapter our goal is to find characterizations of sub-
framizations and stabilizations of si logics similar to those provided by Wolter
in the modal case. Recall that in the modal case, subframes correspond to rela-
tivizations on algebras (see Section 4.8), and thus a simple syntactic character-
ization of the upward subframization is provided via relativizations of formulas
[126, 127]. Subframes in the intuitionistic case are, on the other hand, a bit more
complicated (see Definition 3.4.3). In particular, subframes do not correspond to
relativizations and so we need to have a different approach to subframization in
the intuitionistic case.

147
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We observe that we can, nevertheless, mimic relativizations in the intuition-
sitic case by restriction to Zakharyachev’s canonical formulas. This approach
provides a syntactic characterization of the upward subframization. Similarly, we
get a syntactic characterization of the upward stabilizations via stable canonical
formulas (see Section 5.4.2 for canonical formulas).

In the second part of the chapter we explore connections of subframe and
stable si logics with intuitionistic modal logics. First, we investigate connections
of subframe logics and subframization with the propositional lax logic (PLL) (see
(67, 54] for details on PLL). In particular, by embedding the lattice of si logics
into extensions of PLL we obtain a new characterization of subframe logics and
the downward subframization.

We then find analogous results for stable si logics and the downward stabi-
lization by embedding the lattice of si logics into extensions of intuitionistic S4
(1S4) (see [105] for details on 1S4).

This chapter is largely based on [20].

Outline

In the next section we define the notion of subframization and show how to
calculate the downward subframization of a si logic via Zakharyachev’s canonical
formulas. We also calculate the subframizations of many standard si logics. The
second section mirrors the results of the first but for stable logics. The second
part of the chapter starts with Section 6.4, where we recall the basic definition of
intuitionistic modal logic. We then introduce PLL and discuss its algebraic and
frame-based semantics via S-frames. We define the translation 7 from formulas
of IPC into formulas of PLL. This gives rise to two embeddings of the lattice of si
logics into extensions of PLL. In Section 6.5.5 we relate our findings to subframe
logics and subframization. Section 6.6 mirrors the results of Section 6.5 for stable
logics and IS4. In Section 6.7 we summarize our findings.

6.2 Subframization

In this section we define the notion of subframization, gather some elementary
properties and provide characterizations via canonical formulas which allow us to
effectively calculate the upward subframization of a si logic. We also discuss how
our findings relate to Wolter’s describable operations of [126]. Finally, we will
calculate the upward and downward subframization of a number of si logics.

Subframe logics form a complete sublattice of Ajpc, the lattice of all si logics.
(We gave a proof of this well known fact in Corollary 3.3.18(2)). We denote the
lattice of all subframe logics by Asups. (The analogue of the following definition
for the modal case can be found in [126, 127]).
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6.2.1. DEFINITION. For a si logic L, define the downward subframization of L as
Subfy(L) == \/{L' € Asups | L' C L}

and the upward subframization of L as
Subfy(L) := A{L' € Asupr | LS L'}

Clearly, the downward subframization of L is the largest subframe logic below L
and its upward subframization is the least subframe logic above L. We summarize
some rather obvious facts about the downward and upward subframizations that
we will often make use of.

6.2.2. LEMMA.

(1) Subf| is an interior operator and Subfy is a closure operator on the lattice
of st logics.

(2) Subf (L) =IPC+ {p | ¢ is a {A\, —=}-formula and L F ¢}.
(3) Subf (L) = IPC iff for every {A,—}-formula ¢, Lt ¢ iff IPCF .

Proof:

(1) is straightforward from the definition. We show (2). By Theorem 3.4.8, every
subframe logic is axiomatizable by {A, —}-formulas. Therefore, every subframe
logic contained in L is axiomatizable by a set of {A, — }-formulas that are prov-
able in L. Thus, the set {¢ | ¢ is a {A, = }-formula and L I ¢} axiomatizes the
largest subframe logic contained in L. Finally, (3) follows from (2). 0

We next give a semantic characterization of the downward and upward sub-
framizations of a si logic L. Recall that if K is a class of Esakia spaces, then
Log(KC) = {¢ € Lipc | K |= ¢} is a si logic that we refer to as the si logic of K.

6.2.3. PROPOSITION. Suppose L is a si logic and L = Log(KC) for some class K
of Fsakia spaces.

(1) Subf (L) = Log ({Y | Y is a subframe of some X of K}).
(2) Subfi(L) = Log ({X | Y =L for all subframes Y of X}).

Proof:

(1). Let K" = {Y | Y is a subframe of some X € K}. Then £ C K, so
Log(K') C Log(K) = L. Since K’ is closed under subframes, Log(K') is
a subframe logic by Theorem 3.4.8. If L’ is a subframe logic contained
in L, then £ = L, so K' = L' as L' is a subframe logic. Therefore,
L’ C Log(K'). Thus, Log(K’) is the largest subframe logic contained in
L, and hence Subf|(L) = Log(K").
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Let K" = {X | Y [ L for all subframes Y of F'}. It is clear that K’ is
closed under subframes, so Log(K') is a subframe logic by Theorem 3.4.8.
Moreover, K" =L, so L C Log(K’). Let L’ be a subframe logic containing
L. If X = L/, then since L’ is a subframe logic, Y = L’ for every subframe
Y of X. But then Y =L asL C L', so X € K. Therefore, every L'-space
is contained in X', and so Log(K’) C L. Thus, Log(K’) is the smallest
subframe logic containing L, and hence Subf;(L) = Log(K"). 0

Next, we use Proposition 6.2.3 and Zakharyaschev’s canonical formulas to give
a syntactic characterization of the downward and upward subframizations of a si
logic L. The reader may recall the definition and properties of Zakharyaschev’s
canonical formulas from Section 5.4.2. Since by Zakharyaschev’s theorem (The-
orem 5.4.7) all si logics are axiomatizable by canonical formulas, we can assume
that a si logic is given by such an axiomatization without imposing any restric-
tions on L.

6.2.4. THEOREM. Let L =IPC+ {3(Z;,D;) |i € I} be a si logic.

(1) Subfy(L) = IPC+ {B(Z) | L+ B(2)}.
(2) Subfr(L) = IPC+ {8(Z) | i € I)}.

Proof:

(1).

By Theorem 3.4.8, every subframe logic is axiomatizable by subframe formu-
las. Therefore, every subframe logic contained in L is axiomatizable by a set

of subframe formulas that are provable in L. Thus, IPC+{5(Z) | L+ 5(Z2)}
is the largest subframe logic contained in L.

. Let M = IPC+ {B(Z;) | © € I}. If X is an M-space, then X | 5(Z;)

for all © € I. By comparing the semantic refutation criteria of 5(Z;) and
B(Z;, ;) it immediately follows that X | 3(Z;,9;) for all i € I. Thus, X
is an L-space, and so L C M. Since M is axiomatized by subframe formulas,
M is a subframe logic. It remains to show that M is the least subframe
logic containing L. If not, then there is a subframe logic L’ O L and an
L’-space X such that X [~ M. Therefore, X [~ 5(Z;) for some i € I. By
Lemma 3.4.6, Z; is a subreduction of Z;, thus Z; is a p-morphic image of
a subframe Y of X. Since L’ is a subframe logic, Y is an L’-space. Thus,
Z; is also an L'-space. But Z; £ ((Z;,®;) because the identity map is
a p-morphism from Z; onto itself that satisfies CDC for any set of closed
domains. Consequently, Z; is not an L-space, which is a contradiction since
L’ DL. 0
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6.2.5. REMARK.

(1) It follows from Theorem 6.2.4(2) that if L is a si logic axiomatized by a
set of formulas I', then the upward subframization Subfi(L) of L can be
calculated effectively from I' as follows: First use Zakharyaschev’s theorem
to transform ' into an equivalent set of canonical formulas; then delete the
additional parameters ®; in the resulting canonical formulas; and finally
apply Theorem 6.2.4(2).

(2) On the other hand, Theorem 6.2.4(1) does not provide an effective axioma-
tization of the downward subframization Subf (L) of L. We will come back
to this issue at the end of Section 6.5.5.

6.2.6. REMARK. In [126] Wolter studied describable operations on varieties of
modal algebras. These translate to Esakia spaces as follows. A map C that
associates with each Esakia space X a class C(X) of Esakia spaces is called
describable if there is a map (-)¢ on Ljpc such that for each Esakia space X and
each formula ¢,

X Eetiff C(X) = ¢

Roughly speaking, the map (-)¢ describes the (result of) the operation C. As
follows from [126, page 23], if L is the logic of a class KC of Esakia spaces, then
the logic of C(K) is axiomatized by {¢° | L F ¢}, and the logic of {X € K |
C(X) C K} is axiomatized by {¢° | L F ¢}.

Now let C(X) = {Y | Y is a subframe of X} for some Esakia space X.
We show that the operation C is describable—in a slightly weaker sense than
Wolter’s—if we restrict the map ()¢ to canonical formulas. Since canonical for-
mulas axiomatize every si logic this does in fact not impose any major restriction
and the above result still holds. For an Esakia space X, every formula 3(Z, D)
satisfies

X | B(2) it C(X) = 5(2,9). (6.1)

The left to right direction follows from the refutation criteria for the formulas. If
Y € C(X) and Y [~ 5(Z,D), then Y }= B(Z), and so X = B(Z) since validity
of subframe formulas is preserved by subframes. For the right to left direction,
suppose X P~ B(Z). Then there is a subframe Y of X which is p-morphically
mapped onto Z. Since Z [~ B(Z,D), we have Y £ B(Z, D). Therefore, we found
Y € C(X) such that Y [~ 5(Z,9).

From (7.1) we deduce that setting 5(Z,9)¢ = 5(Z) defines a map on canonical
formulas describes the operation C . Thus, applying Wolter’s result to Proposi-
tion 6.2.3 yields an alternative proof of Theorem 6.2.4.
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6.2.1 Examples

We conclude this section by calculating the upward and downward subframiza-
tions of many well-known si logics. For the definition of the si logics below see
Table A.0.2 and for their axiomatization in terms of canonical formulas see Table
A.0.3.

6.2.7. PROPOSITION.

(1) Subf,(KC) = IPC and Subf(KC) = LC.

(2) Subf (BTW,,) = IPC and Subf+(BTW,,) = BW,, for every n > 2.

(3) Subf | (T,) = IPC and Subf(T,) = BW,, for every n > 2.

(4) Subf,(RN) = KG and Subf;(RN) = KG + 5(%

(5) Subf,(KP) = IPC and Subf;(KP) = BW,.

(6) Subf (ND,,) = IPC and Subf;(ND,,) = BW, for every n > 2.

Proof:

(1).

Since KC is axiomatized by 5(%, {9}), it follows from Theorem 6.2.4(2)
that Subfy(KC) = IPC 4 (%) = LC. To calculate the downward sub-
framization of KC, we utilize Proposition 6.2.3(1). It is well known that
IPC is the logic of all finite frames and that KC is the logic of all finite
directed frames. Moreover, adding a new top to a finite frame X results
in a finite directed frame Y containing X as a subframe. In other words,

every finite frame is a subframe of a KC-frame. Therefore, by Proposition
6.2.3(1), Subf | (KC) = IPC.

. From the axiomatization of BTW,, in Table A.0.3 and Theorem 6.2.4(2)

n+1

—
it follows that Subf{(BTW,) = IPC + 5(**) = BW,. In order to see
that Subf (BTW,,) = IPC, observe that BTW,, C KC and apply (1) and
Lemma 6.2.2(1).

. It follows from Table A.0.3 that T, is axiomatized by the negation-free

n-4+1 n4+1
~—

——
Jankov-formula 3% ( V) which we view as the canonical formula 3( v, D),

n+1

A
where D is the set of all nonempty upsets of /. Therefore, Subfy(T,) =

n+1
—

IPC + B(**) = BW,. To determine the downward subframization, since
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T, has the disjunction property [60] and every si logic with the disjunc-
tion property proves the same disjunction-free formulas as IPC [101, 131],
we conclude that T,, proves the same {A, —}-formulas as IPC. Thus, by
Lemma 6.2.2(3), Subf (T,) = IPC.

(4). Since KG is a subframe logic contained in RN (see [22, Section 3]), it follows
from the axiomatization of RN in Table A.0.3 and Theorem 6.2.4(2) that

the upward subframization of RN is KG + B(i/) + 6(?) + /B(té) Since g/ is
a subframe of both ? and !%, the latter logic is equal to KG+ 3 (Y) There-

fore, Subf+(RN) = KG+ /3 (Y) To determine the downward subframization,

KG C Subf;(RN) since KG is a subframe logic contained in RN. For the
reverse inclusion, since KG is the logic of its finite rooted frames, by Propo-
sition 6.2.3(1), it is sufficient to show that every finite rooted KG-frame is
a subframe of the Rieger-Nishimura ladder £. First note that the subframe
of £ obtained by deleting the first £ layers of £ is isomorphic to £. Us-
ing this it is easy to see that every finite generated subframe of £ can be
realized as a subframe of £ at an arbitrary depth, i.e., as a subframe of
£ that does not contain the first k-layers of £ for any &k € N. Therefore,
a finite rooted KG-frame @, , X; can be realized as a subframe of £ by
embedding X7, ..., X,, below each other so that the two subsequent points
in £ between the embeddings of X; and X;,; are skipped.

(5). The axiomatization of KP in Table A.0.3 and Theorem 6.2.4(2) yield that

Subf;(KP) is axiomatized by 6('\V) and ﬂ(@) But '\V is a subframe

of Q/, so Subf(KP) is axiomatized by ﬂ(v), and hence Subfy(KP) =
BW,. Since KP has the disjunction property, Subf (KP) = IPC by the same
argument as in (3).

(6). Since the 3-fork is a subframe of the n-fork for n > 3, it follows from the ax-
iomatization of ND,, in Table A.0.3 and Theorem 6.2.4(2) that Subf+(ND,,) =
BW, for n > 2. Since ND,, has the disjunction property, Subf,(ND,,) = IPC
by the same argument as in (3). 0

6.3 Stabilization

This section mirrors the previous section in content and structure for stable si
logics (see Section 3.5). As we discussed in Section 3.5, a si logic L is stable iff
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its rooted Esakia spaces are closed under stable images', but even if L is stable,
the collection of all its spaces may not be stable—this happens only in trivial
cases. This is in contrast to subframe logics since the spaces of a subframe logic
are closed under subframes. Thus, we will have to slightly modify some of the
characterizations by restricting ourselves to rooted spaces. However, this will
have no major effect on the proofs.

By Asian we denote the lattice of all stable si logics. It is a complete sublattice
of A|pc.

6.3.1. DEFINITION. For a si logic L, define the downward stabilization of L as

Stab (L) := \/{L’' € Astan | L' C L}

and the upward stabilization of L as

Staby(L) := /\{L' € Agtan | L C L'},

We next give a semantic characterization of upward and downward stabiliza-
tions. If X is an Esakia space, by Stab(X) we denote the collection of stable
images of X (as in (3.5) from Section 3.5.4).

6.3.2. PROPOSITION. Let L be a st logic.

(1) Stab (L) = Log ({Y | Y is a stable image of a rooted L-space X }).

(2) Staby(L) = Log({X | X is finite and rooted and Stab(X) = L}).

Proof:

(1).

Let £ = {Y | Y is a stable image of a rooted L-space X }. Then K is closed
under stable images, so Log(K) is a stable logic. Since K contains the class
of rooted L-spaces, Log(K) C L. Let L’ be a stable logic contained in L.
Then the class K’ of rooted L’-spaces contains the class of rooted L-spaces
and is closed under stable images. Therefore, I C X', and so L’ C Log(K).
Thus, Log(K) is the largest stable logic contained in L.

. Let £ = {X | X is finite rooted and Stab(X) |= L}). Then K is closed

under stable images, so Log(K) is a stable logic. Since every frame in K
validates L, L C Log(K). Let L’ be a stable logic extending L, and let X
be a finite rooted L’-space. Since L’ is stable, all stable images of X are
L’-spaces, and hence also L-spaces. Therefore, X € K. Since L’ is stable, L’
is the logic of its finite rooted frames. Thus, Log(K) C L', and so Log(K) is
the least stable extension of L.

'Recall that a stable image of an Esakia space X is an image of X under a Priestley mor-

phism.
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d

We can characterize the upward and downward subframization via stable
canonical formulas that we discussed in Section 5.4.2. Since stable canonical
formulas axiomatize all si logics (Theorem 5.4.11), imposing an axiomatization
in terms of stable canonical formulas does not impose a restriction on a si logic.

6.3.3. THEOREM. Let L =IPC+ {~(X;,D;) | i € I} be a si logic.
(1) Stab, (L) =IPC+ {y(X) | LF~(X)}.
(2) Stab(L) = IPC+ {v(X;) | i € I}.

Proof:
(1). Since every stable si logic is axiomatizable by stable formulas, IPC+{~v(X) |
L F~v(X)} is the largest stable logic contained in L. Therefore, Stab (L) =
IPC+ {7(X) | LE~(X)}.

(2). Let M = IPC + {y(X;) | i € I}, and let Y be a rooted M-space. Then
Y = v(X;) for all i € I. Thus, Y E v(X;,D;) for all i € I as can easily
be seen by the semantic description of the formulas. Therefore, Y is an
L-space, and so L C M. Since M is axiomatized by stable formulas, M is a
stable logic (Corollary 3.5.8). Suppose L’ is a stable extension of L, and Y is
a rooted L'-space. If Y £ v(X;) for some i € I, then X; is a stable image of
some point-generated subframe Z of Y. Therefore, X; is an L’-space. But
X, is not an L-space, which contradicts to L’ being an extension of L. Thus,
Y = v(X;) foralli € I, and so M C L’. Consequently, M is the least stable
extension of L, and hence Staby(L) = M. 0

6.3.4. REMARK. If a si logic L is axiomatized by a set of formulas I', then
Staby(L) can be calculated effectively as follows: First use Theorem 5.4.11 to
transform I' into an equivalent set of stable canonical formulas; then delete the
additional parameters ®; in the resulting canonical formulas; and finally apply
Theorem 6.3.3(2).

6.3.5. REMARK. In Remark 6.2.6 we recalled Wolter’s describable operations.
We also explained that it causes no harm to restrict the scope of the (describing)
function ()¢ to canonical formulas. If in addition, we restrict the operation C
to rooted spaces, the operation C(X) = {Y | Y is a stable image of X} for some
rooted X is describable. Since every si logic is generated by its rooted spaces,
this does not cause any major restriction so we can obtain an alternative proof
of Theorem 6.3.3. We show that

X E1(2)iff C(X) E=~(Z,9).
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1
N <> 1
X, Y., C,

n-fork  n-fork with top n-chain

Figure 6.3.1

The left to right direction is obvious. For the right to left direction, suppose
X B v(Z). Since X is rooted, it follows from Lemma 3.5.7 that Z is a stable
image of X. Therefore, Z € C(X). Thus, since X = v(X, D), we conclude that
C(X) = v(X,D). Set (7(Z,D))° = v(Z). Because every logic is characterized
by its rooted Esakia spaces, Wolter’s result applied to Proposition 6.3.2 yields an
alternative proof of Theorem 6.3.3.

6.3.1 Examples

We conclude this section by calculating stabilizations of some si logics. For the
definition of the si logics below see Table A.0.2.

6.3.6. PROPOSITION.
(1) Stab (BD,,) = IPC and Stab+(BD,,) = BC,, for all n > 2.
(2) If L is consistent and has the disjunction property, then Stab (L) = IPC.

(3) Stab,(T,) = IPC and Stab4(T,,) = BW,, for all n > 2.

Proof:

(1). First we show that Stab;(BD,,) = IPC for all n > 2. Since BD,, C BD, for
all n > 2, it suffices to show that Stab,(BDs) = IPC. Let X be a finite
rooted frame. Suppose X has at most n + 1 elements, and X, is the n-fork
shown in Figure 6.3.1. Mapping the root of X,, to the root of X and the
top nodes of X,, surjectively onto the other nodes of X defines a stable
map from X,, onto X. Since X,, is a BDy-frame, by Proposition 6.3.2(1),
X = Stab;(BDs) for every finite rooted frame X. Thus, Stab;(BDy) = IPC.

Next we show that Staby(BD,) = BC,, for all n > 2. Since BC,, has the
fmp, by by Proposition 6.3.2(2) it suffices to show that a finite rooted frame
is a BC,-frame, i.e. has cardinality at most n, iff all its stable images are
BD,,-frames, i.e. have depth at most n.
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So let X be a finite rooted frame. If X has no more than n elements,
then every stable image of X also has no more than n elements. Thus,
every stable image of X is in particular a BD,-frame. On the other hand,
if X has at least n + 1 elements, then we can define a stable map from
X on the (n + 1)-chain C,; (see Figure 6.3.1) as follows: map the root
r of X to the root of C,,1; map the immediate successors of r on top
of each other; continue this process with the immediate successors of the
immediate successors of r, and so on; if all points in C),; are used, then
map the remaining points to the top node of C, ;. Since C,,1 is not a
BD,-frame, X has a stable image refuting BD,,. Thus, we conclude that
Staby(BD,,) = BC,,.

. Suppose L is consistent and has the disjunction property. By [40, Theorem

15.5], if X, Xy are rooted L-spaces, then their disjoint union X; U X5 is a
generated subframe of some rooted L-frame. This implies that for every n,
there is a rooted L-frame X containing at least n maximal points. To see
this, since L is consistent, the one-point frame X; is an L-frame. Therefore,
X, U X is a generated subframe of some rooted L-frame X5. Clearly X5 has
at least 2 maximal points. By the same argument, X, U X5 is a generated
subframe of some rooted L-frame X3 that has at least 4 maximal points.
Continuing this process yields a rooted L-frame X with at least n maximal
points, say {z1,xs,...x,}. We show that the n-fork X,, is a stable image
of X. Separate x1,...,x, by disjoint clopen upsets Uy, ..., U, with x; € U;
for 1 <7 < n (see Theorem 2.2.7), and define a map f: X — X,, by

v; if x € U; for some 1 < i < n,
f(z) = .
r  otherwise,

where 7 is the root of X,,. It is straightforward to see that f is an onto stable
map. Thus, Stab;(L) C BD;. Now apply (1) to conclude that Stab (L) =
IPC.

. Since T, is consistent and has the disjunction property for all n > 2, by

2), Sta n) = or all n > 2.
Stab (T IPC for all

Next we show that Stabs(T,) = BW,, for all n > 2. Let £ = {X | X is
finite rooted and Y |= T, for every stable image Y of X}. By Proposition
6.3.2(2), Staby(T,) = Log(K). Let K’ be the class of finite rooted frames
of width < n. We show that K = K'. Let X be finite and rooted. If X is
of width < n, then so are all its stable images (see [17, Theorem 7.3(2)]).
Therefore, K" C K. Conversely, if X has width greater than n, then by [17,
Theorem 7.5(3)], either the (n + 1)-fork or the (n + 1)-fork with top (see
Figure 6.3.1) is a stable image of X. Since neither of these is a T,-frame,
X ¢ K. Thus, K = K, and as BW,, is the logic of X', we conclude thzﬁ
Staby(T,,) = BW,,.
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6.4 Intuitionistic modal logics

In the second part of this chapter we aim to relate the subframization and sta-
bilization to intuitionistic modal logics. More precisely, we will relate subframe
logics and subframization to the intuitionistic modal logic PLL and stable logics
and stabilization to intuitionistic S4.

The notion of intuitionistic modal logic is more ambiguous than in the classical
case. This is primarily due to the fact that by adding a O-like operation—i.e. an
operation commuting with meets and preserving T — intuitionistic logic cannot
prove that its dual behaves like <. We choose as our starting point a very weak
notion of intuitionistic modal logic (as e.g. in [128, 129]) by defining it to be
intuitionistic propositional logic with a single unary operation that satisfies the
congruence rule, and thus allowing for algebraic semantics. Accordingly, we set
the following definition.

6.4.1. DEFINITION.

(1) The language of intuitionistic modal logic Ly is an expansion of the lan-
guage Lipc by a unary operator O.

(2) An intuitionistic modal logic M is set of formulas of £,y that contains (the
axioms of) IPC, and is closed under the rules of substitution, modus ponens,
and the congruence rule ¢ <> 1/O¢ <> OV

In the following we will however be interested in intuitionistic modal logics
satisfying more specific axioms. For more details on intuitionistic modal logic the
reader may consult [61].

6.5 Subframe logics and PLL

In this section we investigate relations between subframe logics and the intuition-
istic modal logic PLL. We will define a translation—similar to the Godel-Gentzen
double negation translation—from the language of IPC to the language of PLL.
The translation allows us to embed the lattice of si logics into the lattice of ex-
tensions of PLL in two different ways. We observe that via the interaction of the
two embeddings we obtain a new characterization of subframe logics and a new
description of the downward subframization.

6.5.1 The intuitionistic modal logic PLL

The intuitionistic modal logic PLL was studied by Goldblatt in [67], where it was
called ¢, and further investigated by Fairtlough and Mendler [54].
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6.5.1. DEFINITION. Propositional lax logic (PLL) is the intuitionistic modal logic
satisfying the following axioms

(1) p— Op,
(2) OOp — Op, and

(3) O(pAgq) < (OpAOq).

A modality satisfying the axioms above is called a laz modality. For a classical
modal logician the axioms for O may seem quite peculiar as they show features
of O- and $-modalities from classical modal logic. In particular, axioms (1) and
(2) of the above definition are the classical S4-axioms formulated in terms of
<&, but commutativity with meets, i.e. axiom (3), is an axiom reserved for O-
modalities. Indeed, in the classical setting such a modality occurs only trivially,
i.e. satisfying Op <> p or Op <> 1 (see e.g. [54]). However, in the intuitionistic
setting lax modalities occur naturally. For instance, Goldblatt initially studied
PLL as the logic of a geometric modality, where the intended meaning of Op is
“p is locally true”. The motivation for Fairtlough and Mendler [54], on the other
hand, stems from verification of computer hardware, where Op is meant to be
read as “p is true under a constraint”. In [54, Section 1] various contexts where
the lax modality has occurred are identified.

As the reader may have observed, the axioms of PLL correspond precisely to
the axioms of nuclei (see Section 3.4.1). Heyting algebras with nuclei thus provide
algebraic semantics for PLL. This was observed by Goldblatt [67]. Goldblatt
calls a Heyting algebra with a nucleus a local algebra, we will, however, follow the
terminology of [24] calling it a nuclear Heyting algebra.

6.5.2. DEFINITION. A nuclear Heyting algebra is a pair (A, j) where A is a Heyt-
ing algebra and j is a nucleus on A.

A waluation on a nuclear Heyting algebra is the same as a valuation on the
underlying Heyting algebra, and a formula of PLL is evaluated in a nuclear Heyting
algebra in the obvious way, by extending the valuation on Heyting algebras with
v(Op) = j(v(p)). In general, we use the same notations as in the Heyting case,
e.g. we write (4,j) E ¢ iff v(p) = 1 for all valuations on (4, j), etc. It was
shown in [67] that nuclear Heyting algebras provide an adequate semantics for
PLL.

6.5.3. THEOREM (GOLDBLATT). PLL is sound and complete with respect to nu-
clear Heyting algebras.
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6.5.2 Nuclear Heyting algebras and S-spaces

In this section we introduce S-spaces and explain that they provide frame-theoretic
semantics for PLL.
Recall the definition of a subframe from Definition 3.4.3.

6.5.4. DEFINITION. An S-space (short for: subframe space) is a pair (X, 95),
where X is an Esakia space and S is a subframe of X.

As we already explained in Section 3.4.1, nuclei on a Heyting algebra corre-
spond to subframes of its dual space. Thus, S-spaces are in one-to-one correspon-
dence to nuclear Heyting algebras as shown in [24]. Below we provide a proof?
sketch of this fact in a slightly different way than in [24]. The advantage of this
presentation is that the analogy between this correspondence and the correspon-
dence between St-spaces and interior Heyting algebras (Theorem 6.6.4)—which
we discuss in the next section—becomes very prominent.

6.5.5. THEOREM ([24]). There is a one-to-one correspondence between nuclear
Heyting algebras and S-spaces.

Proof:

We outline the main constructions. Let (X, S) be an S-frame and let A be the
Heyting algebra dual to X. As we already discussed in Section 3.4.1, the map
Js 1 CU(X) — CU(X) defined by js(U) = X \ 1(S \ U) for each clopen upset U
of X gives a nucleus on A.

Conversely, let (A4, j) be a nuclear Heyting algebra. Then A; = (A,, A, V,, —;
j(0),1) is a Heyting algebra (see Section 3.4.1). It is easy to see that the map
g:A— Aj, given by a — j(a) is an onto bounded lattice homomorphism and
that the inclusion map ¢g* : A; — A is its right adjoint?.

Let (X, <) be a the dual Esakia space of A and let (S, <) be the dual Esakia
space of A;. By Priestely duality, we can identify S with a closed subset of X
(see Section 2.2.2). Thus, to conclude that S is a subframe of X, by Lemma 3.4.4
it suffices to show that U € CU(X) whenever U € CU(S5).

By Priestley duality, we may assume that the map ¢ : CU(X) — CU(S) is
described as U +— U N S. That this map has a right adjoint means that for each
V € CU(S) the set

{UeCUX)|UNSCV} (6.2)

has a largest element. Now, U NS C V holds iff S\ V' C X \ U. Thus, in other
words, there is a least clopen downset U’ of X containing S\ V.

6.5.1. Cramm. [(S\V) is clopen in X.

2This proof was done with the help of M. Jibladze and T. Litak.
3See Section 2.2.1 for the definition of adjoint pairs.
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Suppose [(S\ V) is not clopen and let U’ be the least clopen downset containing
S\ V. Then U" # {(S\ V). So there is u € U"\ [(S\ V). Since V is clopen in S
we have that S\ V' is closed in S. Since S is closed in X, the latter implies that
S\ V is also closed in X. Then also |(S\ V) is closed in X (see Theorem 2.2.3).
Thus, we can separate u from [(S\ V), i.e. there is W € CU(X) with u € W and
such that W N (S \ V) =0 (see Theorem 2.2.3).

Then X\ W is a clopen downset containing S\ V. But now the clopen downset
U'N X\ W also contains S\ V' but is properly contained in U’. This contradicts
to the fact that U’ is the smallest such. Thus, {(S\ V) is clopen and so the claim
holds.

Since every clopen downset is the complement of a clopen upset, the claim
above shows that for every clopen downset Z of (S, <), we have that | Z is clopen
in X. Now suppose that Z is an arbitrary clopen subset of (S, <). Since (5, <)
is an Esakia space, |¢Z is a clopen downset in S. Then | ({¢Z) = ]Z is clopen
in X. O

Frame-based semantics for PLL

The correspondence in Theorem 6.5.5 and the algebraic semantics of PLL, S-spaces
provide frame-based semantics for PLL. We spell out the details.

A valuation on an S-space (X, S) corresponds to a valuation on the underlying
Esakia-space X, thus, a valuation maps a propositional letter to a clopen upset
of X. The value of a formula of PLL in (X, S) can then calculated in the dual
algebra of (X, S). However, as in Esakia spaces, we can evaluate a formula ¢ of
PLL locally at a world x € X. In detail, if z € X and v is a valuation on (X, 5)
then x =, ¢ can be calculated according to Table 6.5.1.

T, p ifft  zev(p)

Ty, AP iff xpF,pand x|, ¢

rE, oV iff zkE,porxkE,

rE, o= iy, ¢ implies y |, ¢ for every z < y.
x =y Op iff ykE,pforalyetens.

Table 6.5.1: Semantics for PLL via S-spaces

It is easy to see that v(p) = {z € X | z &, ¢}, where v(yp) is evaluated in the
dual algebra of (X,S). We will use the similar notations as in the intuitionistic
case, e.g. we write (X,S) E ¢ iff |, ¢ for every valuation v on (X,S) and
r e X.

As a consequence of Theorem 6.5.3, we obtain that PLL is complete with
respect to the above semantics.
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6.5.6. COROLLARY. PLL is sound and complete with respect to the class of S-
spaces.

6.5.7. REMARK. The semantics via S-spaces is closely related to the frame-based
semantics of PLL developed by Goldblatt [67] and Fairtlough and Mendler [54]
(see also [27]). We do not discuss the precise connections here but refer the
interested reader to [20].

6.5.3 Translating Lipc into Lp|

In this section we define a translation 7 from Lipc into the language of PLL. Even
though the language of PLL coincides with that of intuitionistic modal logic, we
will give it the specific name Lp; . This will make it easier to differentiate the
results of this section from the results in the section thereafter.

6.5.8. DEFINITION. Define a translation 7 : Lipc — LpiL by
e 7(p) = Op for a propositional letter p,
o 7(L)=01,
o 7(
o 7(p =) =7(p) = 7(¢),
( = O(7(p) vV 7(¥)).

Obviously, we can regard Lipc as a sublanguage of Lp |, giving rise to a
(trivial) translation from Lpc into Lp| that maps a formula of Lpc to itself.
Semantically, the trivial and the 7 translations have the following effect on S-
spaces:

[ J
\]
%
<
=

6.5.9. PROPOSITION. Let ¢ € Lipc and let (X, S) be an S-frame. Then
(1) (X,S) Feiff X F o
(2) (X,S) E7(p) iff S| .

To prove the above proposition we need the lemma below. Note that in the
statement of this lemma, by |=,, we refer to the truth relation in the intuitionistic
model (S, vg) and by =, we refer to the truth relation in the S-space (X, S) with
valuation v.

6.5.10. LEMMA. Let v be a valuation on an S-space (X,S). Define a valuation
vs on S by vs(p) =v(p) N S. Then for every p € Lipc and x € X,

=, T(@) iff vy Fug @ forally € tzNS.
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Proof:
The proof is by induction on the complexity of ¢ € Lipc.
If o = p, then 7(¢) = Op. We have,

T ):v Op
& ykEypforallyetansS (Table 6.5.1)
& Yyl pforallyetaens. (by definition of vg)

If o = 1, then 7(p) = OL. Therefore, x =, OL iff Tz NS = @. Thus,
v, OLiffy =, LforallyetanS.
If o =1 Ay, then 7(p A x) = 7(¢) A7(x). Therefore,

o T( AX)
& v, () and = |, T(X) (Table 6.5.1)
& Yy vandy =, x forally e tzn S (by the I.H.)

& yEg Y Axforallyetens.

If o =1 — x, then 7(¢ — x) = 7(¢) = 7(x). We prove the two implications
separately. First suppose that = =, 7(p) — 7(¢0). Let y € f2 N S. In order to
show that y [=us @ = ¥, let y <w € S with w |=,, ¢. Then

W g p forallw’ € twn S (since vg is persistent)
= w =y 7(p) (by LH.)
= wl 7(Y) (since z <y <w and z =, 7(p) = 7(¥))
5w (by LH.)

We conclude that y =,, ¢ — 1.
For the converse, suppose that y =,, ¢ — ¢ for all y € Tz N S. To see that
x =y () = 7(¥), let © < z with z =, 7(p). Since 12N S C Tz N S, we have

Wy p = Y forallwetznS. (6.3)
Therefore,
w g p forallwetznsS (by I.H.)
= whkytforalwetzns (use (6.3))
= z =, 7(p). (by L.H.)

Finally, let ¢ = ¥ V x, then 7(¢» V x) = O(7(¢¥) V 7(x)). We prove the
two implications separately. For the direction from left to right, assume that
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x =, O(t(¥) V 7(x)) and let y € T2 N S. Then

z f=0 O(T(1) V 7(X))
= Y 7)) VT(x) (Table 6.5.1, y € Tz N S)
= Yyl T(@) ory = T(X) (Table 6.5.1)
= (wl=y ¢ forallw etynS) or (w g x forallwetynsS) (by LH.)
= Y Fug Y o1y g X (since y € S)
= Yl VX

Thus, y . ¥ V x for all y € t2 N S. Conversely, suppose that y =, ¥ V x
for all y € fx N'S. In order to see that x = O(7(¥) V 7(x)), let y € Tz N S.
Then y =, 1V x by assumption. Without loss of generality we may assume that
y = 1. Since vg is persistent, z =, ¢ for all z € Ty N S. Therefore, y =, 7(¢)
by L.H., and so y =, 7(¢) V 7(x). Thus, z = O(7(¢) V 7(x)).

(]

Proof of Proposition 6.5.9:
(1). This is obvious since ¢ contains no occurrences of O.

(2). For the right to left direction, suppose v is a valuation on (X, .S) that refutes
7(p). Define a valuation v on S by v'(p) = v(p) N S. By Lemma 6.5.10,
the valuation v’ refutes ¢ on S. For the left to right direction, suppose v’
is a valuation on S that refutes ¢. Define a valuation v on X by v(p) =
X \J(S\ v (p)). Note that the latter is clopen since S\ v'(p) is a clopen in
S, s0 L(S\v'(p)) is clopen in X by the subframe condition.

Then v'(p) = v(p) N S for every propositional letter p. Indeed, for z € X,

zev(p)NS
& 2e X\ WS\ (p)nS (by definition of v)
& 2¢l(S\V(p) and z € S
& t2NSCSNY(p)and z € S
& zed(p). (since v'(p) is persistent)

Then v'(p) = v(p)NS for every propositional letter p. Applying Lemma 6.5.10
again yields that v refutes 7(¢) on (X, .5).

6.5.11. REMARK. An algebraic reformulation of Proposition 6.5.9 is as follows.
If o € Lipc and (A, j) is a nuclear Heyting algebra, then

(1) (A7) Feiff A= e,
(2) (4,J) = 7(p) iff Aj |= .
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6.5.12. REMARK. The translation 7 is a version of the Godel-Gentzen translation
(see, e.g. [55]). It has been pointed out by Aczel [1] that every lax modality which
is definable within IPC (for example, the lax modality given by double negation)
provides a translation from IPC to itself. The translation 7 can be seen as a
generalization of this, where the lax modality is not necessarily definable within

IPC.

6.5.4 Two embeddings from Apc to Apy.

An intuitionistic modal logic M C Lp is called an extension of PLL iff PLL C M.
Note that extensions of PLL are automatically normal, since they contain the
axiom p — Op. Extensions of PLL form a lattice that we denote by Ap,.

We employ the same notations as for si logics, e.g. if I' C Lp ., by PLL+T we
denote the least extension M of PLL with I' € M. Also, if K is a class of nuclear
Heyting algebras or a class of S-spaces then Log(K) = {p € LpL | K | ¢} €
ApiL.

By the general algebraic completeness result and the correspondence between
nuclear Heyting algebras and S-spaces (Theorem 6.5.5), it follows that every
M € Ap.L is sound and complete with respect to its collection of nuclear Heyting
algebras as well as its collection of S-spaces.

6.5.13. COROLLARY. Let M € Ap(|.
(1) M is sound and complete with respect to its corresponding class of S-spaces.

(2) M is sound and complete with respect to its corresponding variety of nuclear
Heyting algebras.

The two translations from Ljpc into Lpy, from the previous section, i.e. the
trivial translation and 7, give rise to two non-modal fragments of an extension of

PLL.
6.5.14. DEFINITION. Let M € Ap(|.
(1) We say that L € Ajpc is the intuitionistic fragment of M if for all ¢ € Lipc,
oeLiff oM.

(2) We say that L € Ajpc is the lax fragment of M if for all ¢ € Lipc,
peLiff 7(p) € M.

Lemma 6.5.16 shows how to semantically characterize these fragments. As we
will see below, thinking of an S-space (X, S) as consisting of two components, the
component X and the component S, the intuitionistic fragment of an M € Ap |
is the logic of all X-components of the S-spaces validating M, whereas the lax
fragment is the logic of all S-components of those spaces.
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6.5.15. DEFINITION. For M € Ap,, we define

p1(M) = {p € Lipc | p € M},
p2(M) = {p € Lipc | T(¢) € M}.

6.5.16. LEMMA. Let M € Ap|.
(1) p1(M) is the intuitionistic fragment of M and

p1(M) =Log ({X | (X,S) =M for some subframe S of X}).

(2) p2(M) is the lax fragment of M and
p2(M) = Log ({5 | (X, 5) = M}).

Proof:
We first show (2). For ¢ € Lipc, using Proposition 6.5.9(1), we have

pelog({S|(X,9) EM}) & SkEpforall (X,5)M
< (X,9) ET1(p) for all (X,5) M
< 1(p) € M.

Therefore, po(M) = Log ({S'| (X, S) = M}). Thus, p2(M) is a si logic, and hence
is the lax fragment of M. This shows (2). (1) is proved similarly but uses Propo-
sition 6.5.9(1) instead. 0

6.5.17. REMARK. An algebraic reformulation of Lemma 6.5.16 is as follows:
(1) p1(M) =Log ({A ] (A,j) E M for some nucleus j on A}).
(2) p2(M) = Log ({4; | (A, j) = M}).

The translations also give rise to two embeddings ¢; and o, from Apc into
Api L. We will show that for a si logic L, the logics o1 (L) and o9(L) are the minimal
extensions of PLL having L as their intuitionistic and lax fragments, respectively.

6.5.18. DEFINITION. For a si logic L, we define

o1(L) =PLL+{¢ [ ¢ € L},
oo(L) =PLL+ {7(¢) | ¢ € L}.

6.5.19. LEMMA. Let L be a si logic. Then
(1) o1(L) = Log ({(X, 5) [ X |- L}).
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(2) oa(L) = Log ({(X, 5) [ S = L}).

Proof:

We first show (2). Suppose (X, S) is an S-space. By Proposition 6.5.9(2), S =L
iff (X,9) F {7(¢) | ¢ € L}. Thus, o9(L) = Log ({(X,S) | S = L}). (1) is proved
similarly but uses Proposition 6.5.9(1) instead. 0

6.5.20. REMARK. In algebraic terms, Lemma 6.5.19 can be expressed as follows:
(1) ou(L) = Log ({(A,7) | A }= L}).
(2) oa(L) = Log ({(A,j) | 4; = L}).

6.5.21. LEMMA. Let L be a st logic.
(1) L= pioi(L). In fact, o1(L) is the least element of py'(L).

(2) L = paoa(L). In fact, o5(L) is the least element of py*(L).

Proof:

(1). Let ¢ € Lipc. Then ¢ € L implies ¢ € o;(L), which implies ¢ € pyoq(L).
Therefore, L C pyoy(L). If ¢ ¢ L, then there is an L-frame X such that
X B ¢. Consider the S-space (X,X). By Lemma 6.5.19(1), (X, X)
o1(L), and by Proposition 6.5.9(1), (X, X) & ¢. Thus, ¢ & 01(L), and so by
Lemma 6.5.16(1), ¢ & pyo1(L). This shows that L = pyoy(L). If M € py (L),
then for every ¢ € Lipc, we have ¢ € L iff o € M. Consequently, o;(L) C M,
and hence o;(L) is the least element of p; *(L).

(2). Let ¢ € Lipc. Then ¢ € L implies 7(p) € o5(L), which implies ¢ € pyoa(L).
Therefore, L C paoa(L). If ¢ ¢ L, then there is an L-frame X such that
X £ ¢. By Lemma 6.5.19(2), the S-space (X, X) is a oq(L)-frame, and
by Proposition 6.5.9(2), (X, X) £ 7(¢). Thus, 7(p) & o2(L), and so by
Lemma 6.5.16(2), ¢ & pa0a(L). This shows that L = pyoa(L). If M € py (L),
then for every ¢ € Lipc, we have ¢ € L iff 7(¢) € M. Consequently,
02(L) € M, and hence o5(L) is the least element of p,*(L). 0

Obviously, if L is a si logic, then p;!(L) is the collection of all extensions of PLL
having L as their intuitionistic fragment and similarly p; (L) is the collection of all
extensions of PLL having L as their lax fragment. As follows from Lemma 6.5.21,
for a si logic L, both p;*(L) and p;'(L) have least elements, namely o;(L) and
03(L). In the last part of this section, we will show that in general neither p;*(L)
nor p, ' (L) has a largest element. To see this we first prove several lemmas.
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6.5.22. LEMMA. Let (X,S) be an S-space.
(1) (X,8) | Op > p iff X = 5.
(2) (X,S) EOpiff S= .

Proof:

(1).

First suppose that X = S. Then it is clear that (X,S) = Op <> p. Next
suppose that X # S. Let x € X\ S. Then x ¢ Tz NS, so x ¢ T(TzN.S).
Therefore, since 1(Tx N.S) is a closed upset of X, there is a clopen upset U
of X with 1(tz N S) CU and = ¢ U (see Section 2.2.3).

Let v be a valuation on (X,Y’) such that v(p) = U. Clearly x [, p. On the
other hand, x =, Op by the choice of v and the semantics in Table 6.5.1.
Thus, (X, S) = Op < p.

. If S = @, then it is clear that (X,S5) = Op. If S # &, then let v be a

valuation on (X, .S) such that v(p) = @. For z € S, we then have x }%&, Op,
so (X, 5) & Op. 0

For v € Lp, let ¢~ be the formula obtained from ¢ by deleting all occur-
rences of the O modality and let ¢* be the formula obtained from v by replacing
all subformulas of the form Oy with T. Clearly v~,¢* € Lipc. Both ¥~ and ¢*
were considered in [54, Section 3].

6.5.23. LEMMA. Let M € A(PLL).

(1) If Op <> p € M, then v» € M iff = € M for every formula 1) € Lpy| .

(2) If Op € M, then v € M iff Y* € M for every formula v € Lpy|.

Proof:

(1).

Suppose that Op <> p € M and let ¢ € Lp||. By Lemma 6.5.22(1), M is the
logic of the class of S-spaces of the shape (X, X). For (X, X), a valuation
von X, and x € X, we have x =, Op iff x =, ¢. Therefore, an induction
on the structure of ¢ yields z =, ¢ iff © =, ¢¥~. Thus, (X, X) = ¢ iff
(X, X) E ¢, and therefore, v € M iff p~ € M.

. Let Op <> T € M and let ¢ € Lp .. By Lemma 6.5.22(2), M is the logic of

the class of S-spaces of the shape (X, @). For (X, @), a valuation v on X,
and x € X, we have x |=, Og. Therefore, an induction on the structure of
Y yields z |, ¢ iff © |, ¥*. Therefore, (X, @) | ¢ iff (X, @) | ¢* and so
Y e Miff * € M. O
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6.5.24. LEMMA. Let L be a si logic.

(1) o1(L) + Op ¢ p is a mazimal element of both p; (L) and py*(L).

(2) o1(L) + Op is a mazimal element of py'(L).

Proof:

(1).

Let M = oy(L) + Op <> p. First we show that M is a maximal element
of py'(L). By Lemma 6.5.22(1), an S-space (X,S) validates M iff X is
an L-frame and X = S. Therefore, by Lemma 6.5.16(1), p1(M) = L, so
M € p'(L). To see that M is maximal in p;'(L), suppose that M C
M’ € p;'(L). We show that M = M’. Let ¢ € Lp.. If 1) & M, then by
Lemma 6.5.23(1), ¥~ € M, and so v~ € L as ¢y~ € Lipc. Since p;(M’) =L,
we see that ¥~ € M’. Because M C M/, we have Op <> p € M’ so v & M’
by Lemma 6.5.23(1). Thus, M = M’, and hence M is maximal in p;'(L).

Next we show that M is a maximal element of p,*(L). By Lemma 6.5.16(2),
pa(M) =L, so M € p;'(L). Suppose M C M’ € p,*(L). We show that M =
M’. Let ¢ € Lpp. If p € M, then ¢~ ¢ M by Lemma 6.5.23(1). Therefore,
7(»~) € M because (7(¢p~))” = ~. Thus, v~ € L, and so 7(¢p~) & M'.
Since M C M, we have Op <+ p € M, and hence ¥~ = (7(¢7))~ € M’ by
Lemma 6.5.23(1). Consequently, v ¢ M, and so M = M, which yields that
M is maximal in p;*(L).

. Let M = o(L) + Op. By Lemma 6.5.22(2), an S-space (X, S) validates M

iff X is an L-frame and S = @. Therefore, by Lemma 6.5.16(1), p;(M) =L,
so M € p;!(L). To see that M is maximal in p;*(L), suppose that M C
M’ € p;'(L). We show that M = M’. Let v € Lp.. If ¥ € M, then by
Lemma 6.5.23(2), ©* ¢ M, and so ¢* ¢ L as ¢¥* € Lipc. Since p;(M’') =L,
we see that ¥* € M’. Because M C M, we have Op € M, so ¢ € M’ by
Lemma 6.5.23(2). Thus, M = M’, and hence M is maximal in p;*(L). [

6.5.25. PROPOSITION.

(1) If L is a consistent si logic, then p;'(L) does not have a largest element.

(2) Suppose KC Z L, then py (L) does not have a largest element.

Proof:

(1).

Let L be a consistent si logic. Then {z} is an L-frame. We show that
o1(L) + Op «<» p and oy(L) + Op <> T are different. Indeed, the S-space
({x}, @) validates o1(L) + Op <> T but refutes o1(L) + Op <> p. Therefore,
by Lemma 6.5.24, p; ' (L) has at least two maximal elements and therefore
does not have a largest element.
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(2). Let L be a si logic with KC & L. Suppose L is axiomatized by the set of

formulas I'.

Set M = 01(KC) + {7(y) | v € T'}. By Lemma 6.5.19(1) and Proposition
6.5.9(2), an S-space (X,S) validates M iff X is a KC-frame and S is an
L-frame. Therefore, by Lemma 6.5.16(2), L C po(M).

To see the reverse inclusion, suppose that ¢ ¢ L. Then there is a L-frame S
with S £ . Let X be the Esakia frame that is obtained from S by adding
a new isolated top node t. Algebraically, this corresponds to the operation
of adding a new minimal element to the Heyting dual of S. Then X is a KC-
frame, and since the domain of S is a clopen subset of X, S is a subframe
of X. Thus, (X,S) validates M, but refutes 7(¢) by Proposition 6.5.9(2).
Thus, ¢ &€ pa(M). Consequently, po(M) = L, and so M € p;'(L).

On the other hand, since KC ¢ L, there is an L-frame X that is not a
KC-frame. Then (S,S5) = o1(L) + Op > p but refutes M. This shows that
M & o1(L)+Op ¢ p. If p; *(L) were to have a largest element it would need
to be o1(L) + Op <> p, since this is maximal by Lemma 6.5.24(1) but since
M is not contained in that logic, p,*(L) does not have a largest element. 0

Figure 6.5.1 illustrates the embeddings o; and p;. Recall that by CPC we

denote the classical propositional logic and by Fml the inconsistent logic. The
picture is similar for o9 and ps.

Fml Fml

CPC

IPC o1(IPC) = PLL

Figure 6.5.1

6.5.5 Subframe logics and subframization via PLL

We utilize the embeddings from the previous section to obtain a new characteri-
zation of subframe si logics and of the downward subframization of a si logic.
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6.5.26. THEOREM. For a si logic L, the following are equivalent:

(1) L is a subframe logic.

(2) O'Q(L CO’l( )

(4) paon(L) =
(5) o1(L) is closed under the rule ¢/7(p) for every ¢ € Lipc.

)

(3) a2(L) +{p | p € L} = o1(L).
(
)

Proof:

(1)=(2).

Suppose (X, S) is an S-space such that (X, S) |= o1(L). By Lemma 6.5.19(1),
X [= L. Since L is a subframe logic, S |= L. Therefore, by Lemma 6.5.19(2),
(X, ) | o2(L). Thus, o5(L) C o1 (L).

. This is obvious.

. By Lemmas 6.5.21(2) and 6.5.16(2), L = paoa(L) = Log({S | (X,S) E

oo(L)}) and paoy(L) = Log({S | (X, S) | o1(L)}). Therefore, it is sufficient
to show that {S' | (X,S5) | o2(L)} = {5 | (X,S) = 01(L)}. The inclusion
O is immediate from (3). For the reverse inclusion, suppose that (X, 5) =
o9(L). By Lemma 6.5.19(2), S =L, so (S,S) E o ( ) by Lemma 6.5.19(1).
Thus, S € {S| (X,9) Eai(lL)}.

. Suppose that there is ¢ € Lipc such that ¢ € o1(L) but 7(¢) & o1(L). Then

there is an S-space (X, S) with (X,S) | o1(L) and (X,S) ¥ 7(¢). By
Lemma 6.5.16(2), (X, S) = o1(L) implies S = pao1(L) = L, and by Propo-
sition 6.5.92, (X, 5) }& 7(¢) implies S = . Therefore, ¢ € L, contradicting
Y € O'1<|_).

. Let X be an L-space and S be a subframe of X. By Lemma 6.5.19(1),

(X,9) E o1(L). By (5), (X,5) E 7(p) for each ¢ € Lipc with ¢ € oq(L).
Therefore, (X,S) = 7(p) for each ¢ € L. Thus, S = L by Proposition
6.5.9(2), and we conclude that L is a subframe logic. O

6.5.27. REMARK. In general, oy(L) € o2(L). In fact, for any consistent si logic
L, from o;(L) C o3(L) it follows that L = IPC. To see this, suppose L # IPC.
Then there is a finite frame X that refutes L. Pick a point in X and let S be
the subframe of X consisting of that point. Clearly S is an L-frame. Therefore,
by Lemma 6.5.19(2), (X, S) = o2(L). On the other hand, by Lemma 6.5.19(1),
(X, S) £ o1(L). Thus, oy(L) Z oa(L).

As a consequence of Theorem 6.5.26, we obtain the following characterization
of the downward subframization of a si logic.
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6.5.28. THEOREM. Let L be a si logic. Then Subf (L) = paoy(L).

Proof:

Let S be an Esakia space. By Lemma 6.5.16(2), S | peoi(L) iff there is an
Esakia space X such that (X,S) = o1(L). By Lemma 6.5.19(1), (X, S) = o1(L)
iff X = L. Therefore, S |= paoi(L) iff S is a subframe of some X |= L. Thus, by
Proposition 6.2.3(1), paoy(L) = Subf(L). O

6.5.29. REMARK.

(1) Let L be a si logic and ¢ € Lipc. By Theorem 6.5.28, ¢ € Subf (L) iff
7(p) € o1(PLL). Therefore, if oy (PLL) is decidable, then so is Subf (L).

(2) In contrast to Theorem 6.5.28, for every si logic L, we have p;o5(L) = IPC.
Indeed, suppose L is a si logic and X is an Esakia space. By Lemma 6.5.16(1),
X E proa(L) iff there is a subframe S of X such that (X, S) = oa(L). By
Lemma 6.5.19(2), (X,S) = oo(L) iff S | L. Therefore, X = pio9(L) iff
S | L for some subframe S of X. Now every space contains the empty
frame as a subframe and since the empty frame is an L-frame, we conclude
that every Esakia space validates p;o2(L). Thus, p;o9(L) = IPC.

6.5.30. REMARK. Recall that a subframe S of an Esakia space X is cofinal pro-
vided it contains the maximum of X. Cofinal subframes of an Esakia space X
correspond to dense nuclei on the dual Heyting algebra A of X, where we re-
call that a nucleus j is dense if jO = 0 (see Section 3.4.1). Since being a dense
nucleus can be expressed by adding O—1 to PLL, the correspondence between
subframe logics and extensions of PLL discussed in this section extends to the
correspondence between cofinal subframe logics and extensions of PLL + O—_L.

6.6 Stable logics and |54

In this section we will explore the connection between stable si logics and the
extensions of the intuitionistic modal logic 1S4. We aim to parallel the results from
the previous section. The first part of this section is standard, e.g. the analogue
of the translation 7 is the well-known Godel-McKinsey-Tarski translation, so we
will be a bit quicker than in the previous section.

As before, there will be some discrepancies between the stable and the sub-
frame cases. These are caused by the fact that only the rooted Esakia spaces
of a stable si logic form a stable class (and the class of all spaces of a stable si
logic is in general not stable). Thus, instead of embedding stable si logic into
logics extending 1S4 we are forced to move the embeddings to multi-conclusion
consequence relations extending IS4 with the disjunction rule p V ¢/p, ¢ that ex-
presses rootedness. Modulo this adjustment, we provide a characterization of
stable logics and the downward stabilization analogous to the previous section.
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6.6.1 The intuitionistic modal logic 1S4

In this section we recall the definition of the intuitionistic modal logic 1S4, its
algebraic and frame-based semantics and the definition of the Godel-McKinsey-
Tarski translation.

6.6.1. DEFINITION. IS4 is the intuitionistic modal logic with modal operator O
satisfying the following axioms

(1) ap — p,
(2) Op — Odp, and

(3) O(pAq) < (OpAQg),

and is closed under rule of necessitation ¢/O¢p.

We will denote the language of 1S4 by Lis4. As was observed by Ono in
[105], algebraic semantics for 1S4 is provided by interior Heyting algebras, which
are pairs (A, O), consisting of a Heyting algebra A and a unary operation O
that is an interior operator on A; that is, O satisfies Oa < a, Oa < O0a,
O(a Ab) = Oa A 0Ob, and O1 = 1. It is clear how to interpret formulas of Ljs4 in
interior Heyting algebras. Interior Heyting algebras provide an adequate algebraic
semantics for 154.

6.6.2. THEOREM (ONO). 1S4 is sound and complete with respect to interior Heyt-
g algebras.

6.6.2 Interior Heyting algebras and St-spaces

In this section, we introduce St-spaces and show that they are in one-to-one cor-
respondence with interior Heyting algebras. This correspondence can be seen as
the stable analogue of the correspondence between S-spaces and nuclear Heyting
algebras from Section 6.5.2.

First, we recall some properties of interior Heyting algebras. If (A,0) is an
interior Heyting algebra, the fixed points A := {a € A | Oa = a} form a bounded
sublattice of A. In fact Ag = (Ag, A, V, —4,0, 1) is also a Heyting algebra, where
a —g b = 0O(a — b). Not every bounded sublattice of a Heyting algebra is
of this shape. In fact, interior Heyting algebras correspond to pairs (A, Ag) of
Heyting algebras such that A5 is a bounded sublattice of A and the embedding
Ag — A has a right adjoint. This is a well-known fact in residuation theory, see
e.g. [37]. (The reader may also consult [11, Section 3] where this correspondence
is spelled out for monadic Heyting algebras, but the results can easily be adjusted
to interior Heyting algebras.)

As Theorem 6.6.4 below reveals, interior Heyting algebras correspond to what
we call St-spaces.
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6.6.3. DEFINITION. An St-space (short for: stable space) is a pair (X,Y) of
Esakia spaces X and Y together with a map m : X — Y which is onto and
stable map and such that |7 (U) is clopen in Y for each clopen U in X.

To simplify notation we will usually not explicitly mention the stable map 7
of an St-space (X,Y).

6.6.4. THEOREM. There is a one-to-one correspondence between interior Heyting
algebras and St-spaces.*

Proof:

We only sketch the proof. Note that it is entirely analogous to the proof of
Theorem 6.5.5. Let (X,Y) together with 7 : X — Y be an St-space. Let A be a
dual Heyting algebra of X. A routine check shows that O : A — A defined by

OU = X\ 7 Iy (r(X \ 1))

for each U € CU(X) is an interior operator on A.

Conversely, let (A,0) be an interior Heyting algebra. As discussed above,
the set of fixed points Ag is also a Heyting algebra and the map ¢+ : A — Ap,
a + Oa is the right adjoint of the inclusion g : Aq — A.

Let X be the Esakia space dual to A, let Y be the Esakia space dual to Ag
and let 7 : X — Y be the dual of g. Then 7 is a stable and onto. Moreover, g
can then be described by g : CU(Y) — CU(X), given by V +— 7=(V) for each
clopen upset U of X. That ¢ has a right adjoint, in dual terms means that for
each clopen upset U of X, the set

{(Veculy)|~ (V) CU} (6.4)
has a largest element. Now

~Y(V)ycuU
iff X\UCX\7'(V)=71Y\V)
iff ©(X\U)CY\V
iff Ly m(X\U)SY\V.

Thus, in other words (6.4) means that there is a smallest clopen downset W' of
Y that contains |, 7(X \ U).

6.6.1. CLAaM. |y7(X \U) is clopen in'Y .

4This proof was done with the help of M. Jibladze and T. Litak.
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Suppose that |, 7(X \ U) is not clopen in Y. This means that there is a smallest
clopen downset W C Y containing J,7(X \ U) and W # |, 7(X \ U). Then
there is w € W with w & |, 7(X \ U). Since m maps closed sets onto closed sets,
and downsets of closed sets are closed in Y (see Theorem 2.2.3), |, 7(X \ U) is
closed in Y. Thus, there is a clopen downset W’ containing |, 7 (X \ U) but not
w. Then W/ N W is strictly contained in W and still contains |, 7(X \ U) which
shows that W was not the smallest set with that property. Thus, |, 7(X \ U) is
clopen in Y and the claim follows.

The claim shows that |, 7 (W) is clopen in Y for each clopen downset W of
X. Now if U is an arbitrary clopen subset of X, then | U is clopen in X, and
therefore |ym({xU) = ly7(U) is clopen in Y. This shows that (X,Y) is an St-
frame. O

Frame-based semantics via St-spaces

The correspondence between interior Heyting algebras and St-spaces allows us to
interpret formulas of IS4 in St-spaces. Let (X,Y’) be an St-space, where X =
(X,<) and Y = (Y, <). We interpret propositional letters as clopen upsets of
X and intuitionistic connectives as the corresponding operations in the Heyting
algebra of clopen upsets of X. In addition, O is interpreted as the corresponding
unary function on the clopen upsets of X; that is, OU = 7~ }(Y \ {x(X \ U)).

To locally evaluate formulas at a world x, observe that, x & Ov(yp) iff 7(z) €
Im(X \ v(p)), which happens iff there is z € X \ v(yp) with 7(z) < w(z). This
gives rise to the semantics described in Table 6.6.1.

T, p iff zev(p)

rE, o Ny it zE,pandx =, ¥

rE, VY it zhkE,porz =,

rhE, o=y it ykE, ¢implies y =, ¥ for every x < y.
T =, Op iff 2k, pforall z € X with n(x) < 7(2).

Table 6.6.1: Semantics for IS4 via St-spaces

6.6.5. COROLLARY. IS4 is sound and complete with respect to the class of St-
spaces.

The Godel-McKinsey-Tarski translation

We map formulas ¢ of IPC into formulas () of 1S4 according to the Godel-
McKinsey-Tarski translation (see Section 4.6.1).

It is clear that for every ¢ € Lipc and every interior Heyting algebra (A, O),
we have:
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(1) (A4,0) Feiff A= e.
(2) (A,0) F i) iff Ag = ¢

In dual terms we have:

6.6.6. LEMMA. For every ¢ € Lipc and every St-space (X,Y), we have
(1) (X,Y)Eeif X Eo,
(2) (X,Y) E=tle) iff Y = o

6.6.3 Two embeddings from Apc into Yis4

Recall the notion of a multi-conclusion consequence relation and rules from Sec-
tion 2.3.6. By Sis4 we denote IS4 seen as a multi-conclusion consequence relation
that additionally contains the disjunction rule p V ¢/p,q. The multi-conclusion
consequence relations extending Sjs4 form a complete lattice that we denote by
2is4.

Consequence relations in Yjs4 correspond to universal classes of interior Heyt-
ing algebras whose underlying Heyting algebras are well-connected (a V b = 1
implies @ = 1 or b = 1, see Section 2.1.2). Thus, dually they are characterized by
classes of St-spaces (X,Y) such that X is rooted. We call such St-spaces rooted.
For a class IC of rooted St-spaces, let Con(K) be the set of multi-conclusion rules
that are valid in K. Then Con(K) € ¥jsq. We then have the following theorem.

6.6.7. COROLLARY. Let S € Ys4.
(1) S is sound and complete with respect to its corresponding class of St-spaces.

(2) S is sound and complete with respect to its corresponding universal class of
interior Heyting algebras.

For the rest of this Section all St-spaces are assumed
to be rooted.

6.6.8. DEFINITION. Let L € Ajpc and S € Xs4.

(1) We say that L is the intuitionistic fragment of S if for all formulas ¢ € Lipc,

peliff JpesS.

(2) We say that L is the stable fragment of S if for all formulas ¢ € Lipc,

e € Liff /t(p) € S.
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For S € Y54, we define

G(S) ={p € Lirc| /¢ S},
G(S) ={p € Lipc | /t(p) € S}

6.6.9. LEMMA. Let S € Yiss.
(1) C1(S) is the intuitionistic fragment of S and

G(S) =Log({X | Y : (X,Y) is an St-space and (X,Y) = S}).

(2) (o(S) is the stable fragment of S and

((S) =Log({Y | 3X : (X,Y) is an St-space and (X,Y) = S}).

Proof:
We only show (1) since the proof of (2) is similar. For ¢ € Lipc, we have

v € log({X | Y : (X,Y)is an St-space and (X,Y) = S})
X Egpforal (X,Y)ES

XE/pforall (X)Y)ES

(X,)Y)E/pforall (X,)Y)ES

/€S

¢ € Gi(S).

Therefore, (;(S) = Log ({X | Y : (X,Y) is an St-space and (X,Y) = S}). This
shows that (;(S) is a si logic, and so it is the intuitionistic fragment of S. O

(A

Conversely, for a si logic L, define:

m(L) =Sisa +{/¢ | p €L},
m2(L) = Sisa + {/t(¢) | p € L}.

6.6.10. LEMMA. For every si logic L, we have:
(1) m(L) = Con ({(X,Y) | X is a rooted L-space}),
(2) na(L) = Con ({(X,Y) | Y is a rooted L-space)}.

Proof:

We prove (2), the proof of (1) is similar. For an St-space (X,Y) we have Y =L
iff (X,Y) = {t(¢) | ¢ € L}, which happens iff (X,Y) = {/t(¢) | ¢ € L}. Thus,
n2(L) = Con ({(X,Y) | Y is an L-space}). O
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6.6.11. LEMMA. Let L be a si logic.

(1) L= Cm(L), and ny(L) is the least multi-conclusion consequence relation in
GHL).

(2) L= Cane(L), and na(L) is the least multi-conclusion consequence relation in
G (L)

Proof:

(1). Let ¢ € Lipc. Then ¢ € L implies /¢ € ny(L), which implies ¢ € (3m(L).
Therefore, L C pymi(L). If ¢ ¢ L, then there is a rooted L-space X such
that X [~ . Consider the St-space (X, X), where 7 is the identity map.
Then (X, X) £ /o, and (X, X) | m (L) by Lemma 6.6.10(1). Therefore, by
Lemma 6.6.9(1), ¢ & ¢im1(L). This shows that L = ¢m(L). If S € ¢, (L),
then for every ¢ € Lipc, we have ¢ € L iff /o € §. Thus, n(L) C S, and
hence (L) is the least element of ¢;*(L).

(1). Let ¢ € Lipc. Then ¢ € L implies /t(p) € no(L), which implies ¢ €
Coma(L). Therefore, L C (oma(L). If ¢ ¢ L, then there is a rooted L-space
X such that X & ¢. Then (X, X) = /t(p), and (X, X) is a ny(L)-space
by Lemma 6.6.10(2). Thus, by Lemma 6.6.9(2), ¢ & (on2(L). This shows
that L = Gma(L). If S € ¢ (L), then for every ¢ € Lipc, we have o € L iff
/t(p) € S. Consequently, n2(L) C S, and hence 72(L) is the least element
of G H(L). |

As follows from Lemma 6.6.11, for a si logic L, both ¢;*(L) and ¢ *(L) have
least elements, but they may not have largest elements. To see this we require
the following lemma.

6.6.12. LEMMA. Let (X,Y) be an St-space. Then (X,Y) = /Op <> p iff m is an
1somorphism.

Proof:

Let X = (X, <) and Y = (Y, <). First suppose that 7 is an isomorphism. Then
using that valuations are persistent and the semantics of Table 6.6.1, we see that
(X,Y) E Op + p. Next suppose that 7 is not an isomorphism. Then there are
x £y with m(z) < 7(y). Let U be a clopen upset of X, with z € U but y ¢ U.
Define a valuation v on (X,Y’) with v(p) = U. Then z |=, p but x &, Op. Thus,
(X,Y) K= oOp < p. O

For v € Ls4, let 10~ be the formula obtained from ¥ by deleting all occurrences
of O. Similarly to Lemmas 6.5.23 and 6.5.24, we can show that for every § € Xg,,,
if /Op < p € S, then /¢y € S iff /¢py~ € S§. From this we can infer that
m(L) + /Op ¢ p is maximal in both ¢;'(L) and ¢;'(L). On the other hand,
neither of ¢;'(L) and ¢;'(L) has to have a largest element, as the next example
shows.
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6.6.2. EXAMPLE. Let 7 abbreviate (p — ¢q) V (¢ — p) and let S = n;(BD2) +

/(7).

By Lemma 6.6.6, an St-space (X,Y’) is an S-space iff X is a BDy-space

and Y is an LC-space.

(1)

We show that (;(S) = BDs. By Lemma 6.6.9(1), BDy C (;(S). Conversely,
suppose ¢ ¢ BD,. Then there is a finite rooted BDy-space X refuting
. Let n = |X| and let Y be the n-chain. As we saw in the proof of
Proposition 6.3.6(1), Y is a stable image of X. Therefore, (X,Y) is an
S-space refuting ¢. Thus, (;1(S) = BDs. On the other hand, S Z n;(BDy) +
/Op <> p because ({2, %,*) validates 71(BD2) + /Op <> p but refutes S.
Consequently, ¢;'(BD3) does not have a largest element.

We show that (5(S) = LC. By Lemma 6.6.9(2), LC C (»(S). Conversely,
suppose ¢ € LC. Then there is a finite chain Y refuting ¢. Let n = |Y].
As follows from the proof of Proposition 6.3.6(1), Y is a stable image of the
(n — 1)-fork X. Therefore, (X,Y) is an S-space and (X,Y) ~ t(¢). Thus,

© & (2(S). On the other hand, S Z n;(LC) + Op <> p because (E, E) satisfies

m(LC) + /Op <> p but refutes S. Consequently, ¢;'(LC) does not have a
largest element.

6.6.4 Stable logics and stabilization via Sigs

Finally, we use the embeddings 7; and 7y to provide characterizations of stable
logics and of the downward stabilization.

6.6.3. THEOREM. For a si logic L, the following are equivalent.

(1) L is a stable logic.

(2) m2(L) € mi(L).

(3) m(L) +{/e ¥ €L} =m(l).
(4) Gm(L) = L.

(5) For every ¢ € Lipc, from [¢ € mi(L) it follows that /t(yp) € mi(L).

Proof:

(1)=(2).

Suppose that (X,Y) = n1(L). By Lemma 6.6.10(1), X |= L. Since L is a
stable logic, Y |= L. Therefore, by Lemma 6.6.10(1), (X,Y") = n2(L). Thus,

n2(L) € m(L).

. This is obvious.
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(3)=(5). By Lemmas 6.6.11(1) and 6.6.9(2), L = (nma(L) = Log({Y | (X,Y) [
n2(L)}) and Comi (L) = Log({Y | (X,Y) = m(L)}). Therefore, it is sufficient
to show that {Y | (X,Y) En(L)} ={Y | (X,Y) = m(L)}. The inclusion
D is immediate from (3). For the reverse inclusion, suppose that (X,Y) =
n2(L). By Lemma 6.6.10(2), Y =L, so (Y,Y) = m(L) by Lemma 6.6.10(1).
Thus, Y € {Y | (X,Y) Em(L)}.

(5)=(6). Suppose that there is ¢ € Lipc such that /¢ € ni(L) but /t(p) & ni(L).
Then there is an St-space (X,Y) with (X,Y) &= ni(L) and (X,Y) F~ ().
By Lemma 6.6.9(2), (X,Y) = m(L) implies Y E Gm(L) = L. Also,
(X,Y) £ t(p) implies Y (= ¢. Therefore, ¢ & L, contradicting /¢ € ny(L).

(6)=-(1). Suppose that X is a rooted L-space and Y is a stable image of X. Then
(X,Y) is an St-space, and by Lemma 6.6.10(1), (X,Y) = m(L). By (6),
(X,Y) E t(p) for each ¢ € Lipc such that /o € ny(L). Therefore, (X,Y) |=
t(p) for each ¢ € L. Thus, Y = L, and we conclude that L is a stable logi%

6.6.4. THEOREM. Let L be a si logic. Then Staby(L) = Cami(L).

Proof:
By Lemma 6.6.9(2),
CGmi(L) =Log ({Y | 3X : (X,Y) is an St-space and X = L}).

Let

K = {Y ] 3X:(X,Y)is an St-space and X = L},

K' = {Y |Y is a stable image of a rooted L-space X}.
By Proposition 6.3.2(1), Stab,(L) = Log(K’). Clearly K C K’, so Stab,(L) =
Log(K') C Log(K) = (am(L). Suppose that ¢ ¢ Stab;(L). Then there is Y € K’
refuting ¢. Therefore, there is an L-space X such that Y is a stable image X.
Filtration then yields a finite stable image Y’ of Y refuting . Since Y is finite,

(X,Y”) is an St-space (because the topological condition of Definition 6.6.3 triv-
ializes), so Y’ € K. Thus, ¢ & Gni(L). O

6.6.13. REMARK.

(1) Let L be a si logic and ¢ € Lipc. By Theorem 6.6.4, ¢ € Stab(L) iff
t(p) € Sisa+{/v | ¢ € L}. In particular, if Sisqa+{/p | ¢ € L} is decidable,
then so is Stab(L).

(2) In contrast to Theorem 6.6.4, if L is consistent, then (372(L) = IPC. Indeed,
suppose X is a nonempty Esakia space. Let Y be the one-point frame. Then
(X,Y) is an St-space. Since L is consistent, Y is an L-space, so (X,Y) |
n2(L) by Lemma 6.6.10(2), and hence X = (1m2(L) by Lemma 6.6.9(1).
Thus, ¢;7m2(L) = IPC.



6.7. Summary 181

6.7 Summary

We conclude by highlighting the parallels between stable and subframe si logics
that we found in this chapter. First, we showed how to obtain a characterization
of the upward subframization of a si logic via Zakharyaschev’s canonical formulas,
and similarly a characterization of the upward stabilization of a si logic via stable
canonical formulas.

As shown in [24], subframes correspond to nuclei, that constitute the modal
operators of the intuitionistic modal logic PLL. We obtained a characterization
of the downward subframization and of subframe si logics using the interplay of
two embeddings into extensions of PLL.

Similarly, stable images are related to the interior operator on Heyting alge-
bras which constitute the modal operator of the intuitionistic modal logic 1S4.
We obtained a characterization of the downward stabilization and of stable si
logics using the interplay of two embeddings into (rule-) extensions of Sis4. We
summarize these analogies in Table 6.7.1.

Subframe si logics Stable si logics

Corresponding

nuclei interior
modal operator

Characterization via

Wolter’s describable Zakharyaschev’s

) Stable canonical formulas
canonical formulas

operations
Characterized PLL via a version of Godel Il\sﬁtlzﬁszheTarski
by translations into | the Godel-Gentzen translation oy
translation

Table 6.7.1: Connections between subframe and stable si logics






Chapter 7

NNIL-formulas revisited

7.1 Introduction

NNIL-formulas are formulas in the language of IPC defined by a syntactic condi-
tion: they allow no nesting of implication to the left of implication. They were
introduced in [124] and it was shown in [125] that NNIL-formulas are precisely
the formulas whose validity is preserved under submodels. The main tools used
in [125] are subsimulations. The latter can be regarded as the “stable version” of
bisimulations, since a stable map is a total and functional subsimulation.

Validity of NNIL-formulas is also preserved by subframes as was observed
in [29] (see also [130]), thus NNIL-formulas axiomatize subframe si logics. In
fact, NNIL-formulas axiomatize precisely all subframe si logics. This was shown
in [29] by defining subframe formulas in NNIL-form. These formulas are frame
equivalent to the “usual” subframe formulas (see Section 3.4) but are in NNIL-
form. Accordingly, si logics axiomatized by NNIL-formulas have “good properties”
such as fmp, elementarity and canonicity (see Theorem 3.4.9).

In this chapter we have a fresh look at NNIL-formulas and via them at subframe
si logics. Instead of working with subsimulations (as in [125]), our main tools for
this study are stable maps, i.e. order-preserving maps, between Kripke models and
the observation made in [125] and [34] that validity of NNIL-formulas is reflected
by stable maps on Kripke models.

Our central result is a full description of the n-universal model T (n) for NNIL-
formulas. This will complete the work started in [130] where the 2-universal model
for NNIL-formulas was constructed. In fact, it turns out that 7 (n) is also the
universal model for stably reflective formulas (SR-formulas), the class of formulas
whose validity is reflected by stable maps. This implies that every stably reflective
formula is equivalent to a NNIL-formula, a result' that was already proved in
[125]. The facts that logics axiomatized by NNIL-formulas have the fmp and are

n [125], stably reflective formulas are called < -robust.

183
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canonical will be simple consequences of our investigations. As logics axiomatized
by NNIL-formulas correspond to subframe logics, these results are not new.

Thus, many of the results presented were already known, but our presentation
provides an independent—and we believe at times simpler—treatment than in
earlier works.

This chapter is largely based on [78]. The proof of the fmp (Theorem 7.6.8)
has already appeared in [79].

Outline

The chapter is organized as follows: In the next section we recall the definition of
NNIL-formulas and summarize some of their properties. Moreover, we recall some
notions often used in the study of Kripke models such as colors of points and tree
unravellings. In Section 7.3 we define subframe formulas for finite models in NNIL-
form. In Section 7.4 we define the notion of a color-preserving submodel and show
that every infinite model can be reduced to a finite color-preserving submodel.
Section 7.5 constitutes the main part of this chapter, where we construct the
n-universal models for NNIL (and SR). Finally, in Section 7.6 we show that all
logics axiomatized by NNIL- or SR-formulas have the fmp and are canonical.

7.2 Preliminaries

In this chapter we often work with Kripke models as opposed to Kripke frames
or Esakia spaces. We recall a few notions that we often use.

By an n-model we mean a model for a set of n propositional letters. When
we speak of an n-model we always assume that the set of propositional letters
{p1,...,pn} is fixed in advance. Also, by an n-formula we mean a formula in the
language of IPC containing only propositional letters from the set {pi,...,p,}. If
x is an element of a model 9, by M., we denote the submodel of M generated
by z. If z is an element in an n-model M, then col(z)—the color of x—is the
n-sequence (ay,...,a,), where a; = 1 iff M,z |= p; and a; = 0 otherwise. By an
n-color we simply mean a binary n-sequence. The set of n-colors can be ordered
by the product order that we denote by <, i.e. for n-colors ¢ = (a4, ...,a,) and
d = (dy,...,a)) we have ¢ < ¢ iff a; < a for all 1 < i < n. We write ¢ < ¢ iff
c<cdandc#/.

The reader may recall the notions of successor, immediate successor, and
depth from Section 2.2.1. We say that a model 91 is of bounded depth iff the
underlying poset is of bounded depth, and we write d(9t) for the depth of the
poset underlying 9t. A model 9 is of bounded branching iff there is natural
number k such that each point in 991 has at most k immediate successors.
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A rooted model M = (W, <, v) is called a tree iff for all w € W, Jw is a finite
linear order. We will also use the following lemma that is standard.

7.2.1. LEMMA. Let n and k be natural numbers. There are only finitely many
non-isomorphic n-trees of branching < n and depth < k.

Proof:

It is easy to see that the ‘full’ tree T" of branching n and depth < k has s :=
Yo<i<kn'-many nodes. Now every tree of branching n and depth < k is a subtree
of T. Thus, disregarding the valuation, there at most 2°-many non-isomorphic
trees of branching < n and depth < k. Now each of these trees admits only a
finite number of possible valuations. O

We will often unravel models into trees: Recall that the standard unraveling of
a rooted model M = (W, <, v) with root r is a tree Myee = (W3, <¢,v;) consisting
of finite paths starting from the root, i.e. we have

o Wy ={(rywy,...,wg) |wy,...;,wp € Wand r <w;--- < wy},
e 0 <, 7 iff ¢ is an initial segment of 7,
o (rowq,...,wg) €vy(p) iff wy € v(p).

We identify the root r of 9t and the root (r) of Myee, which we often denote
simply as 7.

Note that by reflexivity of the relation <, the model IMyee is always infinite
even if 9 is finite. Thus, if 90 is finite, we will define its unraveling using paths
along immediate successors instead. This will produce finite models whenever 9t
is finite. In this case, we write %oy instead of MMiree.

It is easy to see that Miee and Toy (for finite M) are trees. Moreover, the
natural map « that sends a path ¢ in My or Top to its final point a(o) is a
surjective p-morphism. Thus, for any ¢ € Lipc and 0 € Myee,

SDTtreey o }: ()0 1ff m? Oé(O') ): 90

and similarly for Toy.

As mentioned in the introduction, NNIL-formulas allow no nesting of implica-
tion to the left of implication. NNIL-formulas in normal form are defined by the
following grammar:

pu=L|plene|eVelp—=e

As observed in [125], using the IPC-equivalences ((¢ V ¥) — x) <> ((¢ —
X)A (Y — x)) and (¢ AY) = x) < (¢ — (¥ — X)), every NNIL-formula is
provably equivalent to a NNIL-formula in normal form. Thus, we will usually
assume that a NNIL-formula is given in normal form.
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Moreover, NNIL-formulas are locally finite in the sense that for every natural
number n, there are up to provable equivalence only finitely many n-formulas in
NNIL ([125, Theorem 2.2], see also [130, Theorem 6.1.7]).

7.2.2. LEMMA ([125, 34]). NNIL-formulas are backwards preserved by stable
maps, i.e., for ¢ € NNIL, and two models M = (W, <,v) and N = (W', <0,
and a stable map f: W' — W, we have that for any w € W',

M, f(w) =@ implies Nw = p.

The above gives rise to the class SR (short for stably reflective) of formulas
that are backwards preserved, i.e. reflected, by stable maps. To be precise, SR is
the class of formulas that satisfy the property of Lemma 7.2.2. We then obviously
have

NNIL C SR. (7.1)

7.2.3. REMARK. The “converse” of the above statement is also true, i.e. every
formula that is stably reflective is equivalent to a NNIL-formula as follows from
Theorems 7.4.1 and 6.11 in [125]. We provide an alternative proof of this fact in
Corollary 7.6.1.

7.3 NNIL-subframe formulas on trees

We observe that the definition of NNIL-subframe formulas from [29] also makes
sense for arbitrary finite rooted models (not only for finite rooted frames). These
formulas allow a simple refutation criterion on models via stable maps. The
criterion can also be extended to frames as we will show in Section 7.6. As a
simple consequence we obtain that NNIL- and SR-formulas distinguish the same
finite pointed models (in the sense of Definition 7.3.4).

7.3.1. DEFINITION. Let 91 = (W, <,v) be a finite n-model. For w € W let
prop(w) = {p | M,w [ p} and notprop(w) = {p | N,w = p}. Define a NNIL-
formula S(w) by induction on the depth of w: for a maximal point w let

Blw) = A\ prop(w) — \/ notprop(w),

and if w € W is not maximal, and wy, ..., w,, are the immediate successors of w,
let

m

B(w) = N\ prop(w) — \/ notprop(w) v \/ B(w;).

i=1
If M is rooted with root r, then define 5(9) = B(r).

Let B denote the collection of all NNIL-subframe formulas of finite models, i.e.

B = {#(w) | w is a node in some finite model}.
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7.3.2. LEMMA. For any finite model M and w € N, we have N, w = f(w).

Proof:
We prove the lemma by induction on d(w). If d(w) = 1, clearly,

Nw = /\prop(w) and I, w \/notprop(w), (7.2)

which gives M, w [~ f(w). Suppose d(w) = k + 1 and the lemma holds for all
points with depth k. Assume that wq, ..., w,, are immediate successors of w. By
induction hypothesis, we have 9, w; (= 5(w;) for all 1 <4 < m. Thus, we obtain
N, w = Vio, B(w;) by persistence. Since (7.2) also holds for w in this case, we
conclude 9, w = B(w). O

7.3.3. LEMMA. Let N be a finite rooted model, let N be an arbitrary model, and
let x € M. If M, x [~ B(N) then there exists a stable map f from Ty into M.

Proof:

It is not hard to see that (Ty) = B(M) since nodes in N and Ty, have essentially
the same immediate successors. Let r be the root of Ty;. The function f is defined
stepwise upwards from the root r in such a way that for every w in Ty, f(w)
has the color of w and M, f(w) ¥ F(w;) for all immediate successors w; of w.
Suppose f has been defined already for some w and suppose u is an immediate
successor of w. By the fact that 9, f(w) ~ B(u) and the form of 5(u) it is clear
that f(w) has a successor v’ that has the same color as u and 9, u’ = [(u;) for
all immediate successors u; of u. Define f(u) = u'. Note that the unraveling
makes sure that we never assign different values to the same node since we can
arrive there from the root in only one way. O

Obviously, the collection B of NNIL-subframe formulas, is contained in NNIL
and recall that by (7.1) all NNIL-formulas are in SR. The results above imply
that all these formula classes distinguish the same finite pointed models in the
following sense.

7.3.4. DEFINITION. Let ® be a set of formulas and let 91 and 91 be models,
w e Mand v € N. Then (M, w) and (M, u) are called P-equivalent (or P-
indistinguishable), written (I, w) ~¢ (M, u), iff for each p € P,

Mw e <= NukE=p

We say that @ distinguishes (I, w) and (M, w) iff (M, w) and (M, u) are not
d-equivalent.

7.3.5. PROPOSITION. Let M and N be finite n-models and let w € M and u € N.
The following are equivalent:
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(1) (M, w) ~g (N, u).
(2) (M, w) =i (9T, w).
(3) (M, w) ~sr (M, u).

Thus, B, NNIL, and SR distinguish the same pointed models.

Proof:

The implications (3) = (2) = (1) are obvious since B C NNIL C SR. We show
that (1) implies (3). Assume that (9%, w) ~g (9, u). Let ¢ € SR be such that
M, w = p. We show that also M, u = ¢. By Lemma 7.3.2, M, u (= B(u), which
by B-equivalence implies 9, w = B(u). Now, by Lemma 7.3.3, there is a stable
map f from To, into M,,. By assumption, M, f(u) E ¢, so Ty, ,u = ¢ since
¢ € SR. This implies that ¢, u = ¢. The other implication follows from symme-
try. O

In Corollary 7.6.1, we show that the statement of the above proposition also
holds for infinite models. As explained at the end of the previous section, this
fact already follows from the results in [125].

7.4 Finite color-preserving submodels

In this section we provide a way to reduce an infinite model to a finite one via a
version of the selective filtration method. In case the infinite model is a tree, the
finite (reduced) model is SR- and NNIL-indistinguishable from the infinite model.

7.4.1. DEFINITION. A submodel 9 of a model 9t is called color-preserving if,
for any z € MM, any y € M, z < y implies that there exists 3’ € M’ such that
x <y and col(y") = col(y).

The next lemma shows that color-preserving submodels are preserved under
images of p-morphisms in the sense that the image of a color-preserving submodel
in the domain of a p-morphism f leads a color-preserving submodel in the co-
domain of f. Moreover, being a color-preserving submodel is a transitive relation.

7.4.2. LEMMA. Let 9N be a model.

(1) Let f : 9 — N be a p-morphism onto a model N. If M’ is a color-preserving

submodel of M, then the image fIIN'] of M’ under f is a color-preserving
submodel of MN.

(2) If M is a color-preserving submodel of M and M is a color-preserving
submodel of M, then M" is a color-preserving submodel of M.
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Proof:
(1) Let x € fIM] and x < y for some y € M. Let u € M with f(u) = x.
Since f is a p-morphism, there is v < w € M with f(w) = y. Since M
is color-preserving, there is v < w' € M’ with col(w) = col(w’). Then

flu) < f(w') € fII] and clearly col(f(w')) = col(y).

(2) Suppose z € M” and = < y for some y € M. Then x € M’ and since
M’ is a color-preserving submodel of 9, there is ¢y € M’ with = < ¢/ and
col(y") = col(y). Thus, since M” is a color-preserving submodel of M’ there
is ¢y € M" with x < y” and col(y") = col(y). 0

7.4.3. LEMMA. Fvery n-tree M has a color-preserving subtree N of bounded
depth with the same root.

Proof:
Let M = (W, <,v) and let r be the root of M. Let M’ be the submodel of M on
the set

W' ={r}U{w e W | col(u) < col(w) for the immediate predecessor u of w}.

Since M is a tree, | is finite for each x € M, thus every point has a predecessor,
and so W' is well defined. The model 9 has bounded depth since all chains
in O are strictly increasing in color and there are only finitely many colors. It
remains to check that 9t is a color-preserving submodel of 9. Let x € W', any
y € W with x < y. Since |y is a finite, there exists a predecessor 1y’ of y in W'
with col(y) = col(y'). Since |y is linear, we obtain = < y/'. 0

7.4.4. LEMMA. FEvery n-tree M of bounded depth has a finite color-preserving
subtree M with the same root.

Proof:

Assume that 9 is of depth k. Putting 9%y = 991, we inductively select a sequence
of submodels 91, C N1 C --- C Ny C Ny and a sequence ny > ng_1 > -+ > Ny
of natural numbers satisfying the following two conditions:

(1) The model M; is a color-preserving submodel of M;_; and is obtained by
deleting points from 91;,_; that have depth at most :—1 in 9, and

(2) every point in M; of depth < ¢ has at most n;-many immediate successors.

Thus, by Lemma 7.4.2(2), 9, will be a color-preserving submodel of 9. More-
over, every point in 91 has at most n, immediate successors and since 1 has
depth k, the model ;. is finite.
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Suppose ;1 and n;_; have already been constructed satisfying (1) and (2)
above. By Lemma 7.2.1, there is a number n; > n;_; binding the number of
non-isomorphic trees of branching at most n; 1 and depth .

Consider the points of depth 91;_; that have depth ¢ 4+ 1 in 9. For each such
point w, consider all the subtrees generated by the immediate successors of w in
;1. All these trees have branching at most n;_; and depth < i. Thus, there
are at most n;,-many non-isomorphic such trees. For each isomorphism type we
keep exactly one tree in 1; and delete all the others.

By construction it is clear that all points of depth < i in 91; have at most n;-
many successors, thus (2) from above is satisfied. It is also clear that we obtained
N, from ;1 by deleting points from I;_; that have depth < ¢ in 9. To see
that O, is a color-preserving submodel of 91;_1, suppose that w € M;, u € NM;_,4
and w < u. If u € N;, then we are done. Otherwise, u is in a subtree T" generated
in 91;_; by an immediate successor of w that was deleted by building 91;. By the
construction, there remains an isomorphic copy of 7" in 91; above w and the point
corresponding to u in this isomorphic copy will have the same color as u. Thus,
N, is a color-preserving submodel of M; ;. This shows that also (1) is satisfied
for N;. O

7.4.5. THEOREM. Fwvery rooted n-model N has a finite color-preserving submodel
N with the same root r. Moreover, if MM is a tree then N is also a stable image
of M and so (M, 1) ~sg (N, 7) and (M, r) ~na (DT, 7).

Proof:

We construct O in stages. First unravel 91 to obtain a tree My with the same
root. Second, apply Lemma 7.4.3 to 9Myee to obtain a color-preserving submodel
M, of bounded depth with the same root. The model 901, is obviously a tree.
Lemma 7.4.4 provides a finite color-preserving subtree 91, of MMy with the same
root. By Lemma 7.4.2(2), 9, is a color-preserving submodel of 9 ce.

Let a be the natural p-morphism from M. onto N, and let a[MNy] = N be
the image of My under a. By Lemma 7.4.2, the model 91 is a color-preserving
submodel of 9. Moreover, since M5 is finite, so is M. Finally, since o maps the
root of Miee to the root of I, the models M and N have the same root.

Now suppose in addition that 90 is a tree. Then 91 can be obtained by
subsequently applying Lemmas 7.4.3 and 7.4.4. We show that 91 is also a stable
image of 9. Let M be obtained from 9t as in Lemma 7.4.3. Then the map

f(w) =min{u < w | col(u) = col(w)}

is easily seen to be a stable map from 9t onto 9. Now let k = d(9') and let
N =9 C --- C Ny =DM be the sequence of models constructed in the proof
of Lemma 7.4.4. For 1 < i < k define a family of maps ¢; : 9,1 — N, as
follows: the map g; sends a subtree that is removed in the construction to its
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isomorphic copy that is kept in 91;. Then g; is obviously stable, in fact it is a p-
morphism. The composition g of the g;s — note that these are only finitely many —
gives a stable map from 9t onto 91. Then go f is a stable map from 9t onto N. O

7.5 Universal models

We construct n-universal models for NNIL- and SR-formulas. The results in this
section are a continuation of [130], where the 2-universal model for NNIL was
constructed (although slightly differently than here, namely via subsimulations
as opposed to stable maps). Roughly, an n-universal model is the “minimal”
model that contains witnesses for all “non-implications”, i.e. for all pairs of n-
formulas ¢ and ¥ with ¢ I/ 1, the n-universal model contains a point that satisfies
@ but refutes ¥. In detail:

7.5.1. DEFINITION. We say that an n-model 9 = (W, <,v) is an n-universal
model for a class W of formulas iff the following conditions are satisfied:

(1) For any n-formulas ¢,9 € W, if ¢ ¥ 1, then there is w € M with w = ¢
and w [~ .

(2) For each finite point-generated upset U of 91 there is an n-formula i) € ¥
such that v(¢) = U.

If, in addition, for all upsets U of an n-universal model 9t of ¥, there is an
n-formula ¢ € ¥ such that v(¢)) = U, we call 9 an exact model of W.

Thus, condition (1) in the n-universal model makes sure that “there are enough
counterexamples” and (2) ensures that “there are no superfluous” points. Note
that (2) ensures that no distinct worlds in the n-universal model for ¥ are -
equivalent.

Results on the n-universal models for IPC can be found in [118, 7, 71, 115,
86], see e.g. [29, Chapter 3] for an overview. Results on n-universal models
for fragments of IPC have also been investigated by a number of authors, see
(74, 91, 30, 35].

On the first sight, our construction of the n-universal model for NNIL may
appear a bit “non-standard”, as we will define it as a collection of models, i.e. the
worlds in our n-universal model are models themselves. These models are then
ordered via stable maps. On the other hand, also the n-universal model for IPC can
be regarded as a collection of models—namely the collection of its point-generated
upsets—that are ordered by the generated submodel relation, i.e. via injective
p-morphisms (which was in fact also the presentation of [85]).
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The elements of the n-universal model 7 (n) for NNIL will be finite rooted
trees. If T and 1" are finite rooted trees, we write

T <T'iff thereis stablemap f:17" — T

and we write T'=T" iff T < T" and T" < T'. It is clear that the relation < is
a preorder. Before we give the definition of T (n), we collect a few obvious facts
about the relation <:

7.5.2. LEMMA. Let T and T’ be finite n-trees with roots r and r’, respectively.
(1) If T =T, then (T,r) ~sg (T",7") and (T,r) ~yni (T",7").
(2) If T" LT then T |= 5(T").

7.5.3. DEFINITION. The model 7 (n) = (W, < v) is defined as follows:

e The domain of 7 (n) is inductively defined in layers:
The first layer consists of the 2" distinct n-colors.

Assume that the [-th layers for [ < m have been defined already. We define
the (m + 1)-th layer as follows:

Let X = {T,...,T}} be a set of <-incomparable trees from the layers < m
containing at least one member of layer m and let ¢ be a color strictly
smaller than all the color occurring in the trees of X'. Build the tree Ty .
by taking the disjoint union of the members of X and adding a fresh root
of color c. Add T, to T(n).

e Order 7 (n) by the < relation.

e For each propositional letter p, set v(p) = {T € T(n) | T = p}.

The valuation v on 7 (n) is easily seen to be persistent and (2) of Lemma
7.5.4 implies that the relation < is a partial order on T (n), thus, 7(n) is an
intuitionistic Kripke model. Note that the m-th layer of 7 (n) contains trees of
depth m. However, the depth of a tree regarded as a point in 7' (n) is often larger.
It is also easy to see that T (n) is finite: indeed, because the color ¢ in some Ty .
is strictly smaller than all the color occurring in the trees of the corresponding
set X, every tree in T (n) has at most depth n + 1. Thus, the construction of
T (n) terminates after n + 1 rounds, i.e. 7 (n) is constructed in n + 1-many layers
and it is clear that each layer is finite.

Figure 7.5.1 shows 7 (2), which has three layers. The dashed lines indicate
the order in 7 (n) and the solid lines indicate the order in the respective trees.
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Figure 7.5.1: T(2)
7.5.4. LEMMA. Let T,T" € T(n).

(1) If f : T — T 1is stable, then f is the identity map on T.
(2) If T #T', thenT #T'.

(3) If T € T(n), then T, € T (n) for everyx € T.
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Proof:

(1)

(3)

We show this by induction on d(7"), the depth of the tree 7. If d(T") =1
the claim is obvious. So let d(T") = [ and suppose we have shown (1) for
all 7" € T(n) with d(T") < I. Let f : T — T be stable. Suppose T
is constructed from the set X = {T3,...T}} by adding the root r. Let
1 <i <k and let 7; be the root of T;. Then f(r;) € T; for some 1 < j <k
since by construction of 7(n) no element in X has a node of the color of
r. Then f[T;] C T since f is stable. Thus, the restriction f[; of f to
T; is a stable map from T; to T;. Since the elements of X' are pairwise
incomparable, this implies that T; = T}, so f[y, : T; — T; is a stable map.
Since d(T;) < I, flr, is the identity map on T;. We have thus shown that
f restricted to all elements in X is the identity. Since no element of T has
the same color as r, f(r) = r. This finishes the proof of (1).

This is a simple consequence of (1). We show the contrapositive of the claim.
Suppose T' = T”, i.e. there are stable maps f : T — T’ and g : T — T.
Then go f : T — T and fog: T — T’ are stable and thus the identity
on T, respectively, 7" by (1). So g is a bijective stable map with a stable
inverse. It is a well known property of partial orders that in this case T' is
isomorphic to 7", so T' = T".

This follows by construction. O

Since the points in 7 (n) are models themselves, a formula ¢ can be evaluated
at a point T of 7T(n) in two ways: Either ¢ can be evaluated at the root r of
the model T', or ¢ can be evaluated in 7 (n) at point 7. The next lemma shows
that the resulting truth value of NNIL- (and even SR-) formulas coincides for
both ways of evaluating. In other words, (7 (n),T") and (T, r) are NNIL- and even
SR-equivalent.

7.5.5. LEMMA. Let T' € T(n) and let r be the root of T. Then
(1) (T,r) = (T(n), T),
(2) (T,r) ~sr (T(n), T).

Proof:

(1)

Let ¢ be a NNIL-formula. The proof is by induction on ¢(¢), where ¢(¢p) is
the number of symbols of .

If d(T) = 1, the claim is trivial and if ¢(p) = 1, the claim follows by
definition of the valuation. So suppose c¢(¢) > 1. The inductions steps for
A and V are easy. So suppose ¢ = p — 1.

First suppose that T, r = ¢ for some T' € T (n). We show that T (n),T = ¢.
To this end, suppose that ' < 7" in T (n) with 7(n),T7" = p. We aim to
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show that T (n),T” |= . Since T' < T, there is a stable map f : 7" — T.
L. Since ¢ is stably reflective, 7",r" |= p — 1, where 7" is the root of
T'. Moreover, T, 7" = p by definition of the valuation on 7 (n), thus,
T',r" = 1. Since ¢(1)) < ¢(p), we can apply the induction hypothesis to get

T (n), T" = 1. This shows that T (n),T | ¢.

Conversely, suppose that 7(n),T = ¢. To see that T,r = ¢, let x € T and
suppose that T,z = p. Then T, € T(n) by Lemma 7.5.4(3). Moreover,
T < T, since the identity on T, is a stable map from 7, into T. Since
T,z |= p, also T,z = p and so T (n),T, = p. Since T' < T, it follows that
T(n), T, = ¢ and so T,,x = ¢ by induction hypothesis. Thus, T,z |= ¢
and so T,r |= ¢.

(2) This follows from the fact that 7" and 7 (n) are finite, using item (1) and

Proposition 7.3.5.
(I

Our next goal is to show that every finite rooted n-tree is SR-equivalent to a
point in 7 (n). To this end, we first show a lemma:

7.5.6. LEMMA. For each finite rooted n-tree T, there exists T in T (n) such that

(1) there is a stable map from T onto T, and

(2) T is isomorphic to a submodel of T that has the same root as X.

Proof:
We prove this by induction on d(¥). The case d(¥) = 1 is trivial. So, assume
d(¥) > 1 and the root of ¥ is r. Let wy,...,w;, be the minimal elements in T

with a color different from col(r). The induction hypothesis applies to the trees
%1, ..., %, generated by wy, ..., wy. So, there are T (n)-members T, ..., T} and
stable maps f1,..., f, with the properties (1) and (2). Assume without loss of
generality that X = {71, ..., T} are the minimal elements among T, ..., T}, with
respect to < (and are therefore incomparable). Then for each £k + 1 < i < h,
there is m(i) < k such that T < T; and thus for each such ¢ there is a stable
map g; : 1y — Ty

Let T be the tree that is formed by taking the disjoint union of the trees in
X and adding a fresh root ' of color col(r) below. We show that T" serves our
purpose.

First note that 7" is a member of 7 (n). This is because the elements of X
are <-incomparable and col(r") does not occur in them. Next we define a map
f: T — T as follows: for each w € T,

r if col(w) = col(r),

fw) = q fiw) if w e E; for some i < k,
Im@) © fi(w) if we T, for some k + 1 <.
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It is easy to see that f is stable. Since fi,..., fr map %y,...%; onto T7,..., T}
and f(r) = 7/, the map f is surjective. Finally, since by induction hypothesis,
T; is isomorphic to a submodel of T;, for each for each 1 < i < k, the tree T is
isomorphic to a submodel of ¥. O

7.5.7. THEOREM. For every finite rooted n-tree T, there is a unique T € T (n)
with T =T. In particular, T ~sg (T (n),T).

Proof:

Let T be as in Lemma 7.5.6. Then obviously ¥ = 7. By Lemma 7.5.4(2),
T € T(n) is unique with respect to this property. Then ¥ ~¢g 7" by Lemma
7.5.2(1) and thus ¥ ~sg (T (n),T) by Lemma 7.5.5. O

7.5.8. LEMMA.

(1) For n-formulas ¢, € SR, if @ I/ 1, then there exists an element of T (n)
verifying @ and falsifying 1.

(2) For each T in T (n) there exists a NNIL-formula 5+ (T) such that for each
T' e T(n), T' = BH(T) iff T < T

(3) For each upset U of T(n) there exists a NNIL-formula 5+ (U) such that for
each T' € T(n), T E Y (U) iff T € U.

Proof:

(1) If ¢ I/ 4, then there is a finite rooted tree 9 that satisfies ¢ and refutes v
in its root. By Theorem 7.5.7, there is a T'in 7 (n) with the same property.

(2) Define H(T) = A{B(S) | S € T(n)and T £ S}. Let T’ € T(n) with
T <T'. Toseethat T" |= 7(T), let S € T(n) with T« S. Then T" £ S.
So T = B(S) by Lemma 7.5.2(1). Thus, T" = 1(T).

Conversely, suppose that T £ T’. Then S(T") is one of the conjuncts in
BT(T) and since T" (£ B(T") by Lemma 7.3.2, we have T" (£ (7).

(3) Define gt(U) = A{B(u) | u ¢ U}. The proof of (3) is similar to the one of
(2). O

7.5.9. THEOREM. T (n) is an exact n-universal model for NNIL and SR in the
sense of Definition 7.5.1
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Proof:

Lemma 7.5.8(1) shows that 7 (n) satisfies (1) from Definition 7.5.1 for SR. This
implies that 7 (n) also satisfies (1) for NNIL. Point (2) of the same lemma shows
that 7 (n) satisfies (2) for NNIL and thus for SR. Finally, (3) of that lemma shows
that 7T (n) is exact for NNIL and thus for SR. O

We finish this section with two additional observations on the universal model.
Using the results from Section 7.4, we can show that Theorem 7.5.7 also holds in
the infinite case:

7.5.10. THEOREM. For every n-tree MM, there is a unique T € T (n) with M =
T. In particular, for every rooted n-model MM there is T € T (n) with M ~sgr
(T(n),T).

Proof:

Let 9 be an n-tree. By Theorem 7.4.5, there is a finite subtree 9 of 91 that is
a stable image of 9. In particular, 9t = 9. By applying Theorem 7.5.7 to IV,
we obtain T € T (n) with 9V = T', then also 9t = T'. Thus, T is as desired. If 9
is not a tree, then first unravel 90 into a tree M. and obtain 1" as before. Then
Miee and T are SR-equivalent. Since M and My, satisfy the same formulas, It
and T are also SR-equivalent. O

Finally, we show that 7 (n) is isomorphic to what we call the n-canonical
model for NNIL-formulas: By NNIL,, we denote the collection of all n-formulas in
NNIL. The elements of the n-canonical model for NNIL-formulas are the consistent
theories of NNIL,-formulas with the disjunction property and these are ordered
by inclusion. A theory ¥ in this model satisfies a propositional letter p iff p € .
This obviously provides a persistent valuation. We denote the resulting model
by OMNNIL - Since NNIL is locally finite, this model is finite and its members are
nothing but the theories generated by the (consistent) NNIL-formulas with the
disjunction property.

7.5.11. THEOREM. (IMNNIL C) is isomorphic to (T (n), <).

Proof:
Let {¢1,. .., ¢k} be the collection of NNIL,,-formulas up to provable equivalence.

First we define a map o from 7 (n) to M,. If T" € T(n) let o(T) = {¢ €
NNIL, | 7(n),T |= ¢}. Then o(T) is a theory of NNIL,,-formulas with the disjunc-
tion property. Moreover, if T < 7" in T (n), then o(T") C o(1”) by persistence,
thus o is order preserving.

Conversely, we define a map n from 9, to T(n). Let ¥ € 9MMNNIL Then
there is a set s C {1,...,k} such that ¥ is generated by {y; | i € s}. In
particular, A, @i I/ \/i¢s @; since ¥ has the disjunction property. By property
(1) in Definition 7.5.1, there is some T' € T (n) satisfying A, ¢; and refuting
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Vigs pi- In fact, T € T(n) is unique with this property. Indeed, suppose 7"
satisfies ; for all i € s and refutes all ¢; with i € s, then T" and T" agree on all
NNIL,-formulas and thus coincide by property (2) of the n-universal model. So
we define n(¥) = T. It is easy to see that on(¥) = W for all ¥ € 9, also that
no(T) =T for every T € M,,.

To conclude that n and o provide an isomorphism between 9%, and T (n), it
remains to show that 7 is order-preserving. For ¥ C ¥ in 9, let n(V) = T
and n(V') = T". Then f7(T) € o(T) = ¥ and therefore 57 (n(¥)) € V' = o(T").
Thus, T" = 1(T') and so T' < T' by Lemma 7.5.8(2). O

7.6 Subframe si logics via NNIL-formulas

We show that si logics axiomatized by B-, NNIL- or SR-formulas have the fmp
and are canonical. As already discussed, these results are known, since the above
mentioned logics are precisely the subframe si logics. However, since fmp and
canonicity follow smoothly from our previous considerations we include these
results here.

An immediate consequence of the construction of the universal model is that
logics axiomatized by B-; NNIL-, or SR-formulas coincide:

7.6.1. COROLLARY. If ¢ € NNIL or ¢ € SR, then there is a finite collection C
of B-formulas, such that bipc ¢ <> Ngyee B(r). In particular, every ¢ € SR is
provably equivalent to a NNIL-formula.

Proof:

Suppose that ¢ is an n-formula. Consider the upset v(p) of the universal model
T(n). By (the proof of) Lemma 7.5.8(3) there is a finite collection C of B-
formulas such that for each " € T(n), T = ¢ il T = Ay, 8(r). Then

Fiec @ < Ag@ryee B(r) by the properties of the universal model. 0

7.6.2. COROLLARY ([125], [29]). For a si logic L, the following are equivalent:
(1) L is axiomatizable by SR-formulas.
(2) L is aziomatizable by NNIL-formulas.

(3) L is axiomatizable by B-formulas.

Proof:
Since B € NNIL C SR, the implications (3) = (2) = (1) are obvious. To see that
(1) implies (3), suppose that L = IPC 4+ T", where I is a set of SR-formulas. For
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each ¢ € I, let Ky, be as in Corollary 7.6.1. Then L = IPC + [ {0y} O

In light of Corollary 7.6.2, it will be enough to show our intended results for
logics axiomatized by B-formulas. The results in Section 7.3 imply the follow-
ing simple refutation criterion for the B-formulas on Esakia spaces and frames.
However, Theorem 7.6.5 shows a more useful criterion via color-consistent maps.

7.6.3. THEOREM. Let N be a finite rooted model and let § be an Esakia space
or Kripke frame. Then, § (= B(N) iff there is a stable map from Ty into some
model M on §.

Proof:

If § ¥~ B(MN), then M £ S(N) for some model M on §. By Lemma 7.3.3, there
exists a stable map f from Ty into 9. Conversely, assume that f is a stable map
from Ty into a model M on §. By Lemma 7.3.2, we have Ty, r & 5(IN) where r is
the root of 9. Since S(NM) € NNIL, we obtain M, f(r) = (M) by Lemma 7.2.2. O

7.6.4. DEFINITION. A stable map f from a model 9 into a frame § = (W, <) is
said to be color-consistent iff for all w,u in N,

f(w) < f(u) = col(w) < col(u).

7.6.5. THEOREM. Let N be a finite rooted model and let § be a Esakia space or
Kripke frame. Then, § = B(N) iff there is a stable color-consistent map from Ty
mto §.

Proof:

The left to right direction follows from Theorem 7.6.3, as a stable map into a
model is clearly color-consistent. For the other direction assume that f is a stable
color-consistent map from Ty into F = (W, <). We assume that § is an Esakia
space. (The proof where § is a Kripke frame is even simpler). Let wy, ..., wy be
the elements of Ty and let f(wy) = z1,..., f(wg) = xx. For each 4, j such that
x; £ xj, by Priestley separation there is a clopen upset Uj; jy containing x; but
not x;. Let U; be the intersection of all Uj; ;) with 1 < j < k. Then it is easy to
see that for all 1 <i,j <k,

Now define a valuation v on § by setting for each propositional letter p,
v(p) = J{Ui 11 <i <k, Ty w; b= p}.

We check that f preserves the valuation. If Ty, w; = p for some 1 < i <k,
then U; appears in the union defining v(p) and z; € U;, thus z; € v(p). Con-
versely, if x; € v(p) for some 1 < i < k, then there exists 1 < ¢ < k such that
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zj; € U; and Ty, w; = p. Then z; < z; by (7.6.5), i.e. f(w;) < f(w;). Since
[ is color-consistent, col(w;) < col(w;) implying that Ty, w; = p, as required.
Thus, the function f is a stable map from Ty into the model (§, v), and therefore
§ = B(M) by Theorem 7.6.3. 0

An immediate consequence of the theorem above is that 5(91)-formulas are
preserved by substructures: Let § = (W, <) and & = (W', <') be Esakia spaces
or Kripke frames. We say that & is a substructure of § iff W/ C W and z <y
iff © <"y for all z,y € W'. Note that even if §F and & are Esakia spaces, the
former definition does not impose any relation between the topological structure
of & and § (in contrast to the definition of subframes in Definition 3.4.3).

7.6.6. COROLLARY. Let § = (X, <) and & = (Y, <') be Esakia spaces or Kripke
frames and let & be a substructure of §. If § = B(N) for some finite rooted
model N, then & |= B(N). In other words, validity of B-formulas is preserved by
substructures.

Proof:

Suppose for contraposition that & & 5(9). By Theorem 7.6.5, there is a color-
consistent stable map f : Ty — &. The map f composed with the embedding
from & into § is easily seen to be color-consistent. Thus, § = 5(). O

An easy consequence of the above is all logics axiomatized by SR or NNIL-
formulas are canonical (which corresponds to Theorem 3.4.9(3)).

7.6.7. COROLLARY. Suppose that L is axiomatized by SR- or NNIL-formulas, then
L-spaces and L-frames are closed under substructures. In particular, L is canoni-
cal.

Proof:
The first part is immediate by Corollaries 7.6.1 and 7.6.6. The underlying Kripke
frame of an L-space is obviously a substructure. Thus, L is canonical. O

Moreover, we obtain that si logics axiomatized by NNIL or SR-formulas have
the fmp (which corresponds to Theorem 3.4.9(1)).

7.6.8. THEOREM. If L is axiomatized by NNIL or SR-formulas then L has the
fmp.

Proof:

Assume that LF ¢ for some formula . Without loss of generality we can assume
that ¢ is a (stable) canonical formula (see Section 5.4.2). Then ¢ is of the shape
Nicroi =V e Dis where for j € J, p; is a propositional letter and almost all of
the conjuncts ; are in NNIL-form except for those that are of the shape (p; —
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q) — py where pq,py are propositional letters and ¢ stands for a propositional
letter or L.

By completeness, there is a model 9 based on a rooted L-space § with root r
and such that MM, r |= ¢; for all i € I and M = p; for all j € J. By Corollary 7.4.5,
there is a color-preserving submodel 9 of M with root r. Clearly I r E ¢;
whenever ¢; is of NNIL-shape and 9V, r = p; for all j € J. It remains to show
that M, r = (p1 — q) — p2. Let x € M with M, x | po. Then M, x B~ po, thus
M, x = p1 — q, so there is x < y with M,y = p; and M,y = ¢. Then there is
x <y €M with col(y) = col(y’). Then M,y = p1 — q.

Finally, the underlying frame § of 9 is obviously a substructure on §, thus
& is an L-space by Corollary 7.6.7. O






Chapter 8

Quotient dynamics

8.1 Introduction

In this chapter we move to the realm of dynamic logics. Dynamic logics are
modal logics containing modalities associated with actions. Semantically, such
action modalities are often interpreted via model transformations, i.e. executing
an action modality (at a world) in a (Kripke) model 9t requires a transformation
of M into another model. Modalities that do not induce model transformations
are referred to being part of the static language.

We place our work in the area of dynamic epistemic logic [50, 8, 6], where
Kripke models represent the beliefs or knowledge states of a collection of agents.
Action modalities capture the belief or knowledge changes of these agents that
occur for instance after receiving some new information.

The public announcement operator [106, 107] is a prime example of an action
modality. It captures the action of a true statement ¢ being publicly announced
and causing all agents to simultaneously learn ¢. The corresponding modality—
usually denoted as [!¢]—is interpreted in a Kripke model 90t by deleting all those
worlds of 9T that refute . In other words, the model transformation correspond-
ing to the public announcement of ¢ produces the submodel of M consisting of
all the worlds where ¢ is true.

In this chapter we study model transformations producing quotients models
as opposed to submodels. More precisely, we will introduce a modality [¥], where
¥ is a (finite) set of formulas, that is interpreted in a model 9t by moving to a
quotient model of 2t that is obtained by identifying all worlds that are equivalent
from the point of view of 3. From a technical point of view, this process is similar
to filtrations in modal logic (see Section 4.2).

From an epistemic point of view, we aim to formalize the process of abstrac-
tion, in the specific sense of “abstracting away”, i.e. disregarding all ‘irrelevant’
distinctions. Abstraction is essential and ubiquitous in scientific modeling: in
principle, a model should represents all the facts, but in practice the model is

203
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always tailored to the relevant issues under discussion. The size and complexity
of a model is reduced to manageable proportions by identifying situations that
are indistinguishable from the point of view of the relevant issues.

A well-known example from the formal epistemology literature is the Muddy
Children puzzle [53]. A standard relational model for the n-children puzzle has
2™ states, where the states represent all possibilities of the children’s faces being
dirty or clean. In this model many (irrelevant) facts, such as the age of the
children or the color of their clothes, are disregarded.

From this perspective the set X contains the relevant facts and the modality
[¥] can be thought of as the abstraction modality. The set ¥ induces a relation
on models that is similar to the so-called issue relation of [10, 102].

In this chapter we mainly study technical aspects of abstraction modalities.
First we provide a formal framework for quotient dynamics. While the states of
the quotient model can be defined in a natural and canonical way (as equivalence
classes with respect to the relevant equivalence relation like in filtrations) we will
see that there are several natural choices to make regarding the specific definition
of the wvaluation and especially of the relation on quotient models. Accordingly,
we do not single out one specific definition of the relation on quotient models,
but instead work with several relations that are described by programs in the
language of propositional dynamic logic (see Section 8.2). This is in the style
of van Benthem and Liu [9] who describe several notions of epistemic upgrades
via PDL-programs. Each program 7 gives rise to a modal logic whose semantics
require quotients determined by w. In this way we obtain a family of logics,
indexed by the programs of PDL. We show—in the style of public announcement
logic [106, 63, 107, 8] —that these logics are complete by reduction to basic modal
logic with the universal modality.

We will also explain how exactly filtrations fit into our framework and argue
that in special cases our logics can be seen as logics of filtrations. The stable and
M-stable logics from Chapter 4 will play a special role here; roughly speaking,
whenever L is a stable logic, then the abstraction modality can be safely added
to L without losing soundness and completeness.

Finally, we will generalize our framework and introduce a single dynamic
logic—the logic of abstraction—that encompasses all previously considered logics
as it allows for different ways of quotienting. We prove soundness and complete-
ness of this logic by reducing its validities to PDL.

This chapter is largely based on [4].

Outline

The following section contains the definition of quotient models with respect to
a PDL-program, the definition of the associated abstraction modality and some
results concerning its expressive power. In Section 8.4, we introduce a family
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of logics for quotient dynamics and show that they are sound and complete. In
Section 8.5 we explain the precise connection to filtrations. Finally, in Section 8.6
we define the logic of abstraction and provide a detailed proof of its soundness
and completeness.

8.2 Preliminaries

We recall notions around propositional dynamic logic (PDL) and the universal
modality that we will use in this section. In this section we mostly work with
Kripke models as opposed to frames. The logics in this section are often not
closed under the rule of substitution, as it is often the case in dynamic logic.
Therefore, in this section, we understand the axioms and rules of modal logics in
Definition 2.3.4 as schemes and disregard the substitution rule.

Adding the universal modality

Typically, the logics in this section will contain the universal modality (see [68]).
Recall that by £ we denote the language of normal modal logic. By Lz we denote
the language £ enriched with the universal modality, i.e. the language obtained
by extending the grammar of £ with E¢. The formulas of Lz are interpreted at
a world z of a model 9t by extending the clauses of Table 2.3.3 by

x|, B iff  there is y € M with y =, ¢.

The logic Kg is the normal modal logic K together with the S5-axioms for F,
ie. ¢ - Ep, EEp — FEy, and E — —~E-FEp together with the (K)-axiom for
E and oo — Ep. Then Kg is sound and complete with respect to the semantics
described above (see [68]).

Propositional dynamic logic

For more on PDL, the reader is referred to [36, 73]. The language of PDL is
defined as follows. First, a set 1l of basic programs is fixed, then programs and

formulas of PDL are defined in a parallel recursion according to the grammar in
Table 8.2.1.

To=r|?|1|mnr|nUr| 7",

where r € Il and ¢ € PDL, where

pu=plopleAe| (me.

Table 8.2.1: Syntax of PDL
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The programs 7, 1, m;m, # U, and 7* are referred to as test, universal,
composition, choice, and iteration, respectively. Asin the language of basic modal
logic, formulas including the connectives V, —, <», T, L, and [r]| are considered
as abbreviations.

Formulas of PDL are evaluated in Kripke models of the shape MM = (§,v),
where § = (W, (R, )ren,) is a (multi-relational) Kripke frame containing a binary
relation R, for each basic program r € Ilj, and v is a valuation on §, according
to Table 8.2.2.

T, p iff xeov(p)

rE, Ny it zlE,pand xz =, ¢

Ty g iff  xE,p

x =, (M) iff xR,y for some y € M with y =, ¢,

where the relation R, on W is defined as follows:
R?GD = {(£E717) | m,l’ ): (20}
Ri=WxW
Ry ={(x,y) | 3z € W,zR,z and 2Ry}

Ryun ={(z,y) | zRry or xRy}
Ry« = {(z,y) | there is a finite R-path from x to y}

Table 8.2.2: Semantics of PDL

The logic PDL is defined by the axioms and rules given in Table 8.2.3.

CPQ) Axioms and rules of classical propositional logic
Ax-Kr) [7](¢ = ¢) = ([l —= [7]¢)

Ax-(7p)) (To)p < @AY

Ax-(1)) S5-axioms for (1), (m)p — (1)

™) mm)e o (M)

(

(m;m @
Ax-(mun’))  (mUr)e < ((meV (T)e)
Ax-(m")-1) () <> (p V (m) (7))
Ax-(1")-2) [T = [m*]p) = (¢ = [7*]p)
Necqy) From ¢ infer |7y

Table 8.2.3: Axioms and rules of PDL

8.2.1. THEOREM (FISCHER-LADNER). PDL is sound and complete with respect
to the semantics described in Table 8.2.2.

By PDL_, we denote the language of star-free PDL that is obtained by the
grammar of Table 8.2.1 by omitting the operator 7*. In fact, PDL_, is equally
expressive to Lg, the basic modal language with the universal modality, via the
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following reductions: (r)y = O, () = Ev, (7o) == Y A g, (m;7' ) =
(m)(m")p,and (m U ")) = (m)p V (7')¢ for formulas ¢ € Lg 5, ¢ € L. Thus,
PDL_. can be seen as an abbreviation for formulas in Lg.

8.2.2. DEFINITION. Let 9 = (W, (R, )emn,,v) be a Kripke model. A binary
relation @) on W is called PDL_, -definable iff QQ = R, for some program w of
PDL_,.

8.3 Quotient-taking as a model transformer

In this section we explain the main ideas behind our formalism of quotient dy-
namics. In particular, we provide a detailed description of our quotient models
and introduce the so-called abstraction modalities. Our quotient models are sim-
ilar to filtrations in modal logic (see Section 4.2), but the notion considered here
is a bit more general as we will show in Section 8.5. We also discuss some results
concerning the expressivity of abstraction modalities.

Recall from Section 2.3.3 that by £ we denote the language of basic modal
logic and by Lg we denote the language of basic modal logic enriched with the
universal modality.

In the following let a Kripke model 9t = (W, R,v) be fixed. Our aim is to
define a quotient model My, of M with respect to a finite! set of formulas X C Lg
of the following shape

gﬁg = (Wg, RE, Ug).

While introducing the concrete definition of 9y, we discuss and explain the partic-
ular choices we made regarding the domain Wy, the valuation vy, and the relation
Ry.

We start with the definition of the domain Wy of the quotient model. Wy
coincides with the definition of models obtained by filtrations (see Section 4.2)
except that we do not require our set ¥ to be subformula closed. In detail, the
set ¥ induces an equivalence relation ~s, on W: for w,v € W

w~yv iff forallpe ¥ (Mw =@ iff Mo = o). (8.1)

In other words, two worlds are X-equivalent iff they satisfy the same formulas from
Y. We denote by |wl|x the equivalence class of w with respect to ~yg, i.e. |w|y =
{veW|w~yg v} If ¥ is clear from the context, we will sometimes write |w|
instead of |w|yx. The domain of our quotient model is the set of equivalence classes
with respect to ~y, i.e. Wy = {|w|s | w € W},

IThe finiteness of ¥ is in fact irrelevant for the definition of quotient models. However, this
will be required to provide reduction axioms for our new dynamic modalities introduced in the
next section. This is why we keep the setting simple by always assuming Y to be finite.
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Concerning the valuation vy, for any propositional letter p, we set
vs(p) :={|wl|s | there is v’ € |w|x with v’ € v(p)}.

Clearly, there are other ways to define vy, that may be preferable depending on
a particular context. We chose to work with this definition since this generalizes
the definition of the valuation used in filtrations. Moreover, vy, constitutes the
minimal? valuation that preserves the truth value of true propositional variables
in each world, in the sense that if w = p then |w|s = p. Note however that
false propositional variables may change their truth value and become true in
the quotient model, i.e. a world |w|y, may satisfy a propositional variable even
if w does not. This is because two Y-equivalent worlds may disagree on the
propositional variables that are not in the set X.

Finally, we get to the most important definition, namely, the definition of the
relation Ry. We think about the relation Ry as being determined by two factors:
the first factor is a prescription on how to transfer a relation on W to a relation
on Wy. We refer to such a prescription as a lifting of the relation R from W to
Wy, (similar to relation liftings studied in theoretical computer science). As an
example consider the definition

|w|s Rs|v|s iff there exists w’ € |w|x, and there exists v € |v|y such that w'Rv’

which is in fact known under the name of smallest filtration (see Section 4.2). We
can think about this definition as the (3, 3)-lifting of the relation R for obvious
reasons. In a similar manner, we could also define (3, V)-, (V,3)- and (V, V)-liftings
of R or combinations of these. However, we here work with the (3, 3)-lifting only.

The second factor to characterize Ry consists in deciding which relation to lift
from W to Wy. For example, in the definition above, the relation R is lifted (as
maybe the most obvious choice). In our framework though, we will allow more
flexibility by considering liftings of all PDL_,-definable relations (see Definition
8.2.2) just as in the work of van Benthem and Liu [9] on upgrades. This will allow
us to treat different quotient upgrades simultaneously in a unified way.

In detail, in our framework each program 7 of PDL_, leads to a model trans-
formation function that takes a Kripke model 90t and a finite ¥ C Lg, and returns
the quotient model My, whose relation Ry, is determined by the (3,3)-lifting of
the relation R,. As a consequence, each program 7 will lead to a m-dependent
dynamic logic. We are ready to provide the formal definition of quotient models.

8.3.1. DEFINITION. [Quotient model with respect to ] Let 9t = (W, R, v) be a
Kripke model. For every finite ¥ C Lg, the quotient model of 9t with respect to
Y is My, = (Wy, Ry, vy), where

2The valuation is minimal in the sense that it makes the least amount of propositional letters
true.
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o Wy = {lwls[we W},
e vn(p) = {|w|g | thereisw’ € |w|y with v’ € v(p)}, and
o |w|yRy|v|y iff there are w' € |w|y and v" € |v|y such that w'R,v'.

To illustrate the concept we consider a few examples of quotient models de-
pending on a program 7. For instance, if 7 is the universal program, then the
relation on the corresponding quotient models is the total relation and if 7 is the
program 7?1, then the relation on the corresponding quotient models is the empty
relation no matter what X is. In Table 8.3.1 we calculate various quotient models
of the following model 9t in Figure 8.3.1 for varying . As usual, black dots
denote irreflexive worlds and void dots denote reflexive worlds. The examples
indicate that—in particular by using tests in the program m— quotienting leads
to a wide range of models.

e (q oq
oD p
m

Figure 8.3.1: The model 901.

As usual in dynamic epistemic logics [50, 8, 6], we introduce dynamic modali-
ties, denoted by [X], capturing the model change of moving to the quotient model
induced by Y. We call these modalities abstraction modalities and the intended
semantics of formulas of the shape [X]p is given by

Before we formally define the dynamic language and the semantics of the ab-
straction modalities in the next section, we point out some observations concern-
ing their expressive power. Unlike e.g. the public announcement operator (see,
e.g. [106, 107]), the abstraction modality adds expressivity to the basic modal
language L.

8.3.2. PROPOSITION. Suppose that 7 is the basic program r. Then the abstrac-
tion modality adds expressivity to the basic modal language L.

Proof:

Recall that m = r means that the relation Ry on the quotient model 9y, with re-
spect to 7 is defined as for the smallest filtration. Consider the formula [{T}]<T.
It is easy to see that for every Kripke model 901,

ME[{THOT iff there are z,y € M with zRy.
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YX=10 ¥ = {p} ¥ = {p,Cq}

q o ( q

T=r o
p,q p (Y p
e (q e (q e (q

T="p )
b,q op op op
q o ( q

m™="p;r o
p,q p (Y p

T =7(Cq Ap); 1;
(g N —=<q) P, q p

Table 8.3.1: Examples of quotient models of 9
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It is well known that the latter statement is not expressible in basic modal logic.
As an alternative example consider the formula [{T}]p. The validity of this can
be expressed by “there is z in 9 with 9%, x = p” . The latter is known not to
be expressible in the basic modal language. O

Note, however, that the statements in the proof above are expressible in Lg,
that is, when the universal modality is added to £. On the other hand, the univer-
sal modality can express statements that are not expressible via the abstraction
modality.

8.3.3. PROPOSITION. The universal modality and the abstraction modality are
in general not equally expressive.

Proof:

For example, the statement y := “Jr € W with 9,2 | —p” for some propo-
sitional letter p is not expressible with the abstraction modality if 7 = r. To
illustrate this, consider the two models 20t and 9" drawn below.

T x

op ° oD
m '

Then 91, x satisfies ¥ but M, 2’ does not satisfy y. Since x and 2’ are bisimilar
for £, they satisfy the same formulas in the language £. Now for every finite
¥ C L, either (My = M and M, = M) or My = ML, = M. Therefore, x and 2’
agree on all formulas in the language £ extended by the abstraction modalities.
Thus, x is not expressible via [X]. O

8.4 Logics of quotient dynamics

In this section we introduce logics corresponding to the dynamics just defined. In
fact, we introduce a family of logics Kg »(7), one for each program = of PDL_,.
The above expressivity results imply that the basic modal language with the ab-
straction modality is not reducible to basic modal language. This motivates why
we work with the language L (but not with the simpler basic modal language
L) as our static language. In fact, we will show that L£g together with the ab-
straction modality is co-expressive with Lz. Thus we obtain completeness of our
logics via so-called reduction axioms. We omit all the proofs in this section since
in the later Section 8.6 we will prove the statements in a more general setting, so
the proofs in this section are only simplifications of those.
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8.4.1. DEFINITION. The dynamic language Lg 5 is defined by the grammar
pu=plopleAe| Ep|Cpl[Ee
where X is a finite subset of Lg.

For a fixed program 7 of PDL_,, we evaluate formulas of Lg 5 as follows.

8.4.2. DEFINITION. [Semantics for [X]¢ with respect to 7] Given a Kripke model
M = (X,V,R) and a state w € W, the truth of Lg p-formulas is defined by
extending the usual semantics for modal logics by

mt7w ): [2]90 iff m& |w’2 ): 2
where 9y, is the quotient model built with respect to the program .

We will define a family of logics Kg »(7)—one for each program 7 of PDL_,—
and show their soundness and completeness with respect to our semantics. While
the soundness proof is standard, the completeness is established via reducing the
dynamic logic to its underlying static base through a set of so-called reduction
azioms. The reduction axioms (given in Table 8.4.1) describe a recursive rewrit-
ing algorithm that converts the formulas in Lg ) to semantically and provably
equivalent formulas in Lg. The key property that allows us to obtain reduction
axioms in this particular setting is that—by finiteness of ¥ and the presence of
the universal modality—the equivalence relation ~y becomes definable in our
language.

We fix the following notations: for every finite ¥ C L, let

U= AUAN-(Z\D) (8.2)

and for every formula x € Lg 5 let

(~shx = \/ (@/\E(@Ax>). (8.3)

TCy

The modality (~x) is the diamond modality of the equivalence relation induced
by ¥, i.e., ~y is definable in Lg s} in the sense that for any Kripke model 90,

M,z |= (~x)x iff there is 2’ ~y z with 9, 2" & x.

We will prove this fact in Lemma 8.6.4. The reduction axioms and rules of
the logic Kg () can be found in Table 8.4.1. Note that the axiom (Ax-<r)
contains the symbol (m) which is not part of the language Lg 5;. Recall that the
programs used to build 7 do not contain the star-operator. Since the language of
star-free-PDL (with the universal program) is as expressive as the language Lg,
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(K) Axioms and rules of the basic modal logic K
(E) S5-axioms and rules for E, Gp — Ep
(Ax-p) X]p & (~o)p

(Ax—) e & X

(Ax-A) (e A9) < [Elp A Xl

(Ax-E) [X]Ep < E[X]¢ ~ ~

(A0 []00 © Vaey (T E (¥4 (M[S]p))
(Necpsy) From ¢ infer [X]p

Table 8.4.1: The logic Kg x()

it is legitimate to use the axiom (Ax-<,) as an abbreviation for a formula in the
language Lg sy (we discussed this in Section 8.2). We also remark that—as it
often happens in dynamic epistemic logic—the logic Kg x(7) is not closed under
uniform substitution. Thus, the axioms in rules under (K) should be understood
as schemes using formulas of the language Lg ).

Completeness of Kgx(7) is shown by defining a translation t, : Lgy —
Lg that transforms each formula in the language Lpg [y to a Kgx(7m)-provably
equivalent formula in the language Lr. We will skip the details of this translation
since we will later discuss a similar translation in Section 8.6. We then obtain:

8.4.3. THEOREM (EXPRESSIVITY). Let m be a PDL_.-program. For every ¢ €
Lp 5], we have b, o) @ < tx(¢).

We can now derive completeness results by standard arguments from the com-
pleteness of the basic modal logic with the universal modality Kg (see [68] for the
completeness of Kg) and the soundness of Kg » (7).

8.4.4. THEOREM (COMPLETENESS). If m is a PDL_.-program, then the logic
Kex(m) is sound and complete with respect to the class of all Kripke models,
where the quotient models are taken with respect to the program .

8.5 Logics of filtrations

In this section we explain that in some special cases the logics of quotient dynam-
ics can be seen as logics of filtrations. We also discuss the possibility of adding
axioms to our systems without losing soundness and completeness. The M-stable
logics from Chapter 4 (see Section 4.4) play a special role here. Finally, we explain
the meaning of the filtration theorem in our context.

The reader is invited to recall the definition of the smallest, largest and small-
est transitive filtration that we discussed in Section 4.2. As in Section 4.2 we
employ the following abbreviations:
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By s,l,t and st we denote the smallest, largest, transi-
tive, and smallest transitive filtration, respectively.

To show that filtrations are special quotient models, for each f € {s,[,t, st} we
define a program 7 in the language PDL_, whose corresponding quotient models
coincide with f-filtrations. Let 3 be a finite set of formulas in the language Lg.
For ¥ C 3, we set

o Uy = /\<><peE,<pe\I/ Cp,
o Uy, = /\QSOGEME\I,(OQO V ), and
o Ui={-p|lpe T}

Also recall the notation for ¥ from (8.2). We define the following programs:

Ts =1, T = U (MWo:1;2W), m = U ("o y; 1;70).

Ty YCS

Moreover, let s, = U\I,CE(?\T’;l;?\T/), and for £ € N, let m; = r and w1 =
r; Ty; Tk, and define
Tst — U Tl

1<k<2I=]

As stated in the next lemma quotient models with respect to the programs
above correspond precisely to filtrations. This justifies referring to the corre-
sponding logics Kg x,(7f) as logics of filtrations.

8.5.1. LEMMA. Let f € {s,l,t,st}, let ¥ be a finite subformula closed set and
let M be a Kripke model. The quotient model My, with respect to the program ms
corresponds to an f-filtration of M via 3.

Proof:
It is clear that the worlds Wy, of the model 9y, are in line with those of a filtration
as in Definition 4.2.1 and that the valuation vy on My satisfies (F1) from the
respective definition. Thus, it remains to show that for worlds |z, [v| € My, we
have

lz| Ry [v] iff  |z| R |v], (8.4)

where Ry is defined as in Definition 8.3.1 with respect to 7;. Equation (8.4) is
easily seen to be true for case f = s. We show the case f = [ in detail: Following
Definition 8.3.1, we have |z|Ry|v| iff there are v' ~x v and 2’ ~y x with /R v".
Thus, to establish the equivalence of (8.4) for f = s, it suffices to show that

'R0 iff for all Op € ¥ (v | ¢ implies z = ). (8.5)
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Also, a moment’s thought shows that z'R,v" iff there is ¥ C ¥ with 2/ = WU,
and v = U. For the left to right direction, suppose that ’R,v" and let ¥ C ¥
with 2’ = Ve and v |= v, Moreover, let O € 3 and suppose that v = ¢. Since
Op € X, also ¢ € 3, s0 v | p. It follows that ¢ € U and so 2’ = Oy implying
that = = Op. For the converse implication, suppose the right hand side of (8.5).
It is easy to check that ' = Ve and v’ | T for ¥ = {p € ¥ | v [ ¢}. Thus,
' Ry,

The proof for the case f =t is similar. To prove (8.4) for f = st, first observe
that the program 7 induces the relation that connects two equivalence classes iff
they are connected via k-many iterations of the relation induced by m,. Now by
finiteness of 3, the size of Wy, is bounded by 2/*I. Thus, the transitive closure of a
relation on Wi, is reached by at most 2! many iterations of the relation induced
by . O

Next we move to stronger logics by adding modal axioms to our systems.
First, we define what we mean by extensions of the logic Kgn(r). If L=K+ ¥
is a normal modal logic, by Kg 5(7) + ¥ we mean the least collection of formulas
containing all axioms of Table 8.4.1 and ¥, and being closed under all rules of
Table 8.4.1. To be precise, we add the axioms of ¥ as axiom-schemas in the
language L ). This is important since the logics in this chapter are in general
not closed under uniform substitution.

In the following, we provide several conditions that are sufficient to keep the
extended systems sound and complete.

8.5.2. DEFINITION. If L = K+ U is a normal modal logic and f € {s,t,[, st} is
a filtration type, by Lgx(7;) we denote the logic Kgx(ms) + V.

Note that axiom (Ax-<;) of Kgx(m) in Table 8.4.1 depends on , thus the
logics Lgx(my) differ for varying f. We next discuss how the logics Lgx(my)
behave regarding soundness and completeness.

Recall that by Theorem 8.4.4, the logic Kg x(7) is sound and complete with
respect to Kripke models. In general, this is not automatically true when we
move to stronger systems than K, meaning that even if a normal modal logic L is
Kripke complete, the logic Lg x(7) may not be complete with respect to the cor-
responding semantics on models based on L-frames. The reason is that quotient
models with respect to m¢ may not preserve the frame conditions determined by
L and thus violate the soundness of the necessitation rule (Necpy;).

On the other hand, whenever the frames underlying quotient models with
respect to 7y are L-frames, then the logic Lg 5;(7y) is sound and complete with re-
spect to models based on L-frames. For instance the logics Tg x(7¢) and Dg s (7y)
are sound and complete with respect to reflexive respectively serial Kripke models
for f € {s,l}, and the logic KBg sj(m,) is sound and complete with respect to
symmetric Kripke models.
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In other words, whenever a modal logic L admits filtrations of type f (in
the strong sense) (see Definition 4.2.7(2)), then soundness and completeness of
Lg () with respect to models based on L-frames is guaranteed.

Something more general is true whenever L admits filtrations of type f in
the weak sense (see Definition 4.2.7(1)). As we already thoroughly discussed in
Section 4.2, often a particular filtration type produces a model based on an L-
frame not for all L-models but only for models of a specific generating set. For
instance, the largest filtration produces S5-models for rooted S5-models (clusters)
but not necessarily for all S5-models. In such cases soundness and completeness
of Lg s (my) is guaranteed for a restricted class of L-models, namely for those that
are closed under f-filtration. The following theorem summarizes the results from
our discussion.

8.5.3. THEOREM. Let f € {s,l,t,st} be a filtration type and let L be a normal
modal logic.

(1) If L admits f-filtrations (in the strong sense), then Lgs(my) is sound and
complete with respect the class of models based on L-frames.

(2) If L admits f-filtrations in the weak sense, and L is sound and complete
with respect to the class IC of models that is closed under f-filtrations, then
Lex(my) is sound and compete with respect to K.

In particular, the modal logics mentioned in Table 8.5.1 are sound and complete
with respect to the corresponding class of Kripke models.

Obviously, stable and M-stable logics from Chapter 4 play a special role for
logics of filtrations as they fall into the class of logics described in the theorem
above. Together with Theorem 4.5.6 from Chapter 4 we can infer:

8.5.4. THEOREM. Let M be a logic that admits a filtrations of type f for f €
{s,1,t,st}.
(1) If L is M-stable and characterized by the M-stable class IC of Kripke frames,

then Lg x(7s) is sound and complete with respect to the class

{9 | M is a model based on a frame from K}.

(2) If K& C M, and L is M-stable, then Lgx(my) is sound and complete with
respect to the class

{9 | M is a model based on a rooted L-frame}.

Finally, we comment on the meaning of the filtration theorem in our context.
We note that the universal modality behaves well with respect to filtrations, in the
sense that the statement of the filtration theorem extends to formulas containing
E ([68, Theorem 5.9]). The filtration theorem can be internalized in our logic
and thus gets a syntactic shape.
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Modal logic sound and complete with respect to ... models
Des(my), fe{s 1} serial

Tem(mys), fe{s 1} reflexive

KBE, s (7s) symmetric

Kédp s (my), [ e {t, st} transitive

Dag (), f € {t, st} transitive and serial

K4.2 E7[E}(7Tst) rooted, directed and transitive

K4.35 s)(7st) rooted, connected and transitive

S e)(my), f € {t, st}
S42E,[Z] (7'('515)

transitive and reflexive

rooted directed quasi-ordered

S4.35 5 (Tst) rooted linear quasi-ordered

S5g,(ms), f € {s,l,t, st} | clustered

Table 8.5.1: Sound and complete extensions of Kg x ()
8.5.5. THEOREM (INTERNALIZED FILTRATION THEOREM). For a finite subfor-
mula closed set ¥ C Lg and all p € 3,
(1) I_KE‘,E(TFf) [2]90 P, fO?“ f € {S,l},’

(2) Fraps(x) [Ble < o, for f e {t, st}

Proof:
This is an easy consequence of the standard filtration theorem and the complete-
ness of the logics in question. O

8.6 The logic of abstraction

This section generalizes the setting presented in Section 8.4 in several ways. We
define a logic QPDL, the logic of abstraction, that involves all previously discussed
quotient dynamics simultaneously. We achieve this by allowing the PDL-program
7 to be a parameter of the abstraction modality. (Recall that in the previous
setting the program 7 was fixed in advance). We provide a detailed proof of
soundness and completeness of the logic QPDL via reduction to propositional
dynamic logic PDL.
In more detail, the generalizations we take can be summarized as follows:
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e We move to a multi-agent setting allowing for many basic programs in a
given PDL-language.

o We generalize the abstraction modalities in such a way that the PDL-programs
become a component of these modalities thus they get the shape [7 /3],
where Y is a finite set of formulas of PDL and 7 is a sequence of programs
indexed by the set of agents.

e We allow programs in the (full) PDL-language in particular including the
star-operator.

The language of the logic of abstraction is defined by extending the language of
propositional dynamic logic PDL with the abstraction modalities [7 /%]¢. More
precisely:

8.6.1. DEFINITION. The dynamic language PDLiz /sy is defined by the grammar:
mi=r | |1|m7r|7Ur |7 and
pi=pl-plere|(me | [T/,

where r is an element of the set of basic programs Iy, ¢ € PDLz /5, T = (7 ) rerty

is a sequence of PDL-programs, and ¥ is a finite® subset of PDL.

Next we define the (multi-relational) quotient models. Recall that in Defi-
nition 8.3.1 we defined quotient models for a fixed program 7. In the current
setting, the sequence of programs 7 becomes a parameter of the quotient mod-
els, thus receives a similar status as the set X. This is reflected in the shape of
the abstraction modalities [7 /%]

8.6.2. DEFINITION. [Quotient model] Let 9 = (W, (R,)rem,, V) be a Kripke
model. For any finite ¥ C PDL and any sequence 7 = (7 )rem, of programs, the
quotient model MZT | is ME = (W, (RS )remy, Us), where

o Wy :={|w|g |we W},
e vyn(p) := {|w|s | there is w’' ~5 w with v’ € V(p)}, and
e for each r € Il,

|w|s RE |v|s iff there is w’ ~x w and there is v' ~yx v with w'R, v'".

where the relation ~y is the equivalence relation induced by > defined just as in
(8.1) of Section 8.3 and R, denotes the relation induced by the program = just
as in Table 8.2.2.

3Similar to the case in Section 8.5, the sets ¥ being finite is essential in order to obtain
reduction axioms for the corresponding dynamic logic.
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In other words, using the terminology of Section 8.3, the quotient model m@
arises from 90 by interpreting a basic program r € Il via the (3, 3)-lifting of the
relation R, from W to Wy.

8.6.3. DEFINITION. [Semantics for PDLiz /5] Let M = (W, (R, )rem,,v) be a
Kripke model and w in . The truth of PDLz 5j-formulas is defined recursively
as for PDL (see Table 8.2.2) with the additional clause:

Dﬁ’w IZ [?/2]90 iff mga |w|E ): 2

where i)ﬁg is as in Definition 8.6.2.

Next we introduce reduction axioms that axiomatize PDLz /5 and allow us
to convert a formula of PDL% /5 to a provably equivalent formula in PDL. In the
current setting, there are two key properties that allow us to obtain reduction
axioms. Firstly, the equivalence relation ~y is definable in the language PDL,
as we have been discussed in Section 8.4. Secondly, ¥ being finite ensures that the
model 95, is not only finite but its size is bounded in terms of the size of X. In
fact, the size of MY, is at most 2*I. For this reason we can obtain reduction axioms
for the star-operator. As in (8.3) in Section 8.4, for every formula x € PDLiz /5
and finite ¥ C PDL we fix the following notation:

(esix=\ (TA @) (TAx)).

ey

The following lemma shows that the modality (~y) is in fact the diamond
modality of the relation ~sy.

8.6.4. LEMMA. For a Kripke model 9N and world x € M, we have

M,z | (~s)x iff there is 2’ ~ z with M, 2" E x.

Proof:
Observe that for any x,y € M, (z | U and y = U for some W C Y)iff x ~x y.
The rest of the proof is a routine check. O

The logic QPDL is determined by the axioms and rules in Table 8.6.1.
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(PDL) Axiom-schemes and rules of PDL (see Table 8.2.3)
(Ax-Kz/5)) [?/2](90 = ¥) = (7 /S)p — [7 /S])

(Ax-p) [ /S]p < (~u)p

(Ax-) [7/2%90 < ﬁW/Z]

(Ax-N) [ /Z](p A1) [7/2]90 NEIDIT

(Ax-(1)) [7/E]< D ([T /S

(Ax-(r)) [ X)) < <~g><7rr>[7/2] for all r € I,
(Ax-%) [7 /S (") [ /E]V o<n<asi{@)"e

(Neciz /) From ¢ infer [ /Y]

Table 8.6.1: The logic QPDL

8.6.5. THEOREM (SOUNDNESS). The azioms in Table 8.6.1 are sound with re-
spect to the semantics of Definition 8.6.35.

Proof:

The proof is a routine check. For example, the validity of the axiom (Ax-p)
follows immediately from the definition of the valuation in quotient models and
using Lemma 8.6.4. Similarly, the validity of the axiom of the axiom (Ax-(r)) is
an easy consequence of the definition of R, in the quotient models and Lemma
8.6.4. Finally, the validity of the axiom (Ax-x) follows from the fact that the size
of quotient models with respect to ¥ are bounded by 2. Thus, the reflexive-
transitive closure of a relation R is obtained by at most 2/*l-many iterations of

R. O

The reduction axioms enable us to show that every formula in PDLiz /5 is
provably equivalent (in the system QPDL) to a formula in the language PDL. We
provide a detailed proof of the following expressivity result below.

8.6.6. THEOREM (EXPRESSIVITY). For every ¢ € PDLiz v there is a ¢ € PDL
such that FqppL ¢ <> V.

Using Theorem 8.6.6, the completeness of QPDL can be obtained from the com-
pleteness theorem for PDL and the soundness of the system QPDL in a standard
way:

8.6.7. THEOREM (COMPLETENESS). QPDL is complete with respect to the se-
mantics described in Definition 8.6.5.

Proof:
Suppose ¢ is not a theorem of QPDL for some formula ¢ € PDLz/5;. By The-
orem 8.6.6, there is a formula ¢» € PDL with FqppL ¢ ¢+ . Thus, ¥ is not a
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theorem of QPDL. Since every theorem of PDL is a theorem of QPDL, 1 is not
a theorem of PDL. By completeness of PDL, there is a model 9t that refutes 1.
By soundness of QPDL, 9t validates ¢ <> 1, thus, 91 refutes ¢ as desired. O

Proof of Theorem 8.6.6

We provide a detailed proof of Theorem 8.6.6. The proof is done is several steps
ar;ld for this purpose we define two intermediate languages PDL([)? /s and PDL[I? /5]
where

PDL C PDL{z 5y C PDLz 5 C PDLz/ 5.

In each language, ¥ is a finite subset of PDL and 7 is a finite sequence of PDL-
programs. The language PDL?? /v allows only one nesting of the abstraction
modality and only formulas of the static language in tests. To be precise, it is
defined recursively by

mo=r|?|l|mnr|7Un |7 and
p=ploplehe] (me | [T/,

where ¢, x € PDL, ¢ € PDL([)? /7 The language PDL[I? /v allows arbitrary nesting
of the abstraction modality, but allows only formulas of the static language in
tests. In precise terms, it is recursively defined as

mi=r|?|1l|mn|rUr| 7" and

p=p|-p|erg|(me]| [T/,

where x € PDL and ¢ € PDL[l?/E]. The proof of Theorem 8.6.6 proceeds in the
following steps:

Step 1: We define a translation ¢ : PDL??/E] — PDL and show that FqppL ¢ ¢
t(p) for all ¢ € PDLY, .

Step 2: We show that for every x € PDL[l? /s there is a formula X' € PDL with
FepoL X ¢ X

Step 3: We show that for every ¢ € PDLiz /5 there is a formula " € PDL with
FqpoL ¥ < ¢

In Table 8.6.2 we define the complexity measure ¢ for formulas of PDL?? /5]
that we use for inductive reasoning in the later proofs. Roughly, it is designed so
that the formulas on the right-hand side of the (reduction) axioms in Table 8.6.1
are less complex than the ones on the left-hand side of the equivalences.
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In order to simplify the definition of ¢ and not needing to deal with too many
intricacies of the Boolean language, we assume that V is a fixed symbol in our
language. Moreover, the formulas \/ ¥ or A\ ¥ stand for some string of binary
disjunction or conjunctions of the formulas in W, respectively, i.e. we assume that
some bracketing is arbitrary but fixed in advanced.

We comment on a few particularities of the definition of ¢ and argue that
it is well-defined. First note that the complexity for programs cannot be sepa-
rated from the complexity of formulas since programs involving tests make use
of the complexity of formulas. Formulas of the shape [7/%](3)¢ need a spe-
cial treatment, since the complexity of a formula [7 /](8)¢ necessarily depends
on the size of . In particular, it cannot be bound by a fixed number because
of the reduction clause (Ax-x) in Table 8.6.1. Note that the complexity of the
formula [7 /%](a*)¢ makes use of the complexity of the formula [7 /%](a)2™ o
even though the formula (a)2™' ¢ is more complex than ()¢ whenever |S| > 2.
This, however, does not cause the measure to be ill-defined since in each step in
the definition of ¢([7 /S](B)¢) the complexity of the program in the outermost
diamond gets reduced. This guarantees that the complexity of formulas of the
shape [7 /2](8)¢ can eventually be calculated.

The next lemma introduces a few short-cuts for the complexity of abbreviated
formulas.

8.6.h8. LEMMA. For all finite ¥ C PDL and all [7 /], [T /S](8)¢ € PDLL s
we nave:

(1) c(AT) = e(V ¥) < max{c() | ¥ € U} +|¥] - 1,
(2) ([ /Z]\NW) < max{e([7/Sy) | ¥ € U} + W] - 1,
(3) cl{r)x) < max{c(®) | ¥ € BU{}}+ 2% + (2] +1,
(4) c(¥) < ([T /Z]X) for all ) € %,

(5) o([7/Ze) < o[7 /Z)(B)p)-

Proof:

For (1) use that A ¥ includes |¥| — I-many conjunctions, and each such conjunc-
tion increases the complexity by at most 1. Analogously for disjunctions. The
proof of (2) is similar. We show (3). Recall that

(v = "\ (T4 (TAx)).

TCy
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cry=1

c(l)y=1

() = clp) +1

clag;ag) = c(on) + c(az) + 3

clon Uag) = max{c(ay), c(az)} +1

c(a*) = c(a) +1

c(p) =1

() = c(p) +1

c(e Np) = clp Vi) = max{c(p), c(¢)} + 1

c({a)p) = clp) + cla)

o([7 /Zlp) = max{c(y) | ¥ € B} +2¥ + 5| +3

o([7 /Z]~p) = ([T /Zlp) + 1

o[7 /) A ) = [T /) V ) = max{e([T /), ([T /S]P)} + 1

(c([7/S]p) +3 if =1

([T /Z]@) + e(m,) + 2% + 2] + 2 if f=r
o[7 /E){an) (az)p) + 1 if 8= ai;a

o[7 /2)(B) ) =
max{c([7 /(o) e, ([T /S {a2)p)} + 2 if f=a; Uay
max{e([7 /S, (7 /Z)0)} + 2 if § =2

([T /5](0)* ) + 2 if f=a

Table 8.6.2: Complexity measure for formulas in PDL?7r /5]
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Therefore,

c({~z)x)

—(\/ (\TJA<1> (@AX))

gmax{c(@Au)(@AX)) U C )+ (28 ) (by (1))

— max{c (@) c (<1> (@ A X)) | W C )+ 2 (by def. of ¢)

= c((HUA-) A x)) +27 (8.6)
((/\ D) Ax)+2M +1 (by def. of ¢)

<max{c () | ¥ € "SU{x}}+2" + 5 (by (1))

< max{c(®) | € SU{x}} + 2P + |3 + 1.

The equality (8.6) is obtained as follows. Firstly, for every W C 3 we have
c({1)(¥ A x)) > ¢(V), thus, the maximum of the set

{e(@),c((D)(P AY) | ¥ C %}

is of the shape ¢((1)(¥ A x) for some ¥ C ¥. Moreover, since - adds complexity,
the maximum of the set {c((1)(¥ A x)) | ¥ C X} is reached when every formula

of ¥ is negated, i.e. for ¥ = —=3. Finally, (4) and (5) are simple consequence of
the definitions of ¢([7 /S]p) and ¢([7 /Z](8)¢p), respectively. O

We define a translation ¢ : PDL?? /57 — PDL according to the clauses in Table
8.6.3. In Lemma 8.6.9 we show that the formulas on the right-hand side of the
clauses in Table 8.6.3 are less complex—in the complexity measure c—than the
formulas on the left-hand side of the respective equations. This ensures that the
translation ¢ is well-defined.

t(p) = p

t(—) = ~t(y)

tle A Y) = Up) A LY)

tp V) = ) Vi)

t({a)p) = {a)t(y)

t([7 /%]p) = t({~=)p)

t([7 /5] p) = t(-[7/Zp)
(
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t([7/Sle v [ /Z]¢)
(O[T /Z]p)

(~s) () [7 /E]p)
7 /Z)(W A )
7 /) ) () )
7 /L (a)e V [T /Z](asz) )
T /EIV o (@)")

(
t(
t(
t(
t(

(

(

[7/%]
[7/%]
t((7 /%]
[7/%]

t

Table 8.6.3: Translation ¢ : PDL, 5y — PDL

8.6.9. LEMMA. In Table 8.6.3, the formulas in the range of t on the right-hand
sides are less complex than the formulas in the range of t on the left-hand sides.

In particular,

(1) ([ /E]p) > e((~x)p)

(2) e([® [Z]=p) > ([T /E]p)

(3) ([ /El(p A)) > ([T /Slp A [T /E]0)

(4) e[® [Z) eV ¥)) > o[7 /Tl Vv [T /Z]Y)

(5) e([@ /Z)(L)p) > c({1)[T /)

(6) c([@ /Z)(r)e) > e((~z)(m)[T /Z]p)
(7) ([T /EN2)p) > ([T /E1(W A 9)).-
(8) e([7 /=) ma) ) > o [7 /Z](m1) (m2) )

(9) ([T /=N m Uma)p) > ¢ ([T /Z)(m)e V [T /E)(m)e)

(10) ([ /=) @) > c([7 [E]V pcomi (@)"0)

Proof:

The proofs of (2)-(5) and (7)-(9) follow immediately from the definition of ¢. We

show (1), (6), and (10).
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For (1):

o([7 /%] p)
= max{c(¥) | Y € B} + 2P +|Z| +3 (by definition of c¢)
> max{c(¥) | Y € B} + 2P + |3 + 2
> max{c(y) | € TU{p}} + 2% + T+ 1

)-

> c({~z)p

Next we show (6):

(by Lemma 8.6.8(3))

c([7 /2)(r)e)
= ([ /5)p) + e(m) + 25 4 2] + 2 (by definition of ¢)
>c([7/2]@) + e(m,) + 25 + |2 + 1
—c((m) [T /Z]@) + 2P + 2] + 1 (by definition of ¢)
> max{c(y) | ¢ € SU{(m)[7/T)p}} + 2P + [T + 1 (8.7)
> c({(~s)(m) [T /Z]e). (by Lemma 8.6.8(3))

To see the inequality in (8.7), observe that by Lemma 8.6.8(4), ¢(¢) < ¢([7 /)
for all ¢ € ¥. Thus, also ¢(¢) < ¢((m,)[T /Z]y), implying that the maximum of
the set {c(1) | ¥ € SU{(m,)[®/Z]p} is reached for ¢ = (m,)[7 /Z]e.

Finally, we show (10).

o[7 /Z) ("))
= c([7 /S () o) + 21 (by definition of c)
= max{c([7 /Z] (@)"p) | n < 2} + 2% (8.8)
> max{c([7 /2] ()"p) | n < 2P} 4 2P 1
> ([T /3] \/ ()" ). (by Lemma 8.6.8(2))
n<2/|

For (8.8), observe that by Lemma 8.6.8(5), ¢([7 /S|()2™ @) > c([7 /Z)(c)"y)
for all n < 2/*|. Therefore, the maximum of the set {c([?/E] (a)™p) |
is reached for ¢([7 /3] (a)QlE‘go). O

Using the rule (Necjz /5)) and the axiom (Ax-Kz x;), it is easy to see that the
logic QPDL admits the following congruence rules for [?/E] and (~yg):

8.6.10. LEMMA. For every ¢ and v in the language PDLiz 5, we have:
(1) if FappL @ < ¥ then FappL [T /)¢ & [T /S0, and
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(2) if FapoL ¢ <> ¥ then FqpoL (~s)@ <> (~s)Y.
Now we are ready to finish the proof of step 1 of our agenda.
8.6.11. PROPOSITION. For all ¢ € PDLY 5y, FopoL ¢ ¢ ().
Proof:

The proof is by induction on the complexity c of formulas. We distinguish several
cases depending on the structure of ¢). The different cases coincide with the case
distinctions made in the definition of ¢. Roughly, each induction step is shown
by first using the induction hypothesis and then applying an axiom from QPDL
from Table 8.6.1. We show a few examples. First assume that 1) = (a)p, then

FapoL ¢ <> t(p) (by induction hypothesis)
FapoL (@)@ < (a)t(p) (congruence rule for (o))
FapoL (@)@ <> t({a)p). (definition of t)

If ¢ = [? /X]p, then we further distinguish cases depending on the structure
of ¢. For instance if ¢ = (r)x, then ¢([7/Z]x) < ([7/Z)(r)x) by Lemma
8.6.8(5), so we can apply the induction hypothesis to [7/%]x. We get

FeroL [T /S]x < t([T/X]X) (by induction hypothesis)
Fapow (o) () [T /)X ¢ (~ve) (m)t ([T /2]X) (8.9)
FapoL [T /E1(r)x > (~s) (7)) [ /S]x (axiom Ax-(r))
Fapou [T /()X ¢ (~s) (m ([T /Z]x) (modus ponens)
Fapo t((~s) (m) [T /E]x) ¢ () () t([7/S]X) (definition of )
FapoL [T /Z](r)x < t([7/S)(r)x). (definition of ¢, modus ponens)

The inference in (8.9) follows from the congruence rules for (~y) and (m,). As
a final example we show the case where ¢ = (a*)y. Recall that by Lemma
8.6.9(10), we have ¢([7 /X](a*)@) > c([T/X] V, <y (@)"@). Thus, the induction
hypothesis is applicable for [7 /%] \/, _,s (@)"¢) and we have:

FqppL [?/Z] \/ (a)"x <> t([?/Z] \/ (a)™x) (induction hypothesis)

n<2=l n<2lzl
FaroL [T /Z](a)x & [T /3] \/ {a)™x (axiom Ax-x)
n<2l=l
FaroL [T /S (0 x & t([7 /3] \/ (a)™x) (modus ponens)
n<2|=|
FapoL [T /S (o) x > t([7T/S) () x). (definition of t)

O

Step 2 and 3 are now easy consequences:
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8.6.12. LEMMA. For every x € PDL[l?/Z] there is a formula x' € PDL with
FapoL X <> X

Proof:

The proof is by induction on the number of nestings of [7 /X Iy = [? /XY,
then 1 has less nestings than x, so by induction hypothesis there is ¢/ € PDL
such that

FapoL ¥ <> .

Then FqppL [7 /)Y < [7 /X)) by the congruence rule for [7 /%] and so FqppL
(7 /S]Y < t([7 /X)) by Proposition 8.6.11 which is applicable since [7 /%]’ €
PDL{z /sy Thus,

Fapou [T /510 & t([7 /510

by modus ponens. Therefore, ' = ¢([7 /%]¢') gives the desired formula. O

8.6.13. COROLLARY. For every x € PDLy;/x) there is a formula X' € PDL with
FapoL X < X

Proof:

Recall that the difference between formulas in PDL[I? /5] and PDL,/x is that in
the formulas of PDL[;/s;) we allow abstraction modalities in tests. Thus, in light
of Lemma 8.6.12, it remains to show that each formula of PDL; s is equivalent
to a formula in PDL[l?/E}.

Suppose that x € PDLj; 5 is a formula containing a test that involves the
abstraction modality. In particular, suppose that the test 71 occurs in y. Using
the above, we can infer that ¢ in the test 71 is QPDL-equivalent to a formula 1)’
not containing the abstraction modality. We can then replace ¢ with ¢’ in the
test of x. To prove this formally, we need to do an induction on the nesting of
the abstraction modality within tested formulas. We omit the details. O

8.7 Further directions

In this final section, we outline some further results and alternatives to our frame-
work.

Other Liftings: Recall that we used the (3,3)-lifting to build the quotient
models in Definitions 8.3.1 and 8.6.2. As we already indicated in Section 8.3,
we can use other liftings to build relations in the quotient models. However, we
conjecture that reduction axioms for the logics resulting from the (¥, V)- and the
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(3, V)-lifts are not available in our setting —though such reduction axioms might
become available if we extend the base language by nominals as in hybrid logics.
On the other hand, the setting using the (V,3)-lift of the relation R, admits
reduction axioms, obtained by replacing Ax-(r) from Table 8.6.1 by:

() (7 /30 o\ (#aim) (9ATF/Sle) A1 (0 (r)8)).

TCY GCY

Other Multi-Agent Settings: We can also vary options in the multi-agent
setting. Recall that in the setting of QPDL, a sequence of program 7 determined
the relations for the agents in the quotient model (Definition 8.6.2). Here, each
agent a came with an individual ‘prescription’; i.e. her own program m, that
determines how to build the relation corresponding to a in the quotient model.
This setting could be more restricted, for instance, instead of having a sequence
of 7 of programs in the abstraction modality, there might only be one program
that is used to build the relations for all agents. Moreover, syntactic restrictions
on the programs can be made, e.g. by allowing only the basic program r, in the
program m, corresponding to agent a.

The ‘Semantic Option’: Finally, we can also generalize the status of ¥. We
can think of the set ¥ as syntactically specified issues, that induce the equivalence
relation ~y, and thus determine the worlds in the quotient models. Instead of
working with a set Y, we can work with models that come together with their
own equivalence relation or “issue” relation (). Thus, as opposed to having a syn-
tactically defined equivalence relation, we have a semantically given equivalence
relation.

In this set-up, models have the shape 9 = (W, (R,)emn,, @, v), consisting of
a Kripke model (W, (R,),emn,,v) and an equivalence relation ¢ on W. We then
define a language PDLg =/ as:

r| Q| |1|mn|rUn |7, and
o =ploplehel (me | [T/Qle,

™

where r is an element of the set of the basic programs Il and ¢ € PDL (the lan-
guage PDL, = /o without [?/Q]gp) Note that we add a symbol () to the basic pro-
grams whose intended interpretation is the equivalence relation ). Its modality
[Q] is the so-called issue modality from [10]. For a model M = (W, (R, ),emn,, @, v)
and a sequence of programs 7, we define a model Sﬁg = (Wq, (RG )reny, Id, vg),
where Wg = {|w] | there is w'Quw with w’" € v(p)}, vo(p) == {|w| | w € v(p)}, Id
denotes the identity relation, and

jw| R [v] iff there is w'Qw and there is v'Qu such that w' Ry, v/,
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where |w| is the equivalence class of w wrt (). The crucial step in the semantics
is:

M,z b= [7/Qlp iff ME,|z| = .
To get a convenient representation of the reduction axioms, we define functions
fo= onprograms by fz o(Q) =T, fz o(r) = Q; 7, f= g(ar0as) = fzg(an)o

fzolaz) for o € {U,;} and fzo(7*) = (fzo(m))". Here is the full list of
reduction axioms:

(PDL) Axiom-schemes and rules of PDL
(Q) S5-axioms and rules for @

(Ax-p) [7/ Qlp < (Q)p

(Ax-—) (@ /Ql~p « =7 /Qlp

(Ax-A) [?/Q](@ A %Zf) [7/62] A [7/62]1?
(Ax-(a)) [ 5 7 /Q)
(Ax-(Q))  [* / Q

(DR~Nec) From gp 1nfer [ /Qlp

Table 8.7.1: The logic PDL

Note that in our earlier versions, the analogue of the modality (Q)) was definable
in the language PDL;z /5 (cf. Lemma 8.6.4), thus was not needed in the syntax.



Appendix A

Some standard logics

In this appendix we recall definitions, axiomatizations, and characterizations of
some standard superintuitionistic and normal modal logics.

A partially ordered set (X, <)
is directed iff for all z,x,y € X if z < x,y, then there is u € X with z,y < u.
is upward linear iff for all z,z,y € X, if 2 < x,y then (z <y or y < z).

has top-width <n iff for all z,x1,... 2,1 € X, if z <z;forall 1 <i<n+1,
then thereis y € X with z; <y and z; <y forsomei # j,1 <7,5 <n+1.

has width <n iff for all z,21,... 2,11 € X, if z < uz; forall 1 <i<n+1, then
xz; <xjforsomet #j,1<4,j5<n+1,

has depth <n iff for all zy,..., 2,41 € X, if 21 < - < 244, then z; = z; for
some i # 7,1 <i,75<n+1,

has divergence < n iff for all z € X and W C max X satisfying |W| < k and
W C tz, there is y > z with maxty = W.

Table A.0.1: Properties of partial orders

Figure A.0.1: The Rieger-Nishimura ladder £
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A binary relation R on a set X is

reflexive iff xRz for all x € X,

serial iff for all x € X there is y € X with xRy,

symmetric iff xRy implies yRx for all x,y € X,

Eucledian iff (zRy and xRz) imply yRz for all x,y,2 € X,

transitive iff (zrRy and yRz) imply 2Rz for all z,y,z € X

weakly transitive iff (xRy and yRz and x # z) imply xRz for all z,y,z € X,

upward connected iff (rRu and xRv and u # v) imply (uRv or vRu) for all
r,u,v, € X,

directed iff (rRu and zRv and u # v) imply there is y € X with (uRy and
vRy), for all z,u,v, € X,

an equivalence relation iff R is transitive, reflexive, and symmetric,
Noetherian iff there is no infinite ascending R-chains of distinct points,
quasi-order iff R is transitive and reflexive,

a cluster /universal iff zRy for all z,y € X,

a degenerate cluster iff X = {z} and -z Rz,

of width n iff every point has at most n successors that do not see each other.

Table A.0.4: Properties of relations
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Samenvatting

Het overkoepelende thema in dit proefschrift is de notie van stabiliteit in de
context van superintuitionistische (s.i.) logica’s en normale modale logica’s. Sta-
biliteit verwijst hier naar een klasse van (Kripke)frames of modellen die gesloten
is onder relatiebewarende beelden. Een logica wordt stabiel genoemd als deze
gekarakteriseerd wordt door een klasse van frames die gesloten is onder relatiebe-
warende beelden. Omdat de standaard filtratiemethode relatiebewarende beelden
produceert, kan filtratie toegepast worden om de eindige-modeleigenschap (e.m.e.)
van stabiele logica’s te bewijzen. Stabiele logica’s kunnen dus gezien worden als
de “filtratie”-analoog van de bekende transitieve modale en s.i. subframelogica’s,
welke de logica’s zijn waarvan de e.m.e. bewezen kan worden via selectieve fil-
tratie.

In dit proefschrift onderzoeken we de klasse van stabiele modale logica’s en
veralgemeniseringen naar M-stabiele logica’s. Daarnaast bestuderen we de re-
laties tussen stabiele logica’s in de modale en de intuitionistische setting. Tot
slot bekijken we stabiliteit in de context van dynamische (epistemische) logica.
Als leidend voorbeeld in onze studie dienen vaak bekende eigenschappen van
deelframelogica’s. Inderdaad is een centraal doel van dit proefschrift het verken-
nen van relaties tussen stabiele en deelframelogica’s door het identificeren van
gedeelde eigenschappen en verschillen.

We beschrijven nu in detail de inhoud van de belangrijkste hoofdstukken. In
Hoofdstuk 3 identificeren we cofinale stabiele s.i. logica’s als de stabiele analo-
gen van cofinale s.i. deelframelogica’s, en bestuderen we eigenschappen van deze
logica’s. Verder presenteren we een unificerend perspectief op H-stabiele s.i. lo-
gica’s, waar H een lokaal eindig reduct van Heytingalgebra’s is die subframe-,
cofinale subframe-, en stabiele s.i. logica’s beslaat. In Hoofdstuk 4 breiden we
onze studie uit naar stabiele modale logica’s. In het bijzonder onderzoeken we het
gedrag van stabiliteit met betrekking tot modale metgezellen en intuitionistische
fragmenten. Ook verklaren we overeenkomsten en verschillen tussen stabiele en
subframe modale logica’s. Hoofdstuk 5 behandelt canonieke formules vanuit een
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algebraisch perspectief in de vorm van een bespreking en samenvatting van resul-
taten uit de literatuur. In Hoofdstuk 6 versterken we de parallellen tussen stabiele
en subframe s.1. logica’s door deze te verbinden met modale operatoren op Heytin-
galgebra’s, namelijk de lakse modaliteit en de inwendige operator. In Hoofdstuk 7
werpen we een frisse blik op de klasse van NNIL-formules via stabiele afbeeldingen.
In het bijzonder geven we volledige beschrijvingen van de n-universele modellen
voor NNIL-formules. Ook geven we alternatieve bewijzen voor de bestaande resul-
taten dat logica’s die geaxiomatiseerd zijn door NNIL-formules de e.m.e. hebben en
canoniek zijn. In Hoofdstuk 8, ten slotte, onderzoeken we stabiliteit in de context
van dynamisch-epistemische logica. We behandelen beelden van modellen onder
stabiele afbeeldingen als model-transformatieoperaties. Deze operaties leiden tot
dynamische logica’s met abstractiemodaliteiten. We bewijzen volledigheidsresul-
taten voor deze logica’s via reductie. We leggen uit dat in sommige bijzondere
gevallen deze logica’s gezien kunnen worden als filtratielogica’s.



Abstract

The overarching theme in this thesis is the notion of stability in the context
of superintuitionistic (si logic) and normal modal logics. Stability here refers
to a class of (Kripke) frames or models that is closed under relation preserving
images. A logic is called stable if it is characterized by a class of frames closed
under relation preserving images. Since the standard filtration method produces
relation preserving images, filtration can be applied to prove the finite model
property (fmp) of stable logics. Thus, stable logics can be seen as the “filtration”-
analogues of the well known transitive subframe modal and subframe si logics that
are the logics whose fmp can be proved via selective filtration.

In this thesis we investigate the class of stable modal logics and its generaliza-
tion to M-stable logics. Moreover, we study the relations between stable logics in
the modal and intuitionistic settings. Finally, we explore stability in the context
of dynamic (epistemic) logic. Known properties of subframe logics are often the
guiding examples in our study. In fact, a central goal of the thesis is to explore
relations between stable and subframe logics by identifying common features and
differences.

We describe the content of the main chapters in detail. In Chapter 3 we
introduce cofinal stable si logics as the stable analogues of cofinal subframe si
logics and study properties of these logics. Moreover, we provide a unified look
on H-stable si logics, where H is a locally finite reduct of Heyting algebras en-
compassing subframe, cofinal subframe, and stable si logics. In Chapter 4 we
expand the study of stable modal logics. In particular, we investigate the behav-
ior of stability with respect to modal companions and intuitionistic fragments.
We also explain similarities and differences between stable and subframe modal
logics. Chapter 5 discuss canonical formulas from an algebraic perspective by re-
viewing and summarizing results from the literature. In Chapter 6 we strengthen
the parallels between stable and subframe si logics by connecting them to modal
operators on Heyting algebras, namely the lax modality and the interior operator,
respectively. In Chapter 7 we take a fresh look at the class of NNIL-formulas via
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stable maps. In particular, we give full descriptions of the n-universal models
for NNIL-formulas. We also provide alternative proofs of the known results that
logics axiomatized by NNIL-formulas have the fmp and are canonical. Finally,
in Chapter 8 we investigate stability in the context of dynamic epistemic logic.
We treat images of models under stable maps as model-transformation opera-
tions. These operations give rise to dynamic logics with abstraction modalities.
We prove completeness results for these logics via reduction. We explain that in
some special cases, these logics can be regarded as logics of filtration.
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