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Chapter 1

Introduction

It is a sunny day in Bos en Lommer, and [ am waiting for my friend at our favorite
pizza place. As soon as as we spot each other, we wave, and before my friend has
locked their bike, they exclaim:

(1) I just saw a large rabbit on my way here!

or:
(2) I just saw many rabbits on my way here!

Among other things, what has happened here is that my friend has observed
and estimated a size of a rabbit or a quantity of rabbits and is now communi-
cating this information about the observed size or quantity to me using natural
language. The ability to make estimates of and compare magnitudes along various
perceptual dimensions such as size, quantity, length, loudness, weight, duration,
etc. is one of the fundamental cognitive capacities that helps humans navigate
the world. As social creatures equipped with a complex language processing sys-
tem, we are able to communicate information about our mental states to each
other, which includes communicating magnitudes. In the first sentence above, in-
formation about size was communicated using the word ‘large’, a scalar adjective.
Other examples of scalar adjectives in English are ‘big’, ‘small’, ‘long’, ‘short’,
‘loud’, ‘quiet’, ‘high’, ‘low’, etc. In the second sentence, information about quan-
tity was communicated using ‘many’, a vague quantifier. Other vague quantifiers
in English are ‘few’, ‘much’; and ‘little’. Scalar adjectives and vague quantifiers
are some of the most frequent words in everyday language,! and they play a ma-
jor role in successful communication. The present thesis is concerned with the
cognitive mechanisms underlying the use of these types of words.

!Eight of the words given as examples here are among the 500 most frequent words in
British English, and all are among the 2500 most frequent words in British English (based on
frequencies in SUBTLEX-UK corpus; van Heuven, Mandera, Keuleers, & Brysbaert, 2014)
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How do we understand the size or the quantity conveyed by the words ‘large’
and ‘many’ in the sentences above? I will explain this with the example of the
scalar adjective, but this discussion is equally valid for vague quantifiers.

One distinctive property of scalar adjectives in comparison to other words in
human languages is that they can in fact be used to describe a vast range of
magnitudes. For example, a ‘large bee’, a ‘large lion’, or a ‘large whale’ are all
acceptable uses of ‘large’, yet they describe objects that are widely different in
size. Understanding the noun with which an adjective like ‘large’ is combined is a
necessary prerequisite for the interpretation of the magnitude described by such
a scalar adjective. In addition, the interpretation of what my friend said will also
depend on the common size of rabbits in Amsterdam, my previous experiences
with rabbits of different sizes, what kind of rabbits I think my friend has seen,
what my friend wanted to achieve by saying this phrase to me, and other factors.
Given that all of these factors are important, it is obvious that the meaning of
scalar adjectives — and of vague quantifiers — to a large extent depends on the
context in which they are used. This is the first property that is of interest in
this thesis.

However, knowing these aspects of the context will still not be enough to
determine the exact size of the rabbit that my friend has just seen. This is the
case because scalar adjectives in fact always refer to approximate rather than
exact magnitudes. When we see two rabbits of approximately the same size, we
cannot say that one of them is ‘large’ whereas the other is ‘not large’. Perhaps we
can even see that one of the rabbits is slightly larger than the other, but because
the difference is small, if we say that one of them is ‘large’ we have to say that
the other one is ‘large’ too. This demonstrates that ‘large’ does not allow for
drawing sharp distinctions between magnitudes. The fact that scalar adjectives
— as well as vague quantifiers — refer to approximate magnitudes that do not
allow for drawing sharp distinctions is second property of interest in this thesis.

This thesis consists of a series of studies investigating the cognitive and neu-
ronal processes that take part in the comprehension and production of scalar
adjectives and quantifiers. These investigations are based upon, contribute to,
and hopefully bridge research in semantics, numerical cognition, psycholinguis-
tics, and the cognitive neuroscience of language. FEach chapter has been written
as a self-contained manuscript and can thus be read independently. Nonethe-
less, there is a unifying theme: two specific properties of scalar adjectives and
vague quantifiers, namely context-dependence and the imprecise nature of the
magnitudes that they describe. In the next sections, I will introduce quantifiers,
scalar adjectives, and methodological considerations in more detail and give some
background information regarding each of the chapters of the thesis.
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1.1 Properties of the meaning of scalar adjectives
and vague quantifiers

Let us consider the properties of the meaning of scalar adjectives and vague
quantifiers in more detail. Here, I give a general overview of the properties that
have been the subject of a long tradition of research in formal semantics (see
e.g., Kennedy, 2007; Lassiter, 2015; Solt, 2011, 2015a, 2015b; van Rooij, 2011b).
Research on semantics is not (normally) concerned with processing questions, but
this thesis takes the insights gained from semantics into account because they can
provide useful information on (restrictions of) processing.

Adjectives such as ‘large’, ‘small’, ‘long’, ‘short’, ‘loud’, ‘quiet’, etc., that
I here call scalar adjectives are gradable, context-sensitive, and vague.? The
vague quantifiers ‘many’, ‘few’, ‘much’, and ‘little’ share these properties. The
discussion in this section is thus applicable to both scalar adjectives and vague
quantifiers. Chapter 2 of the present thesis discusses other classes of quantifiers
along with the ones mentioned here, but to keep things simple, here I only discuss
the properties of vague quantifiers.

Gradable adjectives are contrasted with non-gradable adjectives. Whereas
gradable adjectives describe continuous properties for which there are many or-
dered degrees (e.g., an object can be of many different sizes), non-gradable ad-
jectives refer to properties that are by default not continuous or ordered. For
example, ‘pregnant’, ‘even’, ‘dead’; ‘rectangular’, ‘boiling’, and ‘wooden’ are non-
gradable. An easy way to tell whether an adjective is gradable or non-gradable
is by considering whether this adjective can be combined with ‘very’ (e.g., ‘very
large’ vs. “‘very dead’) and whether it forms comparative and superlative forms
(e.g., ‘larger’, ‘largest’ vs. "‘more dead’, *‘most dead’). Another important dif-
ference is that the meaning of gradable adjectives largely depends on context,
whereas the meaning of non-gradable adjectives is by default identical across dif-
ferent contexts.> Within the class of gradable adjectives, relative adjectives (the
class of adjectives to which all the adjectives I gave as examples so far belong) are
often distinguished from absolute adjectives such as ‘full’; ‘empty’, ‘wet’, ‘dry’,
‘clean’, etc. According to some proposals, unlike the relative adjectives, absolute
adjectives are not context-sensitive to the same extent (i.e., they do not require
the computation of a threshold (see below) given the context in which the phrase

ZNote that in the chapters that make up this thesis I have used the term scalar (rather than
gradable or vague) to refer to these adjectives, as this particular term is used in research on
these adjectives in psycholinguistics.

3Here and above I say ‘by default’ because it is still possible to use the imagination and stretch
the meaning of each of the adjectives to make the property that they describe continuous. For
example, one could arguably say that someone whose baby is due in two weeks is ‘more pregnant’
than someone whose is due in six months. This is more of a general property of language, since
in this way it is also possible to stretch the meaning of nouns (e.g., a person who is 20 years
old may be referred to as a ‘child’ when compared to a person who is 80 years old).



4 Chapter 1. Introduction

is used; Kennedy, 2007; Kennedy & McNally, 2005, but see Lassiter & Goodman,
2013 and Qing & Franke, 2014 for different suggestions). This thesis is mainly
concerned with relative gradable adjectives.

Scalar adjectives and vague quantifiers are also contezt-sensitive. The meaning
of scalar adjectives largely depends on the noun that they are combined with. It
also depends on speaker and listener experiences and expectations and possibly
a number of other factors. In formal semantics, it is suggested that the noun
provides a comparison class, a set of possible magnitudes, and that understanding
the meaning of the scalar adjective requires the computation of a threshold or
standard of comparison, which the object needs to meet in order to be described
with the given scalar adjective (e.g., Graff, 2000; Kennedy, 2007; Kennedy &
McNally, 2005; E. Klein, 1980; van Rooij, 2011a, among others). Given the noun,
the listener needs to determine which comparison class is appropriate (it can be
more or less ambiguous depending on how restrictive the noun phrase that the
adjective modifies is) and which threshold should be applied. In the example
sentence with a ‘large rabbit’ above, the comparison class consists of sizes of
other rabbits (possibly only rabbits in Amsterdam), and the threshold is some size
beyond which they would be considered ‘large’. The expectations of the listener
and the speaker, as well as other factors, are taken into account in determining
the comparison class and the threshold. Recent modelling work proposes that
the threshold is determined probabilistically from the distribution of the degrees
in the comparison class such that it maximizes communicative efficiency — a
trade-off between what is likely to be true and the informativeness value of the
utterance (see proposals by Lassiter & Goodman, 2013; Qing & Franke, 2014; for
a recent review of other proposals for threshold computation and experimental
research investigating this question, see Solt, 2019).

Another property of the meaning of scalar adjectives and vague quantifiers
that is generally agreed upon is a lack of sharp boundaries in their meaning /
applicability — vagueness (see e.g., Alxatib & Sauerland, 2019; Graff, 2000; Solt,
2015b; van Rooij, 2011b for extensive overviews of vagueness). Specifically, even
in a particular context, there will still be borderline cases — objects for which
it is unclear whether the relevant scalar adjective applies or not, e.g. objects
for which it is unclear whether they are ‘large’ or ‘not large’. For example, an
adult person who has a height of 190 cm will clearly be considered ‘tall’ in a
Western European context, whereas an adult person who has a height of 150
cm will clearly be considered ‘not tall’. At the same time, a person who has
a height of 170 cm is neither clearly ‘tall’ nor clearly ‘not tall’; this person is a
borderline case of applicability of the scalar adjective ‘tall’. Another phenomenon
that arises due to vagueness is the so-called sorites paradox. Imagine a situation
in which we see a person who has a height of 190 cm, and we decide that in
this context this person can be considered ‘tall’ (through determination of the
comparison class and computation of the threshold). Now we see a person who
has a height of 189 cm next to the first person. Because very small differences
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in height do not seem to matter for the applicability of ‘tall’, we would agree
that this person should also be described as ‘tall’. By this reasoning, if we keep
considering additional people, each of them only 1 cm shorter than the previous
one, at some point we would have to say that a person who has a height of 140
cm is also ‘tall’; a conclusion that is clearly counter-intuitive. This contradiction,
that the last person is concluded to be ‘tall’ when in fact this person cannot
be considered ‘tall’, constitutes the paradox. Borderline cases and the sorites
paradox illustrate that vague expressions do not give rise to clear and accessible
cut-off points as their threshold; the computed threshold does not clearly divide
objects into those that can be accurately described with a scalar adjective and
those that cannot. Many explanations for why the sorites paradox arises have
been proposed (see e.g., D. Hyde & Raffman, 2018; van Rooij, 2011b). One type
of explanation of the paradox (and the vagueness of scalar adjectives and vague
quantifiers) is related to the limits of our perception of magnitudes — these words
do not refer to magnitudes with strict cut-off points because we are not normally
able to easily distinguish small differences within the limits of our perceptual
system (Wright, 1975). This explanation will be of special interest in this thesis;
it will be discussed in more detail below.

1.2 Quantifiers and number symbols as symbolic
references to magnitude information

So far, I have discussed the vague quantifiers ‘many’, ‘few’, ‘much’, and ‘little’,
which are most similar to scalar adjectives in terms of the properties described
above (Solt, 2011, 2015a). Several other classes of quantifiers can be distinguished
(Paperno & Keenan, 2017; Peters & Westersté hl, 2006; Szymanik, 2016b) some
of which also share these properties, while others do not. For example, quantifiers
like ‘some’, ‘several’, ‘most’, and ‘a few’” are arguably also context-sensitive and
vague, but perhaps not to the same extent. Other quantifiers, such as ‘all’,
‘every’, and ‘each’ are not generally considered to be vague or context-sensitive.
One approach to understanding how our brain stores and manipulates quantifiers
(as well as scalar adjectives, discussed in detail in the next subsection) is to
investigate whether and how their meaning interacts with the cognitive system
for estimating and comparing the perceptual magnitudes. Before discussing this
further, I will briefly introduce what we know about the human perception of
numerical magnitude (i.e., quantity, the number of distinct elements)

Humans possess the ability to estimate quantities and operate with these
estimated quantities (such as comparison to another quantity) as well as the
ability to count and operate with number symbols referring to exact quantities.
The ability to estimate and compare perceptually presented quantities appears to
be present in all humans and to be innate. Prelinguistic infants and other animals
have this ability too (e.g., Brannon & Terrace, 1998; Cantlon & Brannon, 2007,



6 Chapter 1. Introduction

Izard, Dehaene-Lambertz, & Dehaene, 2008; Xu & Spelke, 2000). Estimations of
quantities that we make are noisy (e.g., we may estimate that we are seeing 7,
8,9, 10, 11 objects when the actual number of objects is exactly 9; we are more
likely to give an estimate closer to the real quantity than an estimate further way
from the real quantity) and the amount of noise increases the larger the quantity
to be estimated. In case of comparison, our performance in terms of accuracy
and reaction time depends on the ratio between any two quantities rather than
the absolute quantity of items in these sets (Feigenson, Dehaene, & Spelke, 2004;
Halberda & Feigenson, 2008). Specifically, the larger the ratio between quantities
(i.e., the farther apart the quantities are), the better our performance will be.
This pattern is present in both humans and other animals.
Let us now take a look at number symbols. My friend could have told me:

(3) I just saw five rabbits on my way here!

We know that exact number symbols such ‘one’, ‘two’, ‘five’, ‘six’, etc. and
operations with them need to be explicitly taught, since not all languages have
an extensive numerical system. Some languages have number words only up to
a certain quantity (they use what appear to be imprecise quantifiers to refer to
other quantities; Bowern & Zentz, 2012; Pica, Lemer, Izard, & Dehaene, 2004).
Thus, exact number symbols constitute a cultural invention.

A lot of research in the field of numerical cognition has been devoted to un-
derstanding how humans learn, store, and manipulate exact number symbols,
as opposed to how they do so for approximate quantities, from perceptual in-
put. It has been suggested that number symbol representations and processing
mechanisms overlap with representations and cognitive mechanisms that initially
evolved in humans for nonsymbolic quantities (Dehaene & Cohen, 2007; Nieder,
2016). On some of the suggestions, children learn number symbols by associating
them with approximate quantities; it has furthermore been suggested that ap-
proximate quantity representations get recruited for the comparison of number
symbols in adulthood (there is both supporting and contradicting evidence for
these suggestions, as will be discussed in Chapter 2).

In both sentences, the one with ‘many rabbits’ and the one with ‘five rabbits’,
my friend has used a symbol, the word ‘many’ or ‘five’, to refer to a quantity that
they have just observed perceptually. Therefore, both ‘many’ and ‘five’ can be
seen as symbols referring to stored quantity information. The difference between
the meanings of ‘many’ and ‘five’ is that the latter refers to a precise quantity
— I know exactly how many rabbits my friend has seen. The number symbol
provides a sharp distinction between numerical magnitudes whereas the quantifier
‘many’ does not have a precise quantity reference. Many quantifiers refer to
approximate quantities, making them compatible with the way we perceive and
represent perceptually assessed quantities. On the other hand, number symbols
that refer to precise quantities cannot in fact be directly related to perceptually
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given quantities because these perceptually given quantities are only approximate.
For this reason, I suggest that natural language quantifiers are even more likely
to interact with and rely on neurocognitive systems for processing nonsymbolic
quantity than are number symbols. The idea that the processing of at least some
quantifiers may involve representations and processing mechanisms that are used
for perceptually given quantities has been suggested before, but not discussed
extensively (e.g., Clark & Grossman, 2007; Lidz, Pietroski, Halberda, & Hunter,
2011; Pietroski, Lidz, Hunter, & Halberda, 2009; Solt, 2011).

If we want to understand how and whether quantifier processing interacts with,
or partially relies on, the cognitive mechanisms for estimating and comparing
quantities from perceptual input, it may be useful to consider quantifier processing
from the perspective of what is already known about number symbols. In Chapter
2, we try to build this bridge between perceptually given quantities and linguistic
quantifiers. Chapter 2 thus presents an extensive review of what is known about
number symbol processing and, based on this review, identifies possible directions
of research and paradigms that can be applied to the investigation of quantifier
processing.

1.3 Scalar adjectives as symbolic references to mag-
nitude information

In this thesis, I assume that scalar adjectives can also be seen as symbolic refer-
ences to magnitude information. Whereas quantifiers and number symbols refer
to quantity information, scalar adjectives refer to magnitudes along other dimen-
sions such size, length, width, duration, etc. We know that humans are also
capable of estimating and comparing magnitudes along these perceptual dimen-
sions.

The way humans perceive and compare magnitudes in these perceptual dimen-
sions is considered to be parallel to quantity perception - the estimates are noisy
and performance in comparison depends on the ratio between two magnitudes
rather than absolute magnitudes (Cohen Kadosh, Lammertyn, & Izard, 2008).
Again, this ability is considered innate, as infants and other animals have it as
well (Feigenson, 2007; Tudusciuc & Nieder, 2009; Vallentin & Nieder, 2008). In
fact, it has been suggested that a single shared mechanism exists that is involved
in the perception and in the comparison of magnitudes along various dimen-
sions (including numerical magnitude): the generalized magnitude representation
system (Gallistel & Gelman, 2000; Lourenco, Ayzenberg, & Lyu, 2016; Walsh,
2003). I have already discussed how the properties of vague quantifier meanings
suggest that they may interact with or partially rely on cognitive mechanisms for
perceptually assessed numerical magnitudes. Similarly, in Chapter 4 we suggest
that scalar adjectives may interact with or partially rely on cognitive mechanisms
for perceptually assessed magnitudes in the generalized magnitude representation
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system. For scalar adjectives, we conducted a series of behavioral experiments
that test a specific hypothesis: that retrieval of the meaning of scalar adjectives
requires the involvement of the generalized magnitude representation system.

In line with the approach taken here, some explanations in formal semantics
have proposed that scalar adjectives are vague because they refer to noisy internal
magnitude representations. One such explanation of the vagueness of scalar ad-
jectives that takes human magnitude perception into account comes from Wright
(Wright, 1975; see also e.g., Egré & Barberousse, 2014 for a discussion of the
connection between scalar adjectives and approximate magnitudes suggested by
Borel as early as 1907). In his discussion of scalar adjectives, Wright emphasizes
the inability of our perceptual system to distinguish two objects with respect to
the relevant property based on simple observation alone. Specifically, when the
change in the degree of magnitude (e.g., of height, length, size, duration, etc.) is
too small to be perceived (e.g., the difference between 190 cm and 189 ¢cm which
[ brought up earlier), then it cannot affect our judgment about the applicabil-
ity of a scalar adjective. Thus, the difference between magnitudes needs to be
perceptually clearly identifiable in order to affect our use of scalar adjectives (a
similar suggestion is that there needs to be a gap between the magnitudes; Pagin,
2010; van Rooij, 2011a). In a recent model of judgments about the applicability
of scalar adjectives (Egré, 2017; see also Fults, 2011 for a proposal along similar
lines), Egré proposes that in deciding whether a scalar adjective is applicable as
a description of an object, the object’s magnitude (regardless of whether it has
been observed perceptually or described with exact numbers) first needs to be
mapped to an inner scale of magnitude representation that makes this magnitude
necessarily imprecise and approximate. I do not discuss this or other models
in detail here, as we did not investigate the particular way in which magnitude
representations come into play. Instead, the experiments reported in Chapter 4
test whether such magnitude representations are recruited in the processing of
the meaning of scalar adjectives.

1.4 The context-sensitivity of scalar adjectives re-
flected in language composition at the neu-
ronal level

As discussed above, the meaning of scalar adjectives is to a large extent context-
sensitive. More specifically, the meaning of a scalar adjective depends crucially
on the noun with which the adjective is combined. In contrast, the meaning of
non-gradable adjectives does not depend on context to the same degree. It is
assumed that whereas in the case of scalar adjectives a comparison class needs
to be determined and a threshold needs to be computed, there is no need to de-
termine a comparison class and compute a threshold for non-gradable adjectives.



1.4. The context-sensitivity of scalar adjectives 9

This difference should in principle be reflected in the neuronal processes com-
puting the meaning of an adjective—noun composition, i.e., for the way how our
brain combines the meaning of an adjective and a noun to an integrated meaning
representation of the noun phrase. Such a difference in the neuronal correlates of
the processing of adjective-noun-phrases with scalar adjectives as opposed to non-
gradable adjectives has been observed in a recent study by Ziegler and Pylkkéanen
(2016). This finding is intriguing because it goes beyond the level of formal se-
mantics and provides support for a difference in processing different adjective
classes at the neuronal level. In addition, it opens up the possibility of a number
of follow-up studies that investigate composition mechanisms for scalar and other
adjectives more closely.

Compositionality, i.e., the combination of multiple units of meaning into a
new, integrated meaning, is one of the fundamental properties of human language
and is a subject of a long tradition of empirical research in psycholinguistics and
cognitive neuroscience of language. One empirical approach has used magnetoe-
cephalography (MEG) data measured during the processing of minimal two-word
phrases (Bemis & Pylkkénen, 2011, 2013a, 2013b). This is also the approach taken
by Ziegler and Pylkkédnen (2016). In their experimental paradigm, participants
saw an adjective followed by a noun and subsequently responded to a question
about the phrase. They contrasted the processing of adjective-noun-phrases with
scalar adjectives versus non-gradable* adjectives. They observed a difference in
the level of neural activity in the left anterior temporal lobe (LATL). Based on
this result, Ziegler and Pylkkénen suggest that the composition of a noun with a
scalar adjective happens at a later point in time than the composition of a noun
with a non-gradable adjective. This difference is thought to arise due to the need
to compute a context-sensitive threshold based on the noun’s meaning in case it
is combined with a scalar adjective. This process is not needed in the case of an
adjective-noun phrase with a non-gradable adjective.

Considering the potentially far-reaching implications of the findings reported
by Ziegler and Pylkkénen (2016), the study presented in Chapter 5 was con-
ducted to ensure that the effect is robust. Specifically, we wanted to see whether
we were able to observe the difference between the processing of noun phrases
with scalar adjectives versus non-gradable adjectives in our own set-up and in a
different language (Dutch). Beyond this replication attempt, the design of our
study also should allow to tease apart semantic composition processes and syn-
tactic composition processes, two types of composition processes that could not
be distinguished in previous research.

“Note that in the corresponding chapter, we refer to these as intersective adjectives, in
keeping with the terminology used by Ziegler and Pylkkénen.
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1.5 Methodological remarks

Over the past decade, and increasingly throughout the years that I have spent
conducting the research reported in this thesis, various issues with the robustness
of findings reported in experimental psychology and cognitive neuroscience have
been brought forward. Specifically, due to factors like low sample sizes, publi-
cation bias, and similar issues, it has become apparent that a large proportion
(Szucs & loannidis, 2017 estimate that it possibly exceeds 50%) of reported ef-
fects in psychology and cognitive neuroscience are likely false positives or are of
negligibly small size (see e.g., Fanelli, 2012; C. J. Ferguson & Brannick, 2012;
loannidis, 2008; Szucs & loannidis, 2017). This has been confirmed by a low rate
of successful replications in several large-scale replication projects for claims in
psychology (Camerer et al., 2018; Collaboration, 2015; R. A. Klein et al., 2018).
Research into language processing is no exception, with several failed replications
reported (Kochari & Flecken, 2019; Nieuwland et al., 2018; Vasishth, Mertzen,
Jager, & Gelman, 2018). Conducting a replication study is one way to gain more
confidence that a particular effect is real and to get a more accurate estimate of
the effect size (Schmidt, 2009; Zwaan, Etz, Lucas, & Donnellan, 2018). Given
these considerations, in my own research I adopted a strategy where I first try
to replicate the effect that I am attempting to build on before I collect data in
planned follow-up research (Kochari & Ostarek, 2018). Adoption of this approach
is behind two of the chapters presented in this thesis (Chapters 3 and 5).

There are several arguments for conducting a replication of a study that one
is planning to build on in a new research project.® One might undertake a con-
ceptual replication, where the effect is investigated in a similar, but not identical
experimental set-up, or a close replication, where as many variables as possible are
kept identical to the original study. The first reason to conduct a replication is,
as mentioned, avoiding basing a new study on a false positive or on an effect that
is too small to be of interest. Especially in cases of a different lab set-up, different
target population, or different language, it is important to establish that one is
able to reproduce the original effect. Second, the results of a replication study,
either showing the same or a different effect as in the original study, are in any
case useful to the scientific community. A successful replication will strengthen
the confidence in the effect and will help to establish the true effect size of the
effect, whereas a failed replication will prompt discussion of the reasons for the
failure (Schmidt, 2009; Zwaan, Etz, et al., 2018).

If a follow-up study shows no effect or supports the null hypothesis after one
has successfully replicated the original effect, it becomes easier to interpret the
the outcome of the follow-up study because it can be directly contrasted with
the original (replicated) effect. Similarly, a successful replication published along

SPart of the text in this paragraph was previously published in an opinion piece, Kochari &
Ostarek, 2018.
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with the effect in the follow-up study make for a solid package that will convince
the researchers themselves as well as colleagues who read their work. Finally,
given that any outcome (including not observing any effect) can be meaningfully
interpreted, the replication-first approach shifts the focus from the significance
of the results (which is what is currently rewarded in psychology, and which is
at least partially responsible for the current robustness issues; Gelman, 2018;
loannidis, 2008; Vasishth, Mertzen, et al., 2018) to the methodological rigor of
the research project and to the sizes of the observed effects.

Adopting this approach, I devoted considerable time to the replication of the
studies on which I planned to base my own investigations. In one case (Chapter 3)
the replication was successful and allowed us to proceed with my own experiments
(presented in Chapter 4). In a second case (Chapter 5) we did not replicate the
effect on which we had planned to build in a follow-up study (see the Summary
and avenues for future research chapter for more on this). The failure to observe
an effect in this case prompted us to conduct a thorough investigation of the
set-up of the studies that reported such an effect in the past and to formulate a
number of new hypotheses about the potential modulating factors of the effect.

One of the ways to enhance the robustness and replicability of experimental
results is to collect data with larger sample sizes and a more diverse set of par-
ticipants. Web-based data collection allows one to do just that and has several
additional advantages over traditional lab-based studies. Specifically, it allows for
faster data collection, geographical flexibility, and lower cost of administration.
Furthermore, experiments created for web-browsers can be more easily shared be-
tween researchers. For all of these reasons, the behavioral experiments presented
in Chapter 4 of this thesis were conducted remotely, in the web-browsers of par-
ticipants. Ensuring that web-based data collection is technologically feasible and
will result in comparable data quality to physical lab-based data was another
motivation for the work reported in Chapter 3 of this thesis. There, I explore
the suitability of two experimental paradigms from the numerical cognition lit-
erature for testing the hypothesis about scalar adjectives. Because both of these
paradigms are influential in numerical cognition research and have been used in a
large number of studies in the past, I decided to write a separate paper (included
here as Chapter 3) where I report my experience with web-based data collection
and the results of the replications. This chapter is intended as a contribution
to the field of numerical cognition research, but the more general introduction
and discussion would be useful to any researcher starting with web-based data
collection.
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Chapter 2

Questions about Quan-
tifiers: symbolic and nonsymbolic quantity
processing by the brain

Abstract

!One approach to understanding how the human cognitive system
stores and operates with quantifiers such as ‘some,” ‘many,” and ‘all’ is
to investigate their interaction with the cognitive mechanisms for esti-
mating and comparing quantities from perceptual input (i.e., nonsym-
bolic quantities). While a potential link between quantifier processing
and nonsymbolic quantity processing has been considered in the past,
it has never been discussed extensively. Simultaneously, there is a
long line of research within the field of numerical cognition on the
relationship between processing exact number symbols (such as ‘3’ or
‘three’) and nonsymbolic quantity. This accumulated knowledge can
potentially be harvested for research on quantifiers since quantifiers
and number symbols are two different ways of referring to quantity
information symbolically. The goal of the present review is twofold.
First, we provide an overview of findings and methods from research
into the relationship between number symbol and nonsymbolic quan-
tity processing that could be of potential use for understanding quan-
tifier processing. Research from the developmental, behavioral, and
neuronal perspectives is reviewed. Second, we present an extended
discussion of the properties of various quantifier classes in relation to
the properties of nonsymbolic quantity processing mechanisms and
research conducted about this relationship so far. Importantly, while
doing so, we also provide a set of research directions and specific ques-
tions for the investigation of quantifier processing, in parallel with and

!This chapter is based on: Kochari, A., & Szymanik, J. Questions about Quantifiers: sym-
bolic and nonsymbolic quantity processing by the brain. Manuscript.
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inspired by the overview of research about number symbols.

2.1 Introduction

Humans can perceive, represent, and compare perceptually extracted quantities,
e.g., extracted from visually presented arrays of objects or from aurally presented
series of tones, as well as quantities that are presented using arbitrary symbols
and natural language. In the former case, we can make an approximation of the
quantity of elements (i.e., the cardinality or numerosity). In the latter case, a
set of conventions can be learned to represent the exact cardinality using number
symbols (e.g., Arabic digits, number words, Roman numerals — 7, ‘seven’; VII). In
addition, approximate cardinality and the relationship between cardinalities can
be conveyed symbolically using natural language quantifiers (e.g., ‘some’, ‘many’,
‘most’ etc.). While a lot of research has been devoted to the question of how
number symbols and nonsymbolic quantities (we refer to perceptually extracted
quantities as nonsymbolic) are linked in the human brain, substantially less is
known about the link between quantifiers and nonsymbolic quantities. In this
paper, we give a comprehensive review of experimental research on the relation
between number symbols and nonsymbolic quantities and relate it to parallel
research between quantifiers and nonsymbolic quantities. Most importantly, we
put forward a set of new questions about the neurocognitive underpinnings of
quantifier semantics. We hope that these questions not only influence research
directions of experimental semantics but also help in building a bridge between
number cognition and formal semantics communities.

The processing of number symbols has been the subject of extensive research
within numerical cognition, given that number symbols referring to exact quan-
tities play an important role in everyday functioning in modern industrialized
cultures and are used in mathematics (e.g., Eger, 2016; Nieder, 2016; Sokolowski
& Ansari, 2016). As the nonsymbolic quantity representation system is consid-
ered to be evolutionarily old and innate in humans, particular attention has been
paid to the interaction of number symbols with, and their possible reliance on, the
nonsymbolic quantity processing mechanisms. In the first half of the paper, we
provide an up-to-date comprehensive review of developmental, behavioral, and
neuronal-level evidence accumulated in the symbolic and nonsymbolic quantity
processing research in relation to number symbols. This review functions as a
backdrop for our discussion of parallel questions in relation to natural language
quantifiers.

Natural language quantifiers are pervasive in everyday communication and
are used as tools to refer to quantity even in individuals and cultures without
extensive exact number symbol systems. Natural language quantifiers also poten-
tially interact with and rely on neurocognitive systems for processing nonsymbolic
quantity. Suggestions about the existence of a potential link between quantifiers
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and nonsymbolic quantity processing have been put forward before (e.g., Clark
& Grossman, 2007; Coventry, Cangelosi, Newstead, Bacon, & Rajapakse, 2005;
Holyoak & Glass, 1978; Pietroski et al., 2009), but never discussed extensively.
In the second half of the paper, we offer an extensive review of the relatively
few published studies looking at this relationship. We then suggest directions for
future research in this line by formulating a set of questions. Our goal here is
to use existing research questions into number symbols and paradigms used in
this regard to help formulate new questions about quantifiers. We believe that
enriching the research on quantifier processing by taking accumulated knowledge
regarding number symbols into account is a fruitful way forward. The reader
should bear in mind that the goal of this manuscript is to start or stimulate dis-
cussion, and, hence, some ideas in which the details are not fleshed out and some
speculative suggestions are also presented.

2.2 Nonsymbolic quantities and number symbol
processing

2.2.0.1 Nonsymbolic quantities

Adults with and without formal education (see e.g., Barth, Kanwisher, & Spelke,
2003; Barth, La Mont, Lipton, & Spelke, 2005; Ferrigno, Jara-Ettinger, Pianta-
dosi, & Cantlon, 2017; Gordon, 2004; Pica et al., 2004), pre-linguistic infants (see
e.g., Izard et al., 2008; Wynn, 1992; Xu & Spelke, 2000), and both trained and
untrained animals (see e.g., Brannon & Terrace, 1998; Breukelaar & Dalrymple-
Alford, 1998; Cantlon & Brannon, 2006, 2007; Scarf, Hayne, & Colombo, 2011)
are all able to approximate the quantity of items in sets and compare them in
terms of their cardinalities (i.e., the total quantity of items in a set) when pre-
sented visually or aurally. In all cases, when comparing the cardinalities of sets,
performance in terms of accuracy and reaction times has been observed to depend
on the ratio between cardinalities rather than the absolute quantity of items in
each set: the larger the ratio between quantities, the better the performance. For
example, when asked to choose a set with a larger cardinality among sets of 3
and 5 items, responses are given faster and they are more accurate than when
choosing among sets of 7 and 9 items (same for 30 and 50 vs. 70 and 90 etc.).
Children and animals need higher ratios between cardinalities of sets to be able
to successfully distinguish between them than human adults do, but they also
exhibit ratio-dependent performance. This common pattern suggests that the
mechanism for approximation of cardinalities might have the same evolutionary
origin across the species.?

2 Another piece of evidence for the approximate cardinality representation mechanism hav-
ing the same evolutionary origin in humans and other animals comes from the observation of
number-sensitive neurons in homologue areas of human and monkey brains (e.g., Harvey, Ferri,
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The ratio-dependent performance indicates that there is a certain level of un-
certainty (or noise) in underlying psychological representations of the quantities
of nonsymbolically presented sets, and that the amount of uncertainty is pro-
portional to the value, with larger numerical values having more noise. Values
closer to one another will have a larger overlap in their representations than val-
ues further away from one another (e.g., the uncertainty around 7 means that it
overlaps with 6 and 8, but less so with 5 and 9, etc.). Such ratio-based perfor-
mance follows Weber’s law for the perception of continuous stimulus dimensions.
There is discussion around the exact way in which the nonsymbolic quantities
are represented — linearly with scalar variability or logarithmically with fixed
variability (e.g., Bar, Fischer, & Algom, 2019; Dehaene, Izard, Spelke, & Pica,
2008; Feigenson et al., 2004; Merten & Nieder, 2008), but we leave this discussion
aside as it is not relevant for the purposes of the present paper. This nonsymbolic
quantity representation mechanism, at least in case of quantities above 4 (see next
paragraph), is often referred to as the Approximate Number System (ANS; but
see Nufiez, 2017 for a discussion of the terminology in this research line).

The only exception to ratio-based performance with nonsymbolically pre-
sented quantities is the case of quantities up to 3 or 4. Behavioral perfor-
mance with these quantities does not seem to be ratio-dependent, which sug-
gests that they might be represented without uncertainty (i.e., exactly).®> The
process by which these quantities are estimated or extracted is traditionally re-
ferred to as subitizing. Some have explained this difference by suggesting that
small-magnitude numbers are represented with very little noise within an ANS-
like system (e.g., Cordes, Gelman, Gallistel, & Whalen, 2001; Dehaene, 2007),
whereas others have posited that a separate mechanism represents them exactly
— the object tracking system (also referred to as parallel individuation system;
e.g., Carey, 2009; Cordes et al., 2001; Feigenson et al., 2004; Hutchison, Ansari,
Zheng, Jesus, & Lyons, 2019; Kaufman, Lord, Reese, & Volkmann, 1949; Revkin,
Piazza, Izard, Cohen, & Dehaene, 2008; Trick & Pylyshyn, 1994). The object
tracking system is also considered to be innate and might play a role in num-
ber symbol learning (Carey, 2001, 2009). While subitizing is relevant in multiple
discussions in number symbol processing research, in the present paper we only
discuss it in the context of number symbol learning since, as we see it, only in
that case can it subsequently be related to research on quantifiers.

& Orban, 2017; Nieder & Dehaene, 2009; see also Ferrigno, Hughes, & Cantlon, 2016).

3 Additional evidence for a separate mechanism being responsible for small quantities comes
from studies on eye-movement patterns (Watson, Maylor, & Bruce, 2007) and visual working
memory (Piazza, Fumarola, Chinello, & Melcher, 2011).
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2.2.0.2 Number symbols

Humans can refer to exact cardinalities using formal symbolic systems such as,
e.g., number words, Arabic digits, Japanese Kanji, Roman numerals, etc.* Num-
ber symbols differ from nonsymbolically presented cardinalities in that they refer
to exact quantities, require a culture to have developed such a formal system,
and at least larger numbers need to be explicitly taught to children (Pica et al.,
2004). It has been proposed that number symbol representations and processing
mechanisms are based on nonsymbolic quantity representations and processing
mechanisms evolutionarily, developmentally, and in terms of neuronal implemen-
tation (e.g., Dehaene, 1997, 2007; Dehaene & Cohen, 2007; Feigenson et al., 2004;
Nieder, 2016), though this view has been a subject to criticism and counter-
evidence has been reported in recent years (e.g., Carey & Barner, 2019; Carey,
Shusterman, Haward, & Distefano, 2017; Krajcsi, Lengyel, & Kojouharova, 2016;
Ntnez, 2017; Reynvoet & Sasanguie, 2016).

One influential hypothesis is that number symbols, as a novel cultural inven-
tion, invade evolutionarily older brain circuits responsible for nonsymbolic car-
dinality processing — the so-called ‘neuronal recycling hypothesis’ (Dehaene &
Cohen, 2007). The proposal is that since number symbols have not been around
long enough for dedicated neuronal machinery to have evolved, this new func-
tion has to be embedded in circuits that have originally evolved for something
else. On a strong version of this hypothesis, as a consequence of this ‘recycling’,
the same neuronal populations should represent number symbols and nonsym-
bolic cardinalities (e.g., Dehaene, 2007; Gallistel & Gelman, 1992). On a weaker
version of the hypothesis, some representational properties of number symbols
are inherited from nonsymbolic cardinality representations and/or information
processing mechanisms (e.g., working memory storage, attentional, comparison
and calculation mechanisms) should be shared between them (Lyons & Beilock,
2018; Nieder, 2016). It could be the case, for example, that number symbol rep-
resentations rely on nonsymbolic cardinalities early in childhood when children
begin to relate number symbols to quantities, but over the course of development
number symbol and nonsymbolic quantity representations become distinct from
each other and, therefore, come to refer only to exact cardinality representations
(Lyons, Ansari, & Beilock, 2012; Matejko & Ansari, 2016). On an alternative
hypothesis, number symbol representations are not based on nonsymbolic quan-
tities at all but form a separate system of exact symbol-symbol relations (e.g.,
Krajcsi et al., 2016; Lyons & Beilock, 2018; Reynvoet & Sasanguie, 2016; Sasan-
guie, De Smedt, & Reynvoet, 2017), and are learned, e.g., by being associated
with the object tracking system (Carey, 2001, 2009). In the rest of this section,

4While there are certain differences in their processing (e.g., number words need to be
processed as words, which require phonological processing, whereas Arabic digits are single
symbols which may not require phonological processing), here we omit discussion of these
differences. Instead, we are interested in the higher-level, quantity representations they evoke.
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we review obtained evidence and discussions regarding the proposals described in
this paragraph.

This review is mostly focused on evidence and experimental paradigms rele-
vant to our subsequent discussion on quantifiers (for more comprehensive reviews
of this research and methodological discussions the reader is referred to e.g., Carey
& Barner, 2019; Eger, 2016; Nieder, 2016; Nieder & Dehaene, 2009; Nunez, 2017;
Sokolowski & Ansari, 2016; Wilkey & Ansari, 2019).

2.2.1 The developmental perspective

There is a lot of evidence suggesting that the nonsymbolic quantity processing
system is innate in humans (Izard et al., 2008; Spelke, 2011; Wynn, 1998; Xu
& Spelke, 2000). On the other hand, number symbols are learned during the
lifetime of a person through explicit training. What do these number symbols
referring to/grounded on? This is the symbol-grounding problem (Harnad, 1990)
for number symbol representations. Here, we briefly discuss two main theoretical
suggestions in the literature though neither can account for the whole process of
number symbol acquisition without assuming additional mechanisms (see Carey
& Barner, 2019; Carey et al., 2017, for a discussion).

2.2.1.1 Number symbols are grounded in approximate nonsymbolic
representations

Given that the approximate quantity representation mechanism seems to be an
evolutionarily old mechanism present in humans from birth, it has been suggested
that ANS representations provide a basis for learning number symbols (Dehaene,
2007; Dehaene & Cohen, 2007; Feigenson et al., 2004; Gallistel & Gelman, 1992;
Halberda, Mazzocco, & Feigenson, 2008). On a strong version of this hypothesis,
“when we learn number symbols, we simply learn to attach their arbitrary shapes
to the relevant nonsymbolic quantity representations [...|] thus, the symbol ‘3’
comes to evoke the very same representation that would be evoked by a set of
three dots” (Dehaene, 2007; Gallistel & Gelman, 1992). This hypothesis is most
theoretically parsimonious since it suggests that symbolic quantity simply makes
use of a quantity mechanism already present in humans. Traditionally, findings of
similar behavioral effects for processing both nonsymbolic and symbolic quantities
in adults and of overlapping brain regions responsible for them have been thought
to support this hypothesis, though there is substantial debate about the strength
of the evidence there (this evidence is discussed in detail below, in sections 2.2.2
and 2.2.3). Moreover, these findings of similar effects are reported with adult
participants, so they could be explained by the fact that number symbols and
nonsymbolic quantities become associated with each other later in life rather
than through the acquisition process.
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Let us consider evidence supporting this hypothesis from studies on the lan-
guage acquisition process. Some studies show an association between children’s
approximate quantity perception on the one hand and their understanding of
number words and counting using the number symbol sequences on the other
hand (Mussolin, Nys, Leybaert, & Content, 2012; Odic, Le Corre, & Halberda,
2015; Wagner & Johnson, 2011), but this has not always been observed (Carey
et al., 2017; Le Corre & Carey, 2007). There is also evidence for children with
a specific math learning disorder (dyscalculia) having less precise approximate
number representations than their typically developing peers (e.g., Mazzocco,
Feigenson, & Halberda, 2011; Piazza et al., 2010). Another line of research re-
ports a correlation between performance in approximate quantity comparison
tasks and symbolic mathematics achievement, suggesting that performing sym-
bolic mathematics tasks may rely on approximate nonsymbolic quantity represen-
tations (e.g., Halberda, Mazzocco, & Feigenson, 2008; Keller & Libertus, 2015;
Libertus, Feigenson, & Halberda, 2011; Mundy & Gilmore, 2009). Moreover,
in some studies children trained in nonsymbolic approximate quantity compari-
son tasks show improved performance in symbolic math tasks (e.g., D. C. Hyde,
Khanum, & Spelke, 2014; see also Park & Brannon, 2013 for similar results with
adults). However, again a number of studies fail to find a correlation between
nonsymbolic quantity processing and symbolic math achievement (see De Smedst,
Noél, Gilmore, & Ansari, 2013; Reynvoet & Sasanguie, 2016, for reviews). Meta-
analyses that looked at the combined evidence from these studies found that
the association between nonsymbolic quantity processing and math achievement
is small (Chen & Li, 2014; Fazio, Bailey, Thompson, & Siegler, 2014; Schnei-
der et al., 2017), suggesting that nonsymbolic quantity representations probably
contribute rather little to symbolic quantity processing. The validity and conse-
quences of these and other findings from correlational and training studies are a
subject to a lot of debate, which we skip here (see, e.g., Carey et al., 2017; Lei-
bovich & Ansari, 2016; Reynvoet & Sasanguie, 2016, for reviews and discussion).

2.2.1.2 Number symbols are derived from the object tracking system

An alternative hypothesis about the development of number symbols posits that
they develop completely independently of nonsymbolic quantity representations.
We start by describing two observations on which this hypothesis is founded.
The first is that there seems to be a certain order in which children learn number
symbols (Piantadosi, Jara-Ettinger, & Gibson, 2014; Wynn, 1992). Specifically,
children seem to learn the quantity that number words ‘one,” ‘two,” and ‘three’
refer to consecutively, taking some time before understanding the next number
word. At the point when children learn the meaning of ‘four,” they understand
the principle of counting (i.e., the cardinality principle) — that the last number
word when counting refers to the total number of objects in a set. At this point,
children immediately understand the quantity reference of number words beyond
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four. The second relevant observation is that infants and adults seem to be able
to represent nonsymbolic quantities up to 3 or 4 in an exact, discrete, manner,
unlike the approximate analog representations of larger quantities. As already
discussed, these are quantities within the subitizing range.

According to the hypothesis put forward by Carey and colleagues (Carey, 2001,
2009; Le Corre & Carey, 2007; see also Piantadosi, Tenenbaum, & Goodman,
2012), children first learn the sequence of number words (‘one, two, three, four,
five...’) as a list of meaningless words — without ascribing a numerical sense
to them. We know that children can learn such lists and even simulate counting
without understanding that numbers refer to the quantity of objects (Wynn, 1990,
1992). Simultaneously, the singular and plural distinction (grammatical), as well
as quantifiers and articles that children hear in language, facilitate their reasoning
about quantities and number words. Specifically, for example, the meaning of the
word ‘one’ is learned as a quantifier within natural language, given that it is used
in everyday language more frequently than in counting and given that in some
languages it is synonymous to a singular determiner like ‘a’. This way, ‘one’ is
first learned as a quantifier denoting a singular entity. Gradually, children learn
to associate the number words ‘one’ through ‘three’ or ‘four’ to the corresponding
quantity that is tracked by the object tracking system. At this point they do not
yet understand that quantities can be generalized to the rest of the counting list.
Finally, children learn that every next number refers to one more object than the
previous one and can generalize this knowledge to the rest of the number words
(see Carey, 2001, 2009, for details and references).

One set of results supporting this hypothesis shows that children who under-
stand the quantity reference of number words only up to ‘three’ could be taught to
associate ‘four’ with sets of four objects, but at the same time could not be taught
to associate ‘ten’ with sets of ten objects (Carey et al., 2017). This has been in-
terpreted as evidence for that the children at this point did not yet understand
that number words can refer to quantities beyond four. That is a predicted stage
of development if number symbol knowledge initially relies on the object track-
ing system, but is unexpected if number symbol knowledge results from mapping
number words to approximate nonsymbolic quantities (on this latter hypothesis,
there should be no difference between quantities up to and beyond four). Also
supporting this hypothesis, a recent neuroimaging study with adults found more
similarity between the neuronal correlates of processing symbolic and nonsym-
bolic quantities within the subitizing range than outside of this range (Lyons &
Beilock, 2018; see also Hutchison et al., 2019 for behavioral evidence for stronger
association within the subitizing range than outside).

However, contradicting the suggestion that there is no mapping at all between
nonsymbolic quantity and symbolic number words, two to five-year-old children
do seem to be able to make estimates of quantities when asked to perform an ac-
tion a certain number of times. Specifically, when given instructions with number
words to put a certain number of objects in a bowl or to tap a certain number
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of times, children gave/produced approximately the required quantity, even for
quantities greater than 4 (Gunderson, Spaepen, & Levine, 2015; Odic et al., 2015).
These results suggest that there exists some sort of mapping, albeit only unidi-
rectional. Another problem with the proposal is that one of its elements does not
seem to hold up against empirical evidence — namely, quantifier knowledge and
the singular—plural distinction is not clearly related to number symbol knowledge.
One study reports that children’s level of knowledge of number symbols is not
correlated with their level of knowledge of natural language quantifiers, but in-
stead correlates with age (Dolscheid, Winter, Ostrowski, & Penke, 2017, though
see Barner, Chow, & Yang, 2009, where such correlation was present). Moreover,
some children learning English interpret the article ‘a’ as approximate, allowing
it to refer to one or two objects, while at the same time interpreting ‘one’ exactly;
this speaks against the singular-plural distinction being behind learning ‘one,” or
‘one’ being initially learned as a synonym of ‘a’ (Barner, Chow, & Yang, 2009;
see also Barner, 2012). Without this component, it is not clear why the number
symbols have to be learned consecutively given that the object tracking system
by definition gives children access to all three or four quantities at the same age®
(Starkey & Cooper, 1995).

2.2.1.3 Development later in life

So far, we have discussed how number symbols are grounded in existing mecha-
nisms when children learn them for the first time. Number symbol representation
and processing mechanisms in adults might either stay connected to these initial
representations to some extent or develop independently. At least when a per-
son is exposed to life in a society that makes extensive use of number symbols
and/or the person is taught formal math systems, these initial number symbol
representations have to change over the course of development.

Specifically, because the symbolic quantity has to be exact, representations for
number symbols cannot be exactly the same as those for approximate quantities
(Carey & Barner, 2019; Nufez, 2017 provide detailed arguments for this view).
In this sense, it is unreasonable to expect exactly the same representations for
nonsymbolic quantities and number symbols, as has been suggested by some
theories. Instead, it is more likely that when we start using number symbols more
extensively, they develop into — at least to some extent — an independent system
of quantity representation (as put forward in the so-called ‘symbolic estrangement’
hypothesis, see Lyons et al., 2012; see also Matejko & Ansari, 2016; Wilkey &
Ansari, 2019). When it comes to the object tracking system, one important
aspect is that it is not even capable of supporting a cardinality beyond 4. Thus,

5Note, however, that theories suggesting that number symbol learning is grounded on ap-
proximate nonsymbolic representations do not have an explanation for the specific order of the
learning of number word meanings either, though there one could potentially appeal to the
maturing of the ANS-like system.
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in this case too we assume that the object tracking system is used to learn number
symbols first, but at a later point children have to develop a symbolic number
representation system beyond the initial state.

2.2.1.4 Interim summary

Overall, when reviewing the accumulated evidence, there is currently no com-
pelling evidence for either the suggestion that number symbols are mapped onto
the approximate nonsymbolic quantities or that their acquisition is based on
information provided by the object tracking system. Both suggestions remain
subjects of debate and more research is needed in both directions. Importantly,
regardless of which system number words are initially mapped to, subsequently
an at least partially independent symbolic number system has to develop. This
is because approximate number representations are not capable of representing
exact cardinality and because the object tracking system is only able to represent
quantities beyond the subitizing range.

2.2.2 The behavioral perspective

In this section, we review the accumulated behavioral evidence investigating
whether and to what extent the cognitive systems processing number symbols
and nonsymbolic quantities are shared as well as paradigms that have been used
so far. The first, basic question that needs to be asked about number symbols and
nonsymbolic quantities is whether there at least exists an interface for mapping
between the two types of quantity and to what extent such mapping happens
automatically (i.e., without explicit instructions). The results of tasks based on
estimation and congruity are reviewed in this context. While a useful starting
point, evidence for the automaticity of mapping does not allow us to draw strong
conclusions about shared or distinct representations and processing mechanisms
for symbolic and nonsymbolic quantities. That is because such mapping can, in
principle, simply be an association that emerges as a result of co-occurrence in the
natural world rather than a fundamental link between processing mechanisms.
Numerical magnitude comparison and numerical matching paradigms have
been used to investigate the similarity of representation formats of number sym-
bols and nonsymbolic quantities. Specifically, this line of research has looked
at the potential ratio-dependence of performance in these tasks. A similar be-
havioral performance for number symbols and nonsymbolic quantities has been
suggested to arise from the similar representational format of the two (perhaps
due to number symbols initially being derived from nonsymbolic quantity rep-
resentations). Distinct patterns of behavioral effects, on the other hand, would
speak to different formats of representations. For example, unlike nonsymbolic
quantities, number symbols might be represented in a discrete format, without
uncertainty (noise) in representations (e.g., Bar et al., 2019; Krajcsi et al., 2016;
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Reynvoet & Sasanguie, 2016; Sasanguie et al., 2017). Some of the proposals put
forward in this line ascribe any similarities between number symbols to similar-
ities in their frequencies of occurrence and co-occurrence (Krajesi et al., 2016;
Lyons & Beilock, 2018; Verguts, Fias, & Stevens, 2005).

A further question is whether overlapping neuronal populations represent
number symbols and nonsymbolic quantities; we discuss evidence from neuroimag-
ing studies in the next section, but behavioral evidence from priming studies is
also relevant for this question. Importantly, it has been demonstrated that the
same neuronal populations may support symbolic and nonsymbolic quantities
alike, even if they are represented in different formats (Dehaene, 2007; Verguts &
Fias, 2004).

2.2.2.1 Mapping between number symbols and nonsymbolic quanti-
ties

We know that adults are capable of finding correspondences between nonsymbolic
and symbolic quantities. To look at the mapping more closely, in estimation tasks
participants are briefly (so as to prevent them from counting) presented with an
array of objects and asked to give a number symbol to indicate the cardinality
(e.g., Crollen, Castronovo, & Seron, 2011; Dehaene et al., 2008; Izard & Dehaene,
2008; Revkin et al., 2008; Whalen, Gallistel, & Gelman, 1999). People typically
give precise estimates for numbers in the subitizing range and estimates increas-
ingly further away from the true cardinality as the cardinalities get larger. An
underestimation bias is observed with increasing cardinalities in this task: e.g.,
when presented with 80 dots, people tend to give a number symbol below 80
(e.g., Crollen et al., 2011; Izard & Dehaene, 2008; Krueger, 1982). The extent of
underestimation increases with increasing nonsymbolic cardinalities, and differs
individually (Crollen et al., 2011). Finally, giving participants a reference cardi-
nality (e.g., presenting an array of objects and labeling it ‘thirty’) biases their
subsequent judgments, meaning that they use it as an anchor (Izard & Dehaene,
2008). The fact that we can give a symbolic number label to a nonsymbolically
presented quantity and vice versa speaks to the existence of at least an interface
between these two representations of quantity:.

A related question is whether symbolic and nonsymbolic quantity information
is automatically activated and integrated when presented simultaneously, without
explicit instructions to do so. In a series of studies, digits or letter strings were
presented superimposed on dot arrays, and the participants’ task was to simply
decide whether they saw digits or letter strings (binary choice). In the digit trials,
the dot arrays presented in the background either matched or mismatched the
quantity represented by the digits. There was no quantity judgment in this task,
so participants did not have to process either the symbolic or nonsymbolic quanti-
ties in order to perform it. Despite this, participants were more accurate and gave
faster responses in trials where the value of the number symbols and the number
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of dots matched than in the trials where they mismatched (A. S. Liu, Schunn,
Fiez, & Libertus, 2015; see also R. Liu, Schunn, Fiez, & Libertus, 2018 for similar
results®). These results tentatively suggest that either the nonsymbolic quantity
is automatically converted to or activates a corresponding symbolic quantity or
vice versa. We see this as a tentative conclusion because it is based on a single
study, so more data is needed.

2.2.2.2 The representation format of number symbols

One paradigm traditionally used to investigate the representation format of sym-
bolic and nonsymolic quantities is a magnitude comparison task in which either
two digits/number words or two nonsymbolic quantities (e.g., arrays of dots)
are presented side by side, and the participants’ task is to choose the numerically
larger /smaller one. Both in the nonsymbolic and symbolic comparison tasks, par-
ticipants display ratio-dependent performance in terms of error rates and reaction
time (e.g., Barth et al., 2005; Buckley & Gillman, 1974; Moyer & Landauer, 1967;
Smets, Gebuis, & Reynvoet, 2013; Smets, Moors, & Reynvoet, 2016). Therefore,
based on these results, number symbols are thought to be represented by noisy
overlapping representations for values, just like nonsymbolic quantities. However,
the suitability of this task for tapping into the representation format has been
questioned. Specifically, the ratio-dependence of performance in a comparison
task like this in the case of number symbols can instead be explained in part by
the set-up itself, where solely decision-making process could give rise to the ob-
served pattern (see Kojouharova & Krajcsi, 2018; Van Opstal, Gevers, De Moor,
& Verguts, 2008; Verguts & Van Opstal, 2014), and in part by differences in the
relative frequencies of different number symbols (see Krajcsi et al., 2016; Verguts
et al., 2005).

A paradigm that avoids the above-described issues is a numerical matching
task in which participants have to decide whether two sequentially presented sym-
bolic number stimuli refer to the same quantity (participants respond with either
‘same’ or ‘different’). When different numbers are presented (e.g., ‘5’ and ‘seven’),
the performance also depends on the ratio between the two quantities (Defever,
Sasanguie, Vandewaetere, & Reynvoet, 2012; Smets et al., 2013; Van Opstal &
Verguts, 2011; Verguts & Van Opstal, 2005). However, this effect has not always
been observed (Cohen, Warren, & Blanc-Goldhammer, 2013). In addition, a re-
cent study employing audio-visual matching (instead of the visual presentation
of two number quantities) did not reveal any distance effect in a condition where
participants matched number words and digits (both symbolic), while such ef-
fects were obtained in a nonsymbolic matching condition and a mixed symbolic

6Though it should be noted that unfortunately in this study the participants performed an
intensive nonsymbolic quantity estimation task before the relevant task, which possibly put
them in the mode of estimating quantities, so a replication without this confound is required
to ensure robustness of the effect.
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and nonsymbolic matching condition (Sasanguie et al., 2017). This result rather
supports different formats of representation for number symbols and nonsymbolic
quantities. Overall, thus, the evidence from the numerical matching task remains
mixed.

Yet another paradigm that has been used is subliminal or overt priming, where
the so-called priming distance effect cannot be explained as a purely task-related
decision-based effect either. In a typical numerical priming paradigm, partici-
pants are asked to compare a number to a standard (e.g., to decide whether each
presented number is higher or lower than 5) or to name a number aloud. Before
the target number is visible, however, participants are subliminally or consciously
presented with a prime number. The priming distance effect refers to the result
that decision reaction times or naming latencies are slower when the prime num-
ber is closer to the target number (e.g., the target four being preceded by prime
three as opposed to being preceded by prime one). The priming distance effect
has been observed for various notations of number symbols (Arabic digits and
number words — e.g., Koechlin, Naccache, Block, & Dehaene, 1999; Naccache &
Dehaene, 2001b; Reynvoet & Brysbaert, 1999; Reynvoet, Brysbaert, & Fias, 2002)
as well as for nonsymbolic stimuli (dot arrays — e.g., Defever, Sasanguie, Gebuis,
& Reynvoet, 2011; Herrera & Macizo, 2008; Roggeman, Verguts, & Fias, 2007;
Sasanguie, Defever, Van den Bussche, & Reynvoet, 2011). However, it has been
observed that the exact pattern of the priming is different for nonsymbolic and
symbolic quantities (weaker priming in the case of number symbols than nonsym-
bolic quantities), speaking against exactly the same representation format (see
Herrera & Macizo, 2008; Roggeman et al., 2007); to be continued below.

2.2.2.3 Overlapping neuronal populations

The above-described priming paradigm has also been used to look at whether
the same or different neuronal populations represent number symbols and non-
symbolic quantities. In this case, an array of dots was presented as a prime
subliminally and an Arabic digit as a target, or vice versa. If the same neuronal
population is activated for both, the priming distance effect should be observed
across quantity types. In such a set-up, the priming distance effect has been
observed when the primes are dot arrays and the targets are Arabic digits, but
not when the primes are Arabic digits and the targets were dot arrays (Herrera &
Macizo, 2008; Roggeman et al., 2007). This evidence speaks against fully overlap-
ping representations for symbolic and nonsymbolic quantities because if that were
the case we would expect priming in both directions. Instead, one explanation
that has been suggested is that number symbols and nonsymbolic quantities are
represented by the same neuronal populations, but in different formats (Herrera
& Macizo, 2008; Roggeman et al., 2007). In the proposed neuronal architecture,
both symbolic and nonsymbolic quantities are represented in such a way that they
overlap with their neighboring quantities, but number symbols have substantially
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less overlap with neighbors (i.e., are substantially less noisy) than nonsymbolic
quantities (architecture suggested in a computational model by Verguts & Fias,
2004). This then leads to sharper, more distinct representations for number sym-
bols, though not completely discrete. Therefore, activation of the cardinality of
a number symbol also spreads to neighboring cardinalities, but is limited to the
closest neighbors, whereas activation of the cardinality of a nonsymbolic array
spreads to neighboring cardinalities more widely.

2.2.2.4 Interim summary

While the results of a number of prominent studies support a similar format of
representations for number symbols and nonsymbolic quantities, these paradigms
have either been shown to be flawed (in the case of numerical magnitude com-
parison tasks) or have produced mixed results (in the case of numerical matching
tasks). Stronger evidence comes from studies that made use of priming paradigms.
These studies suggest that there probably is some overlap in the cognitive systems
representing number symbols and nonsymbolic quantities. The observed pattern
of effects is best explained by assuming that number symbols and nonsymbolic
quantities have a different representational format (specifically, different amounts
of overlap with neighboring quantities) within these cognitive systems.

2.2.3 The neuronal perspective

From the perspective of neural implementation, research has investigated which
populations of neurons represent symbolic and nonsymbolic quantities (including
whether some neuronal populations exist that are responsible for representing
a quantity regardless of the presentation format, e.g., three dots and ‘3’), and
whether the representational format, i.e., the way a quantity is coded by these
neuronal populations, is similar for both (for detailed reviews and discussions of
findings with the approaches discussed here and others see e.g., Eger, 2016; Piazza
& Eger, 2016; Sokolowski & Ansari, 2016; Wilkey & Ansari, 2019).

Given that behaviorally the discrimination performance with nonsymbolic
quantities depends on the ratio between the two quantities, one prominent pro-
posal for how nonsymbolic quantity is implemented neurally is that there exist
populations of neurons coarsely tuned to a preferred quantity (Dehaene, 2007;
Dehaene & Changeux, 1993; Nieder, 2016; Piazza, Izard, Pinel, Le Bihan, & De-
haene, 2004). ‘Coarse tuning’ refers to the idea that quantity-selective neurons
should respond most strongly to their preferred quantity and show progressively
declining activity levels in response to quantities that are further away from their
preferred quantity. Note that on this proposal, while there exist single quantity-
selective neurons, quantity is not represented by a single neuron, but rather by
the activity of a population of differently tuned neurons (several population-
coding models have been proposed, for details see Nieder, 2016 and the references
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therein). If number symbols are represented in the same format as nonsymbolic
quantities, we would expect to see a neuronal population following the coarse
tuning principle when responding to quantity information for number symbols as
well (Dehaene, 2007; Piazza, Pinel, Le Bihan, & Dehaene, 2007).

2.2.3.1 Quantity-selective neurons

Single cell recordings in monkeys viewing arrays of dots have indeed identified
quantity-selective neurons within different subregions of the parietal and pre-
frontal cortex (Nieder, Freedman, & Miller, 2002; Nieder & Miller, 2003, 2004;
see Nieder, 2016 for a review). As expected based on the coarse tuning suggestion,
these neurons were most responsive to a preferred quantity and less so to other
quantities in a gradual manner based on how far they were from the preferred
quantity. The only study to date that has used single cell recordings with humans
viewing dot arrays also successfully identified neurons with firing patterns corre-
sponding to the neural tuning hypothesis (Kutter, Bostroem, Elger, Mormann, &
Nieder, 2018). However, the recordings in this study were in the medial temporal
lobe, which is not the region most consistently observed for quantity processing in
fMRI studies (these are the parietal areas, see below). When it comes to number
symbol processing, Kutter and colleagues observed distinct neurons responding to
number symbols, with response profiles substantially less aligned with the grad-
ual activity decrease dependent on the distance. These results with humans, in
principle, suggest a differential encoding of symbolic and nonsymbolic quantities.
However, given that Kutter and colleagues only recorded neurons in the medial
temporal lobe, it is still possible that neurons responding to both symbolic and
nonsymbolic quantities, and with a similar response profile, exist in the parietal
areas, which in fact are considered to be crucial for quantity processing.

2.2.3.2 Importance of the parietal cortex

Some evidence regarding the brain areas responsible for quantity processing in hu-
mans comes from studies with patients with brain atrophy. Specifically, deficits in
quantity processing have been reported for patients with Corticobasal Syndrome
(CBS), which is associated with atrophy most prominently in the parietal cortex.
These patients have difficulty comparing both symbolically or nonsymbolically
presented quantities (e.g., Halpern et al., 2004; Koss et al., 2010; McMillan, Clark,
Moore, & Grossman, 2006) and carrying out addition and subtraction operations
even with small numbers (e.g., Halpern, McMillan, Moore, Dennis, & Grossman,
2003; Spotorno, McMillan, Powers, Clark, & Grossman, 2014). Simultaneously,
they typically do not have impaired speech or problems understanding other con-
cepts (e.g., they do not have a deficit in object naming). Therefore, the parietal
cortex seems to house neuronal populations that play a crucial role in quantity
processing. The fact that the deficit occurs for both symbolic and nonsymbolic
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quantities suggests that both are housed in the parietal lobe.

The importance of the parietal cortex for quantity processing is also confirmed
by numerous fMRI studies. In fMRI studies using various tasks, both symbolic
and nonsymbolic number processing have been shown to involve regions of the
prefrontal cortex and parietal cortex (for reviews, see Arsalidou & Taylor, 2011;
Sokolowski & Ansari, 2016; Sokolowski, Fias, Mousa, & Ansari, 2017). Most
consistently, activity in the intraparietal sulcus and areas around it has been cor-
related with processing Arabic digits, number words, dot arrays, etc.; in numerical
magnitude comparison tasks, during arithmetic tasks, during passive viewing, etc.
Moreover, the amount of activity in these regions has been observed to be sen-
sitive to the exact quantity that is being processed, regardless of whether it is a
number symbol or a nonsymbolic quantity (e.g., Eger et al., 2009; Lyons, Ansari,
& Beilock, 2015; Lyons & Beilock, 2018; Piazza et al., 2007). However, given
the limited spatial resolution of fMRI data, a similar average or total amount of
activity within an area is not sufficient to conclude that the specific set of neurons
that are involved in both cases is the same (a similar activation in the area could
also arise from distinct neuronal populations housed close by in that area) or
that the representational format was the same. For this reason, more advanced
analysis methods have been used in recent years, to which we now turn.

2.2.3.3 Representation format and overlapping neuronal populations

One paradigm that has been used to look at the brain areas responsive to quan-
tity processing with a better resolution is the fMRI adaptation paradigm (Grill-
Spector, Henson, & Martin, 2006; Naccache & Dehaene, 2001a). The fMRI adap-
tation paradigm is based on the observation that with repeated presentations of
the same stimuli, activation of the neurons that specifically represent this stimulus
at an object level is reduced (this is referred to as ‘adaptation’). When a different
object (a ‘deviant’) is presented, the activation level of these neurons increases
again. Importantly, these neurons are thought to represent the stimulus at an
object level because the reduction in activity occurs even if other factors (such as
size, color, location, etc.) change over repetitions; i.e., it is invariant to lower-level
sensory changes. This allows researchers to identify regions coding for stimulus
categories of interest and to probe specific represented features by manipulating
the features of the deviants. In a number of fMRI studies, neuronal populations
in the left and right intraparietal sulci and surrounding areas adapted to the car-
dinality of dot arrays and showed an increase in activation levels when presented
with a novel cardinality (Cantlon, Brannon, Carter, & Pelphrey, 2006; He, Zhou,
Zhou, He, & Chen, 2015; Piazza et al., 2004). The amount of activation increase
in these studies was modulated by the distance between the adapted-to and de-
viant cardinalities, corresponding to what is expected under the coarse tuning
hypothesis. Parallel adaptation and distance-dependent increase in activity in
the intraparietal cortex in response to a deviant has also been observed for num-
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ber symbols” (Goffin, Sokolowski, Slipenkyj, & Ansari, 2019; Holloway, Battista,
Vogel, & Ansari, 2012; Notebaert, Nelis, & Reynvoet, 2010; Notebaert, Pesenti,
& Reynvoet, 2010; Vogel et al., 2017). Importantly, in one study this effect was
observed even when the participants adapted to nonsymbolically presented car-
dinality, whereas the deviant was a number symbol and vice versa (Piazza et al.,
2007). These results make a strong case for the view that the same neuronal
populations may be representing quantity in both notations.® Overall, the results
with the adaptation paradigm support the possibility that the intraparietal sulcus
houses representations for both symbolic and nonsymbolic quantities according to
the coarse tuning hypothesis, possibly in overlapping neuronal populations that
represent the quantity.”

Let us now take a quick detour to discuss other findings with the adaptation
paradigm that are also relevant to our discussion with quantifiers below. Be-
sides investigating cardinality representations, this paradigm has been used to
investigate whether a ratio between two simultaneously presented cardinalities is
coded, and whether the ratio representations are organized in an analog ANS-like
system similar to approximate nonsymbolic quantity representations (i.e., with
overlapping representations with neighboring ratio values). Indeed, the few stud-
ies that have been conducted to date suggest that, parallel to cardinality, ratio
information also seems to be encoded in the intraparietal sulcus and exhibits
distance-dependent neuronal activity recovery when presented both symbolically
(Jacob & Nieder, 2009a) and nonsymbolically (Jacob & Nieder, 2009b; Jacob,
Vallentin, & Nieder, 2012). Based on these results, it has been suggested that
ratio is also coded with coarse tuning, and that both numerosity and ratio are
processed by the same brain area.

Another series of studies used the representational similarity analysis (RSA;
Kriegeskorte, Mur, & Bandettini, 2008) to investigate neuronal activation pat-
terns for nonsymbolic quantities and number symbols. The idea behind RSA is
to compare the similarity of activation patterns within a brain region of interest
(rather than e.g., looking at the average level of activation in this region) in re-
sponse to pairs of stimuli (or conditions) and, based on that, make an inference
about the information represented in this region. Actual pattern similarity can be
compared to predicted similarity by various models with the goal of identifying
the model that best explains the neural activity patterns. It has been observed

"In fact, it has been proposed that specifically the left intraparietal cortex is more involved
in representing symbolic number (Ansari, 2007; Sokolowski, Fias, Mousa, & Ansari, 2017), but
we will omit the discussion of this point here.

8However, see also Cohen Kadosh et al., 2011, who observe an increase in intraparietal cortex
activity following adaptation for a notation-only change (i.e., when the deviant is a non-symbolic
array with the same quantity as the adapted-do number symbol) and argue for distinct neuronal
populations representing symbolic and nonsymbolic cardinalities within this region.

9We say only possibly because to our knowledge only a single study to date has demonstrated
cross-notation adaptation.
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that similarity of activity patterns in intraparietal cortex (and other regions)
when processing different nonsymbolic quantities is correlated with the numeri-
cal distance between these quantities, in line with the coarse tuning hypothesis
(Lyons et al., 2015; Lyons & Beilock, 2018; see also Bulthé, De Smedt, & Op
de Beeck, 2014; Eger et al., 2009; Eger, Pinel, Dehaene, & Kleinschmidt, 2015
for converging evidence using multi-voxel classification). In contrast, for num-
ber symbol processing the difference in activation patterns was not correlated
with the numerical distance (Lyons et al., 2015; Lyons & Beilock, 2018; see also
Bulthé et al., 2014; Bulthé, Smedt, & de Beeck, 2015 for converging evidence).
The absence of distance-dependent activation patterns in these studies suggests
that symbolic numbers might be represented differently — for example, as dis-
crete, categorical units. In fact, the activation distributions for number symbols
were better predicted by differences in the frequency of co-occurrence in natu-
ral speech (Lyons & Beilock, 2018). In addition, in these studies the activation
distributions for the same quantity presented symbolically and nonsymbolically
(e.g., the digit ‘6" and six dots) were not correlated, as would be expected if the
same neuronal populations represented both quantity types and in the same rep-
resentation format. Nonetheless, it should be noted that in these studies the total
amount of activity in the same regions was still modulated by the cardinality for
both number symbols and nonsymbolic stimuli. Overall, the RSA results suggest
that the regions that represent symbolic and nonsymbolic numbers overlap, but
the format of the representations is different and possibly neuronal populations
that represent them are distinct (it is also possible that the same neuronal pop-
ulations represent them, but the format of representations is different). Thus,
whereas the adaptation paradigm studies supported coarse tuning in case of both
number symbols and nonsymbolic quantities, results of RSA studies only support
it in case of nonsymbolic quantities.

One suggested explanation for different conclusions drawn from RSA and
adaptation paradigm studies is that RSA analyses are more sensitive to widely
distributed activity, whereas the adaptation paradigm is more sensitive to repre-
sentations at a fine spatial scale (see Eger, 2016; Wilkey & Ansari, 2019 for this
suggestion). The population coding of nonsymbolic quantities possibly results
in a widely distributed activity pattern which makes it relatively easily detected
by RSA, whereas recognition of number symbols possibly activates on only few
finely-tuned neurons which makes it less (or not at all) detectable by RSA. On
the other hand, the fact that the adaptation paradigm relies on the memory phe-
nomenon makes it more sensitive to semantic representations which are created
or extracted as a result of the perceptual input processing (estimation result from
an array of dots or retrieved quantity from number symbols). More research is
needed to determine whether this suggestion corresponds to reality.

Together, the results reported with RSA and the adaptation paradigm al-
low for a possibility that number symbols represented by the same neurons as
nonsymbolic quantities, but only partially recycle representations of nonsymbolic
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quantities and are more efficient in encoding (see also e.g., Reynvoet & Sasanguie,
2016 for this argument). This is the possibility that we described above based
on the behavioral data (section 2.2.2.3), and has previously been suggested in a
computational model where the same neural network learned nonsymbolic and
symbolic quantity representations, but coded number symbols with substantially
sharper representations than nonsymbolic quantities (Verguts & Fias, 2004; see
also Dehaene, 2007).

2.2.3.4 Interim summary

The neuroimaging research described here suggests that prefrontal and parietal ar-
eas, and specifically the intraparietal sulcus and surrounding areas, play a crucial
role in both symbolic and nonsymbolic quantity processing; this follows from both
brain damage patient studies and fMRI findings. There is strong evidence from
single cell recordings supporting the coarse tuning hypothesis for the format of
representations of nonsymbolic quantities in the brain. When it comes to number
symbol representations, the evidence from different paradigms is mixed. Results
based on the adaptation paradigm suggest that number symbols and nonsymbolic
quantities are represented by overlapping neuronal populations and that number
symbols are also represented according to the coarse tuning hypothesis. On the
other hand, results of RSA studies do not support this representation format for
number symbols. When it comes to the question of potentially overlapping neu-
ronal populations representing the two formats, there is some evidence supporting
this idea, but also contradictory findings, so it remains an open question.
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2.3 Nonsymbolic quantities and quantifier process-
ing
2.3.0.1 Quantifier classes

Besides number symbols, we can symbolically refer to information about quantity
using natural language quantifiers such as ‘some,” ‘few,” ‘most,” etc. Quantifiers
are an integral part of human languages. Whereas number symbols refer to an
exact quantity, many natural language quantifiers refer to cardinalities approxi-
mately or refer to the relations between cardinalities of (sub)sets. Different ways
to decide what should be considered a quantifier have been proposed, as have
different classifications of quantifiers (e.g., Barwise & Cooper, 1981; Partee, 1995;
Szymanik, 2016b). For the purpose of the present review, we adopt a definition
and a classification of quantifiers suggested by Keenan in a recent book reviewing
quantifiers of different languages of the world (Keenan, 2012).

Broadly Keenan distinguishes D-quantifiers and A-quantifiers (following a
classification based on syntactic properties, Partee, 1995), where D-quantifiers
refer to those that are arguments of predicates or bind arguments of predicates
(‘D’ stands for determiners), whereas A-quantifiers directly build predicates (‘A’
stands for adverbs, auxiliaries, affixes — e.g., ‘always,” ‘usually,” ‘must,” etc.).
Here, we focus specifically on D-quantifiers and omit discussion of A-quantifiers
as they are less homogenous and considerably more complex when considering
their relation to nonsymbolic quantities.

In the classification proposed by Keenan, Generalized Ezistential (Intersec-
tive) quantifiers refer to those quantifiers (Q) for which, given sets A and B,
Q(A)(B) depends on AN B, i.e., the truth-value of the quantified expression de-
pends on the number of As that are Bs. Within this class, cardinal quantifiers
refer to cardinalities. Both imprecise/approximate terms such as ‘some,’ ‘several,’
‘a few,” ‘a couple,” ‘a dozen’ and number symbols referring to exact cardinalities
(‘zero,” ‘one,” ‘two,” etc.) are included in this subclass. Here, we will focus on the
imprecise/approximate generalized existential quantifiers, since those referring
to exact cardinality have already been discussed as number symbols. Another
subclass within generalized existential quantifiers suggested by Keenan is value
Judgment quantifiers, which refer to a given cardinality as compared to an ex-
pected cardinality — e.g., ‘many,” ‘few,” ‘enough’ (as in ‘Few students attended
the lecture,” where few refers to a quantity of students as opposed to an expected
quantity). The second class, Generalized Universal (Co-intersective) quantifiers
are those for which Q(A)(B) depends on A - B, namely the set of As that are
not Bs. This class includes ‘all,” ‘every,” and ‘each’ (for all of which the set of
As that are not Bs is empty). The third class, Proportional quantifiers refer to
those for which Q(A)(B) depends on |A N B|/|A|, namely the proportion of As
that are Bs. This class includes ‘many,’ ‘few,” ‘most,” ‘more than half.” Note that
under this classification ‘many’ and ‘few’ in some cases refer to cardinality and in
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some cases refer to proportions. The final and fourth class that Keenan suggests
is that of Morpho-syntactically Complex quantifiers, where syntactically complex
quantifiers are listed. From this last class of quantifiers, we only discuss modified
numerals such as ‘more than two,” ‘at least/at most five,” ‘exactly /only/just ten,’
etc. where an explicit number symbol is used. This type of quantifier is of spe-
cial interest to us since the inclusion of number symbols necessitates that brain
mechanisms for number symbol processing are involved; moreover, this type of
quantifier has already been compared to other quantifiers within research into
quantifier processing by the brain.

As we remarked above, the adopted quantifier classification is to a certain
extent arbitrary, and alternatives exist. Quantifiers can be divided with respect
to logical definability (first-order, e.g., ‘all’ or ‘some’ vs. higher-order quantifiers,
e.g. ‘most’), computational complexity (e.g. recognizable by finite-automata,
like ‘all,” or not recognizable by finite-automata, like ‘an even number of’), his-
torical reason (e.g. distinguishing Aristotelian quantifiers ‘all,” ‘some,” ‘not all,’
‘some not’), or even combinations of these various criteria (see e.g., Partee, 1995;
Szymanik, 2016b). In general, it is difficult to force quantifiers into categories.
Even quantifiers within the classes that we defined show substantial differences
from each other. However, even though we support the idea of considering all
quantifiers separately, in practice it is only possible to make progress by trying
to draw some semantic generalizations. We chose Keenan’s classification because
it has already been used in the context of cross-linguistic research and seems to
be apt for describing the human repertoire of quantifier concepts. The majority
of our discussion focuses on two uncontroversial types of quantification: modified
numerals and proportional quantifiers. Two other classes proposed by Keenan,
generalized existential and generalized universal, need to be interpreted more
carefully by asking questions about their relationship to proportional quantifiers
and logical reasoning. If the research program outlined in this paper turns out
to be successful then we predict that a much more fine-grained classification of
quantifiers from the perspective of their relationship to symbolic and nonsymbolic
quantity processing should emerge.

2.3.0.2 Relating quantifiers and nonsymbolic quantities

Let us now consider the quantifiers of each class as presented above in terms of
their potential relation to nonsymbolic quantity representations and processing.

In our classification, generalized existential quantifiers like ‘some,” ‘several,” ‘a
few,” ‘a couple,” ‘a dozen,” etc. are considered to refer to imprecise/approximate
cardinalities. The fact that they refer to imprecise cardinalities makes them com-
patible with nonsymbolic quantity representations in the brain — when someone
refers to a quantity of objects as ‘several,” we do not know what exact quantity
they have in mind, just as we cannot perceive an exact quantity when presented
with a set of objects and do not count them. In fact, this makes generalized
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existential quantifiers more compatible with nonsymbolic quantity representa-
tions than number symbols are. This means that, unlike number symbols, these
quantifiers could be direct references to nonsymbolic cardinality representations.
One aspect that should be mentioned for these quantifiers is that not everyone
agrees with Keenan’s suggestion that generalized existential quantifiers refer to
approximate cardinalities. There are suggestions that these quantifiers refer to
proportion information or are at least ambiguous between the approximate car-
dinality and proportional readings (see e.g., Partee, 2004). This is because their
meaning does not refer to any particular approximate quantity (it is not the case
that, e.g., ‘some’ always refers to 2-5 objects), but instead, at least in some cases,
they seem to be dependent on the total number of objects available in the rel-
evant context (for supporting empirical evidence see, e.g., Pezzelle, Bernardi, &
Piazza, 2018, experiment 1; Newstead & Coventry, 2000). The discussion below
should be valid for both positions — if generalized existential quantifiers refer to
proportions, then the discussion of proportional quantifiers applies.

Proportional quantifiers like ‘many,” ‘few,” ‘most’ are thought to refer to the
ratio between two cardinalities — the cardinality of all objects in the context and
the cardinality of objects that possess the relevant feature. We know that, when
comparing two nonsymbolic cardinalities, behavioral performance and neuronal
activation patterns are modulated by the ratio between two presented nonsym-
bolic cardinalities. Moreover, we know that ratio information is represented by
the brain (along with cardinality information; as discussed in section 2.2.3.3)
when we are presented with two nonsymbolic cardinalities. Thus, the ratio is en-
coded and plays a crucial role in nonsymbolic quantity processing. Proportional
quantifiers could then potentially be direct references to the ratio information
extracted by our nonsymbolic quantity processing system. Thus, it is possible
that whereas generalized existential quantifiers refer to the extracted approxi-
mate cardinality information, proportional quantifiers refer to the extracted ratio
information, both computed and made available by our nonsymbolic quantity
processing system.

The link between the generalized universal quantifiers like ‘all,” ‘every,” ‘each’
and nonsymbolic quantities is less clear than in the case of other classes of quanti-
fiers we consider here. On one view, the meaning of these quantifiers is evaluated
using logical reasoning rather than the quantity system since knowledge of the
quantity is not required to understand them. What is required is rather the abil-
ity to find counterexamples (e.g., if at least one object of a set does not possess
a property, ‘all’ cannot be applied), so these quantifiers can in principle be pro-
cessed independently of quantity representations (see Halberda, Taing, & Lidz,
2008; Troiani, Peelle, Clark, & Grossman, 2009; using the same argument, these
researchers suggest that ‘some’ (which we here classify as generalized existential)
does not involve quantity processing either). On the other hand, others have
suggested that the ability to find at least one counterexample already entails that
number processing is involved (Clark & Grossman, 2007; see also Olm, McMillan,
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Spotorno, Clark, & Grossman, 2014 for a similar argument). Relatedly, differ-
ent generalized universal quantifiers have different semantic functions, such as
distributivity. For instance, while ‘each’ tends to refer to individuals and their
properties, ‘all’ and ‘every’ usually refer to sets of objects. Recently acquired pre-
liminary evidence suggests that this difference translates into variability in men-
tal representations of the universal quantifiers (Knowlton, Pietroski, Halberda, &
Lidz, 2020). Here, we do not take a position in the question whether generalized
universal quantifiers should recruit nonsymbolic quantities, but only highlight
it. Multiple studies discussed below included an investigation of processing of
specifically the quantifier ‘all’.

Finally, modified numerals such as ‘more than two,” ‘at least/at most five,’
etc. are relevant for the present discussion because they include number sym-
bols. These quantifiers require that a person has learned to operate with exact
number symbols. When considering the involvement of brain mechanisms, those
processing number symbols have to get involved in order for these quantifiers to
be understood and produced. Since we know relatively a lot about number sym-
bol processing, we have specific predictions about the mechanisms that should
be involved in their processing (for example, at the neuronal level we expect to
observe the involvement of neuronal populations in the intraparietal cortex). In
this sense, this class of quantifiers will sometimes function as a good baseline for
seeing the involvement of quantity processing mechanisms in the case of other
quantifiers.

2.3.0.3 Differences between quantifiers and number symbols in rela-
tion to nonsymbolic quantity processing

We know that some languages have an upper limit to number words that exist
to refer to exact cardinalities: some languages have number words only up to
3-5, some have a number higher than 5 as an upper limit, and a few are even re-
ported to have an upper limit of ‘one’ or ‘two’ (e.g., Bowern & Zentz, 2012; Epps,
Bowern, Hansen, Hill, & Zentz, 2012; see Carey & Barner, 2019; Nunez, 2017
for review and references). Thus, the symbolic number system (at least to the
extent that Western cultures use it) does not arise during the course of human life
spontaneously, but rather requires explicit training. In contrast, regardless of the
extent of the numerical system of a language, all languages seem to have words
to refer to approximate cardinalities by means of quantifiers, analogous to e.g.,
‘some,” ‘several,” ‘few,” ‘many’ in English (Bowern & Zentz, 2012). We also know
that understanding and communicating using quantifiers does not require explicit
training because children are able to use them before they start math education
(e.g., Barner, Chow, & Yang, 2009; Barner, Libenson, Cheung, & Takasaki, 2009;
Dolscheid et al., 2017). Finally, in cultures that do have an extensive number
symbol system, quantifiers are still used in communication even if the exact num-
ber of objects is known (e.g., someone saying that they ‘bought several books’
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even though they know that they bought exactly three books). Given these con-
siderations, quantifiers can be seen as a more natural way to refer to nonsymbolic
quantity information in human languages than number symbols (see also e.g.,
Clark & Grossman, 2007; Coventry, Cangelosi, Newstead, & Bugmann, 2010,
for this suggestion). Consistent with the possibility that quantifier processing is
based on the nonsymbolic quantity processing mechanisms outlined above, speak-
ers of all languages perform equally well when it comes to nonsymbolic quantity
perception and comparison (Ferrigno et al., 2017; Gibson, Jara-Ettinger, Levy, &
Piantadosi, 2017; Pica et al., 2004).1°

Another substantial difference between quantifiers and number symbols is the
context-sensitivity of quantifiers (which is additional to the imprecise nature of
the quantity to which they refer; see also Moxey & Sanford, 1993; Newstead &
Coventry, 2000 for this point). While the number symbol ‘two’ always refers
to a cardinality ‘two,” there is no fixed cardinality or proportion for quantifiers.
Possible exceptions to this are generalized universal quantifiers (‘each,” ‘every,’
‘all’), but even here the exact quantity that ‘all’ means is in a sense different (i.e.
‘all’ refers to a different quantity for a group of 5 objects than for a group of 10
objects). Rather, the quantity that these quantifiers refer to depends on a typical
quantity for an object that they refer to (e.g., ‘many,” when referring to ‘pandas’
compared to ‘ants,’” will mean a different quantity), on the expected quantity
for a particular situation, on specific speaker experiences (Heim et al., 2015;
Ramotowska, Steinert-Threlkeld, Leendert, & Szymanik, 2020; Yildirim, Degen,
Tanenhaus, & Jaeger, 2016) and possibly other factors.!! The context-sensitivity
of quantifiers makes them, again, more compatible with nonsymbolic quantity
representations than number symbols are. We know, for example, that there are
individual differences in performance with more difficult ratios in nonsymbolic
quantity comparison tasks (what is typically referred to as nonsymbolic number
acuity; e.g., Halberda & Feigenson, 2008), that there are individual differences in
underestimation bias in estimation tasks (as discussed in section 2.2.2.1; Crollen

10A related point is that while it is, in principle, possible to have a one-to-one correspondence
in terms of quantity between quantities represented nonsymbolically and by number symbols
(e.g., six dots and the digit ‘6’), it is not possible to find clear correspondence between quantifiers
and nonsymbolic quantities in this way. It might therefore seem like quantifier meanings are less
comparable to nonsymbolic quantities than number symbol meanings are. However, considering
that nonsymbolic quantities beyond the subitizing range are not exactly represented anyway,
this correspondence is not useful from the perspective of questions about shared or distinct
brain processing and representations. Again, in this sense quantifiers seem to be a more natural
reference to nonsymbolic quantity information than number symbols are.

HFor proportional quantifiers, part of context-sensitivity can be potentially explained by the
fact that they refer to a proportion that is invariant to absolute quantities. However, this
still does not explain context-sensitivity in terms of speaker differences — different people have
different internal criteria for what proportion should be considered ‘many ants’ (perhaps for a
person with an insect phobia just three ants would be sufficient; moreover, we know that the
people’s internal thresholds can also change in a course of a conversation (Heim et al., 2015;
Ramotowska et al., 2020; Yildirim et al., 2016).
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et al., 2011), and that estimates of cardinality of object arrays are influenced by
how elements are clustered together and spatially organized within a visual scene
(Im, Zhong, & Halberda, 2016). As far as we know, the connection between the
context-sensitivity properties of quantifiers and the related specific features of
nonsymbolic quantities has not been yet studied in the literature. Here, we do
not attempt to relate the context-sensitivity properties of quantifiers to specific
features of nonsymbolic quantity processing, as that would make the present effort
unmanageable, but only note these properties and leave them for future research.

Related to context-sensitivity is the need to choose an appropriate quantifier
to describe a certain quantity. This involves not only deciding whether, e.g., the
given proportion should be considered low, but also which of a variety of similar-
in-meaning quantifiers should be used (e.g., ‘few,” ‘several,” or ‘some’). This
means that decision-making processes will be involved in producing a quantifier
— unlike in the case of number symbols, where there is only one corresponding
symbol.

Finally, in contrast to number symbols, different quantifiers will lead to differ-
ent inference patterns when interpreting them — e.g., if ‘some people ate oranges’
is true, then ‘some people ate’ has to be true as well.'? Downward monotone and
upward monotone quantifiers are traditionally distinguished (Barwise & Cooper,
1981; this property is also referred to as quantifier polarity). This aspect is tradi-
tionally seen as purely linguistic (i.e., not involving quantity processing systems).
While decision-making and inference licensing properties of quantifiers are impor-
tant, in this review we do not try to fully cover them; they require a thorough
consideration on their own. We consider these linguistic and decision-making
processes as always additional to the quantity processing that takes place for
quantifiers.

In the rest of this section, we consider the existing evidence and suggest future
research questions for whether and how cognitive systems supporting nonsymbolic
quantity are involved in processing natural language quantifiers. The main ques-
tion here is whether and to what extent the same representations and processing
mechanisms are involved in quantifier and nonsymbolic quantity processing by the
brain. We review all major studies to date investigating this relation for quanti-
fiers of which we are aware. Where possible, we draw parallels with evidence from
research into number symbol processing. Importantly, quantifiers might be linked
to nonsymbolic quantities to a larger extent than number symbols are, since they
have a set of different properties, sometimes better aligned with the properties of
nonsymbolic quantities (as discussed above).

12Tn contrast, if ‘five people ate oranges’ is true, it is not the case that then ‘five people ate’
has to be true (there could be additional people present in the context who ate things other
than oranges). There is a debate (see e.g., Hurewitz, Papafragou, Gleitman, & Gelman, 2006,
for a short review) about whether the number symbols in this context are interpreted as ‘at
least five (people ate oranges),” in which case the number symbol meaning would be upward
monotone. We will leave this debate aside, however.
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2.3.1 The developmental perspective

We know that even pre-linguistic infants are able to distinguish nonsymbolically
presented quantities and that their ability to discriminate improves with devel-
opment, allowing increasingly smaller ratios to be distinguished (e.g., Izard et al.,
2008; Spelke, 2011; Wynn, 1998; Xu & Spelke, 2000). Children are also able to un-
derstand some quantifiers from approximately the age of two (e.g., Barner, Chow,
& Yang, 2009; Barner, Libenson, et al., 2009). Parallel to the hypotheses about
number symbol learning, one hypothesis about quantifier learning would be that
since children have the nonsymbolic quantity processing system available, they
simply associate or map the quantifier meanings onto these nonsymbolic quantity
representations. An alternative hypothesis is that quantifier comprehension and
production develop as a separate system, not relying on nonsymbolic quantities.
In the case of specifically generalized universal quantifiers, recall that logical rea-
soning might be especially important, so children would need to develop this first
in order to correctly understand and use these quantifiers. For example, children
understand the meaning of ‘some’ at an adult level (i.e., interpret it as adults
do) at a later point in development than they understand ‘all’ (Barner, Chow,
& Yang, 2009; Barner, Libenson, et al., 2009; Dolscheid et al., 2017). We will
not discuss the development of logical reasoning in detail here, keeping our fo-
cus solely on the question of the relation to the nonsymbolic quantity processing
system.

2.3.1.1 Learning quantifiers by mapping them to nonsymbolic quan-
tities

To look at the interface between quantifiers and nonsymbolic quantities in young
children, Odic and colleagues (Odic, Pietroski, Hunter, Lidz, & Halberda, 2013)
used a sentence-picture verification task with the comparative quantifier ‘more’.
Eighty children aged two to four years were asked to verify the statement ‘are
more of these dots blue or yellow?’ (as well as the statement ‘is more of the goo
blue or yellow?’ in another condition for which they observed the same result).
They reasoned that if children use their nonsymbolic quantity processing system
to evaluate whether the quantifier fits as the description, they should observe the
typical psychophysical pattern of ratio-based performance for nonsymbolic quan-
tity comparison seen in adults, albeit given more noisy representations. Children
performed above chance in this task at approximately age 3.3. Those children
who succeeded indeed showed a pattern of performance consistent with nonsym-
bolic quantity processing. Odic and colleagues interpret their results as suggesting
that ‘more’ interfaces with perceptual quantity processing mechanisms, and that
children have access to this interface as soon as they understand the meaning of
the comparative ‘more’.

If quantifiers indeed rely on nonsymbolic quantity processing, one could ex-
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pect children who perform nonsymbolic quantity comparison at a higher level
(i.e., who are able to distinguish smaller ratios) to also have a better under-
standing of quantifiers. The only study to date we are aware of that investigates
this question looked at the correlation between the two abilities. Dolscheid and
colleagues (Dolscheid et al., 2017) asked 39 children aged between three and six
years old to give a number of objects corresponding to one of eight German quan-
tifiers (‘Can you put all/a/none/both/most/many /some of the bananas into the
bowl?’). The children’s performance in this task (assessed based on whether they
gave a quantity in the range matching that of adult control participants) was
overall correlated with the ratio they were able to discriminate in a nonsymbolic
comparison task. This correlation was significant when controlling for age, 1Q,
and the children’s level of knowledge of number symbols. However, when inves-
tigated more closely based on performance with individual quantifiers, only the
quantifiers ‘both’ and ‘most’ were related to performance on the nonsymbolic
quantity comparison task. The fact that only two quantifiers were clearly related
to nonsymbolic quantity performance is unexpected given that among those given
to the children, at least quantifiers ‘many’ and ‘some’ can be thought of as those
that should be related to nonsymbolic quantities. A potential explanation may
lie in the fact that the average age of children who participated in this task was
4.5 years old. These children have likely already mastered other quantifiers rather
well (surpassing the initial reliance on purely nonsymbolic quantities) and perhaps
showed ceiling performance that did not allow for correlations to arise. Indeed,
when examining the performance for each quantifier it becomes apparent that
they perform at ceiling for all quantifiers except for ‘most,” ‘both,” and ‘some’.*?
This explains why for other quantifiers there was no relationship, though it still
does not answer why there was no relationship with ‘some.’

2.3.1.2 Order of acquisition of quantifiers

As discussed in section 2.2.1.2, we know that the meaning of number symbols
is acquired in a particular order — ‘one’ through ‘four’ sequentially, followed by
an understanding of the cardinality principle. A parallel question for quantifiers
would be whether there is any particular universal order of acquisition of quan-
tifiers by children learning different languages. Katsos and colleagues (Katsos et
al., 2016) suggest that if quantifiers, like number symbols, are acquired in order
of increasing cardinality, it follows that ‘a few’ and ‘some’ should be acquired
earlier in development, whereas ‘most’ and ‘all’ should be acquired later in de-
velopment. This prediction is not borne out given the observation that children
as early as two years old understand ‘all,” but even some 7-year old children have
not yet fully acquired the meaning of ‘most’ (see e.g., Barner, Chow, & Yang,

13Interestingly, children learning English show a parallel pattern, with ‘both’ and ‘most’ being
the most difficult quantifiers to acquire (Barner, Chow, & Yang, 2009); see also (Sullivan, Bale,
& Barner, 2018) for evidence that ‘most’ might not be fully acquired until later in childhood.
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2009). Instead, given that quantifiers are richer in meaning (due to the inference
patterns they give rise to), Katsos and colleagues suggest that there are con-
straints in quantifier learning that are absent in learning number symbols. They
present four such constraints (given the monotonicity, totality, complexity, and
informativeness properties of quantifiers) based on which they make predictions
for quantifiers corresponding to the English ‘all,” ‘none,” ‘some,’ ‘some...not,” and
‘most.” Katsos and colleagues collected data from children learning 31 differ-
ent languages (all languages were those of industrialized societies with complete
number symbol systems). Children learning most of these languages conformed
in their performance to predictions based on each of their proposed constraints.
Katsos and colleagues, therefore, suggest that the order of acquisition of quanti-
fiers is driven by properties that can be characterized as something like ‘semantic
complexity’ rather than the cardinalities to which they refer.

2.3.1.3 Questions from the developmental perspective

One set of questions regarding the acquisition of quantifiers concerns the (avail-
ability of the) interface between quantifier comprehension and perceptual systems
of nonsymbolic quantities in sentence-picture verification. The only such study
with children was conducted by Odic and colleagues (Odic et al., 2013). This
study suggests that children make use of nonsymbolic quantity representations to
evaluate ‘more’ as soon as they understand the comparative meaning of ‘more’.
This observation needs to be confirmed in replications. In addition, follow-up
research should investigate whether this generalizes to other quantifiers such as
‘some,” ‘several,” ‘many’ etc. If it does, what kind of information do children
then extract from nonsymbolic quantity representations using this interface for
each of the quantifiers and do they change over the course of development? A
relevant fundamental question about whether this paradigm really taps into quan-
tifier knowledge is discussed below; see section 2.3.2.5 where we discuss evidence
obtained this paradigm with adults.

Katsos and colleagues (Katsos et al., 2016) argue that cardinality does not
play a role in the order of acquisition because children do not master quantifiers
in the order of the cardinality or proportion to which they refer. However, there
is an alternative hypothesis about the order of the acquisition of quantifiers that
can be derived from what we know about the development of nonsymbolic quan-
tity processing. We know that children improve in their ability to distinguish
between two nonsymbolic quantities in the course of development — their esti-
mates become more accurate and they learn to distinguish increasingly smaller
ratios (e.g., Feigenson, 2007; Halberda & Feigenson, 2008). Perhaps predictions
about the order of acquisition should be related to how well children can dis-
tinguish between pairs of quantifiers at a given developmental stage rather than
to the specific cardinalities to which each quantifier refers. The further apart
two cardinalities or proportions are from one another, the sooner children would
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be able to successfully distinguish them perceptually and, therefore, the earlier
they will master the difference between the corresponding quantifier pairs. This
proposal predicts, for example, that children will successfully distinguish between
‘few’ and ‘many’ at an earlier point in development than they successfully dis-
tinguish between ‘few’ and ‘several’ or between ‘many’ and ‘most’. While Katsos
and colleagues present convincing evidence that semantic complexity plays a role
in the order of acquisition, it is possible that the development of nonsymbolic
quantity representations plays a role in the order of acquisition alongside these
factors. Note also that whether order-of-acquisition accounts are able to predict
the order of acquisition of all” depends on whether we consider generalized uni-
versal quantifiers to also rely on the nonsymbolic quantity system, leaving it a
question for debate.

Only one study to date has examined whether there is a potential correla-
tion between nonsymbolic quantity discrimination performance and quantifier
knowledge (Dolscheid et al., 2017), in one language and with a sample of 39 chil-
dren. Studies with a larger sample and age range of children as well as with
different languages are needed to see if this relationship exists. Moreover, as we
have observed, it would also be important to break down the relationships by
specific quantifiers or quantifier classes. In addition, in analogy to studies on
the relationship between number symbols and nonsymbolic quantities, one could
also look into whether training participants to discriminate nonsymbolic quanti-
ties improves their performance with quantifiers. While such training results in
little or no improvement of performance in number symbol tasks (as discussed
in section 2.2.1.1), if natural language quantifiers rely on nonsymbolic quantity
representations, this may result in improved performance with quantifiers.

2.3.2 The behavioral perspective

In estimation tasks, we have seen that people are able to give an approximation of
cardinality using number symbols. The fact that number symbols refer to exact
cardinalities makes it possible to find one corresponding number symbol for any
particular nonsymbolic quantity after counting. In contrast, due to their impre-
cise meaning, there are no unambiguous, objective nonsymbolic counterparts for
generalized existential and proportional quantifiers. The first question asked from
the behavioral perspective is, thus, which criteria people use to decide whether a
quantifier is a good description of a certain cardinality. These studies ask whether
a particular quantifier corresponds to a particular cardinality or ratio in a non-
symbolic quantity representation. In parallel to estimation tasks with number
symbols, where participants were asked to give number symbols corresponding
to the cardinality of an array of objects, here participants were asked to give a
quantifier to describe the cardinality.

When evaluating the fit between the meaning of a quantifier (at least in the
case of generalized existential and proportional quantifiers) and a particular visual
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scene consisting of an array of objects, clearly at least two processes have to take
place — retrieval of the meaning of the quantifier and assessment of the cardinality
using the nonsymbolic quantity processing system. A number of studies have
looked into what kind of information about the nonsymbolic quantity is extracted
and assessed in relation to the proportional quantifier meaning. These studies
alm to characterize the interface between quantifier meaning and nonsymbolic
quantity representations.

For number symbols, one prominent research direction has been investigat-
ing whether the format of number symbol representations is similar to that of
nonsymbolic quantity representations. Again, this question can also be asked for
quantifiers, and we will review the existing evidence to date below. In paral-
lel with the question for number symbols, one can ask whether quantifiers are
represented in nonsymbolic quantity-like, noisy and overlapping representations
format or as discrete entities. Note that what complicates the picture for quanti-
fiers is that, unlike in the case of number symbols, there is no strict linear order
for all quantifiers in terms of the cardinality or proportion to which they refer.
Several studies look into the underlying dimensions behind quantifiers, and we
briefly touch upon these.

Because quantifiers have additional pragmatic/linguistic features in compari-
son to number symbols, we can ask whether these properties can influence non-
symbolic quantity processing. Assuming that there exists an interface between
quantifiers and the nonsymbolic quantity representation system, one possibility
is that certain quantifiers influence the comparison process in the quantity pro-
cessing system when extracting information. We discuss one specific proposal for
such top-down influence below.

Before we discuss behavioral (and neuronal-level below) research with quan-
tifiers, it should be noted that whereas research on number words was mostly
focused on representations of number symbols (i.e., what is stored in our cogni-
tive system for each number symbol), in the case of quantifiers questions have also
been asked regarding the processes involved in interpreting a particular quanti-
fier, i.e., about their dynamic evaluation by various mechanisms of the cognitive
system.

2.3.2.1 Mapping between quantifiers and nonsymbolic quantities

Parallel to estimation tasks with number symbols, one can also look at estimation
tasks with quantifiers where people are presented with a visual array of objects
and asked to produce or choose a quantifier that best describes a target set of
objects (e.g., red dots or red dots surrounded by dots of a different color). Such
tasks have been used to determine a cardinality or a proportion to which each
quantifier refers, but for the most part they have only revealed the enormous
context-sensitivity of generalized existential and proportional quantifiers with re-
spect to the nouns with which they combine, the situational context, and indi-
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vidual speaker judgments (e.g., Coventry et al., 2010; Heim et al., 2015; Moxey &
Sanford, 1993; Newstead & Coventry, 2000; Yildirim et al., 2016). These aspects
make it difficult to pinpoint any particular reference in terms of proportions or
approximate cardinalities for each quantifier.

A recent such study from Pezzelle and colleagues (Pezzelle et al., 2018, Exper-
iment 1) presented participants with visual displays of two types of objects (e.g.,
five hedgehogs and 15 balls in one scene) and asked them to choose an appropri-
ate quantifier from a range of alternatives to describe one of the sets. Pezzelle
and colleagues wanted to determine the factors that influence which quantifier
is picked as the best description. To do so, they ran a regression analysis with
a number of potentially relevant variables (cardinality of targets, cardinality of
non-targets, subitizing/nonsubitizing range, average size of targets, average size
of non-targets) for each of the quantifiers they tested. Specifically, they tested
some proportional (‘most,” ‘many’), some generalized existential (‘some,” ‘few,’
‘none,” ‘almost none’) as well as a generalized universal (‘all’) quantifiers. For
all quantifiers they tested, except for ‘almost none,” the proportion of the target
items in the set of all items was the best predictor of the choice of the quan-
tifier as the appropriate description.!* Therefore, all these quantifiers seemed
to have been interpreted as proportional in this experiment. This result could
be ascribed to the nature of the task — participants always saw displays of two
sets of objects (which could have encouraged their comparison) and proportional
quantifiers were intermixed with others (which could bias them to viewing all
quantifiers as proportional). Nonetheless, the results are interesting in terms of
the classification we adopt in this paper. Specifically, they support the view
that generalized existential quantifiers can refer to proportions at least in some
contexts. In addition, it is surprising that the generalized universal ‘all” was de-
pendent on the proportion; this supports the possibility that quantity processing
plays a role in this class of quantifiers at least in some contexts.

The study by Pezzele and colleagues (Pezzelle et al., 2018) also analyzed the
particular proportions that participants associated with each quantifier. There
was substantial overlap between the proportions to which quantifiers referred
(e.g., when the target objects constituted 20% of all objects on the screen, par-
ticipants chose ‘few,” ‘the smaller part,” or ‘almost none’ to describe their cardi-
nality). It was nonetheless possible to order quantifiers in terms of their preferred
proportion ranges or most preferred proportion. The resulting order was: ‘none,’
‘almost none,” ‘few,” ‘the smaller part,” ‘some,” ‘many,” ‘most,” ‘almost all,” ‘all’.
Interestingly, the range of preferred proportions was smaller and there was less
overlap for low-magnitude quantifiers (i.e., quantifiers referring to smaller pro-

14Note that when the analysis was restricted to trials with target object quantities within
the subitizing range, for ‘few,” ‘none,” and ‘almost none’ the best predictor was the number of
target objects. We do not discuss this analysis since the subitizing range was defined based on
the number of target objects alone, meaning that in fact the total number of objects on the
display was outside the subitizing range.
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portions) than for high-magnitude quantifiers. This means that low-magnitude
quantifiers had relatively more specific meanings. We return to this point later
(section 2.3.2.3).

2.3.2.2 The interface between quantifiers and nonsymbolic quantities

A number of studies investigate whether and how quantifiers recruit or inter-
act with nonsymbolic quantity representations and processing mechanisms in
sentence-picture verification tasks. In these studies, participants are required to
understand the meaning of a sentence with a quantifier (e.g., ‘Many of the dots
are blue’) and, subsequently, decide whether the presented visual display matches
the description. Therefore, it is assumed that participants in this task process the
visual display with the particular goal of extracting specific information required
by the particular given quantifier meaning.

In two studies with the proportional quantifier ‘most,” participants were asked
to answer the question ‘Are most of the dots yellow?’ (or ‘blue’ in the second
study; Lidz et al., 2011; Pietroski et al., 2009). Participants saw visual displays
with dots of two or more colors for 150-200 ms. Given the restriction in the
time for which the visual arrays were displayed, participants were prevented from
counting. In each trial, they answered the same question by pressing ‘yes’ or
‘no.” Within the visual displays, the ratio of dots of the target color and non-
target colors was varied; presented ratios were 1:2; 2:3, 3:4, 4:5, . . , 9:10.
In these studies, the accuracy of the participants’ responses varied according to
the ratio, mirroring the performance that would be expected in the case it was
simply a nonsymbolic cardinality comparison task. Such results suggest that
ratio information from the nonsymbolic quantity representation system is indeed
extracted in order to evaluate fit against the meaning of the quantifier ‘most’.
In addition, the authors of these studies interpret the results as showing that
the canonical meaning of ‘most’ is inherently rooted in the nonsymbolic quantity
representation system. One point of criticism of these studies is that participants
saw 350-400 trials with the aim of verifying exactly the same sentence. It is
thus not necessarily the case that participants were retrieving the meaning of
‘most’ with every trial. Participants might as well just have been instructed to
compare the cardinality of the dots of two different colors in a purely perceptual
experiment. The second important point is that participants in these studies had
only 150 or 200 ms to view the visual displays. Ideally, we would like to know
whether the quantity-processing system is involved for longer viewing times as
well or whether it was simply an artefact of this particular set-up.

Another sentence-picture verification study with quantifiers by Deschamps
and colleagues (Deschamps, Agmon, Loewenstein, & Grodzinsky, 2015; see also
Heim et al., 2012 for a similar set-up and results) avoided the issues of using a
single sentence across the whole experiment as well as a short duration of visual
display presentation. In this study, participants were presented with the quan-
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tifiers ‘more/less than half,” ‘many,” ‘few,” ‘more/less [...| than [...|" in sentences
(e.g., ‘Many of the circles are yellow’). Each trial started with an auditory pre-
sentation of the sentence to be judged, and followed with a visual display. The
visual displays contained circles of two colors, with the ratio between the cardi-
nalities of the circles of each color being manipulated. The visual displays stayed
on the screen for 1100 ms. The performance of participants in terms of accuracy
as well as reaction time was modulated by ratio for all quantifiers. Thus, here the
authors obtain the same effects while the instructions differed in each trial and
the duration of the visual display was longer.!?

Yet another similar study, by Shikhare and colleagues (Shikhare, Heim, Klein,
Huber, & Willmes, 2015), also manipulates the sentence with the quantifier that is
to be evaluated between trials and presented visual stimuli for 1000 ms. Shikhare
and colleagues asked participants to verify sentences with the proportional quan-
tifiers ‘many’ and ‘few’ (e.g., ‘many/few of the circles are yellow’) and modified
numerals ‘at least n” and ‘at most n’ (e.g., ‘at least/at most seven of the circles are
yellow’). For the proportional quantifiers, they also observed slower responses and
more errors with smaller ratios. Of special interest are the conditions with the
modified numerals since here participants compared number symbols and non-
symbolic quantities, but with an additional direction of comparison/instruction
given by the ‘at least/at most’ quantifier. When the actual quantity of the dots
of the corresponding color on display was closer to the reference number (e.g., 8
as opposed to 12 circles displayed for the sentence ‘at least seven of the circles
are yellow’), the reaction times were longer and accuracy was lower. Therefore,
the ratio effect was also preserved here. We discuss further findings in these
conditions in section 2.3.2.4 below, in relation to whether quantifiers bias the
lower-level quantity comparison process.

Finally, another series of sentence-picture verification studies compares pro-
cessing times for proportional and other quantifier classes. In these studies, the
duration of the visual display was long enough to allow counting if participants so
wished. Comparing reaction times, the studies find that participants are fastest
for the quantifiers ‘all’ and ‘some,” followed by modified numerals (‘less than
eight,” ‘more than seven’) and, finally, with the proportional quantifiers ‘more
than half’ and ‘less than half’ taking the most time (Szymanik & Zajenkowski,
2010). Moreover, schizophrenic patients fell behind control subjects, in terms
of accuracy, only on proportional quantifiers (Zajenkowski, Styl a, & Szymanik,
2011). Furthermore, the numerical distance between the two cardinalities to be
compared in the case of proportional quantifiers influences verification time and
accuracy (Zajenkowski, Szymanik, & Garraffa, 2014). Szymanik and colleagues
suggest that proportional quantifiers take longer to evaluate because they involve

15While the authors do not explicitly mention that the order of presentation of trials with
different quantifiers was randomized, this is implicit in the arguments that they make in the
paper. We thus infer that the trials with different quantifiers were intermixed.
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comparisons of the cardinalities of two sets, requiring the involvement of working
memory and executive processes, whereas ‘all’ and ‘some’ do not require such
comparison (see Szymanik, 2016a for an overview).

2.3.2.3 The representation format of quantifiers

It has been suggested that the representation format for number symbols in the
human brain parallels that for nonsymbolic quantities. We can also base a hy-
pothesis about the quantifier representation format on nonsymbolic quantity rep-
resentations. Specifically, quantifiers may be organized in a network of ordered,
noisy, overlapping units where those referring to larger approximate cardinalities
or proportions (high-magnitude quantifiers) have more overlap with each other
than those referring to smaller approximate cardinalities or proportions (low-
magnitude quantifiers). Recall that evidence for such a format has been reported
not only for approximate cardinalities, but also for the ratio information (Jacob
& Nieder, 2009a; Jacob et al., 2012; see section 2.2.3.3 above). Therefore, such
a representation format is at least possible for generalized existential (which we
think refer to cardinalities or proportions) and proportional quantifiers (which
we think refer to proportions). The representation format of generalized univer-
sal quantifiers is more tricky because, as discussed, it is not clear to what extent
they are related to quantity processing rather than logical reasoning. On the other
hand, possibly even these quantifiers rely on quantity information and there is
some empirical evidence to suggest that they are also understood as referring
to proportions (as discussed above in relation to the empirical results observed
by Pezzelle et al., 2018). Alternatively to the representation format mirroring
nonsymbolic quantity, quantifiers may be organized as discrete entities, not in
linear order and without any overlap in meaning representations due to quantity
or cardinality reference overlap. In such a network, each quantifier representation
would be separate from others, not competing for activation due to overlap (but
possibly still competing for activation for other reasons).

Importantly, unlike for number symbols, quantifiers have prominent features
in addition to their reference to quantity — they are context-sensitive, give rise
to different pragmatic inference patterns, and some are in a special antonym
relation to each other (e.g., ‘many’ vs ‘few’). Their representations, thus, should
contain more information than simply reference to quantity and they might be
organized along more than one dimension (Pezzelle et al., 2018; Routh, 1994),
forming multiple different networks.

To investigate the features that comprise quantifier representations in the
human cognitive system, another experiment in the above-mentioned study by
Pezzelle and colleagues (Pezzelle et al., 2018, Experiment 2) asked participants
to evaluate the semantic similarity of pairs of quantifiers on a scale from 1 to 7.
They then used multidimensional scaling to look for underlying dimensions that
would explain the judgments of similarity. The results indicated that just two
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dimensions presented a rather good fit for their data (R?=.988), where one dimen-
sion seemed to correspond to a separation between the low- and high-magnitude
quantifiers they used (‘none,” ‘almost none,” ‘few,” ‘the smaller part’ vs. ‘many,’
‘most,” ‘almost all,” ‘all’) and the second dimension distinguished between the
low-magnitude quantifiers themselves while not distinguishing between the high-
magnitude quantifiers. This suggests that the overlap between representations
of low-magnitude quantifiers is substantially lower than the overlap between rep-
resentations of high-magnitude quantifiers, as would be expected from an orga-
nization format similar to that of nonsymbolic quantity representations. Taken
together with the results of their other experiment in the same study (discussed
above), which showed less overlap in distributions of proportions that were judged
to correspond to lower-magnitude quantifiers, the data from Pezzelle and col-
leagues supports the hypothesis about the existence of ordered representations of
quantifiers with more overlap for quantifiers denoting larger proportions.

2.3.2.4 Quantifiers biasing the nonsymbolic quantity processing mech-
anism

Another question asked about quantifiers concerns the potential top-down in-
fluence of specific quantifiers on nonsymbolic quantity perception or comparison
processes. Specifically, do we perhaps employ different mechanisms/strategies for
quantity comparison when quantity information is extracted by different quan-
tifiers? Shikhare and colleagues (Shikhare et al., 2015) suggest that quantifier
semantics does indeed bias quantity processing mechanisms. Let us take the ex-
ample they give of comparing an array of 5 dots against a modified numeral — ‘at
least seven’ where the key will be ‘at least.” They argue that in order to perform
this comparison, we need to activate a quantity distribution corresponding to the
reference quantity ‘seven’ and compare it to the observed quantity 5. However,
because ‘at least’ typically focuses our attention on larger quantities than the ref-
erence (e.g., ‘at least seven’ is typically used to mean ‘seven or more’), the quantity
distribution of ‘seven’ will be skewed towards larger quantities; if we imagine the
quantity representations in a left-to-right direction, it will have a right skew. We
are therefore comparing a uniform distribution around 5 to a right skewed dis-
tribution around 7. Because the distribution for 7 is right skewed, there will be
less overlap with the distribution for 5 than if both distributions were uniform.
This should result in faster reaction times and higher accuracy for ‘at least seven’
than if we were to simply compare the quantities 5 and 7. Thus, the ratio effect
will be different to that of a case where two quantities are compared without the
quantifier biasing the comparison process. The opposite should be the case for ‘at
most seven,’ since ‘at most’ focuses our attention on smaller quantities than the
reference (e.g., ‘at most seven’ is typically used to mean ‘a maximum of seven, or
less’).

Another example of the potential influence of quantifier semantics on the
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comparison process has to do with the contrast between ‘most’ and ‘more than
half’. It has been suggested in the literature and supported by experiments that
the two quantifiers have roughly the same extension, i.e., both mean ‘more than
half.” Hackl (2009) has observed that these quantifiers are potentially associated
with different information extracted from the quantity processing system: while
‘more than half As are B’ involves dividing the total number of A’s in half,
verifying ‘most As are B’ requires comparing the total number of A’s that are
B’s with the number of A’s that are not B’s. However, others have failed to
replicate these results and instead suggest that the different roles that the working
memory plays in the verification of each of these quantifiers as well individual
differences in the use of various cognitive strategies are a better explanation for
the difference that Hackl observes (Steinert-Threlkeld, Munneke, & Szymanik,
2015; Talmina, Kochari, & Szymanik, 2017). Independently, Solt (2016), using
corpus data, suggests that whereas ‘most’ can be used when only approximate
cardinality information is available, ‘more than half’ can only refer to the result
of a precise comparison, so it possibly relies on symbolic number processing.
Recently, Ramotowska and colleagues (Ramotowska et al., 2020) have applied
new modeling techniques to the verification data and discovered that mental
representations of ‘most’ (operationalized as thresholds separating true and false
instances) vary across subjects and affect the verification process. However, these
effects are not present for ‘more than half’. Summing up, these debates leave us
with two possibilities: either ‘most” and ‘more than half’ have the same meaning
but interact differently with the nonsymbolic quantity system or they subtly differ
in meaning.

Consistent with particular quantifiers biasing the quantity comparison mech-
anisms, Deschamps and colleagues (Deschamps et al., 2015) found a difference
in performance between evaluating a phrase with a quantifier as opposed to the
same meaning being conveyed using a mathematical symbol (for example, ‘Many
of the circles are blue’ as opposed to instructions given as a depiction of a blue
square followed by a sign © >’ and followed by a yellow square, the alternative
color of circles in the visual display). Whereas error rates and reaction times were
different for pairs of antonymous quantifiers despite the only difference being in
the direction that they referred to (e.g., ‘many’ vs ‘few,” possibly due to bias
introduced by each quantifier, as suggested by Shikhare and colleagues; see De-
schamps et al., 2015 for an extensive discussion of other possible explanations),
no such difference was observed for the two opposite mathematical symbols. The
fact that simply giving instructions using a quantifier resulted in a different per-
formance speaks to the idea that the quantifier did somehow influence or bias the
comparison process.
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2.3.2.5 Questions from the behavioral perspective

The reviewed studies that looked at the interface between quantifiers and non-
symbolic quantity system (Deschamps et al., 2015; Heim et al., 2012; Lidz et al.,
2011; Pietroski et al., 2009; Shikhare et al., 2015) as well as the earlier described
study by Odic and colleagues with children (Odic et al., 2013) all report the same
ratio-dependent performance even though they investigate different proportional
quantifiers — ‘most,” ‘more/less than,” ‘many,” ‘few,” ‘more’. The interesting ques-
tion here is whether by interfacing with quantity processing mechanisms these
quantifiers simply extract the ratio between two sets, which is then subsequently
used to make a decision regarding whether the quantifier is applicable. If this is
the case, as the evidence seems to say, any differences between their meanings
should not be due to quantity processing but to specific extracted ratio values
(e.g., for the difference between ‘many’ and ‘few’) and possibly some other proper-
ties (e.g., inference patterns, pragmatic aspects etc.; e.g., in the case of ‘many’ and
‘most,” where we intuitively believe there is a difference). Alternatively, however,
it could be said that the set-up of these tasks was such that participants did not in
fact evaluate quantifier meanings but performed a perceptual judgment — simply
chose the larger/smaller quantity set. In this case a better task would be required
to allow us to observe the differences between the kind of information that is ex-
tracted from quantity representation mechanisms. One possibility, for example,
instead of an experiment with many trials where participants may develop and
adjust strategies, is to administer few items but with many participants (this has
been done, e.g., by Register, Mollica, & Piantadosi, 2020). Another possibility
would be to compare performance in the set-up with a visual scene and a set-up
without a visual scene (e.g., as has been done by Schlotterbeck, Ramotowska, van
Maanen, & Szymanik, 2020).

Furthermore, in terms of the interface between quantifiers and nonsymbolic
quantity, it remains to be seen whether generalized existential quantifiers such as
‘some,’” ‘several,” ‘a few,” ‘enough,’ ‘a couple,’ ‘a dozen,” etc. as well as generalized
universal quantifiers such as ‘all,” ‘every,” ‘each’ also interface with quantity pro-
cessing systems, and if they do, what kind of information they extract. For the
generalized existential quantifiers we would expect cardinality information to be
extracted, whereas for the generalized universal quantifiers it is more difficult to
make predictions. In fact, researchers are starting to look at the interface between
generalized universal quantifiers and nonsymbolic quantities. In a manuscript
under review at the time of writing, Knowlton and colleagues (Knowlton et al.,
2020) present experimental results suggesting that verifying sentences with the
quantifiers ‘all’ and ‘every’ against visual displays triggers a representation of the
cardinality of a set, whereas ‘each’ does not.

We suggested two possibilities for the representation format of quantifiers —
linearly ordered overlapping representations with increasing overlap along with
increasing quantities or proportions (parallel to nonsymbolic quantities) or a
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network of discrete items. The evidence presented by Pezzelle and colleagues
(Pezzelle et al., 2018) supports the former, but these results are based on explic-
itly requested similarity judgments for which participants used their intuition.
To gather further evidence, some of the paradigms used to investigate the num-
ber symbol representation format can also be used with quantifiers. Specifically,
matching and priming tasks could be used, where different pairs of quantifiers
instead of pairs of number symbols would be presented. If their representations
overlapped, quantifiers more similar to each other in meaning would be more dif-
ficult to distinguish, resulting in longer RTs and lower accuracy, and would prime
each other more. As mentioned, however, quantifier representations potentially
contain features other than quantity information. These aspects should be taken
into account in designing experiments and interpreting results.

A related question is why quantifier meanings/representations should overlap
more for increasing quantities or proportions at all. We have a suggestion for this
that could be explored in future work. Low-magnitude quantifiers refer to larger
ratios between target objects and the total number of relevant objects (e.g., ‘few’
referring to 3 out of 10 items, ratio 3:10), whereas high-magnitude quantifiers refer
to smaller ratios between target objects and the total number of relevant objects
(e.g., ‘many’ referring to 7 out of 10 items, ratio 7:10). Since our nonsymbolic
quantity-representation system is more accurate with larger proportions, it is also
more capable of supporting quantifiers referring to larger proportions. Larger
ratios overlap less and remain sharp, so they result in less confusion and fewer
errors. On the other hand, the meaning of quantifiers referring to smaller ratios
is blurry /imprecise because our nonsymbolic quantity representation system is
not capable of perceiving these differences to the same extent. To look at this
question, a learning computational model could be used that would start with
equal overlap for lexical items referring to cardinalities and ratios across the
whole range, and with a system where quantity representations have properties
of nonsymbolic analog quantities that humans have. We predict that such a
model would allow blurrier or imprecise high-magnitude quantifiers. In fact, one
could build a model parallel to the one described above by Verguts and colleagues
(Verguts & Fias, 2004; section 2.2.2.3) which would learn quantifiers (instead of
number symbols) along with nonsymbolic quantities.

An interesting new line of research is the one looking at whether and how
quantifiers potentially bias quantity comparison mechanisms. As discussed, there
are suggestions and some empirical support for this possibility (Deschamps et
al., 2015; Shikhare et al., 2015). Follow-up research could gather more empirical
support (in the case of Shikhare and colleagues this was a post-hoc suggestion
based on an asymmetrical pattern they observed in their data, which means that
a replication is necessary) and compare a wider range of quantifiers (Shikhare
and colleagues themselves attempt to do this for ‘many’ and ‘few’).
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2.3.3 The neuronal perspective

From the neuronal perspective, we are interested in whether processing quantifiers
requires the involvement of populations of neurons that also take part in process-
ing nonsymbolic quantities. We have discussed that areas within the prefrontal
and parietal cortices, and especially the intraparietal sulcus and area around it,
are thought to play a crucial role in both symbolic and nonsymbolic quantity
processing. If quantifiers interact with or are references to nonsymbolic quantity
representations, as we propose, we would expect these same neuronal populations
to be crucial for processing quantifier meaning as well. Alternatively, quantifiers
might be represented as a separate, independent network, for example in the left
temporal lobe where other semantic categories are thought to be housed accord-
ing to major theories of language processing by the brain (e.g., Binder & Desai,
2011; Matchin & Hickok, 2020; Ralph, Jefferies, Patterson, & Rogers, 2017).

Given that there are certain differences between quantifiers and nonsymbolic
quantity, we do not expect the processing mechanisms to fully overlap, but at
least partially. Specifically, for example for deciding which of the possible quanti-
fiers best suits as a description of a cardinality or a proportion, we would expect
decision-making processes to be involved. Given the context-sensitivity of quan-
tifiers, the fact that they give rise to pragmatic inferences, and that they need to
be read as words before their meaning is understood, we would expect to see some
involvement of general language processing areas. Finally, if generalized universal
quantifiers rely on logical reasoning, we would expect corresponding mechanisms
to also be involved (see e.g., McMillan, Clark, Moore, Devita, & Grossman, 2005;
Szymanik, 2016a; Troiani et al., 2009 for discussions of the implications of these
differences for the brain regions involved in processing quantifiers). In this re-
view, we only briefly mention studies relevant to these additional processes as
discussing them in detail is beyond the scope of the present paper. Instead, we
focus on whether the quantity processing system is involved in case of each of the
quantifier classes that we have distinguished.

As opposed to research on number symbols, where there is already a long his-
tory of neuroimaging research on number symbol processing, there are relatively
few studies that look at brain regions subserving quantifier processing (with all
of them simply comparing the average amount of brain activity within an area
in different conditions!®). This is why below we review each study in more detail
below. For modified numerals specifically, clearly representing the cardinality of
a set of objects and its comparison with another set is required before a quan-
tifier judgment or production can happen. For this reason, some of the studies
discussed below used the neural correlates of processing modified numerals as a
baseline to look at the potential recruitment of the quantity processing system

6An exception is a study by Heim and colleagues (2012) that parametrically varied the
properties of the stimuli and looked for regions in which activity correlated with this change.
This study is discussed further below.
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for other quantifiers.

Importantly, as noted, whereas research on number words was mostly focused
on representations of number symbols (i.e., what is stored in our cognitive system
for each number symbol), in the case of quantifiers questions have also been asked
in terms of the processes involved in interpreting them, i.e., about their dynamic
evaluation by various mechanisms of the cognitive system.

2.3.3.1 The importance of the parietal cortex: Patient studies

One approach used to look at the neuronal populations important for quantifier
processing, parallel to that used for number symbols, is looking at patients with
damage in the parietal cortex. Several studies have been conducted with partici-
pants with Corticobasal Syndrome (CBS) who are known to have impaired pro-
cessing of both number symbols and nonsymbolic quantities (as discussed in sec-
tion 2.2.3.2). Participants were typically asked to make judgments about whether
a particular statement or sentence with a quantifier correctly described a picture.
For modified numerals, several studies have reported impaired knowledge in CBS
patients both relative to healthy age-matched controls and relative to patients
with damage to other parts of the brain (McMillan et al., 2006; Morgan et al.,
2011; Troiani, Clark, & Grossman, 2011; Troiani et al., 2009). Performance with
a limited selection of quantifiers has been investigated in CBS patients. Three
studies to date have looked at their performance with the quantifiers ‘some’ and
‘all’. Troiani and colleagues (Troiani et al., 2009) observed worse performance in
CBS patients for modified numerals than these quantifiers and interpreted this
as evidence for ‘some’ and ‘all’ not recruiting parietal areas. However, the CBS
patients in fact performed worse for both modified numerals and ‘some’ and ‘all’
when compared to the control group of Parkinson’s disease patients; thus, it seems
like ‘some’ and ‘all” also rely on parietal areas, just to a lesser extent than mod-
ified numerals. Supporting this possibility, McMillan and colleagues (McMillan
et al., 2006) report worse performance for ‘some,” ‘all,” and modified numerals
combined (this, however, means that only modified numerals might have been
responsible for the effect as a group) by CBS patients relative to age-matched
controls, patients with Alzheimer’s disease, and frontotemporal dementia (which
does not typically involve parietal lobe damage). On the other hand, contrary
to the results of these two studies, Morgan and colleagues (Morgan et al., 2011)
found comparable performance for ‘some’ and ‘all’ in CBS patients relative to
age-matched controls and frontotemporal dementia patients.

Other quantifiers that have been investigated with CBS patients are ‘at least /
more / less than half,” again with mixed results. Troiani and colleagues (Troiani
et al., 2011) report impaired performance with these quantifierss compared to
healthy seniors and a brain-damaged control group, but they were analyzed to-
gether with modified numerals, so the latter may have been driving the effect. On
the other hand, Morgan and colleagues (Morgan et al., 2011) do not find impaired
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performance with these quantifiers.

Finally, one recent study investigated the performance of CBS patients in a
production task where they were asked to describe a picture; the authors observed
fewer uttered quantifiers by these patients, but did not provide a comparison
between different classes of quantifiers (Ash et al., 2016).

Overall, so far it has been consistently observed that CBS patients are im-
paired in the processing of modified numerals, whereas the results with other
quantifier classes remain mixed. For the quantifiers ‘at least/more/less than half,’
one study observed impaired performance in CBS patients whereas another did
not. For ‘some’ and ‘all,” two out of three studies to date suggest that CBS
patients are impaired for these quantifiers.

Another line of research with patients has investigated the performance of
patients with semantic dementia, a neurodegenerative disorder that mostly af-
fects the left temporal lobe and results in a gradual loss of semantic memory (of
semantic concepts such as knowledge about different animals, tools, etc.). Be-
cause of this behavioral manifestation of the atrophy, it is thought that the left
temporal lobe plays a crucial role in the storage of semantic information. Studies
of quantifier knowledge with these patients, therefore, can help us understand
whether quantifiers are stored together with these concepts (in which case we ex-
pect to see a deterioration in knowledge of quantifiers as well) or separately, e.g.,
relying more heavily on parietal areas (in this case we expect to see knowledge
of quantifiers mostly preserved). In this line of research, so far only two studies
with just three patients have been reported. Two out of these three patients
had preserved knowledge of the meaning of quantifiers (as well as unimpaired
performance in purely quantity-related tasks), while at the same time they had
a severely damaged understanding of the meaning of other words (Cappelletti,
Butterworth, & Kopelman, 2006; in Cheng et al., 2013 one patient with mild
semantic dementia did not have impaired quantifier processing, whereas another
patient with severe semantic dementia was found to be impaired on quantifier
comprehension, although there it could be attributed to a more fundamental
deterioration of language skills). These studies tested knowledge of generalized
existential and proportional quantifiers, but not generalized universal quantifiers
or modified numerals. We can, therefore, exclude the possibility that unimpaired
processing was due to the participants being good at mostly or only modified nu-
merals. In addition, we cannot say whether participants were perhaps impaired
in terms of their knowledge of generalized universal quantifiers.

Given that different quantifiers may require working memory, logical reason-
ing, and lexical retrieval, patients with atrophy or damage to other parts of the
brain that result in deficits in these capacities have also been found to be impaired
regarding some types of quantifiers, but here we refer the reader to the specific
studies for more information (see Ash et al., 2016; Morgan et al., 2011, for recent
reviews of quantifier processing impairments for other damaged brain areas).
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2.3.3.2 The importance of the parietal cortex: Healthy participants

Studies that employed fMRI to investigate brain regions that subserve quantifier
processing in healthy adults point to a network of right (or in some studies bi-
lateral) parietal (specifically, the intraparietal sulcus and areas close to it in the
inferior and superior parietal cortices) and prefrontal areas, parallel to the net-
work of quantity processing for number symbols and nonsymbolic quantity (Heim
et al., 2012, 2016; McMillan et al., 2005; Olm et al., 2014; Troiani et al., 2009).
Note that there have been only a few studies to date and they each have relatively
few participants, so while we mention the regions in which an increased BOLD
signal was observed for quantifiers, these regions are not in fact very specific. For
this line of research, it is only possible to make rough generalizations about the
involved regions, compared to the line of research into number symbols, where
substantially more evidence has been accumulated. The more informative aspect
of each of these studies is the comparative involvement of different brain regions
in different conditions within the same study.

Several fMRI studies used a sentence-picture verification task similar to that
described above (in the context of the interface between quantifiers and non-
symbolic quantity, section 2.3.2.2) to look at brain activity when people verify
whether a quantifier correctly describes a visually presented scene. In each trial,
participants first saw a sentence containing a quantifier. Subsequently, they saw
the same sentence accompanied by a picture depicting a certain number of ob-
jects. The participants’ task was to indicate whether the sentence was a suitable
description of the picture. McMillan and colleagues (McMillan et al., 2005) com-
pared the BOLD response that was present during the display of a sentence
together with a picture with the BOLD response that was present when just
the sentence was presented. This point in time was thought to reflect the pro-
cess of verification of the quantifier rather than the reading of the sentence. In
this comparison, McMillan and colleagues reported more neural activity in the
right inferior parietal cortex for verification than for reading the sentence. The
quantifiers they used were ‘all,” ‘some,’ as well as modified numerals, and all were
analyzed together as one group. Furthermore, McMillan and colleagues compared
activity at this point for different quantifiers. The fact that in all the different
quantifier conditions some verification process (and visual array processing) was
taking place means that any differences between quantifiers can be attributed to
a difference in the verification processes specific to the quantifiers. They did not
find more activity in this brain region for modified numerals than for ‘some’ and
‘all,” which speaks to the parietal areas being at least equally active for ‘all’ and
‘some’ as for modified numerals.!” In a different study using a similarly struc-
tured sentence-picture verification task, Olm and colleagues (Olm et al., 2014)

170f course, it should be kept in mind that this is a null finding — not seeing a difference is
not enough to claim that there was no difference, it only supports such a possibility.
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compared the neural activity for verifying sentences with the quantifiers ‘some,’*®

‘at least half ! and modified numerals, all analyzed together as a group, with
the neural activity for verifying number words (e.g., ‘three’; verifying sentences
with number words also involves numerical knowledge, so it is an especially strong
control ensuring that they captured quantifier meaning processing rather than a
pure assessment of the quantity of objects on display?’). They observed more
activity in the bilaterial inferior and superior parietal cortices for quantifiers rel-
ative to number words. However, the fact that both of these studies analyzed
the modified numerals and other quantifiers together as a group means that the
modified numeral alone could be driving the observed effect.

In contrast to the above-described studies, Troiani and colleagues (Troiani et
al., 2009) observed more BOLD signal for modified numerals than for ‘some’ and
‘all’ in the bilateral intraparietal sulcus, and argue based on this that ‘some’ and
‘all’ do not recruit these areas.?!’ However, they do not compare brain activity
during processing ‘some’ and ‘all’ to processing other words, so it is possible that
the parietal areas that they identified are involved in processing ‘some’ and ‘all’
as well, just to a smaller extent than in processing modified numerals.

Overall, the results of above described fMRI studies are compatible with the
possibility that the verification of sentences with the quantifiers ‘some,’ ‘all,” and
‘at least half’ recruits roughly those brain regions known to be involved in quantity
processing.

A different approach to data analysis has been adopted by Heim and colleagues
(Heim et al., 2012) who investigated brain activity in response to verifying phrases
with proportional quantifiers (specifically, ‘many,” ‘few,” ‘most,” ‘very few,” ‘more
than half,” ‘less than half’), also against a visual scene. Instead of comparing brain
activity at different points in time, they systematically manipulated the number
of target items (blue circles in the case of ‘many of the circles are blue’) and
the ratio between target and comparison items (e.g., the number of blue circles
relative to yellow circles). To tap into the semantic processing of quantifiers, they
looked for the regions in which activity correlated with the change of ratio between

18The article discusses ‘logical quantifiers’ as a category, but gives only ‘some’ as an example
(with no full stimuli list available), so we are not sure whether there were any other quantifiers
included in this category.

19 Again, this is discussed as a category — ‘majority quantifiers’ — without giving any other
examples, so there might have been more quantifiers under this category.

20We already know that parietal lobe areas are involved in estimating and comparing quantity
information, so any task that involves this will be bound to result in parietal area activations.
The tricky part is finding out what part of such activation is due to quantity processing itself
and what part of such activation is due to perhaps the retrieval of and maintenance of the
meaning of the quantifier.

21This study had a similar design to the two studies described above, except that they pre-
sented visual objects whose quantity was to be evaluated against quantifier sentences serially
rather than simultaneously as McMillan and colleagues did, and without the sentence with the
quantifier present on the display at the same time.
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target and comparison items and which were also involved during comprehension
of the sentence with the quantifier before that (in this study, sentences were
presented auditorily before visual scene presentation). The result of this analysis
was thought to specifically reflect evaluation of the meaning of the quantifier and
whether it fit the picture. The bilateral intraparietal sulcus and inferior parietal
cortex were identified among the regions correlating with the semantic processing
of quantifiers. Given that there were no modified numerals among the materials
used in this study, these results cannot be attributed to their presence.??,2> Thus,
for proportional quantifiers we have rather strong evidence for involvement of the
brain regions crucial for quantity processing.

2.3.3.3 Single brain region processing quantifiers, symbolic and non-
symbolic quantity?

To date, only one study that we are aware of directly compares fMRI BOLD sig-
nal during quantifier comprehension, quantity processing, and comprehension of
other words to directly test whether the parietal areas crucial for quantity process-
ing indeed get involved in quantifier processing more than in semantic processing
of words in general (Wei et al., 2014). In different trials within this study, partici-
pants saw pairs of quantifiers, Arabic digits, number words, dot arrays, frequency
adverbs, or animal names and were asked to choose the one that was most similar
in meaning to a third stimulus of the same type. Wei and colleagues reasoned
that if an overlapping neuronal population subserves the processing of nonsym-
bolic quantity as well as symbolic quantity in the form of number words, digits,
quantifiers (specifically, generalized existential and proportional quantifiers were
included), and frequency adverbs (such as ‘always,” ‘often,” ‘never’), this popu-
lation should be more involved in reasoning about all of these materials when
compared to reasoning about animal names (specifically, they expected to find
at least one overlapping area when looking at the BOLD signal for each of them
as compared to animal names). They did not find any such common area. In
contrast, when looking solely at an area that was involved in processing number
words, digits, and dot arrays together (i.e., excluding quantifiers and quantity
adverbs), they did find a region that seemed to participate in processing all of
these but not animal names; this area was in the right intraparietal sulcus. This
result speaks against quantifier meaning being represented by a neuronal popu-
lation overlapping with that representing Arabic digits, number words, and dot

220ne caveat in this study is that the number of tested participants is not reported in the
article, meaning that we cannot be sure about how robust/trustworthy these results are.

23Interestingly, follow-up fMRI studies pointed specifically to the left inferior frontal gyrus as
subserving specifically the semantic/linguistic aspect of quantifier processing/polarity process-
ing (Heim et al., 2012, 2016; see also Wei, Chen, Yang, Zhang, & Zhou, 2014 for corroborating
evidence). This is expected given that neuronal populations in this area are considered to be
some of the crucial ones for language processing (Friederici, 2002; Hagoort, 2017; Matchin &
Hickok, 2020).
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array representations. However, the inclusion of frequency adverbs in the analysis
together with quantifiers precludes us from drawing strong conclusions since we
are not confident that frequency adverbs also involve quantity processing mech-
anisms. Unfortunately, no analysis excluding frequency adverbs is reported by
Wei and colleagues, so further research is needed to make confident conclusions.

2.3.3.4 Questions from the neuronal perspective

Overall, when considering the accumulated evidence from both studies with pa-
tients and neuroimaging studies of healthy participants, we see that it is consistent
with the possibility that the right or bilateral intraparietal sulcus and surround-
ing areas are involved in processing modified numerals and various proportional
quantifiers. For the generalized existential ‘some’ and generalized universal ‘all’
the evidence so far is mixed. The present review makes it immediately clear
that only a limited set of quantifiers has in fact been investigated in work with
patients and neuroimaging research. Specifically, various generalized existential
quantifiers besides ‘some’ should be investigated?® (e.g., ‘several,” ‘a few,” ‘a cou-
ple’; and the value judgment ‘many’ and ‘few,” if that can be made explicit by
the task) as well as generalized universal quantifiers besides ‘all’ (e.g., ‘every,’
‘each’). The modified numerals or bare number words could function as a good
baseline if the processing of other quantifiers is compared to their processing in
the same context. At the same time, these studies should aim to first identify the
neuronal populations responsible for nonsymbolic quantity processing in order to
allow for drawing conclusions about potential overlap directly within the same
study rather than based on previous studies (given that differences in, e.g., data
processing procedures or a specific set of participants make it difficult to draw
such conclusions based on data across different studies).

An important consideration for future is studies is to be able to distinguish
quantifier representations and decision-making or accompanying logical reasoning
processes within tasks. The analyses conducted by Heim and colleagues (Heim
et al., 2012) address these issues by looking for regions that are involved in both
processing the sentence with a quantifier without any visual display and process-
ing the visual display itself. A different solution to this issue is to not include
a visual quantity comparison task at all, as in the study by Wei and colleagues
(Wei et al., 2014); though in their case an additional issue is that the neural pop-
ulations involved in reasoning about quantifiers might not be the same as those
representing the meaning of the quantifier.

When thinking about quantifiers in terms of the questions that have been
asked for number symbols, one consideration is whether we can expect to see the
same format of representations for quantifiers and nonsymbolic quantities. Do
quantifiers that are similar in meaning overlap in their representations more than

24Note that the above-described study by Wei and colleagues (2014) did include other gen-
eralized existential quantifiers, but we believe their analyses are not sufficiently informative.
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quantifiers that are far apart in meaning? This question is the same as that raised
in section 2.3.2.3 from the behavioral perspective, where we suggested either over-
lapping or discrete unit representations for quantifiers. Neuroimaging methods
can also be used to tap into this question. As discussed, a ratio-dependent simi-
larity has been observed for nonsymbolic quantity representations in adaptation
paradigm and RSA analyses of fMRI BOLD data. Using a similar approach for
quantifiers, one would expect to see more similarity in neural activation patterns
for quantifiers with more overlap. For example, we would expect to see more sim-
ilar activation patterns for high-magnitude quantifiers than for low-magnitude
quantifiers (as discussed above based on the results of Pezzelle and colleagues;
(Pezzelle et al., 2018).

In parallel to these studies on number symbols, questions about whether rep-
resentations of quantifiers and nonsymbolic quantities actually overlap can be
investigated using an adaptation paradigm (possibly with a change in notation —
adaptation to dot array representing a certain proportion followed by a deviant
quantifier that refers to a similar or dissimilar proportion; e.g., 3/10 followed by
‘few’ or ‘many’) and RSA analyses (similarly to the study and analysis conducted
by Lyons and colleagues (2018) discussed in section 2.2.3.3, one could look at the
similarity of activation patterns in response to quantifiers and dot arrays). In a
similar vein, one could investigate similarity between ‘most’ and ‘more than half’
(this issue is discussed in section 2.3.2.4) by looking at similarity in corresponding
neural activations between these quantifiers.
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2.4 Summary. Suggested directions of research.

The paper presents an attempt to connect what we know about the relationship
between number symbols and nonsymbolic quantity processing to research into
the semantics of natural language quantifiers. Both number symbols and natural
language quantifiers can be seen as symbolic references to perceptually perceived
quantity information. The first part of the paper gave an overview of what we
currently know about the relationship between number symbols and nonsymbolic
quantity processing and the experimental paradigms that have been used to accu-
mulate that knowledge. In the second part of the paper, we reviewed past studies
relevant to the relationship between natural language quantifiers and nonsymbolic
quantity processing.

We proposed that generalized existential quantifiers (such as ‘several,’ ‘some,’
or ‘a couple’) can be seen as direct references to approximate cardinality informa-
tion extracted from nonsymbolic quantity representations, whereas proportional
quantifiers (such as ‘most,” ‘many,” or ‘few’) can be seen as direct references to
extracted ratio information. From behavioral and neuroimaging studies, we know
that information about both is computed by the cognitive system representing
nonsymbolic quantity. When it comes to generalized universal quantifiers (such
as ‘all, ‘every,” or ‘each’), the connection to the nonsymbolic quantity represen-
tations is not necessary, but not clearly excluded either.

Importantly, throughout the second part we presented a number of new re-
search directions and specific questions regarding the processing of quantifiers,
which we hope will inspire follow-up research and further theoretical considera-
tions. We now list the most prominent questions:

General:

Q1, section 2.3.0.1 What are natural and robust quantifier classes with respect
to symbolic and nonsymbolic quantity processing?

The developmental perspective:

Q2, sections 2.3.1.1, 2.3.1.3 Is children’s understanding of quantifiers corre-
lated with their nonsymbolic number acuity? Does improvement in nonsym-
bolic number acuity result in an improved understanding of quantifiers?

Q3, sections 2.3.1.2, 2.3.1.3 Is the order of quantifier acquisition linked to the
development of nonsymbolic number acuity?

Q4, sections 2.3.1.1, 2.3.1.3 Do children make use of nonsymbolic quantity
representations to interpret quantifiers against a visual scene? If yes, is the
information that children extract from nonsymbolic quantity representa-
tions different for each of these quantities? Does the extracted information
change over the course of development?



60 Chapter 2. Questions about Quantifiers

The behavioral perspective:

Q5, sections 2.3.2.2, 2.3.2.5 Do the proportional quantifiers ‘most,” ‘more /less
than,” ‘many,” ‘few,” and ‘more’ all extract ratio information from nonsym-
bolic quantity representations in tasks other than sentence-picture verifica-
tion?

Q6, sections 2.3.2.2, 2.3.2.5 Do generalized existential quantifiers such as ‘some,’
‘several,” ‘a few,” ‘enough,” ‘a couple,” ‘a dozen’ and generalized universal
quantifiers such as ‘all,” ‘every,” ‘each’ also interface with quantity process-
ing systems, as has been shown for proportional quantifiers? If yes, what
kind of information do they extract?

Q7, sections 2.3.2.3, 2.3.2.5 What is the representational format of quanti-
fiers and how does it relate to symbolic and nonsymbolic quantity represen-
tations?

Q8, sections 2.3.2.4, 2.3.2.5 Can and do quantifiers bias (i.e., assert top-down
influence on) nonsymbolic quantity comparison mechanisms?

The neuronal perspective:

Q9, section 2.3.3.1 Are patients with damage to the parietal lobe impaired in
their knowledge of quantifiers other than modified numerals?

Q10, sections 2.3.3.3, 2.3.3.4 Do the neuronal populations involved in pro-
cessing various classes of quantifiers overlap with the neuronal populations
involved in nonsymbolic quantity estimation and comparison?

Q11, sections 2.3.3.1, 2.3.3.4 How is the meaning of quantifiers represented
in the brain? Are quantifiers stored together with other semantic concepts
(such as animals, tools, etc.) or do they rely on, e.g., parietal lobe areas?
Is there more overlap in representations of quantifiers that overlap more in
terms of the cardinality or ratio to which they refer? Is there an overlap be-
tween specific ratio representations and specific quantifier representations?



Chapter 3

Conducting web-based experiments for
numerical cognition research

Abstract

Tt is becoming increasingly popular and straightforward to collect
data in cognitive psychology through web-based studies. In this pa-
per, I review issues around web-based data collection for the purpose
of numerical cognition research. Provided that the desired type of
data can be collected through a web browser, such online studies of-
fer numerous advantages over traditional forms of physical lab-based
data collection, such as gathering data from larger sample sizes in
shorter time-windows and easier access to non-local populations. I
then present results of two replication studies that employ classical
paradigms in numerical cognition research: the number—size congruity
paradigm and comparison to a given standard, which also included a
masked priming manipulation. In both replications, reaction times
and error rates were comparable to original, physical lab-based stud-
ies. Consistent with the results of original studies, a distance effect,
a congruity effect, and a priming effect were observed. Data collected
online thus offers a level of reliability comparable to data collected in
a physical lab when it comes to questions in numerical cognition.

3.1 Introduction

Web-based data collection, whereby participants take part in a research study re-
motely from their own computer, has gained prominence in psychology in the past
decade. This is due to its clear advantages: easy access to larger and more diverse
samples and speed of data collection (see e.g., Gosling & Mason, 2015; Stewart,

IThis chapter is based on: Kochari, A. (2019). Conducting Web-based experiments for
numerical cognition research. Journal of Cognition, 2(1): 39, 1-21. doi: 10.5334/joc.85.

61



62 Chapter 3. Conducting web-based experiments

Chandler, & Paolacci, 2017; Woods, Velasco, Levitan, Wan, & Spence, 2015, for
reviews). A number of tools have been developed to facilitate the building of
experiments with careful timing of experimental stimuli display and accurate re-
sponse recording within web browsers. This has made web-based data collection
suitable for many experimental paradigms typical in cognitive psychology. Like-
wise, there are now several services offering participant-recruitment from broad
participant pools. A number of classical effects in cognitive psychology have been
successfully replicated with data collected from participants’ web browsers (e.g.,
Crump, McDonnell, & Gureckis, 2013; Semmelmann & Weigelt, 2017; Zwaan,
Pecher, et al., 2018), validating them as viable tools for hypothesis testing. One
research area in which this type of data collection can be useful is numerical cog-
nition research, a subfield within cognitive psychology which will be the focus of
the present review. Being able to reach a culturally diverse set of participants
(e.g., with different traditions of teaching children to count) and to collect data
easily in small variations of the same set-up (e.g., multiplication problems with
differing levels of difficulty) are advantages that are especially useful in answering
questions in numerical cognition.

Technological advancements have allowed for the collection of increasingly so-
phisticated types of data through participants’ web browsers. For a long time
web-based studies collected data in the form of questionnaires and survey an-
swers (Birnbaum, 2000; Gosling, Vazire, Srivastava, & John, 2004). Collecting
reaction time (RT) data, whereby participants use their own keyboard keys to
react to visually or auditorily presented stimuli, has become easier and more
prominent as modern browsers (and computers) have become capable of pre-
senting such stimuli with a reasonable timing control (de Leeuw & Motz, 2016;
Hilbig, 2016; Semmelmann & Weigelt, 2017). Moreover, with the proliferation
of flexible data-collection tools that require less programming knowledge (such
as those which are reviewed below), expensive, custom-based software or vast
programming skills are no longer necessary for data collection. The most recent
developments also allow for tracking the trajectories of participants’ mouse move-
ments (Mathur & Reichling, 2018) and recording audio and video (Semmelmann,
Honekopp, & Weigelt, 2017; Semmelmann & Weigelt, 2018). Web-based data
collection methods have started being used within numerical cognition research
as well; for example, studies looked at numerical information recall performance
(Eriksson & Lindskog, 2017), number-line estimation (Landy, Silbert, & Goldin,
2013), mathematical anxiety scores (Cipora, Willmes, Szwarc, & Nuerk, 2018;
A. M. Ferguson, Maloney, Fugelsang, & Risko, 2015), reaction time and accu-
racy in visual stimulus presentation (Cipora, Soltanlou, Reips, & Nuerk, 2019;
Gokaydin, Brugger, & Loetscher, 2018; Huber, Nuerk, Reips, & Soltanlou, 2017).
Nonetheless, usage of these methods remains rare within numerical cognition?.

2Just 1-3.2% of Google Scholar hits for search terms "numerical cognition", "numerical

magnitude", "number processing", "approximate number system" published between 2017-2019
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This review focuses on experiments aimed at reaction-time data collection
conducted with adult participants (see below, Collecting good quality data in
web-based experiments, for a short discussion of collecting data with children).
The technological requirements for running such experiments are: presentation
of instructions and survey questions regarding demographic data, presentation of
multiple trials with precise timing, storage of information about accuracy (for a
potential analysis of error rates in each condition, as is typical in RT experiments)
and timing of button presses by participants. From the point of view of partici-
pant commitment, participants should be able to keep their attention on the task,
understand and follow instructions, and complete the task as intended (which is
something we need to be able to detect). Here, I discuss these issues with a focus
on the requirements for posing typical research questions in numerical cognition.

After a short discussion of the advantages and potential problematic aspects
of web-based behavioral data collection, I review the available tools for exper-
iment building and participant recruitment. This up-to-date overview will be
useful to anyone starting out with web-based data collection, as it aims to answer
(or point to where to find answers to) the practical questions surrounding this
topic. Thereafter, I present replications of two classical paradigms in numerical
cognition research that aim to investigate whether reaction times collected in a
web-based study are sensitive enough for typical experimental manipulations in
this area. Experiment 1 replicates the size congruity paradigm with numerical
size judgment (Besner & Coltheart, 1979; Henik & Tzelgov, 1982). Experiment 2
replicates numerical distance and priming effects in a task where participants were
asked to compare a digit to a given standard (Van Opstal et al., 2008). Anticipat-
ing the results, in both experiments I successfully replicate the original findings.
Note that an earlier web-based study by an independent group successfully repli-
cated a number of effects in a two-digit comparison task (Huber et al., 2017); in
yet another web-based study conducted simultaneously with the current project,
one more classical effect in numerical cognition - SNARC (Spatial-Numerical As-
sociation of Response Codes) effect - was successfully replicated (Cipora et al.,
2019). Both current and those replications demonstrate the potential utility of
web-based data collection as a tool for research in numerical cognition. In the
final section of this manuscript, I offer some advice on how to ensure better data
quality in web-based data collection.

3.1.1 Advantages of web-based data collection

One of the advantages of web-based experiments for psychological research is the
speed of data collection. Once there is no restriction on the geographical location
of the lab, many more participants will usually fit the inclusion criteria of a study.

(as of July 2019) also mention Amazon Mechanical Turk or Prolific Academic (two most popular
online participant recruitment services), whereas estimated 11-31% of articles in cognitive and
experimental psychology journals in general did so already in 2017 (Stewart et al., 2017)
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Thus, more people will be available to participate. There is also no restriction in
terms of simultaneously available lab space or computers: each participant com-
pletes the study in their own home, and, provided there is no technical limitation
from the web server, many participants can complete the same study simulta-
neously. Lastly, if the researcher makes use of the participant recruitment tools
(described below), time is also saved on appointment management: there is no
need to schedule each participant and there are no delays related to absentee
participants. Speed of data collection not only saves time but also allows for
data collection with samples that would not be feasible if the study was not web-
based. For example, questions about variability of Approximate Number System
in humans as species require extremely large sample sizes (such an investigation
of Approximate Number system acuity with 10.000 participants was conducted
by Halberda, Ly, Wilmer, Naiman, & Germine, 2012).

Another advantage to this geographical flexibility is that one can reach a pop-
ulation that is not otherwise available or accessible. Web-based data collection
makes it easier to recruit non-student samples, non-WEIRD samples (Western,
Educated, Industrialized, Rich, Democratic samples; Henrich, Heine, & Norenza-
yan, 2010), or participants with various linguistic or cultural backgrounds. With
regards to the former, we should keep in mind that some level of computer literacy
and access to high-speed internet is a necessary prerequisite for participating in
web-based studies, so it does not completely solve the issue with WEIRD partici-
pants (see e.g., Paolacci & Chandler, 2014; Peer, Brandimarte, Samat, & Acquisti,
2017, for demographic characteristics of online participant pools). The possibility
to easily reach participants with different cultural and linguistic backgrounds fa-
cilitates the verification of cross-linguistic and cross-cultural experimental effects:
one can recruit participants from different populations without conducting data
collection at multiple physical locations. In numerical cognition research, such
comparisons could be, for example, between cultures which have different customs
for teaching children how to count (e.g., Lyle, Wylie, & Morsanyi, 2019; Miller &
Stigler, 1987), or from populations which read and write from left to right as op-
posed to right to left, which would be relevant for a question investigating mental
number line (e.g., Pitt & Casasanto, 2016; Shaki, Fischer, & Petrusic, 2009).

Yet another noteworthy advantage of running web-based experiments is the
fact that experiments created for web browsers can be more easily shared between
researchers. Below, I list some of the tools for programming experiments to run in
web browsers. In most cases, the data-collection script will run on any computer
with a web browser and can be modified with any text-editing software (although
it should be noted that recording the collected data will require a basic web-
server or web-server simulator). Unlike many traditional experiment-building
tools, there is often no need to pay for licensing. This means that a researcher
can simply send the experiment files to a colleague, or upload them as part of the
supplemental online materials of a study (as I do for the experiments I present in
this paper). Moreover, the same data-collection script can be used both to collect
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data remotely from participants’ own computers as well as in a physical lab set-
up. We now know that findings in psychological research in general suffer from
issues of low reproducibility and replicability (Collaboration, 2015; R. A. Klein et
al., 2018). Although they have not been investigated specifically within numerical
cognition research, these issues are most likely present there as well. Being able
to easily share data-collection scripts between different laboratories will allow for
close replications of reported effects, improving robustness of findings in the field.

Finally, web-based experiments can be considerably cheaper than lab-based
studies if participant recruitment services are used. Contrary to a common belief,
however, this is not because the participants are underpaid (in fact, not paying
participants a decent amount is an ethically questionable practice; see e.g., Fort,
Adda, & Cohen, 2011; Gleibs, 2017, for a discussion of this point), but because
of the costs saved on experiment administration. Web-based experiments do
not require research assistants to run them, and participant-recruitment services
eliminate the need to spend time on scheduling participants or administering
payments to each individual participant.

3.1.2 Potential problematic aspects of web-based data col-
lection

As previously mentioned, until recently a skilled web-programmer would have
been required to build a reliable web-based experiment, which was problematic.
However, various free, intuitive tools built specifically for this purpose are cur-
rently available. I give an overview of these tools in the next section.

Whilst participants’ environments in traditional lab-experiments are tightly
controlled, we have no oversight of participants’ environments in web-based exper-
iments. This means that the participants may not be paying as much attention to
the task at hand as we may wish (see Chandler, Mueller, & Paolacci, 2014; Necka,
Cacioppo, Norman, & Cacioppo, 2016, who found that online participants are of-
ten multitasking when participating in studies). Researchers normally explicitly
ask participants to be in a quiet room and to pay attention only to the task at
hand. However, we have no way to enforce or check for compliance with these
instructions. For research questions that claim to investigate everyday brain-
function, this may actually prove to be a more realistic experiment environment
- for example, when participants are asked to give approximate numerical judg-
ments (as, for example, in Landy et al., 2013). On the other hand, for research
questions investigating small effect sizes, an environment filled with distractions
may result in noise that conceals the effect. Another possibility is that partici-
pants cheat - for example, in a multiplication task without a time restriction they
may be solving the given task on a calculator. One can explicitly ask participants
if they cheated at the end of the experiment, but we again have no way to know
with certainty that they were honest. In the section Collecting good quality data
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i web-based experiments below, 1 give some tips on how to maximize partici-
pants’ attention during the experiment and how to filter out those that did not
complete the study honestly. However, since it is impossible to completely avoid
these issues, their existence must be taken into account during experiment design
and interpretation stages.

The more worrying aspect of collecting reaction time data in web browsers
is the accuracy of the stimulus presentation times and of the recorded reaction
times. The difficulty with timing of the presentation of visual stimuli is due to
varying monitor refresh rates: in order to time a stimulus exactly, one has to
specify it in such a way that it takes an exact number of refresh rates (see Elze
& Tanner, 2012; Woods et al., 2015, for more detailed discussions). While in a
lab set-up one can set the timing based on the known exact refresh rate of the
monitor used to run the experiment, it is not possible to do so for web-based
experiments as pages loaded to a web browser do not have access to information
about the refresh rate of a remote monitor. If a visual stimulus is supposed
to appear or disappear at a time that does not coincide with a refresh, it will
only do so during the next refresh. In case of auditory stimuli, there will also
be a different delay for the different computers and speakers that participants
use. However, these timing issues are not as problematic as it may seem, since
the delays remain more or less stable within each experimental session, so it
will be approximately the same for each trial done by a participant. Thus, it
should not be problematic for within-participant designs. This is supported by
the results of a study by Reimers and Stewart (2015) who tested stimulus display
durations across multiple computers and browsers. They found that stimuli were
often presented for around 10-20 ms longer than intended, but within-system
variability was small. However, note that experimental designs that go beyond
simple visual or auditory stimulus presentation might have unacceptable timing
issues; for example, timing lags were found to vary substantially for different
browsers and computers when synchronization of auditory and visual stimulus
onset was required (Reimers & Stewart, 2016); this issue would, for example,
hinder web-based administration of paradigms requiring cross-modal numerical
stimulus presentation (as in Lin & Gébel, 2019).

Another problematic aspect is related to delays in reaction time recording:
different keyboards will have different delays between the pressing of a key and
detection of the press (Neath, Earle, Hallett, & Surprenant, 2011; Plant & Turner,
2009). There will also be delays in RT recording related to inaccuracies in web
browsers and to the processing speed of the computer. Multiple studies have
compared recorded reaction times in a lab set-up and a web browser-based col-
lection, and they all consistently find delayed RTs for the latter of 25-100 ms (de
Leeuw & Motz, 2016; Hilbig, 2016; Reimers & Stewart, 2015; Semmelmann &
Weigelt, 2017). Importantly, again, the within-participant variability was stable,
and, therefore, the delayed RTs did not affect the size of the observed differences
between conditions in within-participant designs (de Leeuw & Motz, 2016; Hilbig,



3.1. Introduction 67

2016; Reimers & Stewart, 2015; Semmelmann & Weigelt, 2017). When it comes
to between-participant designs, the different delays for different participants can
potentially be compensated for by testing a larger number of participants in each
group (Reimers & Stewart, 2015).

One general issue with using online recruitment services is that participants
are likely to complete many studies over time and, therefore, there is a high
likelihood that they have experience with similar experimental paradigms or with
completing artificial tasks in general. In other words, some of these participants
might not be considered naive to the task (Chandler et al., 2014; Peer et al., 2017,
Stewart et al., 2015). Participant naivety to the experimental manipulation is
often desirable as it is an important assumption of some paradigms (see Chandler,
Paolacci, Peer, Mueller, & Ratliff, 2015; Weber & Cook, 1972, for reviews of
cases where participant non-naivety can lead to different effect sizes). However,
typically, the effects that we are interested in in cognitive psychology, including in
numerical cognition research, are robust to participant non-naivety (see Zwaan,
Pecher, et al., 2018, for successful replications of classical cognitive psychology
effects with non-naive participants). This aspect of web-based data collection is
thus less problematic for numerical cognition research than it is for some other
research areas.

A number of studies have successfully replicated classical effects in cognitive
psychology in web-based studies: Stroop, Flanker, Simon, visual search, atten-
tional blink, serial position, masked priming, associative priming, repetition prim-
ing, lexical decision task etc. (Barnhoorn, Haasnoot, Bocanegra, & van Steen-
bergen, 2015; Crump et al., 2013; Hilbig, 2016; Semmelmann & Weigelt, 2017;
Zwaan, Pecher, et al., 2018). As already mentioned, empirical data presented
in the current manuscript as well as successful replications of other classical nu-
merical cognition effects (Cipora et al., 2019; Huber et al., 2017) extend their
suitability to paradigms typical in numerical cognition research. However, as this
section discusses, one should keep in mind that there are certain limitations with
web-based data collection: not every lab paradigm will work well running within
a web browser or be suitable for completion in an environment with possible dis-
tractions. Experiment 2 below replicates one such paradigm that is problematic
for web-based data collection - masked priming - for which browser timing inac-
curacies for short latencies seem to hinder replication of the effect observed in the
lab (Crump et al., 2013, experiment 7). The issue with the environment in which
the study is completed remains even in case the web browser is able to execute
the experiment flawlessly.
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3.2 How to set-up a web-based behavioral exper-
iment

Recently, a number of free community-run and fee-based commercial tools for
experiment building have become available, making the creation of web browser
based experiments possible with minimal to no web-programming skills at all.
Another crucial component in web-based data collection is participant recruit-
ment, which has also became more straightforward with the launch of multiple
services specifically aimed to meet this particular need. This section of the paper
is intended to be an up-to-date, high-level primer regarding all practical aspects
of web-based reaction time data collection. More detailed tutorials are available
in the published articles and manuals for each specific tool that I refer to below.

3.2.1 Building behavioral experiments for web browsers

Table 3.1 provides an overview of some of the tools available for building ex-
periments to be run in a web browser.®> These tools differ in the amount of
programming knowledge required, in their pre-programmed functionality, and in
whether they are free. They make the task as easy as building experiments to
be run in traditional physical lab-spaces (such as PsychoPy, DMDX, E-Prime,
Presentation etc.). While other technologies such as Adobe Flash were used in
the past, presently JavaScript in combination with HTMLS5 is the preferred tech-
nology as the two are supported by all modern browsers. All of the listed tools
support manual scripting using basic JavaScript and HTML code (hence, some
programming experience would be required), while some also offer a graphical user
interface (hence, no programming experience is needed). Because participant re-
cruitment is done separately from experiment building (although the commercial
tools also offer help with participant recruitment), it does not matter which exact
tool is used for experiment creation.

For the experiments presented in this paper, I used jsPsych (de Leeuw, 2015);
I will briefly describe what experiment building is like with this tool, by way
of example. jsPsych is a free, community-built and maintained JavaScript li-
brary (i.e., a collection of pre-written functions that can be used by themselves
or in addition to other code written in JavaScript) that is optimized for accu-
rate stimulus display and reaction-time data collection. Due to its transparent
modular architecture, jsPsych is suitable as an experiment creation tool even for
researchers with little to no programming experience. Each experiment script is
an HTML page with JavaScript code; it is edited with a text editor and run by
opening the same HTML file with a web browser. Within this JavaScript code,

3Note that, as this is a fast-growing industry at the moment, many new tools are being
released and some existing tools are being discontinued, so I do not attempt to list them all
here.
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Table 3.1: Overview of some of the available tools for building cognitive psychol-
ogy experiments to run in web browsers. This list is not comprehensive, as often
development is discontinued and new tools frequently appear.

Name ‘Website Free|Graphical interface|Introduction paper
jsPsych jspsych.org yes [no de Leeuw (2015)

lab.js lab.js.org yes |yes Henninger et al. (2019)
PsychoPy/PsychoJS github.com/psychopy /psychojs|yes  |yes Peirce et al. (2019)
PsyToolkit psytoolkit.org yes |no Stoet (2017)

Gorilla gorilla.sc no |yes Anwyl-Irvine et al. (2019)
LabVanced labvanced.com no |yes -

an experimenter defines each display (page) of the experiment, the stimuli within
these displays, the timing, what the participants are allowed to do (e.g. that they
proceed to the next display by pressing only a certain key or that the next display
is automatically shown after a certain time), and the order of presentation (or
randomization parameters). jsPsych takes care of rendering each of the displays
according to the set parameters, recording the answer, and sending the collected
data to the determined place for storage (see below for more on this). In the most
recent release of jsPsych (at the time of writing this paper), text, images, audio
and video can be handled as stimuli by pre-programmed functions in jsPsych;
multiple types of survey-question responses, button presses, reaction times of
button presses and mouse clicks can be collected. For those new to jsPsych, de-
tailed tutorials and a basic experiment template that can be used as a starting
point is available in the supporting documentation for jsPsych (with additional
experiment scripts that can be used as templates shared by the community).

3.2.2 Hosting the experiment and storing collected data

Once we figure out the stimulus display and data recording script, the next step
is to place it on a web server where participants can access it (i.e., it needs to
be hosted somewhere) and arrange for the storage of recorded data. What we
would like in the end is a link which participants can follow to take part in the
experiment; this link is then given to the recruited participants, for example,
through participant recruitment tools. There are multiple options for hosting
and data storage. Each of the experiment building tools listed in Table 3.1 has
a help page with detailed suggestions for how to arrange data storage. One way
is to host an experiment on a rented or university web hosting service and store
the data there; this option requires some basic knowledge of configuring web-
servers. There are also independent services for experiment hosting and data
storage (e.g. psiTurk - https://psiturk.org/ and JATOS - http://www.jatos.org/,
both of which are free and community-run). The commercial experiment building
tools that I list above offer to take care of it for you in exchange for a fee.
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If you choose to host the experiment on a web server yourself, there are mul-
tiple ways to get such a server. Many universities provide personal web-hosting
space for their employees that has some basic functionality, which would normally
be sufficient for running web-based experiments; that is exactly what was used
for the hosting and data collection of the experiments described here. Another
option is to rent a hosting space from one of a large variety of companies offering
web hosting. In both of these cases the researcher needs to ensure that the server
is reliable and that the personal data of participants, if such data is collected, is
stored securely as per local requirements. The easiest way to store data collected
with jsPsych is as a separate CSV file for each participant. This method requires
only that the web-server on which the experiment is hosted supports PHP, which
most servers will do by default. The data can be saved, for example, throughout
the experiment at the end of each experimental trial. More advanced users can
configure data storage in databases such as MySQL.

If it only uses text stimuli (as was the case for the experiments presented here),
an experiment built using jsPsych is loaded as a whole before it shows anything
to the participant and only connects to the web-server to save the collected data.
Thus, there will be no delays related to the internet connection speed of the
participant. In case the experiment displays images, audio, or video files, it is
also possible to make sure that it only starts after all necessary files are loaded
to the computer memory to avoid any delays related to retrieving them from the
web-server: jsPsych allows preloading of the media.

3.2.3 Participant recruitment tools

The next step in the process is to recruit participants that will complete the
experiment. One way would be to find people willing to take part in the exper-
iment for free, recruiting them, for example, through social media. This would
be the best or perhaps the only way forward for those aiming to collect data
from thousands of participants, and would also require giving participants some
motivation other than a financial incentive to take part (for example, Halberda
et al., 2012 collected data by presenting it as a game and offering to give them a
score at the end). Here, I focus on another way to recruit participants, namely
through crowdsourcing platforms where they come specifically to complete tasks
in exchange for a financial reward. This is most suitable for a typical study in
numerical cognition, since it is not necessarily interesting enough for participants
to just want to do it in their leisure time (sometimes one could think of incentives
such as finding out how well one does in comparison to the general population ),
and would require only dozens or hundreds of participants.

4Keep in mind, however, that in this case participants are not going to be specifically setting
aside time and ensuring they are in a quiet environment to take part in a scientific experiment;
the experiment would rather be a quick entertainment for participants.



3.2. How to set-up a web-based behavioral experiment 71

The crowdsourcing platform that presumably has the largest pool of partici-
pants is Amazon Mechanical Turk (https://www.mturk.com) (e.g., M. Buhrmester,
Kwang, & Gosling, 2011; M. D. Buhrmester, Talaifar, & Gosling, 2018). Amazon
Mechanical Turk is a marketplace where any sorts of tasks that can be completed
remotely, on a computer, are given and taken up by participants. The other
presently prominent platform is Prolific Academic (https://prolific.ac/) which is
geared specifically towards academic research studies (Palan & Schitter, 2018;
Peer et al., 2017). As this is a new industry, a number of other similar platforms
appear and close down from time to time (see e.g., Peer et al., 2017; Vakharia &
Lease, 2015). Both of the above-mentioned platforms allow for some filtering of
eligible participants based on basic demographic data that they fill in: for exam-
ple, based on age, education level, or native language. Besides the payment to the
experiment participant, the researcher pays a fee to the crowdsourcing service.

The data of the experiments reported in the present paper were collected
using Prolific Academic (henceforth, simply Prolific), so I will also shortly discuss
how this particular service works as an example. On Prolific, the researcher
creates a study specifying the participant eligibility criteria, the amount of time
the experiment should take, and the amount to be paid, and provides a link that
participants should follow to complete the study. A short description of the study
is also given to participants, based on which they can decide whether to take part
or not. Importantly, the researcher also has an opportunity to include, restrict to,
or exclude participants that have taken part in previous studies they have offered.
Prolific has a minimum required hourly rate to be paid to participants (£5 at the
time of writing this paper), and charges a fee for each of the participants (30%
at the time of writing this paper). The researcher also has the possibility to give
each individual participant a bonus based on their performance in the study.

Prolific currently has just over 40,000 registered participants, all from OECD
countries (people living in other countries are not allowed to register as experiment
participants). The participants only have the opportunity to complete a study if
they are eligible for it based on their demographic information. If participants
choose to take part in a study, they follow the link that is given; Prolific logs the
time of the start of the experiment. The experiment is run either in a window with
a Prolific heading at the top or in a new window. As a way to confirm that the
participant has indeed completed the study, the researcher puts a study-specific
link (generated by Prolific) on the last page of the experiment. This link takes the
participant back to Prolific, which logs the time of completion. The experimenter
has to approve the submission (i.e., verify that the participant undertook the
study honestly) before the participant gets paid. After the study is completed,
demographic data for participants that took part in it, along with the start and
end time for each participant, can be downloaded from Prolific.
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3.3 Replications of classical behavioral experiments
in numerical cognition

In this section, I present replications of two classical and widely used paradigms
in numerical cognition research. Observing the comparable effects in a web-based
study and one conducted in a traditional lab-based set-up would support the
viability of web-based data collection tools for testing hypotheses in numerical
cognition.

Experiment 1 was conducted as part of a different research project and the
results are primarily reported in another paper. Here, I only briefly describe it
for the purpose of demonstrating the feasibility of getting sufficient quality re-
action time data in a web-based experiment. For the same reason, this is not a
direct replication of any particular study, but rather a replication of the effects
in general. Experiment 2 is conducted as a direct replication of part of a study
by van Opstal et al (Van Opstal et al., 2008). Besides the presentation of stimuli
and the recording of button-press reaction times, this experiment also includes a
subliminal priming manipulation. These replications are only meant as demon-
strations of technical possibilities, so I do not offer an interpretation of the effects
themselves or their theoretical implications. A successful replication would, how-
ever, also demonstrate that these effects, whatever they mean, are robust, since
they can be observed in a less controlled environment than traditional physical
labs.

The scripts used for data collection, commented data analysis scripts, and all
data that were collected are available for inspection and download®. Note that
these scripts can be easily modified for collecting data in similar studies.®

3.3.1 Experiment 1: Size congruity effect

In Experiment 1, I replicate a size congruity effect that was first reported several
decades ago (Besner & Coltheart, 1979; Henik & Tzelgov, 1982). Since then, the
size congruity paradigm in its original and modified forms has been used to answer
numerous questions about number and magnitude perception. In this paradigm,
participants are presented with two numbers (e.g., digits, number words etc.)
on two sides of the screen and are asked to press a button corresponding to the
side of the screen with the numerically larger digit. However, the two numbers
that are presented can be of a different physical (font-) size: the numerically
larger digit can be physically larger (congruent condition), the numerically larger
digit can be physically smaller (incongruent condition), or they can be of equal

5See https://osf.io/dySkf/, doi: 10.17605 /osf.io/dy8kf.

6T also hope that these supplemental materials can serve as an example of how web-based
data collection can foster transparency and reproducibility (as discussed above) in numerical
cognition research.
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physical size (neutral condition). Robust congruity effects are typically observed:
people are faster at giving responses and make fewer mistakes in the congruent
in comparison to the incongruent condition.

Another variable that is traditionally manipulated in this paradigm is how
big the difference between two stimuli is: the numerical difference between the
two presented numbers can be large or small (e.g., 2-4 vs. 2-8; I refer to this
factor as numerical distance) or the physical (font-) size difference between the
two presented numbers can be large or small (I refer to this factor as size dis-
tance). Distance is a relevant factor here since we know that it is more difficult
to distinguish values that are closer to each other (e.g., 2-4) than values that are
further away from each other (e.g., 2-8) (Moyer & Landauer, 1967). In the size
congruity paradigm, numerical and size distance have been found to modulate
the congruity effect (see e.g., Cohen Kadosh, Henik, & Rubinsten, 2008; Henik
& Tzelgov, 1982; Kaufmann et al., 2005; Pinel, Piazza, Le Bihan, & Dehaene,
2004a; Tzelgov, Meyer, & Henik, 1992). The congruity and distance effects in
this paradigm have been interpreted as indicating the automaticity of magnitude
processing, since information about the irrelevant dimension modulates perfor-
mance in the relevant dimension, as well as being used as an argument for the
existence of some shared magnitude-processing mechanism (e.g., Cohen Kadosh
& Henik, 2006; Cohen Kadosh, Lammertyn, & Izard, 2008; Santens & Verguts,
2011; Tzelgov et al., 1992). As mentioned above, it is not my aim here to address
the issue of interpreting the effects themselves. Instead, I focus on whether the
basic effect is replicable in a web-based set-up.

In the present experiment, participants judged the numerical value of the
presented Arabic digits. I manipulated congruity, numerical distance, and size
distance. Based on the results of the classical experiments reporting the size
congruity effect (Henik & Tzelgov, 1982), I expected to obtain a main effect of
congruity, a main effect of numerical distance (because overall, numbers that are
further apart from each other should be easier to judge), as well as an interaction
between congruity and physical size distance (because disruption of judgment in
the incongruent condition will be stronger when the difference in the irrelevant
physical (font-) size dimension is larger).

Method

Participants Given that previous studies were able to detect the size congruity
effect with 10-20 participants (e.g., Cohen Kadosh, Henik, & Rubinsten, 2008;
Henik & Tzelgov, 1982; Kaufmann et al., 2005), I aimed for a sample size of
around 25 participants in this task. Participants were recruited via Prolific.ac.
The following inclusion criteria were applied: age 18-25, speaking English as a
native language, being born and currently living in the UK. Participants received
£1.30 for participation. Participants were excluded from the analyses if they
spent less than 10 seconds reading the task instructions or if they gave incorrect
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responses in more than 15% of the trials.

Twenty-six participants completed the study in full. Two participants were
excluded because they gave incorrect responses in more than 15% of the trials; one
further participant was excluded due to reading the instructions for less than 10
seconds. Thus, 23 participants in total were included in the analyses (12 female,
11 male; 3 left-handed; 7 students; average age: 27 [range 19-34|; average time
spent on the task: 6:03 minutes [range 4:56-10:47]).

Stimuli Eight digit pairs were included: four pairs had a numerical distance of
2 units (‘2-4’, ‘3-57, ‘5-7", ‘6-8’) and four pairs had a numerical distance of 4 units
(‘2-6’, ‘3-7", ‘4-8’, *5-9’). Each digit pair was displayed in congruent (the digit in
the larger font size is numerically larger) and incongruent (the digit in the larger
font size is numerically smaller) conditions. Each digit pair was also displayed
in two levels of physical size distance: the font sizes were either 64 pt and 72
pt (small size distance) or 55 pt and 72 pt (large size distance). Finally, each
of the trials was repeated twice, once with the larger number on the left side of
the screen and once with the larger number on the right side of the screen. This
resulted in 8 (digit pairs) * 2 (congruity levels) * 2 (physical size distance levels)
* 2 (sides of the screen) = 64 trials in total. I addition, I included 16 neutral
trials (both digits were displayed in font size 64 pt) and 16 filler empty trials,
in which participants saw a fixation cross, as in regular trials, but in this case it
was followed by a blank screen for 1850 ms. In total participants saw 96 trials.
While the neutral condition was present in this experiment, I did not include it
in the statistical tests, as assessing whether congruity is driven by facilitation or
interference (as in e.g., Cohen Kadosh, Henik, & Rubinsten, 2008) was not my
goal.

Procedure The experiment was implemented using jsPsych (de Leeuw, 2015).
Prior to the experiment, participants agreed to data collection and filled in a ques-
tionnaire asking for basic demographic information. Throughout the experiment,
they advanced using the space key or the experiment advanced automatically be-
tween experimental trials. Participants were instructed to indicate whether the
number on the left or on the right was numerically larger by pressing buttons
"Q" or "P" correspondingly. They were asked to do so as quickly as possible. An
example was given, and they had a chance to practice making the judgments in
4 practice trials.

Each trial started with a fixation cross (‘+’) displayed for 150 ms in the middle
of the screen. It was followed by a display on the screen where one digit was
displayed to the left and another digit to the right of the center. The digits were
displayed in Arial font. The digits remained on the screen until the participant
gave a response or, if no response was given, for 1850 ms. In case of no response,
the experiment automatically advanced to the next trial. The inter-trial interval
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was a random number between 700 and 1200 ms.

The experiment was divided into 2 blocks of 48 trials, and the participants
had a chance to rest between the blocks. The order of trials was fully randomized.
The data for each participant was saved as a separate .csv file on the web-server
where the experiment was hosted; this file was updated after each trial.

Results

Participants gave incorrect responses in in 3.7% of trials in total (including trials
where no response at all was given). This error rate is within the normal er-
ror range for this paradigm (approximately 1-6% based on the studies reviewed
above). The general RT level was approximately within the 500-650 ms range,
which also falls with the normal range of RTs for this paradigm (e.g., it is some-
what faster than the RTs observed by Henik & Tzelgov, 1982, but somewhat
slower than those observed by Cohen Kadosh, Henik, & Rubinsten, 2008).

Only RTs of correctly answered trials were included in the analyses. Prior
to the analyses, I excluded all trials in which the reaction time was too short
(<250 ms) to have been initiated after processing the target, as well as reaction
times shorter or longer than 2 standard deviations from the mean for a given
participant for a given condition”. This resulted in the exclusion of 8.2% of trials.
The resulting RTs, split by congruity and numerical distance, are shown in Figure
3.1a. The same RTs, but this time split by congruity and physical size distance,
are shown in Figure 3.1b®.

I performed a 2 (congruity: congruent or incongruent) X 2 (numerical distance:
two or four units) X 2 (physical size distance: small or large) within-subjects
ANOVA on mean correct RTs. All the predictions were borne out by the data.
Participants gave faster responses to congruent trials (526 ms) in comparison to
incongruent trials (612 ms, difference 86 ms) [F(1,22) = 60.7, p <0.0001, 7, =
0.73]. This effect size is comparable to that observed for the congruity effect
in Henik and Tzelgov (difference 116 ms; 771% = 0.9; Henik & Tzelgov, 1982°). 1
also observed a significant main effect of numerical distance [F'(1,22) = 8.83, p
= 0.007, nf, = 0.28] which was somewhat smaller than the one observed in Henik

"Note that Henik and Tzelgov (1982) do not mention any data exclusion, but I did it in this
experiment because this experiment was part of a larger project where we applied uniform data
processing across all experiments. However, I ran the same analysis of data from Experiment 1
without excluding any reaction times, and the results are the same as the ones presented here.

81 opted for depicting the results in two separate plots because a large overlap between the
lines within the same plot would hinder visibility of the patterns.

9The effect sizes that I report here are based on the reported F-statistic in Henik and Tzelgov
(1982), Experiment 2. Note that their analysis also included data from a different task, where
participants compared the physical (font-) size of the digits instead of numerosity, so the effect
sizes are not based on exactly the same analysis. Note also that their experiment had only
10 participants, so effect sizes estimated in their study have large confidence intervals around
them.
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Figure 3.1: Mean RTs per congruity in Experiment 1. The error bars depict the
standard error value.
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and Tzelgov (12 = 0.68). Finally, I observed a significant interaction between
physical size distance and congruity [F'(1,22) = 15.24, p = 0.0007, nﬁ = 0.40;
this factor was not manipulated in the study by Henik and Tzelgov|. None of the
other effects were significant.

3.3.2 Experiment 2: Numerical distance and priming ef-
fects in comparison to standard

In Experiment 2, participants compared a digit to a pre-determined standard
(in the present case, the standard was the number 5) and pressed one button in
case it was greater than the standard and another button in case it was smaller
than the standard. Here too, reaction times and error rates were measured. The
theoretical motivation of this paradigm was similar to those that use the size-
congruity paradigm (Experiment 1): it is known that the further away the two
digits to be compared are, the shorter the reaction times get and the fewer errors
participants make; hence, a distance effect should be observed (Dehaene, Dupoux,
& Mehler, 1990; Hinrichs, Yurko, & Hu, 1981; Sekuler, Rubin, & Armstrong, 1971,
e.g.,). In addition, in this experiment there was a masked prime manipulation
- another digit was presented prior to the target digit that participants judged
(Dehaene et al., 1998).

Specifically, in this experiment I replicate a study by van Opstal and colleagues
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(Van Opstal et al., 2008) that looked at several different effects: the effect of nu-
merical distance between the target digit and the standard digit to which it was
to be compared (following their terminology, I will refer to this effect as compari-
son distance effect), the effect of numerical distance between the target digit and
the prime digit (following their terminology, I will refer to this effect as priming
distance effect), and, finally, the congruity-priming effect, which refers to the dif-
ference between the trials where both the prime and target digit would result in
the same response (e.g. both are above standard or both are below standard)
and the trials where the prime and the target digit would result in a different
response (e.g. the prime is below the standard whereas the target is above the
standard). The reasoning of the original study was that unlike the comparison
distance effect, which can be explained either by the placement of numbers on an
analogue continuum or by response-related processes, the priming effect excludes
the response-related processes explanation (see Van Opstal et al., 2008, for the
goals of the study). While the original study also used the same paradigm to
look at the effects with letters of the alphabet, here I will only replicate their
experiment with digits. Van Opstal and colleagues performed the same experi-
ment twice (Experiment 1 and Experiment 2), obtaining the same result; when
drawing comparisons to their results below, I will provide the resulting RTs in
both of their experiments.

Masked (also referred to as subliminal) priming studies require the precise
timing of the stimulus display: the prime is usually displayed for some short
amount of time, and we need to be sure that the prime has indeed appeared on
the monitor and for the specifically defined amount of time which in itself might
be an experimental variable. This is challenging in a web-based set-up where
we have no control over the exact apparatus that participants are using, and,
therefore, cannot synchronize with their monitor refresh rates. One web-based
masked priming study by Crump et al (Crump et al., 2013, Exp. 7) attempted to
replicate an effect of the compatibility of prime arrows with target arrows (e.g.,
‘>>" primed by ‘>>" or ‘<<’) in a task where participants simply press a button
corresponding to the direction of the arrow. They manipulated the duration of
the prime (in 6 steps from 16 to 96 ms) as an experimental factor, expecting
the shortest prime durations to result in a negative priming effect (longer RTs
after compatible primes) and the longest prime durations to result in a positive
priming effect (shorter RTs after compatible primes). They only successfully
replicated the priming effects expected for the two longest prime durations, but
not the priming effects expected for the shorter prime durations, which were also
all trending in the positive direction instead of the expected negative. This was
likely due to the fact that with prime durations as short as 16 ms, due to not being
synchronized with monitor refresh rates, the primes were sometimes displayed
for too long. However, another replication of this effect, which used a different
JavaScript library to administer the experiment, did observe the expected positive



78 Chapter 3. Conducting web-based experiments

and negative priming effects (Barnhoorn et al., 2015, Exp. 3)!°. Nonetheless, in
case the exact duration of the prime display is important for the research question
at hand, web-based data collection is not an advised tool since we cannot control
it well enough. Web-based data collection would be suitable if it were acceptable
for the prime to be displayed for +/— 1 or 2 frames per second longer (which
for an average monitor means +/-16 or 32 ms). In the present experiment, the
exact duration of the prime was not an experimental factor for the study at hand;
moreover, the duration of the masked prime in the study of van Opstal et al was
83 ms - the duration for which both Crump et al and Barnhoorn et al successfully
observed priming.

Since this is a direct replication, the present experimental procedure was the
same as that described in the van Opstal et al study number task. Whenever I
diverged from it, I explicitly mention what exactly was done differently.

Method

Participants Participants were recruited via Prolific, with the same inclusion
and exclusion criteria as for Experiment 1, except for one additional inclusion
criterion. Namely, in addition participants were not allowed to have completed
more than 50 other studies on Prolific. This was done to facilitate participant
naivety, which has been raised as a potential issue with participant recruitment
through online crowdsourcing services (Chandler et al., 2014; Stewart et al., 2015,
see the section Collecting good quality data in web-based experiments for a more
detailed discussion).

Eighty-one participants completed the experiment across two response button
mappings (see below for explanation). They received £ 2.50 for participation.
Seven participants were excluded from the analyses due to having given incorrect
responses in more than 15% of trials, and two further participants were excluded
due to reading the instructions for less than 10 seconds. This resulted in 72
participants being included in the analyses presented below (41 female, 31 male;
13 left-handed; 34 students; average age: 26 [range 18-35]|; average time spent on
the task: 15:24 minutes [range 11:41-28:22]).

The number of participants for the present study was determined in such a
way as to be comparable to that of van Opstal et al. This study included fewer
trials than the original study because it is more difficult to ensure participants’
attention for longer periods of time in a web-based study (see below, Collecting
good quality data in web-based experiments, for a discussion). Because there were
fewer observations per experimental condition per participant here, I increased
the total number of participants in such a way as to end up with approximately
the same number of observations per experimental design cell as van Opstal et
al.

10To my knowledge, these are the only two published studies reporting a subliminal priming
task in a web-based set-up.
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Stimuli The stimuli in this experiment were the same as in the original van
Opstal et al study number task (2008). That is, all numbers from 1 to 9, except
5, functioned as both primes and targets, resulting in 64 different prime-target
combinations. However, here the participants saw fewer repetitions of each of
the combinations: whereas participants in van Opstal et al saw each prime-target
combination 10 times (resulting in 640 experimental trials in total), in the present
study participants saw only 4 repetitions of each combination (resulting in 256
experimental trials in total).

Procedure The data were again collected using jsPsych (de Leeuw, 2015).
Prior to the experiment, participants agreed to data collection and filled in a
questionnaire asking for basic demographic information. Participants were in-
structed to indicate as quickly as possible whether a number that they would
see following ‘#+#+#  was higher or lower than 5. There were two versions of
the experiment with different response-button mappings: 38 of the participants
included in the analysis were instructed to press ‘Q’ if the number was lower
than 5 and ‘P’ if the number was higher than 5; 34 of the included participants
received the reverse instructions. The presence of prime digits was not mentioned
in the instructions. After reading the instructions, participants completed 8 tri-
als as a practice. In these trials, they received feedback about the correctness of
the given response immediately after they gave the response. No feedback was
provided during the actual experiment.

The stimuli were displayed in the middle of the screen, in white Courier 36
pt font on a black background (Van Opstal and colleagues presented stimuli in
font size 32 pt). Each trial started with a fixation cross (‘+’) displayed for 500
ms. This was followed by a mask ("##+’) displayed for 100 ms, a prime digit
displayed for 83 ms (this would correspond to 5 frames on a monitor with a refresh
rate of 60 Hz), and another mask displayed for 100 ms. Finally, the target digit
itself was presented until the participant gave a response or for a maximum of
2000 ms. If no response was given, the experiment automatically advanced to the
next trial (van Opstal et al did not restrict the time participants had to give a
response; I diverged from this in order to make it impossible for the participants
to switch their attention to something else during the experiment). The inter-trial
interval was 1000 ms.

The experiment was divided into 4 blocks, with the possibility for participants
to rest between blocks. In each block, participants saw each of the prime-target
combinations once.

Results

Participants gave 3.26% incorrect responses on average (including trials where no
response at all was given; van Opstal et al had an error rate of 6.9% in Exper-
iment 1 and 6.5% in Experiment 2). Overall, the reaction times in the present
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experiment were ~90-120 ms longer than in the van Opstal et al data. This is
likely due to the fact that the participants in their study completed significantly
more trials than in the present study (1280 [640 for number task and 640 for
letter task| vs. 256) which meant they were better trained in the task.

Only the reaction times of correctly answered trials were included in the anal-
ysis. Before analysing reaction times, responses that were too fast (<250 ms)
to have been initiated after having processed the target digit were excluded;
this resulted in the exclusion of 0.05% of trials (van Opstal et al do not report
whether they performed an RT cleaning procedure, but I do not consider these
RTs meaningful; 1 did not exclude comparatively long reaction times since the
skewed distribution of RTs is likely the reason why Van Opstal et al conducted
their analyses on the median RTs). Following van Opstal et al, I also use the
median RTs as the dependent variable and performed the same analyses, except
that I do not have ‘task’ as an experimental factor (they had two tasks: number
comparison and letter comparison).

Comparison distance effect In order to avoid a confound with the priming
distance effect, only trials with identical primes and targets were included in
this analysis. Figure 3.2 shows the comparison distance effect. As expected,
RTs decreased with the increasing distance of the target digit from the standard.
I performed a 2 (size: below/above the standard) X 4 (comparison distance,
absolute value: 1, 2, 3, or 4) within-subjects ANOVA. Consistent with the results
of van Opstal et al, I observed a significant main effect of comparison distance
[F(3,213) = 10.65, p <0.0001 , n7 = 0.13]. The size of the observed comparison
distance effect was smaller than that reported by van Opstal et al (72 = 0.38)'.
Also consistent with the results of van Opstal et al, there was no main effect of
size [F(1,71) = 2.5, p = 0.11, nIf = 0.03| and no interaction between comparison
distance and size [F'(3,213) = 0.38, p = 0.17, i, = 0.005].

Congruity-priming effect In this analysis, I looked at the effect of congruity
of the prime and target digit - whether they would result in the same response or in
a different response. Here, trials with identical primes and targets were removed
to avoid confounding perceptual priming. I performed a 2 (size: below/above
the standard) X 2 (congruity) within-subjects ANOVA on median RTs. There
were significantly faster reaction times for the congruent (528 ms) in comparison
to the incongruent (549 ms, difference 21 ms) prime-target pairs (main effect
of congruity: F(1,71) = 58.44, p <0.0001, n; = 0.45). This is consistent with
the results of van Opstal et al (the congruity effect was 26 ms in Experiment 1
and 24 ms in Experiment 2). In addition, the congruity effect was larger for the

HThe effect sizes that I report here and hereafter are based on the reported F-statistic in van
Opstal et al. Note that the analyses in van Opstal et al included a second task, a letter task,
so they do not reflect the effect in exactly the same analysis configuration.



3.8.  Replications of classical behavioral experiments in numerical cognition 81

Figure 3.2: Median reaction times (RTS, in milliseconds) for the comparison dis-
tance effect. The error bars represent a 95% confidence interval.
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digits above the standard (28 ms) than for the digits below the standard (17 ms)
(interaction of congruity and size: (F(1,71) = 4.4, p = 0.03, 52 = 0.05) which is
also consistent with the findings of van Opstal et al (differences: 30 and 22 ms in
Experiment 1, 28 and 21 ms in Experiment 2). Finally, in the present study, but
not in van Opstal et al, regardless of the congruity, the reaction times were faster
overall for the primes below the standard than above the standard; however, this
difference was small (difference 5 ms; main effect of size: F(1,71) = 4.34, p =
0.04, nIf = 0.05).

Priming distance effect Only congruent trials were included in this analysis.
Figure 3.3 shows the priming distance effect. Diverging from the analysis reported
by van Opstal et al, I performed this analysis including targets both below and
above standard, whereas van Opstal et al. only included targets above the stan-
dard (they did so for an independent reason related to the fact that they were
interested in comparing priming effects for numbers and letters). I performed a
3 (priming distance, absolute value: 1, 2 or 3) X 2 (size: below/above the stan-
dard) within-subjects ANOVA on median RTs. Consistent with the results of
van Opstal et al, I observed a main effect of priming distance [F(2,142) = 28.3,
p <0.0001, 772 = 0.28]. The size of this effect is comparable to that reported by
van Opstal et al (12 = 0.23). There was no effect of size [F(1,71) = 0.85, p =
0.3, 2 = 0.01] and no interaction between priming distance and size [F(2,142) =
0.23, p = 0.7, n2 = 0.003].
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Figure 3.3: Median reaction times (RTSs, in milliseconds) for the priming distance
effect. The error bars represent a 95% confidence interval.
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3.3.3 Discussion of the replication results

Both of the presented replications demonstrate that the reaction time effects
previously reported in traditional lab studies can be successfully observed when
collecting data from participants’ web browsers remotely, confirming numerous
earlier studies in other sub-fields of cognitive psychology (Crump et al., 2013,
Semmelmann & Weigelt, 2017; Zwaan, Pecher, et al., 2018). In Experiment 1, all
expected effects in a classical variant of the size congruity paradigm were observed,
whereas in Experiment 2 all expected effects in a comparison to the given standard
task were observed in a direct replication of van Opstal et al (Van Opstal et al.,
2008). The general error rates and reaction times were also within the range of
expected values. The results of these experiments convincingly show that getting
good quality data is feasible in at least relatively simple web-based numerical
cognition experiments.

I draw comparisons between the present results and the results of the original
studies based both on statistical significance patterns and on observed effect sizes.
However, we should keep in mind that neither of these measures is a good proxy
for such comparisons. The statistical significance is a binary, and, therefore, not
very informative measure, whereas observed effect sizes are not reliable since both
the present and the original studies had low sample sizes and, therefore, do not
yield a good estimate of the real effect size.

In Experiment 2, a masked priming manipulation was included in addition
to target digit manipulation. Although I do successfully replicate the priming
effects observed by van Opstal et al, this is likely because the actual duration of
the prime did not matter for this effect. As discussed above, we do not know how
long exactly the prime stimuli were displayed since, with JavaScript, there is no
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way of finding out exactly how long the stimulus was displayed on the screens
of the participants’ computers. While in a traditional lab set-up we would be
able to set the duration of the stimuli in terms of the number of refresh rates on
the monitor used for testing, we cannot do so in this case. Researchers should
therefore approach data collection for studies in which the exact duration of the
prime matters carefully.

3.4 Collecting good quality data in web-based ex-
periments

While psychologists are already trained to interact with participants in a lab-
based setting in such a way as to maximize the quality of the collected data,
moving to a web-based set-up introduces a number of new challenges. In this
section, I will outline some solutions to common worries associated with web-
based data collection.

Ensuring participants have suitable equipment In order to decrease the
noise in the collected data due to differences in the equipment used by participants
and in order to make sure that the stimuli presentation proceeds in the intended
way, we may want to exclude some devices. For example, if the experiment
contains audio stimuli, one way to ensure the participants are hearing these stimuli
and that they hear them at the intended volume could be to implement a password
presented auditorily at the beginning of the experiment, but also repeat it later
on to make sure that the equipment stays the same. The same approach can be
used if the monitor needs to display certain brightness contrasts and colors (see
Woods et al., 2015, for a more detailed discussion).

Ensuring participants are doing the study honestly This is perhaps the
most worrisome aspect of web-based data collection for psychologists: participants
may simply click through the experiment, respond at random, or give dishonest
responses. There a number of simple checks that can be implemented in the ex-
periment. One could use a combination of these checks that suits a study best. If
participants respond at random in a straightforward task such as the comparison
of numbers, it will be clear from the chance-level performance (for example, two
participants in Experiment 1 presented above were excluded for giving incorrect
responses in around 50% of trials). If one cannot rely on chance-level perfor-
mance as an exclusion criterion, it is common to include "catch" trials during the
experiment - trials that will unambiguously indicate whether the participant was
paying attention (for example, in an experiment where participants need to give
their intuitions about the multiplication of 3-digit numbers, one could use the
multiplication of single digit numbers as a control; another example would be in-
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cluding trials which would say, for example, "Press M" when M is not one of two
regular response keys in the experiment). One would then exclude participants
who do not reach a certain level of performance in these catch trials regardless of
what responses they give in the rest of the experiment.

Even if participants do respond correctly, we still need to make sure that they
have followed the instructions precisely (for example, in experiments reported here
they should have read that their task is to respond as quickly as possible). One
way to make sure this happens is to exclude everyone who read the instructions
for less than a certain amount of time that is considered by the researcher to
be sufficient!? (e.g., one participant in Experiment 1 and two participants in
Experiment 2 of the present paper were excluded for reading the instructions
for less than 10 seconds). Another way is to ask the participants to respond to
several quick questions about the instructions before they proceed further in the
experiment.'® Finally, yet another common way to identify dishonest participants
is to include a question asking how honest they were at the very end of the
experiment, informing them that the response they give will not affect whether
they receive payment.

Ensuring participants do not get distracted A common worry is that par-
ticipants will be multi-tasking during the experiment when we in fact would like
them to be focused only on the task at hand (for example, it seems to be common
for Amazon Mechanical Turk workers to watch TV or listen to music while doing
experiments, see Chandler et al., 2014; Necka et al., 2016). To mitigate this issue,
one can strive to administer shorter experiments (for example, no longer than 20
minutes) in order to decrease the chance of participants getting bored and want-
ing a distraction. This has the consequence that one cannot include many trials
and will therefore have fewer datapoints per participant which can potentially be
compensated for by collecting data from more participants (for example, this is
how I solved this issue for Experiment 2, above; but see Baker et al., 2019; Brys-
baert, 2019; Brysbaert & Stevens, 2018 for a discussion of the trade-off between
participants and number of experimental trials for statistical power). In addition,
there are ways to ensure attention while the experiment is running. For example,
I make my experiments auto-paced: trials start and end regardless of whether

12Note that by exzcluding I do not mean not paying the participant, but simply excluding
them from the analyses. They have contributed their time, and we can never know how well
they actually read the instructions, so it is unjustified to withhold payment. On the other hand,
I do not pay participants who show only chance performance in straightforward tasks, as in the
experiments detailed in the present paper: in those cases, it is clear that they have not even
tried to perform the study as instructed.

13Both the time spent reading the instructions and the correctness of responses to questions
about instructions can be automatically checked by the experiment script while the participant
is doing the task, and from there the researcher can decide to either stop the experiment or to
give the participant a second chance: for example, by informing them that it is important that
they read and understand the instructions and displaying the instructions again.
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participants press any buttons (e.g., after 2000 ms of no response, the next trial
starts), so the participants do not have an opportunity to divert their attention
to something else. Similar to excluding participants if they read the instructions
for too short a period, one could also exclude participants if they spend too long
on the break between blocks: if someone takes a 10 minute break after 5 minutes
of doing the task, they were likely distracted.

Ensuring participant naivety As mentioned, non-naivety is not a large prob-
lem for typical cognitive psychology research, and is, therefore, not likely to be
a problem for numerical cognition research either (Zwaan, Pecher, et al., 2018).
However, one could in principle restrict participation to participants who have
completed fewer than a certain number of studies on the participant recruitment
service that is used (for example, it is possible to do so on Prolific, and I did so
in Experiment 2 above; note, however, that this does not exclude participants
who may have completed many studies through another participant recruitment
service).

Transparent reporting As is clear from all the possibilities laid out above,
there are a multitude of criteria that one can use to exclude certain participants’
data from analyses. These researcher degrees of freedom (Simmons, Nelson, &
Simonsohn, 2011) are arguably somewhat larger than in the case of a traditional
lab-based data collection, so in the case of web-based experiments it is even
more important to preregister the planned exclusion criteria in order to avoid
making (conscious or unconscious) biased decisions about data exclusion (Nosek,
Ebersole, DeHaven, & Mellor, 2018; Wagenmakers, Wetzels, Borsboom, van der
Maas, & Kievit, 2012).

Web-based data collection with children FEverything discussed in this pa-
per so far applies largely to data collected from adult participants. A substantial
amount of research in numerical cognition, however, investigates the development
of numerical abilities in children, where web-based data collection methods can
also be effective in reaching large sample sizes. Unfortunately, the process for
collecting developmental data in web-based experiments does not yet seem sub-
stantially easier than traditional developmental studies. I will highlight two issues
here (for experience with web-based data collection with children and further dis-
cussions see Irvine, 2018; Nation, 2018).

Unlike adults, children cannot find and start a study themselves and would
not do so in exchange for payment. This means that either a parent or a teacher
has to be recruited, start the study and ask the child to complete it. Thus, in
this case one still needs to find partner schools that can help with data collection
or parents willing to take part in the project. If cooperating teachers are found
and helped to go through the process of starting the study and passing it on
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to the child, they can repeat it without the researcher’s presence later, making
this data collection method especially useful for longitudinal studies and studies
that can be given to children in multiple school years. Parents could potentially
be recruited through social media, in which case the parent should be able to go
through the starting-up process and then convinced to not interfere when the child
is completing the task. Importantly, one could also administer a home numeracy
environment questionnaire to the parent before or after the child completes the
task.

There is also an issue with consent, which usually needs to be given by a
legal guardian. What is and what is not allowed in this respect will need to be
determined by the researcher’s local ethical committee. Obtaining consent may
not be an issue if a parent starts the experiment and passes it on to the child.
For studies administered at school, depending on the nature of a task (whether it
falls within a normal set of tasks a child would do at school), level of anonymity
of the collected data, and the ethical board stance, one could consider consent as
having been given by the teacher when they started the experiment and passed
it on to the child.

Despite these additional complications, a number of web-based studies with
children are currently being undertaken (e.g., Irvine, 2018; Nation, 2018), includ-
ing at least one on number cognition (Callaway, 2013).

3.5 Conclusion

In this paper, I have outlined the potential advantages and issues with web
browser-based data collection in numerical cognition research. I have also pro-
vided pointers for solving practical issues for those starting out with web-based
data collection. The successful replications presented here demonstrate that it
is not only possible to conduct such experiments, but they also yield compara-
ble data quality. Of course, not every type of a study can be conducted in web
browsers, but one would be wise to choose this method for studies that can, since
it saves time and money as well as possibly providing better and larger partic-
ipant samples. Finally, I have offered some tips for ensuring good data quality.
While every study will be unique in the ways in which better data quality can
be achieved, by making some adjustments to the ways in which we are trained
to ensure data quality, it should be possible to come up with ways to check that
participants pay attention, complete the study honestly, etc. for many of the
cases.

One final point to address is how we should deal with cases where we will not
observe an effect in a web-based study - can we trust it or perhaps it was due
to certain timing inaccuracies in web-based data collection? This problem is the
same as in case of observing a null result in a lab-based study. The difference
is only that in a lab-based study we have presumably eliminated inaccuracies
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in timing of stimuli so we are more confident that such a null result is due to
the behavior of participants themselves. How do we deal with a null result in
a web-based study? In the same way as we would in a lab-based study. For
example, one solution would be to design experiments in such a way as to be able
to observe a known control effect along with our null-result as a way to make sure
the set-up is able to detect an effect of a certain size; another solution would be to
move away from null hypothesis significance testing framework towards Bayesian
analysis methods that allow to quantify the amount of evidence in favor of the
null hypothesis. In general, if a researcher is skeptical about the validity of the
results obtained in a web-based study, because they only require a web browser to
run, the same experimental scripts can be used both in web-based data collection
and in physical lab spaces. One could administer (a part of) the experiment to a
smaller sample of participants in a physical lab to verify the obtained result from
the web-based study. Overall, a combination of web-based and lab-based data
collection methods (verifying the patterns obtained with one by collecting data
with another method) would lead to higher confidence in presence of the effect
and its generalizability to a larger population.

3.6 Data Accessibility

Raw data, data collection scripts and data analysis scripts for both experiments
presented in this manuscript are publicly available: https://osf.io/dy8kf/, DOI
10.17605/OSF.1I0/DY8KF.






Chapter 4

Processing symbolic magnitude
information conveyed by number words and
by scalar adjectives: parallel size congruity
and same /different experiments

Abstract

"Humans not only process and compare magnitude information such
as size, duration, and number perceptually, but they also communi-
cate about these properties using language. In this respect, a relevant
class of lexical items are so-called scalar adjectives like ‘big’, ‘long’,
‘loud’, etc. which refer to magnitude information. It has been pro-
posed that humans use an amodal and abstract representation format
shared by different dimensions, called the generalized magnitude sys-
tem (GMS). In this paper, we test the hypothesis that scalar adjectives
are symbolic references to GMS representations, and, therefore, GMS
gets involved in processing their meaning. Previously, a parallel hy-
pothesis on the relation between number symbols and GMS represen-
tations has been tested with the size congruity paradigm. The results
of these experiments showed interference between the processing of
number symbols and the processing of physical (font-) size. In the
first three experiments of the present study (total N=150), we used
the size congruity paradigm and the same/different task to look at
the potential interaction between physical size magnitude and numer-
ical magnitude expressed by number words. In the subsequent three
experiments (total N=149), we looked at a parallel potential interac-
tion between physical size magnitude and scalar adjective meaning .

!This chapter is based on: Kochari, A., & Schriefers, H. Processing symbolic magnitude
information conveyed by number words and scalar adjectives: parallel size congruity and
same/different experiments. Manuscript.
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In the size congruity paradigm we observed interference between the
processing of the numerical value of number words and the meaning
of scalar adjectives on the one hand and physical (font-) size on the
other had when participants had to judge the number words or the
adjectives (while ignoring physical size). No interference was obtained
for the reverse situation, i.e. when participants judged the physical
font size (while ignoring numerical value or meaning). The results of
the same/different task for both number words and scalar adjectives
strongly suggested that the interference that was observed in the size
congruity paradigm was likely due to a response conflict at the deci-
sion stage of processing rather than due to the recruitment of GMS
representations. Taken together, it can be concluded that the size
congruity paradigm does not provide evidence in support the hypoth-
esis that GMS representations are used in the processing of number
words or scalar adjectives.

4.1 Introduction

A lot of research has been devoted to the question how the human cognitive sys-
tem estimates and compares magnitudes such as size, length, quantity, loudness,
duration, etc. from the perceptual input. Based on the accumulated evidence,
some researchers postulated the existence of a generalized analog magnitude sys-
tem (GMS; Cantlon, Platt, & Brannon, 2009; Lourenco, 2015; Walsh, 2003).
Under one such proposal, after our perceptual system takes up the information
from the outside world (e.g., in visual modality about length, size or quantity),
this information is transformed into an abstract, amodal representation format
in which the comparison of magnitudes can be performed. For example, when
comparing the lengths of lines, information about length will be mapped onto the
same cognitive system as the one used for comparing quantities of objects in two
sets, the duration of two auditory signals, etc.

The ability to estimate and compare magnitudes is not only used to percep-
tually navigate in the world around us, but information about such magnitudes
is also communicated to others. At the same time, when others communicate
information about magnitudes to us, we need to interpret this information. In
this respect, an interesting class of lexical items are so-called scalar adjectives
(also referred to as vague or gradable) such as ‘tall’; ‘short’, ‘long’, ‘big’, ‘loud’,
etc. Interestingly, the meaning of all these adjectives shares a set of features with
the format in which magnitudes are thought to be represented in GMS. In this
paper, we therefore put forward and test the hypothesis that scalar adjectives
are symbolic references to GMS representations, and, thus, when processing their
meaning, our language comprehension system makes use of GMS representations.

We present a set of six experiments of which four make use of the size con-
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gruity paradigm and two are follow-up studies where a same/different task is
administered. The goal of the experiments was to look at the involvement of
GMS in the processing of number words (Experiments la-c) and scalar adjectives
(Experiments 2a-c) in parallel designs.

The size congruity paradigm (Besner & Coltheart, 1979; Henik & Tzelgov,
1982) is a classical set-up which demonstrates interference between symbolically
presented numerical magnitude information (e.g., in the form of Arabic digits)
and perceptually presented physical size magnitude information (in the form of
the font size of the digits). Congruity effects obtained in this paradigm have
been used to argue in favor of shared representations of magnitudes of different
dimensions (in the case of Arabic digits, of numerical magnitude and of physical
size magnitude). We start by exploring the effects that can be observed with this
paradigm, however with with number words instead of digits (Experiments la,
1b). Using the same reasoning, in our experiments on scalar adjectives (Experi-
ments 2a, 2b) we ask whether we can observe a parallel congruity effect between
the magnitude information expressed by the meaning of scalar adjectives and si-
multaneously presented physical size magnitude (i.e., the font size in which the
adjective are presented). Anticipating on the results, we observed a size congruity
effect in the numerical comparison task with number words (Experiment la) and
meaning comparison with scalar adjectives (Experiment 2a). This congruity ef-
fect in principle supports our hypothesis that processing scalar adjectives recruits
GMS representations. However, as in the original paradigm, our set-up also allows
for an alternative explanation of the congruity effect. This alternative explana-
tion suggests that the congruity effect could arise due to a conflict at the response
selection stage of processing rather than due to shared underlying representations.
In order to disentangle these two accounts of the congruity effect, we collected
data in a novel same/different task. The representational overlap and the conflict
at the response selection stage accounts predicted a distinct pattern of effects
in this task, allowing us to decide on the locus of the congruity effect (central
shared representations versus peripheral competition during response selection).
The same/different task was administered for number words (Experiment 1¢) as
well as for scalar adjectives (Experiment 2c).

4.1.1 Generalized analog magnitude representation system

Let us start with a note on terminology: we will use the word magnitude to refer to
values along any continuous dimension (e.g., size magnitude, length magnitude,
numerical magnitude), and we will use the word quantity to refer specifically
to numerical magnitude (i.e., the number of distinct individual elements). Fur-
thermore, we will use the word nonsymbolic magnitude to refer to magnitudes
extracted from perceptual input (e.g., a visually presented array of dots or an
auditory sequence of tones) as opposed to symbolic references magnitude such as
number symbols and scalar adjectives (discussed in the remaining sections of the
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introduction).

Most of the work on magnitude processing has been done on numerical mag-
nitude processing, so we start by introducing what is known about numerical
magnitude processing. When receiving and evaluating numerical magnitude in-
formation from perceptual input, our cognitive system makes an approximation
of magnitude (rather than providing us with a precise value?), and it has a limited
sensitivity with which it can do so. For example, when extracting a quantity from
a visual scene, we are able to successfully distinguish a set of 15 dots from a set of
30 dots, but not 28 dots from 30 dots. Performance with nonsymbolic quantities
in terms of accuracy and reaction times is dependent on the ratio between the two
quantities to be compared such that larger ratios (i.e., larger relative difference in
magnitude) lead to faster and more accurate responses than smaller ratios (i.e.,
smaller relative difference in magnitude; e.g., Buckley & Gillman, 1974; Feigenson
et al., 2004; Halberda & Feigenson, 2008; Pica et al., 2004; this is consistent with
Weber’s law, see e.g., Bar et al., 2019 for a recent discussion). Such performance
has been suggested to reflect the operation of the so-called Approximate Number
System (ANS) which is thought to be an evolutionary old system shared with
other animals (Barth et al., 2003; Dehaene, 1997; Feigenson et al., 2004; Gallistel
& Gelman, 2000; Halberda & Feigenson, 2008). Numerical magnitude represen-
tations in ANS are thought to be continuous (or analog) distributions around a
point (similar to a Gaussian distribution) which overlap with neighboring distri-
butions. Two alternative accounts have been proposed?® - either the spread of the
distributions around points increases with increasing quantities or the spread of
distributions is same for different quantities but the quantities are logarithmically
compressed (e.g., Bar et al., 2019; Dehaene et al., 2008; Feigenson et al., 2004;
Gallistel & Gelman, 1992; Merten & Nieder, 2008; Nieder, 2016; we leave this
discussion aside as it does not matter for the purpose of the present manuscript).

In the same way as we can approximate a quantity from perceptual input, we
can also make such approximations on the length of a line, the duration of an
event, the size of an object, etc. These approximate judgments are also limited
in precision and, interestingly, are also ratio-dependent (see e.g., Table 1 in Co-
hen Kadosh, Lammertyn, & Izard, 2008, for examples). It has been suggested
that there is a single shared underlying system for representing and process-
ing perceived magnitudes in various continuous dimensions (including numerical
magnitude). This system has been referred to as generalized (analog) magni-
tude system (GMYS) (Gallistel & Gelman, 2000; Walsh, 2003, 2015) and is usually
conceived of as a generalized version of ANS. Magnitudes in such a system are

2 An exception to this are quantities in the so-called subitizing range - up to 3 or 4 (Kaufman
et al., 1949; Revkin et al., 2008; Trick & Pylyshyn, 1994).

31t should be noted that the existence of a separate quantity encoding ANS has recently
been a subject of debate. The alternative to existence of ANS is that information about mag-
nitude of other dimensions is used to infer quantity (Anobile, Cicchini, & Burr, 2016; Gebuis,
Cohen Kadosh, & Gevers, 2016; Leibovich, Katzin, Harel, & Henik, 2017).
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assumed to be represented in the same way as numerical magnitudes are repre-
sented in the ANS - as continuous (analog) distributions around a point which
overlap with neighboring values and have increasing uncertainty with increasing
values.

There is a number of reasons to postulate the existence of GMS in addition to
the parallel ratio-based performance across different dimensions mentioned above.
Specifically, a considerable amount of evidence shows transfer or interference ef-
fects between magnitude information in different dimensions (e.g., size and quan-
tity, duration and length) when magnitudes in two dimensions have to be judged
consecutively or when they are presented simultaneously and one dimension is
task-irrelevant (e.g., Bonn & Cantlon, 2017; Casasanto & Boroditsky, 2008; Dor-
mal, Seron, & Pesenti, 2006; Droit-Volet, 2010; Krause, Bekkering, Pratt, & Lin-
demann, 2017; Lourenco et al., 2016; Mohring, Ramsook, Hirsh-Pasek, Golinkoff,
& Newcombe, 2016; Oliveri et al., 2008; Stevens, Mack, & Stevens, 1960; Xuan
et al., 2007). For example, in a recent study Bonn and Cantlon (2017) observed
spontaneous extraction and transfer of ratio information between e.g., size and
duration or size and loudness. Specifically, when asked to judge the similarity of
sequences of stimuli in two different dimensions, participants rated stimulus se-
quences which preserved the ratio information across dimensions as more similar
than sequences which preserved only rank information across dimensions. It has
also been claimed that there is a similar developmental pattern in the precision
with which children are able to discriminate magnitudes in different dimensions
(Feigenson, 2007). Finally, there is neuropsychological and neuroimaging evidence
suggesting that potentially overlapping neural populations in the intraparietal
cortex are involved in the processing magnitudes in different dimensions (e.g.,
Chassy & Grodd, 2012; Fias, Lammertyn, Reynvoet, Dupont, & a Orban, 2003;
Pinel, Piazza, Le Bihan, & Dehaene, 2004b; Sokolowski, Fias, Bosah Ononye, &
Ansari, 2017; Zorzi, Priftis, & Umilta, 2002; see also Nieder, 2016 for references
to studies which observe individual neurons responsive to magnitudes in different
dimensions).

It should be noted, however, that there is also some debate about the existence
of the GMS and about what exactly is shared between dimensions (for reviews
and discussion, see Bonn & Cantlon, 2012; Cantlon et al., 2009; Cohen Kadosh,
Lammertyn, & Izard, 2008; Leibovich et al., 2017; Lourenco, 2015; Sokolowski,
Fias, Bosah Ononye, & Ansari, 2017; Van Opstal & Verguts, 2013; Yates et al.,
2012). Evidence against a shared GMS comes, for example, from the observation
that transfer effects between magnitudes are not always bidirectional (e.g., Bonn,
2015; Merritt, Casasanto, & Brannon, 2010; Roitman, Brannon, Andrews, &
Platt, 2007). Also, the results of interference studies and neuroimaging studies
could have an alternative interpretation in terms of learned associations due to
co-occurrence in natural environments (see Bonn, 2015; de Hevia & Spelke, 2009;
van Galen & Reitsma, 2008).

In the present research project, we assume that there exists a GMS-like mech-
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anism that is responsible for computing relative magnitude in various dimensions.
This shared mechanism computes relative magnitudes when we are comparing,
for example, numerical magnitudes, size magnitudes, length magnitudes, duration
magnitudes, etc. from perceptual input.

4.1.2 Processing number symbols

Our cognitive system can receive and process quantity information not only from
perceptual input, but also symbolically - e.g., using Arabic digits (‘3’,'5’) or num-
ber words (‘three’, ‘five’). Note that number symbols refer to exact, discrete
quantities whereas nonsymbolic quantity is perceived in a continuous format, i.e.,
without sharp boundaries (e.g., Bar et al., 2019; Leibovich, Diesendruck, Rubin-
sten, & Henik, 2013).

To what extent number symbols (e.g., an Arabic digit) are represented by the
same cognitive system or recruit the same processing mechanisms as perceptual,
nonsymbolic quantity remains a matter of a debate (see e.g., Nieder, 2016; Piazza
& Eger, 2016; Sokolowski & Ansari, 2016; Wilkey & Ansari, 2019, for extensive
reviews). It has been suggested that — as a cultural invention — number symbols
use (or recycle) the evolutionary older ANS-type of neural representations of quan-
tity (Dehaene & Cohen, 2007). To explore this possibility, one line of research
looked at whether parallel behavioral effects can be observed for both number
symbols and nonsymbolic quantity which would suggest shared representations
or at least shared processing mechanisms. Parallel ratio-based performance with
both symbolic and nonsymbolic numerical magnitudes has been reported, for ex-
ample, in quantity comparison tasks (e.g., Dehaene, 2007; Dehaene & Akhavein,
1995; Moyer & Landauer, 1967), though the interpretation of these effects as sup-
porting shared cognitive systems for the two formats has been contested (e.g.,
Kojouharova & Krajcsi, 2018; Krajcsi, Lengyel, & Kojouharova, 2018; Verguts et
al., 2005). Further evidence comes from matching and priming paradigms that
showed that number symbols closer to each other in terms of their numerical mag-
nitude seem to have more overlap in their representations than number symbols
further away from each other, as would be expected if they recruit the nonsym-
bolic, ANS representations (e.g., Defever et al., 2011; Reynvoet, De Smedt, & Van
den Bussche, 2009; Sasanguie et al., 2011; Van Opstal et al., 2008; Van Opstal &
Verguts, 2011), but there is again some counter-evidence (Roggeman et al., 2007
Sasanguie et al., 2017).

Brain imaging studies observe neuronal activity associated with processing
symbolically and nonsymbolically presented quantities in partially overlapping re-
gions of parietal and frontal lobes (see e.g., Sokolowski & Ansari, 2016; Sokolowski,
Fias, Mousa, & Ansari, 2017, for reviews). Moreover, a number of studies reports
ratio-dependent changes in the amount of BOLD signal in the intraparietal cor-
tex when processing symbolic and nonsymbolic quantities (e.g., Cantlon et al.,
2006; Goffin et al., 2019; He et al., 2015; Holloway et al., 2012; Piazza et al.,
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2004; Vogel et al., 2017). Piazza and colleagues (Piazza et al., 2007) presented
evidence for such ratio-dependent changes within a single region across symbolic
and nonsymbolic quantity presentation which supports the suggestion that the
neuronal populations are at least partially shared for them. On the other hand,
recent studies making use of activation pattern analysis techniques (represen-
tational similarity analysis [RSA| and multivoxel classification) report that the
pattern of voxelwise activity correlations in the intraparietal cortex and some
other areas corresponded to overlapping analog representations for nonsymboli-
cally presented quantities, but not for number symbols (Bulthé et al., 2014, 2015;
Lyons et al., 2015; Lyons & Beilock, 2018). In addition, these studies did not
find a region that would encode a certain quantity presented in both symbolic
and nonsymbolic formats (e.g., ‘6" and six dots). Both pieces of evidence speak
against shared neuronal representations of symbolic and nonsymbolic quantity.
Nonetheless, evidence from these latter studies does not completely exclude the
possibility of shared representations since this conclusion is based on a null result
and since there are certain concerns regarding the sensitivity of these analyses
(see Eger, 2016; Wilkey & Ansari, 2019 for arguments). Moreover, neural net-
work modeling shows that even when number symbols are represented by the
same neurons as nonsymbolic quantities, they only partially recycle the repre-
sentations of nonsymbolic quantities and are more efficient in encoding, meaning
that they do not necessarily have to show the same pattern of activation (Verguts
& Fias, 2004).

Given the mixed evidence, deciding whether and to what extent symbolic and
nonsymbolic quantity have overlapping representations requires further research.
The present project does not aim to resolve this issue. Rather, the central goal of
the present project is to apply an existing paradigm that has previously been used
to investigate the potential relationship between number symbols and nonsym-
bolic quantity as a starting point for investigation of processing scalar adjectives
(introduced in the next subsection). However, in doing so, as a first step we also
use this experimental paradigm to number words. Thus, the results of the present
study will partially also contribute to the number symbol processing research.

Recall that in the previous section we discussed the proposal that there exists
a single shared cognitive system for processing magnitudes from perceptual input
along various dimensions, GMS. Assuming a GMS-like cognitive system exists, if
number symbol representations are indeed partially shared with nonsymbolic nu-
merical magnitude representations, then number symbol representations should
also be partially shared with nonsymbolic magnitude representations in other di-
mensions. A number of studies has presented evidence for this relationship in the
past. As we discuss below in detail, this has been more convincingly demonstrated
in case of Arabic digits than in case of number word processing. In the present
study, we test this prediction in case of specifically number words as references
to numerical magnitude and size magnitude (Experiments la-1c). Before we do
that, let us introduce the parallel hypothesis regarding scalar adjectives, i.e., the



96 Chapter 4. Processing symbolic magnitude and scalar adjectives

type of magnitude information carrying elements that we are primarily interested
in in this project.

4.1.3 Scalar adjectives

Similarly to numerical magnitude, magnitude information along other dimensions
can also be conveyed symbolically. In natural language, we can describe an ob-
ject’s magnitude along a particular dimension using adjectives such as ‘big’ and
‘small’] ‘long” and ‘short’; ‘loud’ and ‘quiet’, etc. For example, we can describe
a new TV at our neighbors’ house as being ‘big’ or this morning’s weekly work
meeting as lasting ‘long’. This class of adjectives is referred to as scalar ad-
jectives (or sometimes vague or gradable adjectives; see e.g., Frazier, Clifton, &
Stolterfoht, 2008; Solt, 2015b; van Rooij, 2011b for reviews).

Scalar adjectives seem to possess some of the properties of the GMS represen-
tation format (earlier observed by Fults, 2011). First, we can use adjectives like
‘tall’ to describe quite different heights - e.g., that of buildings, trees or people.
This suggests that these adjectives are flexible in their magnitude reference and
what seems to matter for applicability of these adjectives is relative magnitude
in a given context, not the absolute value. This property is consistent with our
suggestion that they are referring to GMS-like representations because there too,
what matters in comparison are relative rather than absolute values.

The second relevant property is that these adjectives lack sharp boundaries
that determine when they do and when they do not apply as descriptions of a
particular magnitude. For example, there is no one specific height that we refer to
as being ‘tall’, not even if we talk about something specific, e.g., ‘a tall building’.
Furthermore, if we earlier referred to some building as being ‘tall’ and now see
a different building that is only slightly shorter, then we would have to admit
that ‘tall’ also applies to this slightly shorter building, and in this situation it
is impossible to come up with a strict criterion for when a building is not tall
anymore when we take small steps (relative to the absolute magnitude). Thus
these symbolic magnitudes are like nonsymbolic magnitudes; they are represented
in a continuous format with no strict boundaries and small differences between
magnitudes are not perceptible. Relatedly, we can even count the number of
floors of a building or measure the size of an object using exact numbers, but
we would still not know when ‘tall’ and ‘big’ exactly do and do not apply. This
once again demonstrates that these adjectives do not refer to or involve discrete
magnitudes in interpretation.

Scalar adjectives have been a subject of extensive research within philosophy
of language and semantics, but received relatively little attention in psycholinguis-
tics. Researchers in psycholinguistics may be familiar with scalar adjectives from
the now classical work of Sedivy and colleagues (Sedivy, Tanenhaus, Chambers, &
Carlson, 1999) who were interested in whether participants will take into account
the meaning of the scalar adjectives immediately as they hear them (i.e., incre-
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mentally) and interpret them in relation to the contrast between objects that they
simultaneously see on the display. Other studies on scalar adjectives were follow-
ups to this study, further exploring online interpretation of scalar adjectives in
a given context (e.g., Aparicio, Xiang, & Kennedy, 2016; Rubio-Fernandez, Ter-
rasa, Shukla, & Jara-Ettinger, 2019; Wolter, Gorman, & Tanenhaus, 2011). A
different research line used the fact that the meaning of scalar adjectives depends
on the noun that it combines with to investigate timing and neural correlates of
semantic composition of minimal adjective-noun phrases (specifically, they col-
lected magnetoencephalography data to compare processing of e.g., ‘large table’
vs. ‘wooden table’, but did not observe conclusive evidence for presence of any
differences in the composition process; Kochari, Lewis, Schoffelen, & Schriefers,
2020; Ziegler & Pylkkénen, 2016).

Let us now turn to the present research project. Above, we discussed the gen-
eralized magnitude system that we assume is recruited for processing nonsymbolic
magnitudes in different dimensions. Furthermore, we proposed that scalar adjec-
tives in language can be seen as symbolic references to the magnitudes that they
refer to, and that they do so. Departing from these two observations, in the
present study we ask whether such GMS-like representations are recruited in the
processing of scalar adjectives just as it has been shown by a number of studies
on number symbols and nonsymbolic numerical magnitude and on other non-
numerical magnitudes. We suggest that our language processing system makes
use of the generalized magnitude system representations during the retrieval of
the meaning of scalar adjectives and the construction of a mental model of the
communicated information. Thus, for example, in order to understand a phrase
like ‘a long meeting’, we make use of the GMS in order to imagine this meeting
being longer than some other meeting we experienced. We test this hypothe-
sis by investigating whether we can observe an interference between magnitude
information conveyed perceptually and magnitude information extracted when
processing scalar adjectives. We now turn to the discussion of the experimental
paradigm that we use.

4.1.4 Size congruity effect as an indicator of shared repre-
sentations across different magnitude dimensions

A classical experimental set-up that has been used to demonstrate interference
of symbolic and nonsymbolic magnitude information from different dimensions is
the number size congruity paradigm (Besner & Coltheart, 1979; Henik & Tzel-
gov, 1982; for recent studies using this paradigm see e.g., Arend & Henik, 2015;
Cohen Kadosh, Henik, & Rubinsten, 2008; Gabay, Leibovich, Henik, & Gronau,
2013; Leibovich et al., 2013; Santens & Verguts, 2011). In this paradigm which
is similar to the Stroop task, participants are typically presented with two Ara-
bic digits side by side on a screen. They are asked to decide which one has the
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larger or the smaller numerical magnitude. The relative font size of the two digits
(which is irrelevant for the task) is manipulated such that it either agrees with
the numerical magnitude information (5 3; congruent condition) or is in conflict
with it (5 3, incongruent condition). In the second version of the paradigm, the
dimensions are reversed - participants have to ignore the numerical magnitude
and instead decide which of the two presented digits is of physically larger or
smaller font size. In this version of the task, again, numerical information either
agrees or is in conflict with size information. A robust congruity effect has been
observed in both versions: reaction times are shorter in the congruent condition
than in the incongruent condition.

Interestingly, in addition to the congruity effect, an interaction with the mag-
nitude distance information in the to-be-ignored dimension can be observed.
Specifically, the size of the congruity effect is modulated by the extent to which
two digits differ in the task-irrelevant dimension in terms of the numerical mag-
nitude or in terms of physical font size (referred to as size or numerical distance;
e.g., Arend & Henik, 2015; Cohen Kadosh, Henik, & Rubinsten, 2008; Henik
& Tzelgov, 1982; Kaufmann et al., 2005).% Specifically, with a larger difference
between the size or numerical magnitude in the task-irrelevant dimension one ob-
serves a larger congruity effect (i.e., more interference). This finding shows that
the congruity effect is not just driven by the presence of some conflicting infor-
mation, but rather the size or strength of this conflicting information matters.

The size congruity effect has been interpreted as evidence for two aspects of
magnitude processing: automaticity of computation of numerical and physical size
magnitude (e.g., Dadon & Henik, 2017; Henik & Tzelgov, 1982; Pansky & Algom,
1999; Tzelgov et al., 1992) and shared representations underlying numerical and
size magnitudes (e.g., Arend & Henik, 2015; Cohen Kadosh, Lammertyn, & Izard,
2008; Schwarz & Heinze, 1998). Let us consider the first point. The size congruity
effect shows that both physical and numerical magnitude are able to interfere with
performance even though they are task-irrelevant. Because information in the
task-irrelevant dimension could not be completely ignored in this task, it has been
suggested that physical size and numerical magnitude are automatically computed
(in case of physical size) or retrieved (in case of numerical magnitude). To what
extent are these computations automatic? On strong automaticity account, no
general processing resources would be required for computation or retrieval of
magnitude. However, the congruity effect has been shown to be modulated (but
not eliminated) by the discriminability of physical sizes and digit pairs as well as to
some extent by practice and motivation, so strong automaticity can be ruled out
(Algom, Dekel, & Pansky, 1996; Dadon & Henik, 2017; Pansky & Algom, 1999).
Instead, the size and numerical magnitude computations seem to be automatic in
the sense that activation of magnitude representations is obligatory (at least in

4Not that the size congruity effect is also modulated by the difference between magnitudes
in the task-relevant dimension, but this is not relevant for the present argument.
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the size congruity paradigm), but does require processing resources, and cognitive
control can be exerted to some extent (Dadon & Henik, 2017; Pansky & Algom,
1999).> Our main goal in this study is to investigate whether there is a magnitude
representation shared by physical size and scalar adjectives, but automaticity will
be discussed to some extent as well as it is a prerequisite for the congruity effect
in the size congruity paradigm.

The size congruity effect has also been interpreted as evidence in favor of
shared representations of numerical magnitude and physical size magnitude (but
see Risko, Maloney, & Fugelsang, 2013; Santens & Verguts, 2011 for alternative
interpretations, to be discussed below). Specifically, it has been proposed that
both the retrieved numerical magnitude of a digit and its size magnitude are
encoded into a common GMS representation, and that the congruity effect oc-
curs due to a conflict or a match at this encoding stage (e.g., Arend & Henik,
2015; Cohen Kadosh, Lammertyn, & Izard, 2008; Reike & Schwarz, 2017; Schwarz
& Heinze, 1998; Szucs & Soltesz, 2008). In addition, because in this paradigm
the numerical magnitude is presented symbolically whereas the size magnitude
is perceptual, the observed congruity effect also supports the claim that number
symbols make use of at least partially shared representations not only with per-
ceptual numerical magnitude, but also perceptual magnitude in other dimensions.
Using this paradigm, congruity effects have also been observed with other dimen-
sions - for example, number and area (Hurewitz, Gelman, & Schnitzer, 2006),
and number and luminance (Cohen Kadosh & Henik, 2006; Pinel et al., 2004b).

Size congruity effect with number words

So far, we discussed the size congruity effect in case of Arabic digits as that is
the number representation format with which this effect has been classically and
most commonly reported. In the present study, we want to compare congruity
effects observed with numerical magnitude and congruity effects observed with
scalar adjectives. Having this goal in mind, Arabic digits are not suitable as
stimuli since they differ from scalar adjectives not only in their meaning, but also
in the fact that digits are presented as one symbol whereas scalar adjectives need
to be processed as words before their meaning is accessed. In contrast, number
words (i.e., ‘three’, ‘five’, etc.) are more comparable to adjectives - they also need
to be processed as words before the numerical magnitude is accessed. Therefore,
to compare numerical magnitude and scalar adjective meaning processing, we
collected data with number words. In this subsection we discuss studies inves-
tigating size congruity effect with number words. As discussed below, whether

®Note that automaticity of access of numerical (and size) magnitude in general is a prominent
line of research of its own (e.g., Dadon & Henik, 2017; Dehaene & Akhavein, 1995; Ford &
Reynolds, 2016; Pansky & Algom, 2002; Wong & Sziics, 2013). Here, we are only concerned
with automaticity specifically in the sense of processing of the magnitude of the irrelevant
dimension in the set-up of the size congruity paradigm.
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size congruity effect can be observed with number words still remains an open
question, so the present study will add evidence on that question as well.

Most classical models of numerical processing assume that there exists a single
representation of analog magnitude codes that can be used for numerical magni-
tude comparison from symbolic input of various notations; these same magnitude
codes would be accessed if the stimuli are presented as e.g., Arabic digits, writ-
ten number words, spoken number words, etc. (Cipolotti & Butterworth, 1995;
Dehaene, 1992; Koechlin et al., 1999; McCloskey, 1992). Nonetheless, empirical
evidence shows that there are certain differences in processing different notations
that could be attributed to, for example, differences in the amount of experience
with a particular notation (Campbell & Epp, 2004), varying processing speed
(Cohen Kadosh, Henik, & Rubinsten, 2008) or other factors (see Cohen Kadosh,
Henik, & Rubinsten, 2008 for a discussion®). Because in the present project, we
are interested in processing of number words, we now turn to studies that used
size congruity paradigm with number words.

In a numerical comparison task (with size magnitude as the task-irrelevant di-
mension), a size congruity effect with number words has been reported in English
(Foltz, Poltrock, & Potts, 1984), Hebrew (Cohen Kadosh, Henik, & Rubinsten,
2008) as well as with Japanese Kana numbers (syllabic script close to alphabetic
script in English, Tto & Hatta, 2003). In contrast, in a physical size comparison
task (with numerical magnitude as the task-irrelevant dimension) the results so
far are mixed - the congruity effect has not been observed for Japanese Kana num-
bers (Ito & Hatta, 2003) but has been reported in Hebrew under some conditions
(Cohen Kadosh, Henik, & Rubinsten, 2008).”

An important aspect that has not been fully taken into account in the previ-
ous studies with number words is that the size congruity effect has been shown
to be modulated (and masked) by discriminability as well as by variability of the
presented stimuli (Algom et al., 1996; Pansky & Algom, 1999). Discriminabil-
ity refers to the psychological difference separating two stimulus values along a
dimension, measured in terms of the speed needed to discriminate the two stim-
uli along this dimension. The second relevant aspect, variability refers to the
number of different levels of magnitude in each dimension, or how finely grained
each dimension is. Both discriminability and variability are thought to influence
the salience of each dimension, or the amount of attention that is given to it -
the more variable and more discriminable dimension will take more attentional
resources. If the irrelevant dimension is more discriminable and variable than the
relevant dimension, it will interfere with the relevant dimension simply because
it attracted more attentional resources. If the relevant dimension is the more

6There has also been a radical counter-proposal - Cohen Kadosh & Walsh, 2009 - which
suggested notation-specific representations, but see a wave of counter-arguments in the com-
mentaries published alongside that article.

"To our knowledge, there are no published studies that looked at a physical size comparison
task with number words in English.
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discriminable and variable, the irrelevant dimension will not have an opportunity
to interfere because it will not be able to attract enough attentional resources. In
their studies, Algom and Pansky demonstrate that only in case discriminability
and variability are matched can we conclude that the congruity effect was or was
not present specifically due to interference of magnitude codes in each dimension
(Algom et al., 1996; Pansky & Algom, 1999). For example, in the study of Ito
and Hatta (2003) participants were notably slower in the numerical magnitude
comparison task than in the physical size comparison task (the difference was
around 250-300 ms), meaning that discriminability was worse for the numerical
magnitude than for the physical size in their stimuli. It is then not surprising
that they observed a congruity effect when the numerical magnitude was the
task-relevant dimension but not when it was the task-irrelevant dimension.®

The second study that investigated size congruity effect with the physical size
comparison task, by Cohen Kadosh and colleagues (2008), reported the congruity
effect both when the numerical magnitude was task-irrelevant and when the size
magnitude was task-irrelevant in one of the experiments. In the critical experi-
ment of this study (Experiment 4), the stimuli in two dimensions were matched
in terms of variability, but still were not matched in terms of discriminability.
In fact, the physical size judgments were faster than the numerical magnitude
judgments by around 100-300 ms.® Whereas they do observe a congruity effect
despite this mismatch in discriminability of the two dimensions, the pattern of the
effects they observed was somewhat different from that observed for Arabic digits
within the same study. Specifically, both congruent and incongruent conditions
with number words were in fact slower than a third, neutral condition where the
numerical dimension (which was task-irrelevant) did not vary between two stim-
uli (i.e., same number word presented twice on the screen). In contrast, in the
parallel experiment with Arabic digits the neutral condition RT was between the
RTs of the congruent and incongruent condition. In addition, their experiment
additionally included a numerical distance manipulation for which they observe
RT effects in case of digits, but not in case of number words.

Given that in their studies Arabic digits did interfere with size magnitude pro-
cessing, whereas number words did not interfere with it or did so with a different
pattern of effects, Ito and Hatta (2003) as well as Cohen Kadosh and colleagues
(2008) propose that Arabic digits and number words differ in their relation to
GMS. Either the number words do not have a strong automatic connection to the

8Furthermore, they used only two values of physical size (one large and one small), whereas
5 different number pairs were used. This means that the variability of the stimuli was larger
for the numerical dimension than for the physical size dimension. However, the stark difference
in the discriminability likely made the physical size considerably more salient.

9Tt should be noted that they did make the discriminability for physical size dimension more
difficult (by making the differences in font size smaller) than in their Experiment 1 to make it
more similar to that of numerical magnitude discriminability, but they still did not obtain a
full and complete match of discriminability.
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GMS representations in this task, or processing number words, unlike Arabic dig-
its, does not recruit GMS representations in general. However, given that neither
of these studies fully matched variability and discriminability of the stimuli, more
data is needed to make convincing conclusions regarding shared representations
of size magnitude and numerical magnitude for number words.

Size congruity effect with conceptual size comparisons

In the present study, we ask whether GMS is recruited for processing magnitude
information that is conveyed by scalar adjectives. In this respect, a relevant line
of research is the one arguing that GMS is used when comparing the conceptual
size of objects - e.g., when comparing the (typical) size of a ‘lion” and ‘ant’.

The size congruity effect has been observed in tasks where participants were
presented either with drawings or written names of two objects (e.g., ant llOIl)
and had to choose either the conceptually larger object or the physically larger
object (in terms of the size of the presented drawing or the font of the word)
with the irrelevant dimension matching or mismatching the relevant dimension
(Foltz et al., 1984; Gliksman, Itamar, Leibovich, Melman, & Henik, 2016; Konkle
& Oliva, 2012; Paivio, 1975; Rubinsten & Henik, 2002; see also Henik, Gliksman,
Kallai, & Leibovich, 2017 for a review). According to Rubinsten and Henik (2002),
participants in this task first convert the names of animals into continuous internal
representations of their size and subsequently compare these representations in
the same way as they would compare numerical magnitude or size magnitude
information (see also Gabay et al., 2013, for an argument that the origin of the
effect is in the conflict specifically at the level of representations). Thus, they
argue that participants were using the same mechanism for comparing conceptual
sizes as for comparing magnitudes in perceptual dimensions.

4.1.5 Alternative accounts of the source of the size con-
gruity effect

While the size congruity effect has traditionally been seen as evidence for shared
representations underlying numerical and size magnitude (e.g., Cohen Kadosh,
Lammertyn, & Izard, 2008; Schwarz & Heinze, 1998), several alternative accounts
of the observed effects have been brought up. In order to conclude that the repre-
sentations are shared between the two dimensions in our own set of experiments,
we have to address these alternative explanations.

One alternative account of the size congruity effect is that participants assign
verbal labels to the stimuli that they see on the screen — e.g., labels ‘large’ and
‘small’” are assigned both to digits and physical sizes. The conflict then arises
between the verbal labels (e.g., ‘large’ for digit and ‘small’ for physical size in
the incongruent condition). If this were the case, we could not conclude that
representations of numerical magnitude and physical size are shared based on the
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size congruity effect. However, there are several reasons to exclude this possi-
bility. First, if the size congruity effect were purely due to assigning conflicting
verbal labels to the stimuli, this conflict should result in the same congruity ef-
fect regardless of how large the differences between magnitudes in the irrelevant
dimension are. In other words, we would not expect the congruity effect to be
modulated by the specific magnitude differences in the irrelevant dimension. How-
ever, as we have discussed, we know that larger differences in the task-irrelevant
dimension in fact result in a larger congruity effect (i.e., more interference; e.g.,
Cohen Kadosh, Henik, & Rubinsten, 2008; Henik & Tzelgov, 1982; Santens &
Verguts, 2011). Second, the size congruity effect has also been observed in a simi-
lar subliminal priming paradigm where no verbal labeling was possible (Lourenco
et al., 2016). Therefore, we conclude that this is an unlikely explanation of the
size congruity effect.

Another alternative account is based on visual attention capture (Risko et
al., 2013). This account is based on the observation from vision research that
larger items in a scene capture attention more than small items. Given that in
a size congruity paradigm one item is visually larger than the other, this item
will capture attention first and, therefore, might have a temporal advantage - it
could be processed first. Thus, if the task is to react to the item with the larger
numerical magnitude, in the congruent condition the physically larger item is at
the same time the target for the numerical magnitude task, and thus target item
identification would be boosted (relative to the incongruent condition). However,
this account can only explain the size congruity effect in the numerical compari-
son task (with size magnitude as the task-irrelevant dimension), whereas the size
congruity effect is also observed in the physical comparison task (with numerical
magnitude as the task-irrelevant dimension). Specifically, if the congruity effect
was explained solely by temporal processing advantage of the larger object on
the screen, we would not expect to observe a congruity effect when the partici-
pants’ task is to indicate the larger physical size object because then the larger
object would be processed first in both conditions. Moreover, as noted by Arend
and Henik (2015) this account is meant to explain the size congruity effect when
the participants are instructed to choose the numerically larger item, whereas
if participants are instructed to choose the numerically smaller item, it predicts
a reverse effect - faster responses in the incongruent condition (since attention
would still be captured by the larger item first). However, in contrast to this pre-
diction, the size congruity effect is observed with the ‘choose smaller’ instructions
too albeit somewhat smaller in effect size (Arend & Henik, 2015; Tzelgov et al.,
1992). Arend and Henik (2015) argue that, given the reduction in congruity effect
for ‘choose smaller’ instructions, there does seem to be some effect of attention
capture in the size congruity task, but it clearly cannot fully explain the congruity
effect (a position also accepted as a possibility by Risko et al., 2013 who proposed
the account based on visual attention capture). Hence, the attention capturing
cannot be taken as the full explanation of the size congruity effect.
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The most important and relevant alternative account suggests that the size
congruity effect originates in the decision (i.e., response selection) stage of process-
ing (Faulkenberry, Cruise, Lavro, & Shaki, 2016; Santens & Verguts, 2011; see also
Proctor & Cho, 2006 for another account with similar reasoning). This account
is based on the simple fact that in the congruent condition both the task-relevant
and the task-irrelevant dimensions (size and numerical magnitude) converge on
the same (potential) (motor) response (e.g., right larger or left larger), whereas
in the incongruent condition the relevant and irrelevant dimensions diverge on
different (motor) responses. One can imagine that processing of numerical mag-
nitude and size magnitude happens in parallel, using different representations,
but both result in a potential motor response option. These motor responses
then compete to for selection. Importantly, a computational implementation of
this account (Verguts et al., 2005) also suggests an explanation for the previously
mentioned modulation of the congruity effect by the difference between magni-
tudes in the task-irrelevant dimension. According to this model, the amount of
activation passed on to the units deciding between alternative motor responses
(decision units) depends on the difference between magnitude values from which
the system was choosing. When the difference between them is large, there will
be a stronger activation passed on to the potential motor response and this acti-
vation will thus have a stronger influence on the decision unit. As a result, when
the difference in the task-irrelevant dimension is large, there will be a stronger
activation of the response induced by this dimension on the decision units than
when the difference on the task-irrelevant dimension is small. Thus, the larger
difference on the task-irrelevant dimension will have a stronger impact on the
decision units, delaying the decision for the eventual response in the task relevant
dimension, and causing a larger congruity effect (see Verguts et al., 2005, for
details).

There are several counter-arguments against an account that is exclusively
based on the conflict at the decision stage of processing (henceforth, referred to
as ‘decision stage conflict’). First, such an account of the congruity effect (as pre-
sented by Santens & Verguts, 2011) predicts that it should arise to an equal extent
with different decision polarities (i.e., ‘choose smaller’ task or ‘choose larger’ task)
and with different task-relevant and task-irrelevant dimensions, as long as in each
case there are two response options compatible with both task-relevant and task-
irrelevant dimensions. However, the size congruity effect seems to be modulated
by the decision polarity (‘choose larger’ or ‘choose smaller’, as already mentioned
above) and differs depending on which dimension is task-relevant (i.e., numerical
comparison or physical size comparison task; Arend & Henik, 2015; Tzelgov et
al., 1992; see Arend & Henik, 2015 for this argument and supporting evidence).
Moreover, ERP studies on the size congruity effect found that a neural correlate
of interference is observable both at an early stage of processing (150-250 ms after
stimulus presentation), the point when the stimuli are thought to be mapped to
magnitude representations, and later stage of processing (300-430 ms), the point
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when the response is thought to be selected (Szucs & Soltesz, 2008; see also Co-
hen Kadosh et al., 2007; Schwarz & Heinze, 1998 for converging evidence). While
it is difficult to pinpoint the source of an ERP effect, these findings provide evi-
dence that at least part of the congruity effect arises from a conflict at an early
processing stage, possibly at level of magnitude representations.

Note that it is also possible that the size congruity effect arises partially due
to a conflict at the decision stage of processing and partially due to a conflict at
shared representations of size magnitude and numerical magnitude (this has also
been suggested by proponents of the response selection account - e.g., Faulken-
berry et al., 2016; Santens & Verguts, 2011). In the present study, we collect
additional data with the same stimuli but a completely different task to be able
to test whether the observed congruity effect originates exclusively from the con-
flict at the decision stage of processing.

4.1.6 Present study

In the present series of experiments, in a first step we use the size congruity
paradigm to look at the congruity effect between numerical magnitude conveyed
by number words and the physical (font) size magnitude of these number words.
One group of participants performed a numerical magnitude comparison (Ex-
periment 1a); another group of participants performed a physical size comparison
task (i.e., font size comparison; Experiment 1b) on the same stimuli. As discussed
above, the existing studies investigating size congruity effect with number words
had unbalanced stimuli in terms of variability and discriminability of magnitudes
in the task-relevant and task-irrelevant dimensions. In the present experiments,
we balanced variability and discriminability of the stimuli, making it a stronger
test case for potential congruity effects than existing studies with number words.
We collected data with number words (and not digits) to be able to compare the
observed effects with those for scalar adjectives that we are primarily interested
in in the present study.

In the next step, we use the reasoning and the experimental set-up of the size
congruity paradigm to look at a potential representational overlap between the
meaning of scalar adjectives and magnitude representations in GMS. We did so
by inspecting the potential interference between the retrieval of the (meaning of)
scalar adjectives and presented physical size magnitude. These experiments were
parallel to the ones with number words. One group of participants performed a
comparison of pairs of scalar adjectives (e.g.,'kort-lang’ [‘short-long’], ‘laag-hoog’
[low-high’|, ‘licht-zwaar’ [‘light-heavy’|) in terms of their meaning (Experiment
2a). Specifically, they were asked to judge which of two antonymous adjectives
“means more/less of something” while the match with the task-irrelevant font size
of these adjectives was manipulated. Henceforth, we refer to the scalar adjective
comparison (Experiment 2a) and numerical magnitude comparison (Experiment
la) as semantic comparison tasks. Another group of participants performed a
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physical size comparison with pairs of scalar adjectives as stimuli (Experiment
2b). Again, the match with the meaning of scalar adjectives was manipulated to
create congruent and incongruent trials. Collecting data for number words and
scalar adjectives in experiments with parallel designs allows us to compare these
two symbolic references to magnitudes. If scalar adjectives and number words
make use of GMS representations in the same way, we expect to see parallel
congruity effects for both. Alternatively, they may differ either in automaticity
or in the source of congruity effect.

To anticipate, we find a reliable congruity effect in case of the semantic com-
parison tasks with both number words and scalar adjectives (i.e., with the size
magnitude being the task-irrelevant dimension), though not in case of physical
size comparison tasks. In order to locate the source of this congruity effect (repre-
sentational overlap vs. decision stage conflict), we followed up these experiments
with two additional experiments (Experiment lc for number words and Exper-
iment 2c for scalar adjectives). These experiments used a different task which
asked participants to indicate whether the two presented number words or scalar
adjectives were same (e.g., ‘one-one’) or different (e.g., ‘one-six’), i.e., they per-
formed a ‘same’/‘different’ judgment. The stimuli in the ‘different’ trials (i.e.,
trials with two different number words or scalar adjectives) were the same pairs
as the ones used in the comparison experiments (Experiments la, 1b, 2a, 2b).
These were the trials of interest that we analyzed.

For the same/different task, the shared representations and the decision stage
conflict accounts make different predictions for the critical ‘different’ trials. Specif-
ically, because in this task the response options are ‘same’ and ‘different’, under
the decision stage conflict account the size magnitude dimension and the numer-
ical magnitude (or adjective meaning polarity) dimension would compete for one
of these response options. Given that in the ‘different’ trials two different number
words (or adjectives) along with two different physical sizes were presented in both
congruent and incongruent trials (i.e., trials considered ‘congruent’ and ‘incon-
gruent’ in the comparison tasks), both dimensions should activate the ‘different’
response in both type of trials. So no conflict should arise between potential
responses from the two dimensions in either type of the trials. Thus, the deci-
sion stage conflict account predicts that no congruity effect should be observed in
the same/different task. In contrast, because the shared representations account
claims that the congruity effect arises from the magnitude code mapping stage
of the processing, it still predicts a congruity effect in this task - processing mis-
matching numerical magnitude and size magnitude should result in a conflict at
the level of representations regardless of for which exact task (goal) the participant
is computing these representations. Thus, according to the shared representations
account we should still observe faster reaction times in trials congruent than in
incongruent trials.

To describe the reasoning presented above in a different way, let us consider
what happens in the same/different task in case of trials congruent in terms of
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magnitude and trials incongruent in terms of magnitude. Let us take an ex-
ample of a trial congruent in terms of magnitude - e.g., ‘five three’, - and an
example of a trial incongruent in terms of magnitude - ‘five three’. According
to the decision stage conflict account, the RTs are longer when two dimensions
(numerical magnitude and size magnitude dimensions) activate different response
options than when they activate the same response option. In this case, in both
types of trials both dimensions would activate a ‘different’ response. Thus, there
will be no competition for activation of the response in the trials incongruent
in terms of magnitude. Accordingly, the decision stage conflict account predicts
that the RTs in the trials incongruent in terms of magnitude should be identical
to the RTs in the trials congruent in terms of magnitude. Recall that accord-
ing to the representational overlap account, there is a single shared magnitude
representation code that the numerical magnitude and size magnitude compete
for/activate. Let us consider what happens in the trial incongruent in terms of
magnitude according to this account. If we, for the sake of the example, assume
that the shared magnitude code has left-right directionality, then ‘five’ in our
example will claim a position to the right of ‘three’ in the numerical dimension,
but to the left of ‘three’ in the physical size magnitude. This ‘competition for
positions’ on the underlying analog dimension should prolong RTs in the trials
incongruent in terms of magnitude relative to the trials congruent in terms of
magnitude (where there will be no such ‘competition for positions’) in absence of
any response competition. Thus, under the representational overlap account we
expect to observe shorter RTs in the trials congruent in terms of magnitude than
in the trials incongruent in terms of magnitude. The same reasoning applies with
scalar adjectives as stimuli.

4.2 Experiments 1a and 1b: comparison tasks with
number words

Participants saw pairs of number words on the screen and were asked to decide
which is numerically larger/smaller (Experiment la) or which is presented in
larger /smaller font size (Experiment 1b). These experiments follow the classi-
cal size congruity paradigm (Besner & Coltheart, 1979; Henik & Tzelgov, 1982)
except that instead of digits number words were presented. The same stimuli
were presented in both experiments. The number word with a larger numerical
magnitude could be presented in a large font size, creating a congruent condition,
or in a small font size, creating an incongruent condition (and correspondingly
with the smaller numerical magnitude). We expected to observe a congruity
effect - shorter reaction times in the congruent condition than in the incongru-
ent condition. Such a congruity effect would suggest that the magnitude of the
task-irrelevant dimension was automatically processed and that it interfered with
processing of the magnitude of the task-relevant dimension.
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The participants either indicated which of the two items of a trial is larger
or they indicated which is smaller in the task-relevant dimension, a manipulation
that we will refer to as decision polarity. The decision polarity was reversed for
every participant in the middle of the experiment.

The data for all experiments reported in this manuscript have been collected
remotely — participants completed the experiments from their own computers
in a web browser. Previous studies testing the difference between reaction times
observed from an experiment running in a web browser and using traditional lab
tools (such as Matlab Psychophysics Toolbox) showed that although there was
a time-lag in the reaction times observed in a study running in a web browser
(of about 25 ms), there was no difference in terms of the distributions of the RTs
and no difference in sensitivity to RT-differences between experimental conditions
(de Leeuw & Motz, 2016; Reimers & Stewart, 2015). When it comes to within-
participant designs, potential effects should be detected with the same reliability
as with traditional lab tools because the equipment stays the same throughout
the experiment. A number of classical effects in cognitive psychology have been
successfully replicated with data collected online (e.g., Crump et al., 2013; Sem-
melmann & Weigelt, 2017; Zwaan, Pecher, et al., 2018), leading to the conclusion
that online data collection is a suitable and reliable option for hypothesis test-
ing. Finally and most importantly, a recent study which used specifically the
size congruity paradigm in web browsers observed data quality comparable to
the physical lab-based studies and successfully replicated the classical congruity
effects (Kochari, 2019).

4.2.1 Method

Participants

Participants for these and all other experiments reported in this manuscript were
recruited via Prolific.ac (Palan & Schitter, 2018). All our experiments were in
Dutch. To take part in the experiments, participants had to be 18-35 years old,
native speakers of Dutch, and born in and currently living in the Netherlands.
Each participant was told that the study will take approximately 20 minutes and
was reimbursed for their time with 3.50 British pounds. After data collection, the
following participant exclusion criteria were applied: a participant gave incorrect
responses in more than 15% of trials, the time spent reading the first instruc-
tions of the experiment was less than 10 seconds, the time spent on the whole
experiment was longer than 30 minutes (measured from when they started the
first practice trial). These criteria were applied to ensure that the participants
included in the analysis definitely understood the instructions and did not devote
time to another task (e.g., opening another website) during the experiment. For
each experiment, data collection continued until we reached the desired number
of participants meeting the inclusion criteria.
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We aimed to collect data from the same number of participants across the
experiments with number words and scalar adjectives. The size congruity effect is
typically robust and detectable with relatively few participants: previous studies
report significant effects with 10-20 participants (e.g., Cohen Kadosh, Henik,
& Rubinsten, 2008; Henik & Tzelgov, 1982; Kaufmann et al., 2005; Santens &
Verguts, 2011). We do not know if the effect size in case of the scalar adjectives
will be comparable to the one for the numerical magnitudes, it may in fact be
smaller than for numerical magnitude. Given these considerations, we decided to
collect data from 50 participants in each of the experiments.

Fifty-five participants completed Experiment 1a, i.e., the semantic comparison
task with number words. Four participants were excluded from the analysis
because they read the first instructions in less than 10 s. One further participant
was excluded because they spent more than 30 minutes on the experiment. The
mean age of the included participants was 25 years (SD 4.6; 31 male and 19
female). On average, they took approximately 14:40 minutes to complete the
experiment (SD 02:22, min. 12, max. 26).

Fifty-eight participants completed Experiment 1b, i.e., the physical size com-
parison task with number words. Five participants were excluded from the analy-
sis because they gave incorrect responses in more than 15% of trials. Two partici-
pants were excluded because they spent more than 30 minutes on the experiment.
Finally, one participant was excluded because they read the first instructions in
less than 10 s. The mean age of the included participants was 25 years (SD 4.6;
32 male and 18 female). On average, they took approximately 14:50 minutes to
complete the experiment (SD 02:37, min. 12, max. 23).

Stimuli

Exactly the same stimuli were used across the experiments on semantic compari-
son (1a) and physical size comparison (1b) with the only difference between them
being in the instructions participants received (see Procedure below for details).

We used five pairs of number words: ‘een-zes’ [‘one-six’|, ‘twee-acht’ [‘two-
eight’], ‘twee-vijf’ [‘two-five’], ‘drie-acht’ [‘three-eight’|, and ‘vier-acht’ [‘four-eight’|,
presented in five combinations of font sizes respectively: 41-47 pt, 37-42 pt, 41-46
pt, 38-42 pt, 43-48 pt. In other words, for example, in case of the pair ‘een-zes’,
‘een’ was presented in font size 41 pt and ‘zes’ was presented in font size 47 pt
in the congruent condition and vice versa in the incongruent condition. Each
number word pair was matched with a unique font size pair in order to ensure
equal variability in both dimensions. Both number words within a pair had the
same number of letters in order to avoid a potential confound with the visual
difference in the length of words.

Similarly to previous studies (e.g., Algom et al., 1996; Pansky & Algom, 1999;
Santens & Verguts, 2011), comparable discriminability in the task-relevant and
task-irrelevant dimensions was achieved by matching the mean reaction time ob-



110 Chapter 4. Processing symbolic magnitude and scalar adjectives

served for comparison of the number words when both number words of a given
pair were presented in the same font size (in our case, this was 44 pt) and for
comparison of the font sizes in a meaningless context (in our case, strings of conso-
nants were presented in different font sizes). We collected data in a norming study
prior to the experiments from 30 participants recruited from the same population
(none of these participants subsequently took part in the actual experiments).
For details on this norming study, see supplemental online materials. The mean
RTs and error rates for the selected number word and font size combinations are
provided in Table 4.1.1°

Table 4.1: Mean RT (SD) and error rate observed in stimuli pre-test for the
selected pairs of number word and font size combinations.

number word pair | RT (SD) error rate | font size pair | RT (SD) error rate
‘een-zes’ 701 (135) ms | 0% 41-47 pt 720 (222) ms | 2.43%
‘twee-acht’ 743 (157) ms | 1% 37-42 pt 747 (229) ms | 1.74%
‘twee-vijf’ 780 (202) ms | 0.67% 41-46 pt 774 (222) ms | 5.56%
‘drie-acht’ 790 (170) ms | 3.67% 38-42 pt 761 (254) ms | 5.92%
~Vier-acht 810 (180) ws | 1.67% 1348 pt 787 (235) wms | 6.97%
across all pairs 764 (174) ms | 1.4% across all pairs | 757 (233) ms | 4.52%

The five stimulus pairs of interest were intermixed with three filler stimulus
pairs in order to reduce the possibility that participants will learn responses to
specific pairs that they observed. These filler pairs were ‘twee-drie’ [‘two-three’],
‘zeven-negen’ [‘seven-nine’|, and ‘drie-vier’ [‘three-four’| presented in font sizes 42-
46 pt, 38-43 pt, 38-44 pt respectively. In case of filler trials, the discriminability
was not matched.

Each of the number word pairs was presented in the congruent (numerically
larger number word presented in larger font size) and the incongruent (numerically
larger number word presented in smaller font size) condition an equal number of
times. Examples of displays in the congruent and incongruent conditions are
provided in Figure 4.1. Each number word in a pair appeared on both sides of
the screen in each condition. Each configuration (of congruity and location on the
screen) was repeated five times. Finally, participants performed a ‘choose larger’

10Tn the norming study, we collected data for 12 different number word pairs (total number
of possible number word pairs in Dutch with equal length of words within a pair) as well as 21
different font size combinations. However, we were able to match RTs of physical size comparison
and number word comparison only in case of five items. That is because the general speed of
comparison was substantially faster for physical size comparisons than for numerical magnitude
comparisons. See the supplemental online materials for RTs and error rates for all number word
pairs and font sizes that we tested. Note that in order to achieve longer RTs in the physical
size comparisons we would have to make the difference in the fonts smaller than the ones we
already tested, but it was not possible since smaller differences in font sizes are at some point
not clearly visible anymore and result in unacceptably high error rates. We compensate for the
low number of different stimuli pairs by administering a large number of trials per participant.
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Figure 4.1: Examples of displays in congruent and incongruent conditions in
Experiments 1a and 1b.

twee acht twee acht

(a) congruent condition (b) incongruent condition

as well as ‘choose smaller’ tasks (decision polarities). In total, thus, participants
saw 8 (number word pairs; 5 pairs of interest and 3 filler pairs) * 2 (levels of
congruity) * 2 (sides of the screen) * 5 (repetitions) * 2 (decision polarities) =
320 trials. Out of these trials, 200 were trials of interest and 120 were filler
trials. Out of trials of interest, 100 trials were on ‘choose larger’ and the other
100 on ‘choose smaller’ decision polarity. Within each of the decision polarities,
participants saw 50 trials of interest in the congruent condition and 50 trials of
interest in the incongruent condition. In each experiment, half of the participants
performed the ‘choose larger’ task first (160 trials after which they were instructed
to make decisions with the other decision polarity) and half of the participants
performed the ‘choose smaller’ task first.

Procedure

The experiments were administered using jsPsych, a JavaScript library for run-
ning behavioral experiments in a web browser (https://www.jspsych.org/; de
Leeuw, 2015).

In Experiment la, participants were instructed to indicate the side of the
screen with a larger or smaller number (i.e., numerical magnitude) by pressing
a corresponding key on their keyboard. They were told to ignore any other
properties of the display. An example was given to demonstrate that it is indeed
the numerical magnitude that they should pay attention to. In Experiment 1b,
participants were instructed to indicate the side of the screen with a word in
larger or smaller font size. In this case too, there was an example showing that
they should ignore the numerical magnitude and only pay attention to the font
size. Participants were asked to keep their index fingers on two response keys ‘P’
and ‘QQ" and encouraged to respond as soon as possible.

Participants opened the page with the experiment by clicking on a link on
the Prolific.ac website. They first read the consent form information and agreed
to participate. They were then presented with instructions for the first decision
polarity. At this point, the participants were not informed that they will later



112 Chapter 4. Processing symbolic magnitude and scalar adjectives

be asked to make a decision with the reversed polarity. After reading the first
instructions, they had a chance to practice the experimental task in four practice
trials with stimuli which did not appear in the actual experiments. During the
practice trials, they received feedback on whether the given response was correct.
The experimental trials of the first decision polarity then followed. There was no
feedback given at this stage. The experimental trials were presented in a random
order without restrictions, divided into two blocks. There was a break between
the blocks. Next, the participants were informed that in the second half of the
experiment they will be performing a judgment with the opposite polarity, using
the same keyboard keys. They again had a chance to practice, this time on seven
practice trials. In the second half of the experiment they again saw trials in a
random order without restrictions, divided into two blocks.

Each experimental trial started with a fixation cross in the center of the screen
displayed for 200 ms. It was then replaced by the two stimuli displayed to the
left and the right of the middle of the screen for 2000 ms or until the participant
pressed a response button. The response was given by pressing either ‘P’ on the
keyboard if the stimulus on the right side was the intended response or ‘Q’ if
the stimulus on the left side was the intended response. If no response was given
within 2000 ms, the trial ended automatically. The interval between the response
and onset of the fixation cross of the next trial was 200 ms. In order to reduce
effects of anticipating the upcoming stimulus (e.g., Clementz, Barber, & Dzau,
2002), the interval between the display of the fixation cross and the display of the
two trial stimuli was varied randomly between trials - each time it was a random
number between 300 and 700 ms. For the same reason, we also added filler trials
that were empty (the fixation cross was followed by a blank screen for 500 ms
and no response was required) to the experiment. We added 12% of empty filler
trials to each experiment, and participants were informed about the presence of
such trials in the instructions.

All stimuli were presented in Courier monospace font. The distance between
the point where the word on the left ended and the center of the screen was equal
to the distance between the center of the screen and the point where the word on
the right started. This distance was same for all trials.

Analysis

Only trials in which a correct response was given were included in the analysis
of the reaction times. In addition, we excluded all trials in which the RT was
shorter than 200 ms as those were likely accidental button presses. Finally, we
also excluded all trials in which the RT was longer than the mean RT plus three
standard deviations in a given decision polarity for a given participant.

The analysis described here was also used for all other experiments in the
present study, so we describe it in detail. Data were analyzed in the R environ-
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ment (R Core Team, 2020)!! and inferences were made by fitting linear mixed
effect models using functions in the package Ime4 (Bates et al., 2015). The LME
models always included fixed effects of the factors congruity (congruent vs. in-
congruent), decision polarity (‘choose larger’ vs. ‘choose smaller’) and their inter-
action. Initially, we fitted a model with a maximal random effect structure (Barr,
Levy, Scheepers, & Tily, 2013), i.e., allowing for by-participant and by-item (i.e.,
number word pair or adjective pair in further experiments) intercepts as well as
varying slopes for each effect. Whenever the maximal model did not converge or
resulted in a singular fit, we gradually simplified the random effect structure of
the original maximal model by excluding the random effect that accounted for
least variance until a non-singular converging model was reached (following one of
the recommendations of Barr et al., 2013). The reported p-value for each factor
was obtained using the Satterthwaite approximation for denominator degrees of
freedom as implemented in the R package ImerTest (Kuznetsova et al., 2017).
In addition to the frequentist LME models, we also fit parallel Bayesian multi-
level models using the package brms (Biirkner, 2017, 2018). These models allowed
us to quantify how much our data supports the null or the alternative hypothesis
(see Nalborezyk, Batailler, Loe venbruck, Vilain, & Biirkner, 2019; Nicenboim &
Vasishth, 2016; Vasishth, Nicenboim, Beckman, Li, & Kong, 2018 for descriptions
of Bayesian multilevel models in the context of psycholinguistic research). We
chose an ex-gaussian distribution model because it provides a considerably bet-
ter fit for reaction time data which is typically (and also clearly in the present
studies) right-skewed (Lindelp v, 2020; Rousselet & Wilcox, 2019). In addition,
examination of posterior predictive values generated by models with a gaussian
distribution and an ex-gaussian distribution showed that the latter model was
overwhelmingly better able to predict values close to the data we observed. The
random effects structure was maximal as described above. We used a normally
distributed prior with mean 0 and standard deviation 100 ms for the population-
level (i.e., fixed) effects. Such a prior meant that we were 95% certain that the
effect of congruity, task and interaction was between -200 and 200 ms.'? The pri-
ors for the remaining parameters were left as default. The models were fit with
four chains and 5000 iterations half of which were the warm-up phase. Model
convergence was verified by making sure that there were no divergent transitions,
Rhat values were close to one, and by examining the trace plots.'> We inspected

HSpecifically R version 3.6.3 was used along with the following packages: brms (version 2.12.0;
Biirkner, 2017, 2018); ggplot2 (version 3.3.0; Wickham, 2016); Hmisc (version 4.4-0; Harrell Jr,
2020); knitr (version 1.28; Xie, 2014); Ime4 (version 1.1-21; Bates, Méchler, Bolker, & Walker,
2015); ImerTest (version 3.1-1; Kuznetsova, Brockhoff, & Christensen, 2017); Matriz (version
1.2-18; Bates & Maechler, 2019); plyr (version 1.8.6; Wickham, 2011); Repp (version 1.0.4;
Eddelbuettel & Balamuta, 2018) readr (version 1.3.1; Wickham, Hester, & Francois, 2018);

12We ran additional models with population-level effect prior SDs 200 and 400. Because the
estimates resulting with these priors were extremely close to those with SD 100, we do not
report them here. Full results of these models are available in supplemental online materials.

13An additional recommended criterion of convergence is effective sample sizes of at least
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mean estimates for the effects of interest along with 95% credible intervals (Crl)
of the posterior estimate. The 95% Crl should be interpreted as containing the
true value of the effect with 95% probability. To quantify the evidence provided
by the data for or against the effects of interest being zero, we calculated Bayes
Factor values using Savage—Dickey density ratio method (Dickey & Lientz, 1970;
Wagenmakers, Lodewyckx, Kuriyal, & Grasman, 2010). Our null hypothesis here
was that the effect is exactly zero, whereas the alternative hypothesis was that
the effect is not exactly zero (note that this is a two-sided test). This calculation
gave us a BFy; (how much the collected data increases our confidence that the
effect is exactly zero relative to how confident we were about it before the data
was collected, i.e., relative to the prior described above) or vice versa, BFjy (how
much the collected data increases our confidence that that the effect is not exactly
zero relative to how confident we were about it before the data was collected).
For example, BFy;=1 means that the collected data does not change our confi-
dence about the effect being zero (i.e., zero was equally likely in the prior and
posterior distributions), B Fy; =2 means that the collected data should double our
confidence in that the effect is zero, and BF|p=2 means that we should double
our confidence in that the effect is not zero. Note that we report BFy; or BFig
depending on which one was larger. We interpreted BFs below 3 as inconclusive,
above 3 as moderate evidence and BFs above 10 as strong evidence in favor of
one hypothesis over another (Jeffreys, 1998).

Raw data, analysis scripts and full model results for all experiments presented
in this manuscript are provided in the supplemental online materials available on
Open Science Framework under https://osf.io/kh6eb/.

4.2.2 Results

In Experiment 1la, i.e., the semantic comparison task with number words, par-
ticipants included in the analysis made 3.58% errors in the whole experiment on
average (min. 0%, max 10%). Data cleaning procedure resulted in exclusion of
RTs of 2.92% of trials of interest (excluded incorrect responses are also counted
here). The resulting mean RTs and error rates per congruity overall and in each
decision polarity are given in Table 4.2 and visually depicted in Figure 4.2a. Mean
RTs and error rates per number word pair across the decision polarities are given
in Table 4.5.

The linear mixed effect model with maximal random effect structure for Exper-
iment la data resulted in a singular fit. The random effect structure was gradually

10% of the total number of post warm-up samples (Vasishth, Nicenboim, et al., 2018). This
was not the case for one of the parameters in most of the models that we fit. Specifically, for
the correlation between congruity and decision polarity slopes by participant the lowest number
was 6%. However, the Rhat values were 1.01 and the effective sample size increased linearly
with increasing number of iterations. Therefore, we concluded that the mixing was sufficient
(Brief Guide to Stan’s Warnings, 2020).
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simplified to achieve a converging non-singular model fit. The final model included
varying intercepts per-participant and per-item (i.e., per number word pair) as
well as varying slopes for the effect of decision polarity in both cases. There was a
significant main effect of congruity (8 = 29, SE = 4.0,t = 7.37,p < 0.0001) and a
significant main effect of decision polarity (8 = 43, SE = 16.7,t = 2.6, p = 0.038).
The interaction effect was not significant (5 = —1,SFE = 5.7,t = —0.22,p =
0.82). For this and all further analyses, the result of the maximal random effect
structure model (resulting in a singular fit) did not contradict the results of the
model with the simplified random effect structure; results of all models can be
inspected in the supplemental online materials.

The Bayesian LME model estimated for the main effect of congruity ,é = 25 ms,
95% Crl = [15.93 35.64|, BF}o=14.3; for the main effect of decision polarity B =
27 ms, 95% Crl = [-14.95 69.09], BFy;=2.9, for the interaction between congruity
and decision polarity § = 3 ms, 95% Crl = [-11.52 17.93|, BFy;—29.2. Thus, there
was strong evidence that the congruity effect was not zero, no clear evidence for
or against the decision polarity effect being zero (though most of the weight of
the posterior distribution is on one side of zero, so for the alternative hypothesis)
and strong evidence that the interaction between congruity and decision polarity
was zero.

Table 4.2:  Mean RT (SD), error rate overall and for each decision polarity in
Experiment la, semantic comparison with number words.

decision polarity

congruent

incongruent

overall

720 (182) ms, 1.88%

750 (184) ms, 2.16%

‘choose larger’

699 (166) ms, 1.96%

729 (172) ms, 2.56%

‘choose smaller’

742 (195) ms, 1.80%

772 (194) ms, 1.76%

Table 4.3:  Mean RT (SD), error rate per number word pair (both decision
polarities) in Experiment la, semantic comparison with number words.

number word pair

congruent

incongruent

‘een-zes’

646 (137) ms, 0.2%

672 (152) ws, 0.3%

‘twee-acht’ 697 (176) ms, 0.7% | 734 (166) ms, 1.3%
twee Vil 708 (163) s, 0.8% | 735 (174) ms, 0.7%
‘drie-acht’ 768 (193) ms, 2.3% | 799 (189) ms, 3.8%
‘vier-acht’ 788 (197) ms, 5.4% | 817 (203) ms, 4.7%

In Experiment 1b, i.e., the physical size comparison task with number words,
participants included in the analysis made 5.78% errors in the whole experiment
on average (min. 2%, max. 12%). Data cleaning procedure resulted in exclusion
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of RTs of 8.36% of trials of interest (excluded incorrect responses are also counted
here). The resulting mean RTs and error rates per congruity overall and in each
decision polarity are given in Table 4.4 and visually depicted in Figure 4.2b. Mean
RTs and error rates per number word pair across the decision polarities are given
in Table 4.5.

The LME model with maximal random effect structure for Experiment 1b
also resulted in a singular fit. The random effect structure was gradually sim-
plified to achieve a converging non-singular model fit. The final model included
a per-participant intercept allowing for varying slopes for the effect of decision
polarity and allowed for varying random slopes for the congruity effect by-item.
None of the effects were significant (main effect of congruity - § = 44, SE =
67.4,t = 0.65,p = 0.54; main effect of decision polarity - § = 22,SFE = 15.7,t =
1.44,p = 0.15; interaction of congruity and decision polarity - § = 7,SFE =
8.4,t =0.86,p = 0.38 ). Note that whereas in the overall means there does seem
to be a difference in RTs between congruent and incongruent conditions, closer
inspection of the RTs observed for each of the number word pairs (as can be seen
in Table 4.5) shows that in case of two number word pairs the RTs were in fact
shorter for the incongruent than for the 