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Kuncová, and Allard Tamminga, for making me understand STIT and for their
crucial feedback.

Doing a PhD at the ILLC gave me the opportunity to attend a lot of inspiring
talks and regularly discuss my progress at weekly seminars. Two seminars, in
particular, have been a constant along the way: At the Logic of Conceivability
seminar, I learned all I know about imagination and epistemology of modality. I
am truly grateful to Peter Hawke, Karolina Krzyżanowska, Aybüke Özgün, and
Tom Schoonen both for all they taught me and for their extensive and accurate
comments. The LIRa seminar contributed a great deal to my growth as a PhD
student. I would like to thank Alexandru, Sonja, Nick Bezhanishvili, Malvin
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Chapter 1

Introduction

The purpose of this work is to bring together logics of agency, counterfactuals,
and norms in order to address some key issues arising from a formal analysis
of the notion of responsibility. We have in mind one of the most basic forms of
responsibility, namely causal responsibility : responsibility deriving solely from the
fact that a certain state of affairs has been brought about, no matter the intentions
or beliefs of the agents involved. We design logical tools to start tackling three
questions related to the development of a formal framework to reason about causal
responsibility.

The first question is: How can we model the agency of individuals and groups
in causing certain results? The question “Who is responsible for A?” often arises
in situations involving a multiplicity of agents interacting in a multiplicity of ways.
Only the agents that actually contributed to cause A are causally responsible for
it. This calls for a formal framework with the resources to analyze complex mul-
tiagent interactions and, at the same time, capture elements of causal reasoning.
In the last decades, computer scientists have developed powerful logical systems,
such as Coalition Logic [Pauly, 2002] and Alternating-time Temporal Logic [Alur
et al., 2002; Goranko and van Drimmelen, 2006], to reason about what interacting
agents can do. However, these systems fall short in representing what the agents
actually do, which is central to responsibility judgments. The most prominent
logic of agency in the philosophical literature, namely STIT logic (i.e., the logic
of seeing to it that) [Belnap et al., 2001; Horty, 2001], has the resources to model
not only what interacting agents can do but also what they do in fact. Yet, STIT
faces difficulties when applied to the analysis of cases in which the agents do not
act independently of one another. The first contribution of the present work is
to incorporate genuinely causal notions in STIT in order to overcome these dif-
ficulties. The improved framework will allow us to provide an analysis of causal
responsibility based on considerations about potential as well as actual causality.

The second question we consider is: What are the logical properties and epis-
temic value of counterfactuals concerning what can be, or could have been, done in
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2 Chapter 1. Introduction

the course of time? Causal responsibility is typically determined by considering
what would have happened had the agents acted in a different way, where the
agents often act sequentially. The formulation of responsibility judgments thus
involves counterfactual statements about agents acting over time.

Regarding counterfactuals, a first problem we are concerned with is: When are
counterfactual statements true and when are they false? The standard possible
world semantics for counterfactuals due to Stalnaker [1968] and Lewis [1973a] ab-
stracts away from considerations about time and agency. This led some scholars
[Thomason and Gupta, 1981; Placek and Müller, 2007] to investigate the seman-
tics of counterfactuals in the context of branching time – the theory of time that
underlies STIT semantics. However, these proposals do not include a representa-
tion of agency, so counterfactual reasoning about what some of the agents would
have done had others behaved differently cannot be fully captured or investigated
in these frameworks. Our second contribution in this work is to address this issue
by exploring the semantics and logical properties of counterfactuals in the context
of STIT semantics.

But one thing is to define truth conditions for counterfactuals and another
thing is to determine the epistemic value of the reasoning behind their evalua-
tion. This takes us to a second problem concerning the kind of counterfactu-
als featuring in responsibility attributions: How does the cognitive process that
we use to evaluate them work? How does it generate knowledge? There is a
widespread agreement in philosophy and cognitive psychology that a distinctive
mechanism underlying counterfactual reasoning is imagination, intended as reality
oriented mental simulation [see, e.g., Williamson, 2007 in philosophy and Byrne
and Girotto, 2009 in cognitive psychology]. The problematic point is that imagi-
nation seems to be voluntary in ways other mental states, like belief, are not: we
can easily imagine that Alice has special bullets that pass through walls, while we
can hardly make ourselves believe it, given overwhelming contrary evidence. But
if, given some input, we can imagine anything we want, then imagination cannot
lead to knowledge. The third contribution of this thesis is to advance a logical
model of imagination in order to study its logic, its voluntary and involuntary
components, and, relatedly, how it generates knowledge.

The last question we are interested in is: Which rules govern normative rea-
soning? Ascribing responsibility is not only a matter of identifying who caused a
certain result, but also of determining which actions ought and ought not to be
done: the question “Who is responsible?” only arises if something has been done
that is wrong according to some moral or legal norms. A key issue here is how to
reason about the wrongfulness of the actions (or sequences of actions) that can
be performed in a given situation. Of course, an intuitive idea is that an action
(or an action sequence) is wrong in a given situation if its performance leads to
the violation of a norm. But what about situations in which a norm has already
been violated? What if the circumstances make it impossible not to violate a
norm again? Even worse, what if it is the normative system itself that requires
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us to do things that cannot possibly be done together? What ought we do in
such cases? And who is responsible for the resulting violations?

Although these questions (or variants thereof) have marked the history of
deontic logic, they have mainly been investigated from a static perspective, i.e., by
leaving aside considerations about whether, and how, the performance of an action
(or a sequence of actions) can change the situation we are in. The last contribution
of this dissertation is to investigate the previous issues from a dynamic perspective.
We will do this by developing systems of deontic logic where actions, modeled
as transitions from an initial-state (or model) to an end-state (or model), play
a central role. Assuming this perspective will allow us to provide a fine-grained
analysis of what it means that something is wrong in certain circumstances and
to model different ways the agents may end up in a situation in which fulfilling
all norms is impossible.

Overall, a characterizing feature of our contribution is the central role played
by the notions of agency and action in the formal frameworks we advance. In this
sense, the perspective from which we ask and answer the three aforementioned
questions can be described as “action-based.” As hinted above, we work within
two modal traditions in the logic of action, namely STIT logic [Belnap et al.,
2001; Horty, 2001] and dynamic logics, where the latter include Propositional
Dynamic Logic [Harel et al., 2000] and Dynamic Epistemic Logic [Baltag et al.,
1998; van Benthem, 2011; van Ditmarsch et al., 2008].

The thesis is organized as follows. Chapter 2 reviews the main logical systems
that inspired our proposals. It introduces standard STIT semantics, overviews the
main metalogical results, and compares STIT with Coalition Logic and Propo-
sitional Dynamic Logic. The chapter explains how these systems represent the
notions of action and agency and what technical features characterize them.

The chapters in Part I (i.e., Chapters 3 to 5) address our first two questions,
concerning the representation of the agency of individuals and groups in causing
certain results and the logical and epistemic features of counterfactuals about
agents acting in the course of time. Chapter 3 refines STIT logic by incorporating
causal notions in it. We use the refined framework to formalize three key tests to
ascribe causal responsibility, giving rise to three corresponding STIT operators,
and to analyze ascriptions of individual and group responsibility in a number
of examples. Chapter 4 extends the framework introduced in Chapter 3 and
combines it with a logic of counterfactuals. We present three new STIT semantics
for counterfactuals and discuss important philosophical and logical implications
deriving from them. In Chapter 5, we use techniques from STIT logic, epistemic
logic, and subject matter semantics to advance a logical model of imagination as
reality oriented mental simulation. We address the question how such activity
generates knowledge by investigating its logic and studying its voluntary and
involuntary components.

The chapters in Part II (i.e., Chapters 6 and 7) address our last question,
concerning normative reasoning. Chapter 6 presents a dynamic deontic logic
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characterized by both a notion of ideality and a notion of optimality. We rely
on it to provide a rich deontic classification of states, actions, and sequences of
actions and to define deontic operators expressing so-called actual prescriptions
– prescriptions that are sensitive to what can actually be done, given the circum-
stances. Actual prescriptions are of the greatest importance in situations in which
the agents cannot avoid violating some norms. Chapter 7 zooms in on a main
category of such situations, namely those resulting from the presence of a nor-
mative conflict. By borrowing ideas from explicit modal logics [Artemov, 2008;
Fitting, 2005] and Dynamic Epistemic Logic, we design a framework to model
the dynamics that gives rise to a conflict. We show how the resulting system
can be used to keep track of the agents who generated a conflict and to capture
distinctive aspects of cases of conscientious objection and civil disobedience.

Origin of the material

The chapters in Part I and Part II of this dissertation have either been published
as articles, or are currently in preparation. Below I list the sources of the chapters
and note the contribution of each author.

• Chapter 3 is based on the following article:

Alexandru Baltag, Ilaria Canavotto, and Sonja Smets. Causal agency and
responsibility: A refinement of STIT logic. In Alessandro Giordani and
Jacek Malinowski, editors, Logic in High Definition, Trends in Logical Se-
mantics, volume 56 of Trends in Logic. Springer, Berlin. Forthcoming.

Authors contributions : Alexandru Baltag and Sonja Smets initiated the project,
Ilaria Canavotto developed the core motivation and applications and organized
and coordinated the writing phase of the paper.

• Chapter 4 is based on the following paper:

Ilaria Canavotto and Eric Pacuit. Choice-driven counterfactuals. Manuscript
in preparation. Institute for Logic, Language and Computation, University
of Amsterdam and Department of Philosophy, University of Maryland.

Authors contributions : the two authors discussed the central ideas and argu-
ments together. Ilaria Canavotto organized and coordinated the writing phase
of the paper.
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• Chapter 5 is based on the following article:

Ilaria Canavotto, Francesco Berto and Alessandro Giordani. Voluntary
imagination: A fine-grained analysis. The Review of Symbolic Logic, pages
1-34, 2020.

Authors contributions : Ilaria Canavotto and Francesco Berto initiated the
project, Ilaria Canavotto and Alessandro Giordani developed the core ideas
and Francesco Berto the philosophical motivation. The paper was co-written
by the three authors.

• Chapter 6 extends the following article:

Ilaria Canavotto and Alessandro Giordani. Erinching deontic logic. Journal
of Logic and Computation, pages 241-263, 2019.

which, in turn, develops ideas from the following paper:

Alessandro Giordani and Ilaria Canavotto. Basic action deontic logic. In
Olivier Roy, Allard Tamminga, and Willerd Malte, editors, Deontic Logic
and Normative Systems, 13th International Conference (DEON 2016), pages
80-92, College Publications, Milton Keynes. 2016.

Authors contributions : the two authors contributed equally to the former pa-
per, Alessandro Giordani initiated the latter paper.

• Chapter 7 is based on the following article:

Ilaria Canavotto and Alessandro Giordani. Normative conflicts in a dy-
namic logic of norms and codes. In Jan M. Broersen, Cleo Condoravdi,
Shyam Nair, and Gabriella Pigozzi, editors, Deontic Logic and Normative
Systems, 14th International Conference (DEON 2018), pages 71-90. College
Publications, Milton Keynes. 2018.

Authors contributions : the two authors contributed equally to the paper.





Chapter 2

Background on STIT and related logics

In this dissertation, we develop formal frameworks to reason about causal respon-
sibility in multiagent scenarios and analyze how agency influences both counter-
factual and normative reasoning. Our point of departure is the logic of seeing
to it that, known by the acronym STIT [Belnap et al., 2001; Horty, 2001]. In
the first part of this chapter [Sections 2.1 and 2.2], we provide a concise intro-
duction to standard STIT semantics and overview the main metalogical results.
In the second part [Section 2.3], we discuss the relation between STIT and two
related logics for multiagent systems that have inspired the developments pre-
sented in subsequent chapters, namely Coalition Logic [Pauly, 2001, 2002] and
Propositional Dynamic Logic [Harel et al., 2000]. The chapter aims at providing
the background on how the basic notions of action and agency are represented
in the aforementioned frameworks, and what the main conceptual and technical
features of these systems are. In addition, the chapter also serves the purpose of
fixing our notation and terminology for the two parts of the dissertation. The
reader who is familiar with the topics should feel free to skim quickly through the
definitions, or come back to them at their convenience later on. The reader who
is not familiar with the topics but aims at a quick overview of the key concepts
can focus on Section 2.1 and Section 2.3.2.

Preliminary remark. Although the chapter is introductory, we presuppose
familiarity with basic modal logic. In particular, for all the logical systems that
we consider here and in later chapters, the notions of theoremhood, deducibility,
and consistency are defined in the standard way. The same applies to the notions
of validity, logical consequence, and satisfiability. Finally, throughout the thesis,
we will use the standard naming conventions for basic normal modal logics, like,
for instance, K, KD, S4, and S5 [see Blackburn et al., 2001, Chapters 1 and 4].

7
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2.1 Standard STIT semantics

STIT is a formal framework to reason about the agency of an individual or a
group in bringing it about that, or seeing to it that, some state of affairs holds.
The original theory, which stems from a modal tradition in the logic of action
going back to St. Anselm and restarted in the 1960’s by Alan Anderson, Brian
Chellas, Fredric Fitch, Stig Kanger, and Franz von Kutschera among others,1 was
developed in a series of papers by Belnap, Perloff, and Xu, starting from Belnap
and Perloff [1988] and culminating in Belnap et al. [2001]. The now standard ex-
tensions of STIT to groups and strategies are due to Horty [2001], who connected
the original theory to issues in deontic logic and decision theory. Since Belnap
et al. [2001] and Horty [2001], a number of different formulations, extensions,
and applications of STIT have been studied, many of which will be mentioned
later on in this and subsequent chapters. In this section, we present the standard
theory. We start in Section 2.1.1 by gradually introducing the ingredients that
are needed to give the semantics for the logic. Syntax and semantics will then be
presented in Section 2.1.2.

2.1.1 Agency in branching time: STIT frames

Consider the following examples:

(1) There are fifty-two cards laying face up on the table. Alice picks the ace of
spades, but she could have picked any of the other fifty-one cards.

(2) Max went for a run when the online seminar ended, but he could have joined
an online yoga class instead.

(3) Giulia is driving from Bergamo to Milan. She takes the first exit towards
Milan, but she could have waited and taken the second or the third exit.

Each of these examples can be represented as a STIT frame. STIT frames are
based on the theory of branching time [Prior, 1967; Thomason, 1970, 1984] ac-
cording to which the future can unfold in different ways, and how it will actually
unfold depends, in part, on what the agents decide to do. Branching time struc-
tures (called BT structures) encode this view. A BT structure is a set of moments
with a relation < on this set, where m < m′ means that moment m occurs be-
fore moment m′. The relation < is assumed to have a treelike structure (look at
Figure 2.1) with forward branching representing the indeterminacy of the future
and backward linearity representing the determinacy of the past.

2.1.1. Definition (BT structure). A BT structure is a tuple 〈Mom,<〉, where
Mom 6= ∅ is a set of moments and <⊆Mom×Mom is the temporal precedence

1For concise historical overviews with the main references see Belnap et al. [2001, ch. 1D]
and Segerberg [1992].
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The picture depicts ten moments, m1

to m10, and six histories, h1 to h6. It

is assumed that time flows upwards

(hence, m1 occurs, e.g., before m2).

Since all histories pass through m1,

Hm1 = Hist. So, for any history

hi, m1/hi is an index. Since only

h1 and h2 pass through m2, Hm2 =

{h1, h2}. So, m2/h1 and m2/h2 are

indices, while, e.g., m2/h3 is not.

•m1

•m2 •m3 •m4

•m5
•m6
•m7

•m8
•m9

•m10

h1 h2 h3 h4 h5 h6

Figure 2.1: A branching time structure

relation between moments. As usual, ≤⊆ Mom ×Mom is defined as: for any
m,m′ ∈ Mom, m ≤ m′ if and only if m < m′ or m = m′. The relation < is
assumed to satisfy the following conditions: for all m,m1,m2,m3 ∈Mom,

1. Irreflexivity : m 6< m.

2. Transitivity : if m1 < m2 and m2 < m3, then m1 < m3.

3. Past-linearity : if m1 ≤ m3 and m2 ≤ m3, then either m1 ≤ m2 or m2 ≤ m1.

A number of key notions, which are illustrated in Figure 2.1, can be de-
fined in a BT structure T . A history in T is a maximal set of linearly ordered
moments from Mom, and represents a complete evolution of the world.2 Let
HistT be the set of all histories in T . Because of forward branching, many dif-
ferent histories can pass through a single moment m (i.e., m can be an element
of many different histories). The set of histories passing through moment m is
HTm = {h ∈ HistT |m ∈ h}. The histories in Hm represent the possibilities that
can still be realized at m, while the histories that do not pass through m can
no longer be realized at m.3 For instance, in example (1), when Alice picks a
card, any of the fifty-two histories on which she picks a card on the table can
be realized, but histories on which she is not playing cards cannot be realized.
Similarly, in example (2), when the online seminar ends, the history on which
Max goes for a run and the history on which he joins the online yoga class can
both be realized; but histories on which Max did not attend the online seminar

2That is, a history h is a set of moments linearly ordered by < such that if h ⊂ h′, then h′

is not linearly ordered by <.
3When we say that a history represents a possibility we mean that it represents a possible

complete course of events, not just a possible future. A possibility is open, or accessible, at m
when the overall course of events it represents can still be realized at m.
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The picture depicts two moments (m1

and m2) and five histories (h1 to h5).

At m1, the action available to agent 1

is K1 = {h1, h2, h3, h4, h5} and the ac-

tions available to agent 2 are K2 =

{h1} and K3 = {h2, h3, h4, h5}. At

m2, the actions available to agent 1

are K4 = {h3, h4} and K5 = {h2, h5},
and the actions available to agent 2

are K6 = {h2, h3} and K7 = {h4, h5}.
The letters p and q display the val-

uation function defined in Example

2.1.11 below.

m1
K1

K2 K3

Ch
m1
2

Ch
m1
1

m2

K4

K5

K6 K7

Ch
m2
1

Ch
m2
2

h1 h2 h3 h4 h5

p,q

p,q q

q

Figure 2.2: A STIT frame

cannot be realized. Example (3) can be understood in an analogous way. Finally,
an index is any pair m/h such that m ∈ Mom and h ∈ HTm and it intuitively
corresponds to a complete state of the world at moment m on history h. As we
will see later on, indices are the points of evaluation of STIT formulas. Let IndT

be the set of all indices in T . In what follows, we will omit the superscript T and
simply write Hist, Hm and Ind when the BT structure is clear from the context.

STIT frames extend BT structures with descriptions of what the agents do
at each moment. The main idea is that to act is to force the course of events to
satisfy certain properties rather than others. When, e.g., Alice picks the ace of
spades in example (1), she forces the history to be realized to be one on which
she is holding the ace of spades, and she forces histories on which she is holding
a different card to no longer be realizable.

This leads to a view where the actions available to an agent i at a moment
m are represented (in a purely extensional way) as a partition of the histories
passing through m: letting Ag = {1, . . . , n} be a fixed set of n (names of) agents
for some number n ∈ N, BT structures are supplemented with a function Ch that
assigns to every agent i and moment m a partition Chmi of the set of histories
passing through m.4 For example, in the STIT frame pictured in Figure 2.2, the
histories passing through m1 are {h1, h2, h3, h4, h5} and the agents’ action sets are

4In STIT, agents are typically introduced as elements of STIT frames. Here we introduce
them as elements of the syntax for technical convenience. We assume that the set Ag is finite
because real-life situations never involve an infinite number of agents. This assumption will
also simplify the formulation of some central axioms in the next section.
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partitions of this set of histories: agent 1’s action set at m1 is the trivial partition
Chm1

1 = {K1} where K1 = {h1, h2, h3, h4, h5} and agent 2’s action set at m1 is the
partition Chm1

2 = {K2, K3} where K2 = {h1} and K3 = {h2, h3, h4, h5}. Given
any index m/h, the action that agent i performs at m/h is the partition cell from
agent i’s action set containing h. We will also call this a choice-cell and denote
it with Chmi (h).5 For instance, in Figure 2.2, Chm1

2 (h3) = K3 = {h2, h3, h4, h5}
is the action that agent 2 performs at m1/h3. The histories in it are its possible
outcomes. (Normally, a single action does not completely determine the future:
for instance, Alice picking the ace of spades does not settle what card her opponent
will pick or whether her neighbor will ring the doorbell.)

Note that every agent performs exactly one action at every index. Importantly,
this action is an action token: a particular action occurring at a particular mo-
ment on a history. It is not an abstract, repeatable type of action. So, in a STIT
frame representing, e.g., example (1), the set of histories associated with Alice’s
action represents Alice picking the particular ace of spade that is on the table at
a specific moment, and not the general type of action pick an ace of spade [see
Horty and Pacuit, 2017, p. 617]. We return to this issue below.

Besides representing actions as sets of histories, STIT is characterized by
two assumptions about agency. The first, known as no choice between undivided
histories, concerns the interaction between agency and branching time. According
to it, no action available to any agent at a moment m can take apart histories
that divide at some moment later than m. So, in the BT structure depicted in
Figure 2.2, no action performed at m1 can take apart h2 and h3: at m1, it is not
possible to exclude h2 from the set of open possibilities without also excluding
h3, and vice versa. This means that the actions performed at m1/h2 and m1/h3

must be the same. The second assumption, known as independence of agents,
concerns the interaction between different agents. According to it, any action
available to any agent at a moment is compatible with any action available to
any other agent at that moment. Hence, for any combination of actions available
to different agents at a moment (one for each agent), there must be a history
on which that combination of actions is performed at that moment. This means
that, no matter what the agents separately decide to do, something will happen.6

These notions are made precise by the following definitions.

2.1.2. Definition (Histories undivided at m). Let 〈Mom,<〉 be a BT structure
and m ∈ Mom. Then, h, h′ ∈ Hist are undivided at m just in case m ∈ h ∩ h′

5A terminological note is in order. In STIT, “action” and “choice” are used interchangeably
to refer to the actions an agent can perform at a moment. Neither of these expressions refers to
the intentions of the agent, or to the decision process leading to an action. Refinements of STIT
accounting for these aspects of agency have been studied only recently: Herzig and Troquard
[2006] is the first work that explores epistemic ideas in STIT, while Broersen [2011a] the first
that introduces intentions.

6As we will see in more details in Section 2.2.2, this assumption implies that no agent can
prevent another agent from performing any action available to her.
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and there is m′ ∈Mom such that m < m′ and m′ ∈ h ∩ h′.

2.1.3. Definition (BT choice structure). Let Ag = {1, . . . , n} be the set of
(names of) agents defined above [see p. 10]. A BT choice structure is a tu-
ple 〈T , Ch〉 where T is a BT structure and Ch : Ag ×Mom→ 22Hist is a choice
function that assigns to every (i,m) ∈ Ag ×Mom a partition Chmi of Hm.

2.1.4. Definition (Action selection function at m). Let 〈T , Ch〉 be a BT choice
structure and m a moment in T . An action selection function at m is a mapping
s : Ag → 2Hm such that, for all i ∈ Ag, s(i) ∈ Chmi . Selm is the set of all action
selection functions at m.

Thus, an action selection function at m selects, for every agent i, an action
available to i at m. For example, in Figure 2.2, the mapping s : Ag → 2Hm2

such that s(1) = K5 and s(2) = K6 is an action selection function at m2. So, an
action selection function at m is basically a combination of actions available to
the agents at m (one for each agent). Action selection functions are needed to
state the condition of independence of agents.

2.1.5. Definition (STIT frame). A STIT frame is a BT choice structure 〈T , Ch〉
satisfying the following conditions: for all m ∈Mom, h, h′ ∈ Hist, and i ∈ Ag,

1. No Choice Between Undivided Histories : if h and h′ are undivided at m,
then h′ ∈ Chmi (h).

2. Independence of Agents : for all s ∈ Selm,
⋂
i∈Ag s(i) 6= ∅.

As a final step, we extend the choice function Ch to groups of agents, where
a group is any set of agents. The idea is that an action available to a group at a
moment m is the intersection of some actions available to its members at m, one
for each member. So, in Figure 2.2, the actions available to group {1, 2} at m2

are: K4 ∩K6 = {h3}, K4 ∩K7 = {h4}, K5 ∩K6 = {h2}, and K5 ∩K7 = {h5}.

2.1.6. Definition (Group choice). Let 〈T , Ch〉 be a STIT frame. For any group
of agents I ⊆ Ag and moment m ∈ Mom, the set of actions available to I at m
is defined as: ChmI = {

⋂
i∈I s(i) | s ∈ Selm}.

The condition of independence of agents ensures that group choices are never
empty – in fact, it is easy to see that ChmI is a partition of Hm. In addition, given
Definition 2.1.6, the larger a group I is the finer the partition ChmI will be, and
so the greater I’s control on the future will be. Accordingly, for every moment
m, ChmAg is the finest partition on Hm, while Chm∅ = {Hm} the coarsest.
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2.1.2 Syntax and Semantics

We now introduce the language LSTITGn
of the logic STITGn of group temporal STIT

and two fragments of this language that will be important in the next section.
We start by fixing, besides the set Ag = {1, . . . , n} of (names of) agents [see
p. 10], a non-empty countable set Prop of propositional variables. We will use
i, j, k, i′, i′′, . . . for elements of Ag and p, q, r, p′, p′′, . . . for elements of Prop.

2.1.7. Definition (Syntax of LSTITGn
). Let Ag and Prop be defined as above.

The set of formulas of LSTITGn
, also denoted with LSTITGn

, is generated by the
following grammar:

ϕ := p | ¬ϕ | (ϕ ∧ ϕ) |Gϕ |Hϕ |2ϕ | [I cstit]ϕ

where p ∈ Prop and I ⊆ Ag. The abbreviations for the Boolean connectives
∨, →, and ↔, for > and ⊥ are standard. As usual, we use Fϕ, Pϕ, ♦ϕ, and
〈I cstit〉ϕ as abbreviations for ¬G¬ϕ, ¬H¬ϕ, ¬2¬ϕ, ¬[I cstit]¬ϕ. In addition,
we write [i cstit]ϕ instead of [{i} cstit]ϕ. Finally, we will adopt the usual rules
for the elimination of the parentheses.

2.1.8. Definition (Fragments of LSTITGn
). The language LA-STITGn

of group atem-
poral STIT, is the fragment of LSTITGn

without the temporal modalities G and H.
The language LA-STITn of individual atemporal STIT is the fragment of LA-STITGn
without the group modalities [I cstit], where |I| > 1.

The full language LSTITGn
of group temporal STIT includes three types of

modalities: the usual temporal operators G and H of, respectively, past neces-
sity and future necessity on a history, the operator 2 of historical necessity, and,
finally, the so-called Chellas-STIT operators [I cstit].7 The intended interpreta-
tion of the modal formulas is as follows. Gϕ means “ϕ will always be true in the
future” and Hϕ means “ϕ has always been true in the past.” These formulas are
taken to be true at an index m/h whenever ϕ is true, respectively, at all indices
m′/h such that m < m′ and at all indices m′′/h such that m′′ < m. Next, 2ϕ
means “ϕ is settled true” or “ϕ is historically necessary.” A formula like 2ϕ is
assumed to be true at an index m/h whenever ϕ turns out to be true at m no
matter how the future unfolds from m on. Finally, [I cstit]ϕ says “group I sees
to it that ϕ.” The semantics for this is based on the idea that an agent sees to
it that ϕ just in case what that agent does ensures that ϕ obtains, no matter
what the other agents do. Accordingly, [I cstit]ϕ is taken to be true at an index
m/h just in case ϕ is true at m on all histories that might result from the action
performed by I at m/h.

The notions of STIT model and truth of formulas from LSTITGn
at an index are

defined as follows.
7The operator was named by Horty and Belnap [1995] after Brian Chellas, because it is an

analogue of the operator introduced in Chellas [1969]. Chellas compares his work on agency
and STIT in Chellas [1992], but see also Horty and Belnap [1995].
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2.1.9. Definition (STIT model). Let Prop be defined as above. A STIT model
is a tuple 〈F , π〉 where F is a STIT frame and π : Prop → 2Ind is a valuation
function assigning to every propositional variable the set of indices where it is
true.

2.1.10. Definition (STIT semantics for LSTITGn
). Given a STIT modelM, truth

of a formula ϕ ∈ LSTITGn
at an index m/h inM, denotedM,m/h |= ϕ, is defined

recursively as follows:

M,m/h |= p iff m/h ∈ π(p)
M,m/h |= ¬ϕ iff M,m/h 6|= ϕ
M,m/h |= ϕ ∧ ψ iff M,m/h |= ϕ and M,m/h |= ψ
M,m/h |= Gϕ iff for all m′ ∈ h, if m < m′ then M,m′/h |= ϕ
M,m/h |= Hϕ iff for all m′ ∈ h, if m′ < m then M,m′/h |= ϕ
M,m/h |= 2ϕ iff for all h′ ∈ Hm, M,m/h′ |= ϕ
M,m/h |= [I cstit]ϕ iff for all h′ ∈ ChmI (h), M,m/h′ |= ϕ

2.1.11. Example. Consider index m2/h2 in the STIT frame pictured in Figure
2.2. Let π(p) = {m2/h2,m2/h3} and π(q) = {m2/h2,m2/h3,m2/h4,m2/h5}.
Since q is true at m2 on all histories passing through it, 2q is true at m2/h2.
Since p is true at m2 on some but not all histories passing through it, ♦p is true
at m2/h2, whereas 2p is not. In addition, since all histories in Chm2

1 (h2) = K6 =
{h2, h3} are such that p and q are true at m2 on these histories, both [1 cstit]p
and [1 cstit]q are true at m2/h2. Similarly, since q is true at m2 on all histories in
Chm2

2 (h2) = K5 = {h2, h5}, [2 cstit]q is true at m2/h2. Yet, as p is false at m2/h5,
[2 cstit]p is false at m2/h2.

By relying on Example 2.1.11, let us conclude this section with some remarks
on the treatment of three important aspects of agency in STIT.

Temporal gap between an action and its effects. Example 2.1.11 shows
that there is no time lapse between the fact that, say, agent 1 performs action
K6 and the fact that its effects, p and q, obtain: these facts all happen at the
same moment m2. Other operators have been discussed in the literature, notably
the achievement STIT operator [Belnap and Perloff, 1988] and the XSTIT op-
erator [Broersen, 2009, 2011b], which are based on the assumption that it takes
time for an action to produce its effects. However, operators accounting for this
assumption can also be introduced in LSTITGn

by simply combining the Chellas-
STIT operator [I cstit] with the temporal operator G or its dual F: formulas like
[I cstit]Gϕ and [I cstit]Fϕ say that ϕ is a future effect of what group I is doing.
“Future oriented” versions of the Chellas-STIT operator can then be defined in
LSTITGn

by using these formulas. Importantly, this does not mean that STIT can
represent actions as having a duration: by modeling them as sets of histories
passing through the moment at which the agents decide to act, STIT semantics
abstracts away from the dynamic dimension of actions.
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Deliberativeness. Another interesting feature of Example 2.1.11 is that at m2

the agents bring about q, which is settled true at that moment. But in what sense
can an agent be said to bring about something whose realization is guaranteed, no
matter what she will do? The so-called deliberative STIT operator, first proposed
by von Kutschera [1986] and independently suggested by Horty [1989], encodes
the intuitive judgment that there is no sense in which an agent can be said to
bring about what cannot be otherwise.8 This operator can be introduced by
definition in LSTITGn

as follows.

2.1.12. Definition (Deliberative STIT). Where ϕ ∈ LSTITGn
and I ⊆ Ag,

[I dstit]ϕ := [I cstit]ϕ ∧ ¬2ϕ

The relation between Chellas and deliberative STIT operators is extensively
investigated in Horty and Belnap [1995]. One important point is that, in the pres-
ence of the historical necessity operator, it is also possible to define the Chellas-
STIT operator from the deliberative STIT operator by setting: [I cstit]ϕ :=
[I dstit]ϕ∨2ϕ. Since the two operators are interdefinable, it is immaterial which
one of the two is assumed as primitive. As it will become apparent in the next
section, the Chellas-STIT operator (we will call it simply “STIT operator” from
now on) is typically preferred because of its technical convenience.

Ability. Finally, it is worth noting that, in Example 2.1.11, there is an asym-
metry between the actions available to the two agents at m2. We have seen above
that, unlike agent 1, agent 2 does not see to it that p at m2/h2. But the asym-
metry is deeper than this: at m2, there is nothing that agent 2 can do to make p
true. According to a view that goes back to Horty and Belnap [1995], this means
that agent 2 lacks the ability to see to it that p. In general, the assumption is
that an agent i has the ability to see to it that ϕ when it is (historically) possible
that i sees to it that ϕ, i.e., when ♦[i cstit]ϕ holds. By applying Definition 2.1.10,
it is not difficult to see that the latter formula has the following truth condition:

M,m/h |= ♦[i cstit]ϕ iff there is K ∈ Chmi such that,
for all h′ ∈ K, M,m/h′ |= ϕ

Thus, an agent has the ability to see to it that ϕ whenever there is an action
available to her that guarantees the truth of ϕ. Of particular interest in the truth
condition is the ∃∀ pattern of the quantifiers, which makes explicit the twofold
character of the notion of ability: ability involves not only potentiality (the “there

8As explained by Horty and Belnap [1995], the terminology goes back to Aristotle’s remark
that we can properly be said to deliberate only about “what is future and capable of being
otherwise” [Nichomachean Ethics, 1139b7, and 1112a19-b10]. This idea is also common in
modern semantics [see, e.g., Perry, 1989].
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is” part) but also control on the result (the “for all” part).9 We will come back
to this when we compare STIT to other frameworks. Before that, it is now time
to dive more deeply into STIT logic and its metalogical properties.

2.2 Metalogical results and Kripke semantics

While STIT has played a prominent role in the philosophical literature since the
1980’s, a full exploration of STIT logic only started in recent years. Central in
this process has been the connection of standard STIT semantics with better
understood frameworks, especially Kripke semantics. In this section, we review
the main metalogical results and the Kripke semantics for STIT. Following the
history of the field, we start from atemporal STIT, i.e., the fragment of STIT
without temporal operators.

2.2.1 Axiomatization of individual atemporal STIT

The logic of individual atemporal STIT was first axiomatized by Xu [1995, 1998],
who later proved decidability using a filtration argument [see Belnap et al., 2001,
Chapter 17]. More recently, Wölfl [2002] gave an alternative axiomatization by
extending the language with extra modal operators, and Wansing [2006] provided
a complete tableaux calculus. Two further axiomatizations, equivalent to the one
proposed by Xu, were presented by Balbiani et al. [2008b]. We define the axiom
system A-STITn by assuming Xu’s, by now standard, axiomatization.

2.2.1. Definition (A-STITn). The axiom system A-STITn of individual atem-
poral STIT is defined by the axioms and rules in Table 2.1.

(CPL) All classical propositional tautologies
(S52) The axiom schemas of S5 for 2

(S5[i cstit]) The axiom schemas of S5 for [i cstit]

(Inc) 2ϕ→ [i cstit]ϕ
(IA) (♦[1 cstit]ϕ1 ∧ · · · ∧ ♦[n cstit]ϕn)→ ♦([1 cstit]ϕ1 ∧ · · · ∧ [n cstit]ϕn)
(MP) From ϕ and ϕ→ ψ, infer ψ
(RN2) From ϕ, infer 2ϕ

Table 2.1: The axiom system A-STITn

9The ∃∀ pattern also characterizes the logic of ability proposed by Brown [1988]. The
connection between Brown’s proposal and the analysis of ability in STIT is again explored in
Horty and Belnap [1995], where the authors also address Anthony Kenny’s [1975; 1976] well
known arguments that ability is not a kind of possibility.
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2.2.2. Theorem. [Belnap et al., 2001, Chapter 17]. The axiom system A-STITn
is sound and complete with respect to the class of all STIT frames.

A short detour into Kripke semantics for atemporal STIT will make clear why
A-STITn has the axioms it has. This alternative semantics, which is implicit in
Xu’s [2001] completeness proof, was introduced by Balbiani et al. [2008b], with
the specific aim of exploring the mathematical properties of STIT, and, inde-
pendently, by Kooi and Tamminga [2008], with the aim of generalizing Horty’s
[2001] utilitarian deontic logic to study moral conflicts in a multiagent setting.
While Balbiani et al. [2008b] focus on individual atemporal STIT, Kooi and Tam-
minga [2008] base their analysis on group atemporal STIT. The main ideas of the
semantics can be summarized as follows.

As usual, we start from a set W of possible states. States in W represent
moment-history pairs, i.e., the points of evaluation in standard STIT semantics.
We partition W by grouping together states that, intuitively, stand for indices
consisting of the same moment. Each cell in this partition (call it the moment-
partition) represents a moment, namely the one that grounds the grouping of
the states in the cell. Given this interpretation, different states in the same cell
stand for indices built from different histories passing through a moment (the
one represented by the cell). Every state in the cell thus witnesses, so to speak,
a history passing through the corresponding moment. This makes it natural to
represent the set of actions available to an agent at a moment as a partition of
the cell representing that moment. If we zoom out and look at all moments at
once, the result is that every agent is associated with a partition of the set of all
possible states (call it the agent-partition) that refines the moment-partition (see
Figure 2.3 on page 22 below for an illustration).

In the framework of atemporal STIT the focus is restricted to agents acting
at a single moment of time, while the full temporal evolution leading to, and
following, this moment is abstracted away. So, the moment-partition is the trivial
partition having W as the only element – and can thus be identified with this
set. Each agent-partition represents the actions available to an agent at the single
moment represented by W . This leads to the following notion of Kripke STIT
frame. Notice that, in line with standard Kripke semantics for modal logic, in the
next definition we use equivalence relations instead of partitions. In addition, for
any binary relation R on a set X and x ∈ X, we define R(x) = {x′ ∈ X |xRx′}.

2.2.3. Definition (Kripke A-STIT frame). A Kripke A-STIT frame is a tuple
〈W,R〉 where W 6= ∅ is a set of possible states and R : Ag → 2W×W assigns to
every agent i an equivalence relation Ri on W . For any w ∈ W , Ri(w) is the
action performed by i at w. The map R is assumed to satisfy:

1. Independence of Agents : for all w1, . . . , wn ∈ W ,
⋂
i∈Ag Ri(wi) 6= ∅.

As before, the condition of independence of agents expresses that any ac-
tion available to any agent must be compatible with any action available to any
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other agent. As in standard STIT semantics, group actions are intersections of
individual actions:

2.2.4. Definition (Group choices). Let 〈W,R〉 be a Kripke A-STIT frame. For
any I ⊆ Ag, we set: RI =

⋂
i∈I Ri.

2.2.5. Definition (Kripke A-STIT model). Let Prop be defined as above. A
Kripke A-STIT model is a tuple 〈F, ν〉 where F is a Kripke A-STIT frame and
ν : Prop→ ℘(W ) is a valuation function.

Conceptually, the next definition is a natural consequence of viewing each
state in a Kripke A-STIT model 〈W,R, ν〉 as a (witness for a) history passing
through the single moment represented by W .

2.2.6. Definition (Kripke semantics for LA-STITGn
). Given a Kripke A-STIT model

M , truth of a formula ϕ ∈ LA-STITGn
at a state w in M , denoted M,w |= ϕ, is

defined recursively as follows:

M,w |= p iff w ∈ ν(p)
M,w |= ¬ϕ iff M,w 6|= ϕ
M,w |= ϕ ∧ ψ iff M,w |= ϕ and M,w |= ψ
M,w |= 2ϕ iff for all w′ ∈ W , M,w |= ϕ
M,w |= [I cstit]ϕ iff for all w′ ∈ W , if wRIw

′, then M,w′ |= ϕ

The next theorem can now be proved by applying standard techniques from
modal logic [see Blackburn et al., 2001, Chapter 4.2].

2.2.7. Theorem. The axiom system A-STITn is sound and complete with respect
to the class of all Kripke A-STIT frames.

The precise connection between the standard and the Kripke semantics for
atemporal STIT is established by the following result, whose proof is based on
the above-mentioned interpretation of Kripke A-STIT frames.

2.2.8. Theorem. [Herzig and Schwarzentruber, 2008] For every formula ϕ ∈
LA-STITGn

, ϕ is satisfiable in a Kripke A-STIT model just in case it is satisfiable
in a STIT model.

Completeness of A-STITn with respect to the class of all STIT frames now
follows as an immediate corollary of Theorems 2.2.7 and 2.2.8. In addition, our
detour gives us a new understanding of standard STIT semantics, which makes
the intuitiveness of the axioms of A-STITn apparent: The axioms of the modal
logic S5 for 2 and [i cstit] express that historical necessity and necessity resulting
from acting are modeled as equivalence relations. Axiom Inc reflects the fact
that each agent-partition refines the moment-partition, or, equivalently, that the
actions available to an agent at a moment are modeled as subsets of the set of
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histories passing through that moment. Finally IA, the axiom for independence
of agents, expresses that, at any moment, the intersection of any combination of
actions available to the agents, one for each agent, must be non-empty. Clearly,
the absence of an axiom for the condition of no choice between undivided histories
depends on the fact that the temporal dimension has been abstracted away.

2.2.2 Independence of agents and complexity

Axiom IA is a central axiom of STIT logic, both from a conceptual and from a
technical point of view. As proved by Balbiani et al. [2008b], this axiom can be
replaced either with schema IA′ or with the union of schemas IA′′ and IA′′′ below:

(IA′) ♦ϕ→ 〈i cstit〉
∧
j∈Ag\{i} 〈j cstit〉ϕ

(IA′′) 2ϕ↔ [i cstit][j cstit]ϕ

(IA′′′) ♦ϕ→ 〈k cstit〉
∧
i∈I\{k} 〈i cstit〉ϕ where I ⊆ Ag

From a conceptual point of view, IA′, IA′′, and IA′′′ describe the power that
an agent can exercise over other agents. Unsurprisingly, these principles limit
such power: According to IA′ and IA′′′, no agent can see to it that another agent
prevents a possible state of affairs from happening. According to IA′′, the only
states of affairs an agent can guarantee that another agent brings about are those
that are already settled. This reveals that independence of agents is a strong
assumption, which excludes the possibility of representing, in a non-trivial way,
agents making other agents do something or prevent something from happening.

From a technical point of view, as observed by Balbiani et al. [2008b], in case
|Ag| = 2, IA′′ and IA′′′ ensure the derivability of the permutation axiom

〈i cstit〉 〈j cstit〉ϕ↔ 〈j cstit〉 〈i cstit〉ϕ

as well as of the Church-Rosser axiom

〈i cstit〉 [j cstit]ϕ→ [j cstit] 〈i cstit〉ϕ

This tells us that, in case Ag has only two agents, the logic A-STITn is nothing but
the product logic S5 ⊗ S5. By applying results about the latter logic [see Marx,
1999], we conclude that the satisfiability problem for LA-STITn with two agents is
NEXPTIME complete. As shown by Balbiani et al. [2008b], this remains true
for any number of agents greater than 2. On the other hand, for the single-agent
case, A-STITn has the same complexity as S5.

2.2.9. Theorem. [Balbiani et al., 2008b] The problem of deciding satisfiability
of a formula of LA-STITn is: NP complete if n = 1; NEXPTIME complete if n ≥ 2.

So, all in all, A-STITn has very convenient formal properties. Unfortunately,
however, these results do not extend to group (atemporal) STIT:
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(A-STITn) Axioms and rules of A-STITn [cf. Tab. 2.1]
(Inc) [i cstit]ϕ→ [Ag cstit]ϕ

Table 2.2: The axiom system A-STITAgn

2.2.10. Theorem. [Herzig and Schwarzentruber, 2008] If n > 2, then the prob-
lem of deciding satisfiability of a formula of LA-STITGn

is undecidable, and the logic

A-STITGn is not finitely axiomatizable.

In spite of this result, Schwarzentruber [2012] has shown that, by imposing
specific restrictions on the groups that the language can talk about, it is possi-
ble to obtain decidable and finitely axiomatizable fragments of group atemporal
STIT. In particular, the fragment A-STITAgn of A-STITGn having [Ag cstit] and,
for all i ∈ Ag, [i cstit] as the only STIT operators is decidable and finitely ax-
iomatizable (an axiomatization is displayed in Table 2.2). But there are other
options to circumvent the impossibility of axiomatizing group STIT. Call com-
plete additivity the property (characterizing group STIT) that a group action at
a moment is the intersection of some individual actions available at that moment,
one for each agent in the group. A first way to bypass the negative results from
Herzig and Schwarzentruber [2008] is to relax either the notion of group action by
dropping the requirement of complete additivity [see, e.g., Balbiani et al., 2008a]
or the notion of choice function by dropping the requirement that action sets at a
moment partition the histories passing through that moment [see, e.g., Broersen,
2011b]. An alternative option is to assume that the number of choices available to
a group at a moment is bounded and add additional machinery to analyze group
STIT operators in terms of other, less complex, primitives [see, e.g., Herzig and
Lorini, 2010]. The first strategy (relaxing either the notion of group choice or
the notion of choice function) is inspired by Coalition Logic [Pauly, 2001, 2002],
whereas the second strategy (analyzing STIT operators) is inspired by Proposi-
tional Dynamic Logic [Harel et al., 2000]. We will discuss these frameworks in
Section 2.3. Anticipating on what is to come, the systems we present in Chapters
3 and 4 are an instance of the second strategy.

2.2.3 Kripke semantics for LSTITAgn

We conclude Section 2.2 by briefly going back to Kripke semantics for STIT,
which is at the heart of the completeness proof of the system presented in Chap-
ter 3. In Section 2.2.1, we saw that we can simulate moments and choices in a
Kripke frame by using equivalence relations between possible states. To account
for the flow of time, Lorini [2013] recently combined Kripke semantics for atem-
poral STIT with ideas underlying the Ockhamist models proposed by Zanardo
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[1996].10 With respect to the Kripke A-STIT models of Definition 2.2.5, the main
novelties are, first, the explicit introduction of the moment-partition (represented
by an equivalence relation R2 between states) and, second, the introduction of
relations RG and RH between states, used to simulate the future and the past
on a history. Lorini [2013] also introduces, as an extra element of frames, an
equivalence relation RAg between states representing the choices available to the
group of all agents.

2.2.11. Definition (Kripke STIT frame). A Kripke STIT frame is a tuple

〈W,R2, RAg, R,RG, RH〉

where W 6= ∅ is a set of possible states, R2 ⊆ W ×W and RAg ⊆ W ×W are
equivalence relations, and R : Ag → 2W×W assigns to every agent i an equivalence
relation Ri on W . Finally, RG ⊆ W ×W and RH ⊆ W ×W are, respectively, the
future relation and the past relation. The elements of Kripke STIT frames are
required to satisfy the following conditions:

1. Partition Refinement : for all i ∈ Ag, Ri ⊆ R2.

2. Independence of Agents : for all w1, . . . , wn ∈ W , if wi ∈ R2(wj) for all
i, j ∈ {1, . . . , n}, then

⋂
i∈Ag Ri(wi) 6= ∅.

3. Complete additivity : RAg =
⋂
i∈Ag Ri.

4. No Choice Between Undivided Histories : for all w1, w2, w3 ∈ W , if w1RGw2

and w2R2w3, then there is v ∈ W s.t. w1RAgv and vRGw3.

5. Properties of RG: for all w,w1, w2, w3 ∈ W ,

Seriality : there is w′ ∈ W s.t. wRGw
′.

Transitivity : if w1RGw2 and w2RGw3, then w1RGw3.

Future-linearity : if w1RGw2 and w1RGw3, then either w2RGw3 or w3RGw2.

Strong Irreflexivity : if w1R2w2, then it is not the case that w1RGw2.

6. Properties of RH: for all w1, w2, w3 ∈ W ,

Converse: RH = R−1
G = {(w, v) ∈ W ×W | vRGw}.

Past-linearity : if w1RHw3 and w2RGw3, then either w1RGw2 or w2RGw3.

10Previous works adding a temporal dimension to Kripke models for atemporal STIT include
Herzig and Lorini [2010] and Schwarzentruber [2012]. See Ciuni and Lorini [2018] for a survey
of different semantics for temporal STIT and a comparison between them.
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The picture represents the Kripke STIT frame

corresponding to the STIT frame depicted in

Fig. 2.2. As before, time flows upwards. Nine

states, w1 to w9, are depicted, standing for

nine indices. Thick rectangles represent cells

in the moment-partition, corresponding, from

bottom to top, to moments m1 and m2 in Fig.

2.2. The agent-partition for agent 1 coincides

with the rows of the grids inside the thick rect-

angles and the agent-partition for agent 2 with

the columns.
•
w1

•
w2

•
w3

•
w4

•
w5

R2 R2

R1

•
w6

•
w7

•
w8

•
w9

R2 R2

R1

R1

h(w1) h(w2) h(w3) h(w4) h(w5)

Figure 2.3: A Kripke STIT frame

The first three conditions are familiar: the moment-partition is refined by
every choice-partition; group choices are intersections of individual choices; any
choice available to any agent at a moment is compatible with any choice available
to any other agent at that moment.

The properties of RG and RH ensure that the set h(w) = RH(w) ∪ {w} ∪
RG(w) is linearly ordered by RG. Recall that states belonging to the same cell
in the moment-partition witness different histories passing through the moment
represented by that cell. h(w) is thus the set of witnesses of a history, one for
each moment on it – more simply, it is the history witnessed by w.

The last condition, i.e., no choice between undivided histories, is crucial: it
ensures, at the same time, that RG induces a tree-like ordering on moments – in
particular, that this ordering is linear in the past [see Lorini, 2013, Proposition
3] – and that no choice takes apart undivided histories. To explain, consider
states w2, w6, and w7 in the Kripke STIT frame depicted in Figure 2.3. Since
w2RGw6, w2 and w6 witness the same history, which is one that passes first
through moment R2(w2) and then through moment R2(w6). In addition, since
w6R2w7, w7 witnesses a history that also passes through moment R2(w6). Now,
if the history witnessed by w7 were not witnessed by a state in R2(w2), then the
moment represented by R2(w6) would have two different pasts. In addition, if
this history were witnessed by a state in R2(w2) but not in RAg(w2), then there
would be a choice available to some agent at R2(w2) taking apart the histories
witnessed by w6 and w7, which are undivided at R2(w2) (both histories pass
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through R2(w6)).
As usual, a Kripke STIT model is a Kripke STIT frame supplied with a

valuation function ν : Prop → 2W . The modal formulas of LSTITAgn
are then

interpreted as follows, where M is a Kripke STIT model and w a state in M :

M,w |= Gϕ iff for all w′ ∈ W , if wRGw
′, then M,w′ |= ϕ

M,w |= Hϕ iff for all w′ ∈ W , if wRHw
′, then M,w′ |= ϕ

M,w |= 2ϕ iff for all w′ ∈ W , if wR2w
′, then M,w |= ϕ

M,w |= [i cstit]ϕ iff for all w′ ∈ W , if wRiw
′, then M,w′ |= ϕ

M,w |= [Ag cstit]ϕ iff for all w′ ∈ W , if wRAgw
′, then M,w′ |= ϕ

2.2.12. Theorem. [Lorini, 2013] The axiom system STITAgn , defined by the ax-
ioms and rules in Table 2.3, is sound and complete with respect to the class of all
Kripke STIT frames.

(A-STITAgn ) Axioms and rules of A-STITn [cf. Tab. 2.1]
(UH) F♦ϕ→ 〈Ag cstit〉Fϕ
(KD4G) Axioms of KD4 for G (KH) Axioms of K for H
(CGH) ϕ→ GPϕ (CHG) ϕ→ HFϕ
(LinG) PFϕ→ (Pϕ ∨ Fϕ) (LinH) FPϕ→ (Pϕ ∨ Fϕ)
(RNG) From ϕ infer Gϕ (RNH) From ϕ infer Hϕ
(IRR) From (2¬p ∧2(Gp ∧ Hp))→ ϕ

infer ϕ, provided p does not occur in ϕ

Table 2.3: The axiom system STITAgn

The axiom system STITAgn is obtained by extending A-STITAgn with a standard
axiomatization for the modalities G and H, the irreflexivity rule IRR [see Lorini,
2013, p. 315 for comments on this], and the axiom UH, which expresses the
condition of no choice between undivided histories. According to the latter axiom,
what the group of all agents presently does cannot exclude that what might
happen in the future will indeed happen sometime in the future.

2.3 STIT and logics for multiagent systems

Together with the analysis of the mathematical properties of STIT, the last
decades have seen an increased interest in the connection between STIT and
other logics for multiagent systems (MAS). Among them, we can distinguish log-
ics that, like STIT, allow us to reason about the agency of individuals or groups
in guaranteeing certain results, and logics that, unlike STIT, allow us to reason
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about the types of action that guarantee certain results.11 The main logics of
agency in the former group that have been explicitly related to STIT are Coali-
tion Logic (CL) [Pauly, 2001, 2002] and Alternating-time Temporal Logic (ATL)
[Alur et al., 2002; Goranko and van Drimmelen, 2006], while the main logic of
action in the latter group that has been used in connection with STIT is Proposi-
tional Dynamic Logic (PDL) [Harel et al., 2000]. In this section we focus on how
STIT relates to CL and PDL, while we mention the connection with ATL only
in passing.12 Besides locating STIT in the panorama of logics for MAS, this will
allow us to pinpoint some key ideas that will be important in later chapters.

Preliminary remark. The technical details presented in this section will not
be presupposed in what follows. We thus encourage the reader to focus on the
main concepts and come back to the details later on, in case they are interested.

2.3.1 Connection of STIT with CL and ATL

CL is a modal logic of agency that was developed by Pauly [2001, 2002] with the
aim of formalizing what it means for a group of agents, or coalition, to have the
ability to ensure a certain result in a strategic game. Letting Ag and Prop be
defined as above, the set LCL of formulas of the language of CL is generated by
the following grammar:

ϕ := p | ¬ϕ | (ϕ ∧ ϕ) | [I]ϕ

where p ∈ Prop and I ⊆ Ag. A modal formula like [I]ϕ is read “coalition
I has the ability to guarantee ϕ, no matter what the other agents do” or, for
short, “coalition I is effective for ϕ.” The semantics for this is given in terms of
functions, called effectivity functions, that assign to every coalition I and state w
the set of propositions for which I is effective at w.13 Since Pauly is concerned
with the notion of effectivity in strategic games, effectivity functions are first
introduced relative to game models, which are essentially extensive form games
with simultaneous moves [see Osborne and Rubinstein, 1994]. Game models

11We are restricting attention to those logics for MAS that model the strategic structure of
the environment, that is, what agents can bring about, either individually or in group. There
is another cluster of logics for MAS that aim at modeling the epistemic attitudes of the agents
(especially, their beliefs, desires, or intentions) and investigate issues related to their rationality.
Among others, epistemic logics [see van Benthem, 2011; van Ditmarsch et al., 2008; Fagin et al.,
1995], intention logic [Cohen and Levesque, 1990], and the belief-intention-desire model (BDI)
[see Wooldridge, 2000] fall in this area. Concise overviews can be found in Herzig [2015] and
van der Hoek and Wooldridge [2012].

12For more comparisons among logics for MAS we refer the reader to Goranko and Jamroga
[2005] and Herzig [2015].

13In the tradition of philosophical logic, by proposition we mean a set of possible states,
namely those at which the proposition is true. In probability theory and game theory this is
often called an event.
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encode the following intuitive view: At every state w, every agent is endowed
with a set of available actions and can choose to perform one action from this
set. Taken together, the actions chosen by all agents at w uniquely determine
the next state of the world. The formal definition, which we take, with minor
changes in notation, from Broersen et al. [2006b],14 is as follows:

2.3.1. Definition (Game model). Let Ag and Prop be defined as above. A
game model is a tuple

Γ = 〈W, {Ai,w | i ∈ Ag,w ∈ W}, o, ν〉

where W 6= ∅ is a set of states, ν : Prop → 2W is a valuation function, and, for
every i ∈ Ag and w ∈ W , Ai,w = {ai,w, bi,w, ci,w, . . . } is a set of actions available
to agent i at w. For every coalition I ⊆ Ag and state w ∈ W , AI,w = Πi∈IAi,w is
the set of actions available to coalition I at w and AAg =

⋃
w∈W AAg,w is the set of

action profiles over Γ. The last element of Γ is the outcome function o : AAg → W
which assigns to every action profile over Γ a unique outcome state.

As in game theory, in game models individual actions are given an abstract
representation: each Ai,w is a set of action labels. In addition, as in STIT seman-
tics, the actions available to a coalition at w are modeled by taking together some
actions available to its members at w (one for each member). The actions avail-
able to the grand coalition Ag (called action profiles) have a special role: they
determine a transition from a given state to a unique outcome state. The outcome
function o keeps track of the transition determined by every action profile.

The outcome function o can be extended to any coalition in the following
way. Where I ⊆ Ag, let −I be Ag \ I and, where αI,w ∈ AI,w, let αI,wα−I,w be
the action profile induced by αI,w and α−I,w. For every I ⊆ Ag, w ∈ W , and
αI,w ∈ AI,w, we define:

o(αI,w) = {o(αI,wα−I,w) |α−I,w ∈ A−I,w}

Intuitively, every state in o(αI,w) is a possible outcome of αI,w (i.e., a state that
might result if coalition I performs αI,w). We are now ready to define the notion
of effectivity function for a game model.

2.3.2. Definition (Effectivity function for a game model). Where Γ is a game
model, an effectivity function for Γ is a map EΓ : 2Ag ×W → 22W defined by
setting, for every I ⊆ Ag, w ∈ W , and P ∈ 2W :

P ∈ EΓ
I (w) iff there is αI,w ∈ AI,w s.t. o(αI,w) ⊆ P

iff there is αI,w ∈ AI,w s.t., for all α−I,w ∈ A−I,w,

o(αI,w, α−I,w) ∈ P

14As pointed out by the authors, the differences with Pauly’s definition are only “cosmetical.”
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Whenever P ∈ EΓ
I (w), we say that I is effective for P at w.

In words, coalition I is effective for P at w just in case there is an action
available to I at w that results in a P -state, no matter what the other agents do
(where a P -state is a state included in P ). Where Γ is a game model and w a
state in Γ, the semantics of formulas like [I]ϕ is then defined as follows:

Γ, w |= [I]ϕ iff {w′ ∈ W |Γ, w′ |= ϕ} ∈ EΓ
I (w) (Sem[I])

Hence, [I]ϕ is true at w just in case I is effective at w for the proposition ex-
pressed by ϕ. Notice the ∃∀ pattern of quantification hidden in this clause: given
Definition 2.3.2, Sem[I] says that [I]ϕ is true at w just in case there is an action
αI,w available to I at w such that all possible outcomes of αI,w are ϕ-states. From
a conceptual point of view, this suggests that the notion of ability modeled by
CL is the same as the one modeled by STIT (but more on this in a moment).
From a technical point of view, it reveals that actions are not essential elements
of the semantics after all. And, in fact, Pauly [2002] shows that an equivalent
semantics can be given by replacing game models with coalition models, which
are tuples 〈W,E, ν〉, where W and ν are as before and E : 2Ag×W → 22W , called
a playable effectivity function, satisfies the following properties: for every w ∈ W ,
P, P ′ ∈ 2W , and I, J ⊆ Ag such that I ∩ J 6= ∅,

1. No coalition is effective for the impossible proposition: ∅ /∈ EI(w).

2. Every coalition is effective for the necessary proposition: W ∈ EI(w).

3. Ag-maximality : if P /∈ EAg(w), then W \ P ∈ E∅(w).

4. Outcome monotonicity : if P ⊆ P ′ and P ∈ EI(w), then P ′ ∈ EI(w).

5. Superadditivity : if P ∈ EI(w) and P ′ ∈ EJ(w), then P ∩ P ′ ∈ EI∪J(w).

The complete axiomatization of CL provided by Pauly [2002] is displayed in
Table 2.4. As it is immediate to see, the axioms express in the language the prop-
erties of playable effectivity functions. Focusing on the most interesting ones,
axiom N, which corresponds to Ag-maximality, says that, if the grand coalition
cannot guarantee ϕ, then ¬ϕ will be true in the outcome state, regardless of what
any agent does. This reflects that the actions available to the grand coalition de-
termine a unique outcome state. Axiom M expresses the requirement of outcome
monotonicity, according to which, if a coalition is effective for a proposition, then
it must also be effective for the consequences of that proposition. Finally, axiom S
corresponds to superadditivity and says that disjoint coalitions can jointly achieve
whatever they can achieve separately.

Now, CL and STIT seem to share several features, like the strategic inter-
pretation of agency (i.e., the focus on what agents can achieve, no matter what
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(CPL) All classical propositional tautologies
(⊥) ¬[I] ⊥
(>) [I]>
(N) ¬[Ag]ϕ→ [∅]¬ϕ
(M) [I](ϕ ∧ ψ)→ [I]ϕ
(S) [I]ϕ1 ∧ [J ]ϕ2 → [I ∪ J ](ϕ1 ∧ ϕ2) provided that I ∩ J = ∅
(MP) From ϕ→ ψ and ϕ, infer ψ
(RE) From ϕ↔ ψ, infer [I]ϕ↔ [J ]ψ

Table 2.4: The axiom system CL

the other agents do) and the analysis of ability. But can the connection be made
formally precise? A positive answer was given by Broersen et al. [2006b],15 who
proved that CL can be embedded into STIT, provided that two assumptions are
added to standard STIT theory: (1) that time is discrete and without end,16 and,
correspondingly, that the language includes the “next” operator X (a formula
like Xϕ means “ϕ is true at the next moment on the current history”); (2) that
every choice available to the group of all agents at a moment determines the next
moment, in the sense that all histories it includes pass through a unique next mo-
ment. Let LXSTITGn

be the set of formulas obtained by extending the set LSTITGn
of

formulas of group atemporal STIT with formulas of form Xϕ. The proof that CL
can be embedded into STIT is based on the definition of a translation function
mapping formulas from LCL into formulas from LXSTITGn

. Broersen et al. [2006b]
define the translation function tr : LCL → LXSTITGn

as follows:

tr(p) = 2p tr(ϕ ∧ ψ) = tr(ϕ) ∧ tr(ψ)

tr(¬ϕ) = ¬tr(ϕ) tr([I]ϕ) = ♦[I cstit]Xϕ

Hence, as suggested above, formulas like [I]ϕ essentially express ability in
the sense of STIT. The translation also reveals that the modalities of CL can
be analyzed as the fusion of three modal operators: one for historic possibility,
one for agency, and one for what happens next. Thus, unlike the STIT formula
♦[I cstit]ϕ, the CL formula [I]ϕ is intrinsically “future oriented.” This reflects
the fact that, in the semantics of CL, the dynamics of actions is not abstracted
away: actions determine possible transitions to next outcome states, which do
not necessarily coincide with the state at which the agents decide to act.

15The authors acknowledge Wölfl [2004] as the first attempt to connect the two frameworks
at a conceptual level.

16A BT structure 〈Mom,<〉 is discrete and without end moments when < has the following
property: for every m1,m ∈Mom, if m1 < m, then there is a moment m2 such that m1 < m2 ≤
m and, for no moment m3, m1 < m3 < m2. This property ensures that, for every moment m
and history h ∈ Hm, there is a moment on h occurring immediately after (or next to) m.
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To give a hint of how the proof presented by Broersen et al. [2006b] goes
through, assumptions (1) and (2) ensure that the translations of the axioms of
CL (and, in particular, of axiom N) are valid in STIT and that the translated
inference rules are truth-preserving. Given Pauly’s completeness theorem, this
suffices to conclude that the translation of every CL-validity is valid in STIT.
The proof of the converse implication (i.e., the translation of every formula sat-
isfiable in a game model is satisfiable in a STIT model) is based on the con-
struction of a STIT model MΓ =

〈
MomΓ, <Γ, ChΓ, πΓ

〉
from a game model

Γ = 〈W, {Ai,w | , i ∈ Ag,w ∈ W}, o, ν〉. We briefly sketch the main steps of the
construction to clarify the relation between the two semantics. To keep the pre-
sentation simple, we restrict attention to game models where transitions do not
give rise to loops.17 MΓ is defined as follows:

1. MomΓ is just W : states in Γ can be viewed as moments in a STIT model.

2. <Γ is built from the outcome function o. The idea is that every action profile
transitions a moment in a unique next moment, and so w <Γ w′ holds if
there is a sequence of transitions such that the first transition starts at w,
the last transition ends at w′, and each transition in the sequence starts
at the state where the previous transition ends. In other words: time in Γ
emerges as a by-product of the actions of the agents.

3. For every agent i and state w, Chwi is built from Ai,w. In particular, for any
action ai,w ∈ Ai,w, the set of histories in Hw on which a possible outcome
of ai,w occurs is a choice-cell in Chwi . In other words: Chwi is obtained by
identifying actions in Ai,w with the sets of their possible outcomes.

4. For every index w/h in MΓ and p ∈ Prop, w/h ∈ πΓ(p) holds just in case
w ∈ ν(p). This entails that Γ, w |= p just in case p is settled true at w in
MΓ, which, in turn, explains the translation of propositional variables.

Let us conclude with some brief remarks on the relation between CL, ATL
and STIT. While CL is a framework to reason about the control a coalition can
exercise on what happens next by choosing an action, ATL [Alur et al., 2002;
Goranko and van Drimmelen, 2006] is a framework to reason about the control
a coalition can exercise on what happens in the long run by choosing a strategy.
The key modal formulas of ATL have form 〈〈I〉〉ϕ, read “coalition I has a strategy
that guarantees that ϕ.” Goranko [2001] showed that CL is a fragment of ATL,
by identifying the CL formula [I]ϕ with the ATL formula 〈〈I〉〉Xϕ. The question
then naturally arises whether the embedding of CL into STIT can be extended to
the whole ATL. A positive answer was again given by Broersen et al. [2006a], who
proved that ATL can be embedded into the extension of STIT with strategies,
called strategic STIT, proposed by Horty [2001, Chapter 7] (as before, under the

17If they do, Γ needs first to be unraveled [see Blackburn et al., 2001, p. 63].
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proviso that some additional assumptions are granted). In particular, it turns out
that the ATL formula 〈〈I〉〉Xϕ can be identified with the strategic STIT formula
♦s[I scstit]Xϕ, where ♦s[I scstit] is a fused operator of long-term strategic ability.
This result shows that STIT logics are the most general logics of agency on the
market. Importantly, besides allowing us to reason about what individual agents
and groups can do, STIT, unlike CL and ATL, also allows us to reason about
what they actually do. As we will see below, this is also one of the features that
distinguishes STIT from PDL.

2.3.2 Comparison between STIT and PDL

So far, we have considered frameworks allowing us to reason about the agency of
individual agents or groups in bringing about certain effects. But what about the
performed actions themselves? As we mentioned in Section 2.1, STIT semantics
represents actions as action tokens, that is, as concrete, particular events occur-
ring at a unique space-time location, while there is nothing in the semantics that
allows us to group together actions of the same type [cf. Horty and Pacuit, 2017,
p. 617]. So, we can represent, e.g., Ann’s particular dropping of a particular
glass in a particular situation and say that, by performing this particular action,
Ann ensures that the particular glass will break. But we cannot classify Ann’s
particular action as an action of type “dropping a glass” and say, for instance,
that Ann broke the glass by dropping it rather than, say, by hitting it against the
table, or that she performs this type of action twice in a row, or that Bob just
did the same type of thing (and, yet, he did not break a glass). Game models,
unlike STIT models, include action labels that can be interpreted as action types.
Yet, the object language of CL does not include any explicit reference to actions
– which is why, ultimately, actions are inessential elements of the semantics.

Unlike STIT and CL, PDL [Fischer and Ladner, 1979; Harel, 1984; Harel et al.,
2000], the propositional counterpart of Pratt’s [1976] Dynamic Logic (DL), is a
modal logic of programs that was specifically designed to reason about the possible
executions of different types of programs. Although it originated in computer
science, PDL was later applied to deontic logic [Meyer, 1988] and philosophy of
action [Segerberg, 1992] on the basis of the analogy between computer programs
and actions: as Meyer [1988, p. 110] has it, “[o]ne has to realize that a computer
program is in fact nothing but a sequence of actions of a certain kind.” Following
this insight, from now on, we will take PDL as a logic of action.

The characterizing feature of PDL is that its language contains two categories
of expressions: (names of) action types and formulas. The modal formulas of the
logic have form [α]ϕ, where α is (a name of) an action type, and are read “after
every possible execution of α, ϕ is true” or “doing α necessarily results in a state
in which ϕ is true.” The action type α can either belong to a given set Atm of
atomic types or result from more basic types, using either one of the following
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operations:18

1. Sequential composition: α; β is the type that is instantiated whenever β is
performed after α;

2. Nondeterministic composition: α ∪ β is the type that is instantiated when-
ever either α or β is performed;

3. Finite iteration: α∗ is the type that is instantiated whenever α is performed
repeatedly, for a finite number of times.

The set Types of action types is built from Atm via the three operations above.
In the semantics, action types are interpreted as binary relations between

states. The idea is that actions are dynamic entities: as the occurrence of an
event, the performance of an action typically results in a change of the world.
When we, for instance, switch the light on, the world changes from a state in
which the light is off to a state in which it is on; when Ann drops her glass, the
world changes from a state in which the glass is in Ann’s hand to a state in which
the glass is on the floor; and so on. A possible performance, or execution, of an
action type can then be thought of as a transition between two possible states:
an initial-state at which the action starts and an end-state at which the action
is concluded. By assuming an extensional view on types, this leads to model
an action type as a set of transitions between possible states, namely those that
correspond to its executions.

2.3.3. Definition (PDL model). Let Atm and Prop be defined as above. A
PDL model is a tuple 〈W,R, ν〉, where W 6= ∅ is a set of possible states, ν :
Prop → 2W is a valuation function, and R : Atm → 2W×W assigns to every
atomic type a a binary relation Ra over W .

Intuitively, wRaw
′ means that there is a possible execution of the atomic

action a at w that results in state w′. So, Ra(w) = {w′ ∈ W |wRaw
′} is the set

of possible outcomes of a at w. The function R is naturally extended to the set
of all action types by setting, for every type α and β:

Rα;β = Rα ◦Rβ Rα∪β = Rα ∪Rβ Rα∗ = R∗α

where ◦ takes two binary relations and returns their composition and ∗ takes
a binary relation and returns its reflexive transitive closure. The semantics of
formulas like [α]ϕ is defined by the following clause,19 where M is a PDL model
and w a state in M :

M,w |= [α]ϕ iff, for all w′ ∈ W, if wRαw
′ then M,w′ |= ϕ (Sem[α])

18More operations can be added, like the test operation ? that, for every formula ϕ, returns the
program ?ϕ, corresponding to “proceed if ϕ is true; fail otherwise.” We here restrict attention
to the operations that are the most common in action logic.

19The action modalities [α] are the only modalities of PDL.
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(CPL) All tautologies of CPL (Seq) [α;β]ϕ↔ [α][β]ϕ
(K[α]) The axiom schema of K for [α] (Com) [α ∪ β]ϕ↔ [α]ϕ ∧ [β]ϕ

(MP) From ϕ→ ψ and ϕ, infer ψ (FP) [α∗]ϕ↔ (ϕ ∧ [α][α∗]ϕ)
(RN[α]) From ϕ, infer [α]ϕ (Ind) ϕ ∧ [α∗](ϕ→ [α]ϕ))→ [α∗]ϕ

Table 2.5: The axiom system PDL

So, [α]ϕ is true at w just in case all possible executions of α at w result in a state
where ϕ is true. A well-known axiomatization of PDL is displayed in Table 2.5.20

We only point out that axioms Seq and Com reveal that, in the star-free fragment
of PDL, all operators for complex modalities can be eliminated.

From a conceptual point of view, there are various points of comparison be-
tween STIT and CL on the one hand and PDL on the other hand, some of which
we have already touched upon. Let us highlight the main issues.

Actions and time. PDL models are clearly more similar to game models than
to STIT models: both PDL models and game models are so-called labeled transi-
tion systems, that is, structures that represent possible transitions between states,
tagged with labels from a given set (in the present case, with the actions that, in-
tuitively, bring them about). Unlike STIT frames, PDL models and game models
are action-driven rather than time-driven: although it is not explicitly repre-
sented, time can be viewed as emerging as a by-product of the performance of
actions. In particular, like actions in game models, atomic action types in PDL –
possibly combined via the operation ∪ of nondeterministic composition – can be
viewed as one-step actions, determining transitions to a possible next state. By
contrast, actions built by using the operations ; of sequential composition and ∗
of finite iteration can be viewed as courses of action, determining transitions con-
sisting of multiple steps and possibly leading to states that are far in the future.
As in the case of CL, this dynamic conception of actions makes PDL modalities
intrinsically “future oriented”: the semantics of formulas like [α]ϕ gives them the
intended meaning that, after the execution of α, ϕ is true.

Interactions between agents. With respect to STIT and CL, an eye catching
feature of PDL is that there is no reference to agents either in the semantics or in
the object language. The standard way to deal with this issue [see, e.g., Herzig
and Longin, 2004; Lorini and Herzig, 2008; Meyer et al., 1999; Wieringa and
Meyer, 1993] is to build complex action types from a set of pairs (a, i), where
a ∈ Atm is an atomic type and i ∈ Ag is an agent (we write ai rather than (a, i)

20The first axiomatization of PDL was presented by Segerberg [1977], and the first complete-
ness proof was due to Parikh [1978]. A textbook presentation of the proof can be found in
Blackburn et al. [2001, Chapter 4.8].
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in what follows). Intuitively, ai is the type of action that is instantiated when
agent i performs an action of type a. Let a modified PDL model be a PDL model
in which the domain of the function R is the set of all pairs ai included in the
language. Then, for any states w,w′ in a modified PDL model, wRaiw

′ represents
the fact that agent i contributes to the transition from w to w′ by doing an action
of type a. In this way, PDL, like STIT and CL, can be used to reason about the
interaction between different agents. In this regard, observe that, unless further
assumptions are made, the following are not excluded:

1. An agent i can perform more than one type of action at a time: it is possible
that Rai(w) ∩Rbi(w) 6= ∅ for some a 6= b.

2. An agent j cannot contribute to a possible transition: it is possible that w′ ∈
Rai(w), for some a ∈ Atm and i ∈ Ag, but there is no b ∈ Atm s.t. w′ ∈ Rbj (w).

3. Different agents i and j can have incompatible types of action available to them:
it is possible that Rai(w) 6= ∅ 6= Rbj (w) but Rai(w) ∩Rbj (w) = ∅.

Hence, the action types available to an agent at a state w in a modified PDL
model might not partition the set of transitions starting at w. In addition, they
might not be independent of the action types available to other agents at w. This
means that, unlike in STIT, an agent can prevent another agents from doing
certain actions.

Agency and ability. Having introduced agents, we can now consider how
agency and ability can be expressed in PDL. Formulas like [ai]ϕ are interpreted
by adapting clause Sem[α]: where w is a state in a modified PDL model M ,

M,w |= [ai]ϕ iff, for all w′ ∈ W, if wRaiw
′ then M,w′ |= ϕ (Sem[ai])

Accordingly, [ai]ϕ is true at a state w in a model M just in case, if agent i
performs an action of type a at w, then ϕ will be true. Notice the conditional
form of this reading: unlike the STIT formula [i cstit]ϕ, [ai]ϕ does not say that i
actually brings about ϕ, but that i brings about ϕ if she performs an action of
type a. In this sense, borrowing an expression from Herzig et al. [2018], PDL, like
CL, is about potential agency and not about actual agency.

On the other hand, unlike STIT and CL, PDL is not only about the effects
an agent can realize by acting, but also about the types of action she has to do
to bring the effects about. This adds an interesting component to the analysis of
ability. Consider the following formula, where 〈ai〉 abbreviates ¬[ai]¬:

〈ai〉> ∧ [ai]ϕ

As it is easy to check, the first conjunct is true at a state w just in caseRai(w) 6= ∅.
This means that agent i can perform an action of type a at w, that is, this type
of action is available to her at w. In addition, according to the second conjunct,
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a is a type of action that, if performed by i, ensures that ϕ is true. But then
〈ai〉> ∧ [ai]ϕ means that agent i has the ability to bring about ϕ by doing ai.
The familiar ∃∀ pattern can be recovered by quantifying over ai: letting Ai be the
set of action types associated with agent i (and assuming that this set is finite),
the formula ∨

ai∈Ai

(〈ai〉> ∧ [ai]ϕ)

expresses that there is an action available to agent i that guarantees the truth of
ϕ, i.e., that i has the ability, in the STIT or CL sense, to bring about ϕ.

As first highlighted, in the STIT literature, by Herzig and Troquard [2006],
the possibility to refer to the types of action by means of which an agent can
bring about a certain result is crucial to model an important sense of ability,
namely “knowing how.”21 More generally, as already emphasized by Segerberg
[1992] and, more recently, by van Benthem and Pacuit [2014], merging STIT
and PDL seems to be a necessary step towards a unified and comprehensive
framework to reason about agency. In the last decades, several authors, including
Broersen [2014b], Herzig and Lorini [2010], Horty [2019], Horty and Pacuit [2017],
Segerberg [2002], Troquard and Vieu [2006], Xu [2010, 2012] among others, have
taken up this challenge. In the coming chapters in Part I of the dissertation,
we will see that supplementing STIT with action types is also key to applying
the theory to the analysis of causal responsibility and, relatedly, to the study of
counterfactual reasoning concerning what can be, or could have been, done in the
course of time. The importance of action types in relation to normative reasoning
will emerge in Part II.

21For a recent discussion see Horty and Pacuit [2017] and Broersen and Ramı́rez Abarca
[2018].
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Agency and counterfactuals





Chapter 3

Causal responsibility: A first refinement
of STIT

Causal responsibility is the kind of responsibility that derives exclusively from the
fact that an agent brought about a certain state of affairs, no matter her intentions
or beliefs. It is one of the most basic forms of responsibility both in moral and
legal reasoning: Moral blameworthiness as well as criminal and civil offenses are
usually determined on the basis of two elements, namely the subject’s acts (called
actus reus, or “guilty act,” element in the law) and the subject’s intentional states
(called mens rea, or “guilty mind,” element in the law). The question whether
the subject’s acts were guilty precedes the question whether her mind was guilty.
First, one determines if what the agent did actually caused a negative result,
that is, whether the agent can be said to be causally responsible for it. If so,
one further considers why the agent did what she did, that is, whether she acted
recklessly, knowingly, or, even worse, intentionally.1

Given this picture, a central prerequisite for a logic to analyze responsibility
attributions is that it supports reasoning about the states of affairs that are ac-
tually brought about. As we saw in Chapter 2, STIT logic, unlike other logics for
MAS, satisfies this prerequisite. It is then not surprising that in the last years
STIT has become one of the main reference tools, among logicians, to formally an-
alyze complex notions of moral and legal responsibility.2 Assuming that formulas
such as [i cstit]ϕ and [i dstit]ϕ (or variants thereof) express that agent i is causally

1Moral blameworthiness and the kind of legal responsibility considered here fall in the cat-
egory of so-called backward looking responsibility, i.e., responsibility for what has happened in
the past. A different category that we will not consider in what follows is forward looking
responsibility, i.e., responsibility for what one ought to realize in the future. An example of
backward looking responsibility is responsibility for a car accident. An example of forward
looking responsibility is responsibility for submitting a review by the deadline. A recent taxon-
omy of different kinds of responsibility with an analysis of how they relate to one another can
be found in Van De Poel [2015].

2Recent works in this direction include Broersen [2011a,b, 2014a], Ciuni and Mastop [2009],
Duijf [2018], Mastop [2010], Lorini and Schwarzentruber [2011], and Lorini et al. [2014].
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responsible for ϕ, this line of research has primarily focused on studying various
aspects of the notion of mens rea by relying on extensions of STIT with epistemic
operators [see, e.g., Broersen, 2011b; Broersen and Ramı́rez Abarca, 2018; Herzig
and Troquard, 2006; Horty and Pacuit, 2017; Lorini et al., 2014], probabilistic be-
lief operators [Broersen, 2013, 2014a], operators for intentions [Broersen, 2011a],
and deontic operators [see Xu, 2015] (to name a few).

In this chapter we take a step back with respect to this trend. Our aim is to
bring to the foreground the problem of analyzing ascriptions of causal responsi-
bility in STIT and to refine the standard semantics in order to make it suitable to
address this problem. Our contribution is to introduce genuinely causal notions
in STIT – an issue that, to our knowledge, has been explicitly addressed only by
Xu [1997] so far – and to provide a formalization of different, but intimately re-
lated, notions of causal responsibility. We show how the interplay between these
notions accounts for important aspects in the ascription of individual as well as
group responsibility that cannot be detected in the standard semantics.

Outline. We start, in Section 3.1, by clarifying why standard STIT semantics
needs to be refined and by presenting a three-phase view on the attribution of
causal responsibility. This view motivates us to move to a richer framework,
which is presented in Section 3.2. We first supplement STIT frames with ac-
tion types and with a relation of opposing between action types [Section 3.2.1].
We then introduce the syntax and semantic of our STIT logic with action types
and opposing (ALOn) and present a sound and complete axiomatization [Section
3.2.2]. In Section 3.3 we formalize the main phases in the attribution of causal
responsibility and introduce corresponding responsibility operators. After com-
paring the new operators with the deliberative STIT operator, in Section 3.4 we
analyze a number of paradigmatic examples involving both individual and group
responsibility. Section 3.5 summarizes the main results and highlights directions
for future work. The proofs of completeness and of some key propositions from
Section 3.3 are found in Appendix A.

This chapter is based on Baltag et al. [Forthcoming].

3.1 Refining STIT: why and how

In the literature on STIT, formulas like [i cstit]ϕ or [i dstit]ϕ are typically taken
to express that agent i brings about ϕ, in the sense that the action that agent i
performs causes ϕ. This is why standard STIT operators are often used to model,
at least to a first approximation, causal responsibility. But there is an important
mismatch between the intuitive notion of bringing about underlying ascriptions
of causal responsibility and the notion of bringing about modeled in STIT. On
the one hand, responsibility for a result presupposes that the result is caused by
the agent, where causing the result is compatible with the possibility that other
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Alice is agent 1 and can either stand

still (K1) or shoot Dan (K2); Beth is

agent 2 and can either stand still (K3)

or hit Alice’s arm (K4). ϕ stands for

“Dan is dead some time in the future”

and is only true at index m1/h1. h1

(the thick line) is the actual history.
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Figure 3.1: Example 3.1.1 in standard STIT semantics

agents could have prevented it. On the other hand, [i cstit]ϕ is true when the
result (i.e., ϕ) is guaranteed by the agent, where guaranteeing the result excludes
the possibility that other agents could have prevented it. This is a straightforward
consequence of the condition of independence of agents [condition 2 in Definition
2.1.5]. The latter condition ensures the validity of formulas like [i cstit]ϕ →
¬♦[j cstit]¬ϕ, which say that an agent brings about only those things that no
other agent has the ability to block.

The aforementioned mismatch has important consequences on the possibility
of using standard STIT semantics to represent causal responsibility (and more
elaborate notions) in complex multiagent scenarios. To better appreciate this
point, consider the following example.

3.1.1. Example. Alice shoots Dan dead. Beth, a bystander, could prevent Dan’s
death by hitting Alice’s arm, but she remains still, petrified with fear.

Does Alice see to it that Dan is dead in this scenario? Is she causally responsible
for it? Figure 3.1 depicts the simplest STIT model of Example 3.1.1, where history
h1 (the thick line) represents the actual course of events. Given this model, the
answer to our questions is negative: because of what Beth can do, Alice’s action
does not guarantee Dan’s death; hence, Alice does not see to it that Dan is dead.
Yet, a jury assessing the case would certainly disagree: after all, Alice did pull
the trigger and cause Dan’s death!3

3This consequence of the condition of independence of agents is well-known in the litera-
ture, see Royakkers and Hughes [2020, p. 335] for a recent example. There are two potential
reactions to this problem: first, to grant that STIT only applies to situations in which agents
act independently; second, to argue that cases like Example 3.1.1 require a more elaborate
representation, e.g., one in which Alice has a choice corresponding to a way of shooting that
guarantees Dan’s death. We agree with the former reaction and view our proposal as a way to
extend the range of applications of STIT.
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In this chapter, we refine STIT in order to make it suitable to model causal
agency and analyze causal responsibility in basic multiagent scenarios of this sort.
To do this, we will view the attribution of causal responsibility for ϕ as a task
involving the following three preliminary phases:

1. selection of the relevant context;

2. identification of the potential causes of ϕ;

3. selection of the actual causes of ϕ.

Similar phases characterize causal analyses in terms of causal models á la Halpern
and Pearl [Pearl, 2000; Halpern and Pearl, 2005; Halpern, 2016], where the iden-
tification of the actual causes of an event presupposes the selection of a set of
variables describing the relevant situation and the specification of a set of struc-
tural equations describing the assumed causal influences between the variables.4

Causal analyses in the law and in everyday practice also follow a similar pat-
tern.5 Here, we will understand the three phases in terms of the following three
corresponding questions:

1. Who was involved and what actions did they do?

2. Who did something that was expected to result in ϕ?

3. Who, in addition, did something that actually contributed to ϕ?

We devote the rest of this section to clarify the content of each phase and
explain how we will enrich STIT semantics in order to account for it.

4In a nutshell, a causal model is a tuple 〈U ,V,R,F〉, where: U is a set of exogenous variables
(variables whose values are determined by factors that are not modeled); V is a set of endogenous
variables (variables whose values are determined by factors that are modeled); R is a function
assigning to every variable in U ∪ V a range of possible values; F is a function assigning to
every variable in V a structural equation. To illustrate, suppose that a house in the middle of a
forest burns down and we want to establish what the cause was. We know that there were two
arsonists, Ann and Bob, in the forest and we are confident that one of them started a fire that
destroyed the house. We can build a causal model of the situation as follows. U includes two
variables: UA for Ann’s psychological conditions, which takes value 1 if such conditions leads
Ann to drop a lit match; UB for Bob’s psychological conditions, which takes values 1 and 0 in
the same way as UA. V includes three variables: A for Ann, which takes value 1 if Ann drops
a lit match and 0 if not; B for Bob, which takes values 1 and 0 in the same way as A; H for
the house, which takes value 1 if the house burns down and 0 if not. Finally, F includes the
following equations: A = UA, B = UB , H = min(A,B). According to the equations, whether
Ann (resp. Bob) drops a lit match depends on Ann’s (resp. Bob’s) psychological conditions.
In addition, whether the house burns downs depends on whether either one of the two agents
drops a lit match. See Halpern [2016, Chapter 2.1] for more details.

5See, e.g., Lagnado and Gerstenberg [2017], where the causal model approach is related to
legal and everyday causal reasoning.
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3.1.1 Agents and action types

Imagine that we are members of a jury assessing Example 3.1.1. Given the
evidence presented in court, our first task is to figure out what happened: Who
was involved? What did they do? And, how did they interact? By answering
these questions, we select the relevant agents and the relevant actions they were
doing when the homicide took place. For instance, we may say that, when Dan
died, Alice and Beth were present at the scene, Alice fired a shot, and Beth
was standing close to her. In this way, we select Alice and Beth as the relevant
agents and the actions of Alice’s shooting and Beth’s standing as the relevant
actions. Agents and actions that we do not deem relevant for our inquiry, like
Carl’s entering a shop two streets away, David’s reading the newspaper in the
park, or Beth’s smoking a cigarette (while standing), are simply ignored.

The selected agents and actions form what we will call the relevant context.
The relevant context is a basic description of what happened and it sets the
boundaries of our investigation: agents and actions that are left aside cannot be
used to draw any conclusion in the causal analysis. In this sense, the selection of
the relevant context is similar to the process of choosing the variables constituting
a causal model [Pearl, 2000; Halpern and Pearl, 2005; Halpern, 2016]: like the
variables of a causal model, the elements of the relevant context determine the
language used to frame the situation. Of course, there may be disagreement on
which language better serves this purpose. This reflects a basic feature of both
legal and everyday causal reasoning. As Halpern [2015, pp. 91-92] has it,

[E]ven if there is agreement regarding the definition of causality, there
may be disagreement about which model better describes the real
world. I view this as a feature of the definition. It moves the question
of actual causality to the right arena – debating which of two (or more)
models of the world is a better representation of those aspects of the
world that one wishes to capture and reason about. This, indeed, is
the type of debate that goes on in informal (and legal) arguments all
the time.

As causal models are silent on what counts as an appropriate choice of the
variables, our framework will be silent on what counts as an appropriate choice of
the relevant context.6 In addition, the selection of the relevant context itself will
be implicit in our modeling practice, that is, in the selection of one of our models
rather than another to represent a given scenario. Even so, we will describe
the given scenario in terms of both relevant agents and relevant actions, where

6Assuming this view may raise the worry that it gives the modeler too much flexibility, and
that some general criteria to be followed in the modeling practice should be laid down. We leave
a more in-depth discussion of this issue to another venue. In the literature on causal models, it
has been addressed by Halpern and Hitchcock [2010] among others. See Halpern [2016, Chapter
4] for more references.
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we think of the latter as obtained by abstracting away from the features of the
concrete conduct of the agents that are immaterial for the inquiry. To do this,
we will supply STIT with action types.

We assume a minimal view on action types: Unlike action tokens, they are
abstract and repeatable events. In addition, the degree of granularity of the action
types used to describe a given situation depends on the features that are relevant
to the modeler. Since who performs an action is always relevant to attributing
responsibility, we will associate action types with their authors. Accordingly,
instead of working with overly generic action types like shooting and standing, we
will work with individual action types like Alice’s shooting and Beth’s standing
and with group action types like Alice’s shooting and (simultaneously) Beth’s
standing.7 Again, depending on what is relevant to the analysis, action types can
be more specific than this. For instance, the action types Alice’s shooting Dan,
Alice’s shooting Dan with a rifle, Alice’s shooting Dan with a rifle while stepping
back and yelling at Beth can all be used to describe what happened.8

In the following, we will restrict our attention to situations in which the rele-
vant agents act simultaneously and all actions are completed in one step. In line
with PDL [Harel et al., 2000], we will think of the performance of an action type
at a moment as determining a set of transitions to possible next moments. This
will lead us to introduce STIT operators expressing that the choices made by an
individual agent or a group at a moment have effects in the next moment, in the
spirit of XSTIT [Broersen, 2009, 2011b]. In addition, we will model events that
occurred in the past as if they were occurring at the present moment. So, in the
case of Example 3.1.1, our language will allow us to say that Alice is shooting Dan
and Dan will be dead in the next moment, rather than that Alice shot Dan and
Dan is dead now. Although not essential to our proposal, this shift of perspective
will simplify the definitions of the main notions.

3.1.2 Expected results and opposing relation

As members of a jury, once we have selected the relevant context (involved agents
and their actions), our next task is to identify the potential causes of the negative
fact before us (call it ϕ). We typically do this by considering whether some of the
involved agents did something, by themselves or with others, that was expected
to result in ϕ. Let us consider an elaborated version of Example 3.1.1.

7As we will make precise below, group action types are essentially conjunctions of individual
action types: they are instantiated when all individual types constituting them are jointly
instantiated. Group action types are thus the most elementary kind of group actions: they
require neither a cohesive group nor coordinated actions.

8Although the types in these (and later) examples are quite specific, note that they are still
types: a situation in which Alice shoots Dan with a rifle while stepping back and yelling at Beth
is a type of situation that can be realized in different ways and occur in different hypothetical
circumstances.
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3.1.2. Example. Alice and Carl fire at Dan, aiming at the heart. Diana also
fires at Dan, but aims at the legs. Beth remains still, petrified with fear. Dan
dies.

In assessing the case, we will agree that Alice and Carl did something that was
expected to result in Dan’s death (they both aimed at the heart!), while Beth
and Diana did not. We will thus include Alice’s and Carl’s actions in the list of
the potential causes of Dan’s death, and exclude Beth’s and Diana’s actions.

But how do we determine the expected results of an action? Let us start
from the intuitive idea that, when an agent is doing something, she may not
finish what she is doing because of the external interference of some other agents.
This happens all the time in everyday life: my flatmate is coming upstairs and
I am going downstairs, through a narrow staircase, at the same time; my sister
is watering the plants and her partner trips over the garden hose; I am getting
off the train when a group of kids decide that they are not going to wait and
start boarding; and so on. A simple, natural way to determine what the expected
results of an action are in a given situation is to consider what would happen in
that situation if all such external interference were removed. If a state of affairs ϕ
obtains in all hypothetical scenarios that are exactly like the current one except
that nothing interferes with what agent i is doing, then we would take what agent
i is doing to be at least a candidate, potential cause of ϕ.9

In order to capture this view, we will enrich STIT semantics with a primitive
relation of opposing between individual and group action types. Intuitively, an ac-
tion type like Ilaria’s going downstairs opposes another action type like Aybüke’s
going upstairs when the performance of the former is generally assumed to inter-
fere with the performance of the latter.10 In modeling concrete cases, we establish
which individual or group action types oppose a given individual or group action
type by relying on our common-sense understanding of the physical and social
world and of the meaning of the descriptions we use to represent the cases in
question. Of course, this means that there may be disagreement on the extension
of the opposing relation. Again, as in the case of causal models, this is not a limit
but a feature of our framework: it separates the task of building a causal story
of what happened from the task of justifying this story.11

9This resembles the dynamics of an intervention in causal models [see Woodward, 2003,
Chapter 3.1; Halpern, 2016, Chapter 2.1]. When we intervene on the value of a variable in a
causal model, all causal dependencies of that variable on other variables are broken. In a similar
way, when we determine the expected results of an action, all external interferences with that
action are eliminated.

10Notice that it is possible to interfere with the performance of an action without blocking
it: when Aybüke and I take the stairs in opposite directions but I end up walking back to let
her pass, I interfere with Aybüke’s action without blocking it.

11An interesting question is whether the notion of external interference (and so the relation
of opposing) can be further analyzed. An intuitive idea is that, when we describe the action an
agent is doing in general terms, our description comes with a goal that we attribute to the agent
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We will make three assumptions concerning the opposing relation. First,
whether an individual or group action type opposes another individual or group
action type does not depend on the concrete situation in which those types are
performed: Alice’s shooting Dan opposes Dan’s skipping rope whether or not
there is a wall between Alice and Dan. In other words, we view opposing as an
intrinsic relation between action types. This is a simplifying assumption that
can be relaxed without particular difficulties. Second, no individual or group
action type opposes itself: the performance of an action does not generate any
external interference on the action itself. In this regard, let us emphasize that we
take opposing to be a relation between action types associated with their possible
authors, not between action types in general. So, the fact that, e.g., the action
type shooting appears in both Alice’s shooting Dan and Dan’s shooting Alice
has no implication whatsoever on the possibility that the latter types oppose each
other without opposing themselves.12 Finally, when an individual or group action
type A opposes another individual or group action type B, A also opposes any
group action type that includes B. The intuitive justification of this assumption
is that, by interfering with what someone is doing, we automatically interfere
with what that person is doing together with other people. So, by opposing
Aybüke’s going upstairs, Ilaria’s going downstairs ipso facto opposes Aybüke’s
going upstairs and (simultaneously) Tom’s ringing the doorbell.

We do not assume that, when A opposes B, B is also opposed by any group
action that includes A, because the latter group action may include elements that
“oppose the opposer,” so to speak. For instance, Alice’s shooting Dan interferes
with Dan’s skipping rope, but in the group action Alice’s shooting Dan and Beth’s
hitting Alice’s arm this interference is canceled by Beth’s action. So, even if it
includes Alice’s shooting Dan, the group action Alice’s shooting Dan and Beth’s
hitting Alice’s arm does not seem to oppose Dan’s skipping rope. The same
example shows that the relation of opposing is not symmetric: Alice’s shooting
Dan opposes Dan’s skipping rope, but not vice versa.

3.1.3 But-for and NESS tests

Let us go back to Example 3.1.2. After including Alice’s action and Carl’s action
in the list of potential causes of Dan’s death, we have to decide which of them
actually caused it: Was it Alice’s shot, Carl’s shot, or both? The literature

insofar as he is doing that action. For instance, the description Alice’s shooting Dan comes with
the goal Dan is seriously injured, or even Dan is dead. The notion of external interferences may
then be analyzed in terms of incompatibility of goals or probabilistic dependence between goals
(e.g., an action interferes with another when the realization of the goal of the former decreases
the probability of the realization of the goal of the latter). We leave a full exploration of these
possibilities to future work. We thank Valentin Goranko, John Horty, Frederik Van De Putte,
and Olivier Roy for insightful discussions on this issue.

12We thank an anonymous referee of the book series Trends in Logic for suggesting this
example to us.



3.1. Refining STIT: why and how 45

on actual causality is extensive and we will attempt neither to survey it nor to
defend one particular theory over another.13 Rather, we will simply assume the
view adopted in legal theory (especially in tort and criminal law), which is the
conception of a cause as a difference maker that goes back to Hume [1748] and
has been revived by Lewis [1973b, 1986]. This view is condensed in the so-called
but-for test: what agent i did was an actual cause of a state of affairs ϕ if, but
for i’s action, ϕ would not have occurred.14

The but-for test is appealing for its simplicity and, in many cases, it provides
us with intuitive results. Still, it is well-known to fail in cases of overdetermina-
tion: in Example 3.1.2, if Alice’s shot and Carl’s shot were separately sufficient
for Dan’s death, then neither of them would satisfy the but-for test and thus there
would be no actual cause of the death. In the legal literature, this limitation has
been addressed by using the more flexible NESS test [Wright, 1988, 2013].15 Ac-
cording to this account, what an agent did was an actual cause of a state of affairs
ϕ if it was part of a minimal sufficient condition for ϕ that occurred, where a
sufficient condition for ϕ is minimal when none of its parts is a sufficient condition
for ϕ (we will come back to this later).

In order to represent the last preliminary phase in the attribution of causal
responsibility, we will implement both the but-for and the NESS tests in our
framework. We will then use the notion of potential cause, understood in terms
of expected results, and the notion of actual cause, understood in terms of but-
for or NESS conditions, to study corresponding notions of causal responsibility,
which we will call potential, strong, and plain causal responsibility.

Before proceeding, we should mention some connections with the existing
literature:

1. von Wright [1971] already analyzes necessary, sufficient, and NESS conditions
in a branching time framework. Yet, no explicit representation of actions is
provided. In addition, the analysis is only carried out at the semantics level.

2. Xu [1997] models a notion of causality inspired by the NESS account in a
branching time framework supplied with “events,” which resemble action to-
kens in standard STIT semantics (unlike action tokens, events are not per-

13See Mumford and Anjum [2013] for a concise introduction and Beebee et al. [2010] for
an extensive survey covering the history of causation, the standard approaches, and the most
contemporary developments.

14The classic reference on causation in the law is Hart and Honoré [1959]. More recent
discussions can be found in Moore [2009, 2019].

15The acronym “NESS” stands for “Necessary Element of a Sufficient Set.” In philosophy,
the NESS test is closely related to Mackie’s [1965; 1974] INUS account: an INUS condition is
“an insufficient but necessary part of a condition which is itself unnecessary but sufficient for
the result” [Mackie, 1965, p. 34]. In legal theory, a version of the NESS test appears in Hart’s
and Honoré’s [1959] “causally relevant factor” account. A refinement of the NESS/INUS test
that integrates suggestions from the causal model approach of Halpern and Pearl [2005] has
been recently proposed by Baumgartner [2013].
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formed by agents). The analysis is only carried out at the semantic level and
agency is not represented explicitly.

3. Belnap and Perloff [1993] use the notion of minimal sufficient condition (but
not that of NESS condition) to analyze a notion of group agency called “strict
joint agency” in standard STIT semantics.

4. Bulling and Dastani [2013] and Lorini et al. [2014] introduce notions of re-
sponsibility, respectively in CL and STIT, defined in terms of the power of an
agent to prevent a certain state of affairs. An agent has the power to prevent
ϕ if there is an action available to him that guarantees the truth of ¬ϕ. This
notion is intuitively weaker than that of but-for condition: roughly, what an
agent does is a but-for condition of ϕ if all alternative actions available to him
guarantee the truth of ¬ϕ (more on this in Section 3.1.3). In both Bulling and
Dastani [2013] and Lorini et al. [2014] action labels that can be interpreted as
action types are present in the semantics but not in the object language.

5. In order to analyze “unwitting” group agency, Sergot [2008] studies so-called
counteraction conditions of different strength that approximate the but-for
test. Sergot’s proposal is in the tradition of “bring it about” logics [esp. Pörn,
1977] rather than STIT. Still, the semantical framework he advances is a form
of labeled transition system, where properties of transitions that can be inter-
preted as action types can be expressed in the object language.

6. Braham and van Hees [2011, 2012, 2018] provide a game-theoretic formulation
of the NESS test to analyze moral responsibility and responsibility voids. Our
formalization of the NESS test in Section 3.1.3 can be viewed as a recasting of
Braham and van Hees’s formulation in STIT.

7. By using the machinery of individual strategic STIT from Belnap et al. [2001,
Chapter 13], Müller [2005] provides a semantics for formulas like [i istit]ϕ, read
“agent i is seeing to it that ϕ.” Here ϕ is the default result of the concrete
strategy that agent i is performing. Suggestions to interpret such formulas in a
STIT semantics supplied with action types are advanced by Troquard and Vieu
[2006], who, nevertheless, leave the formalization of the notion of default result
to future work. Conceptually, the main difference between Müller’s proposal
and our own is that Müller assumes a primitive notion of “default strategy”
and takes default results to be the results of this strategy. On the other hand,
by taking a cue from the literature on causal models, we assume a primitive
notion of external interference and take expected results to be the results that
an action would have if performed without interference.

With respect to these works, our main contributions are to supplement STIT
with notions of actual causality that are well-established in the legal and philo-
sophical literature and to make them interact with a notion of potential causality
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in order to analyze causal responsibility. As we will see in Section 3.4, both po-
tential and actual causality are crucial to capture important aspects of individual
and group responsibility. Finally, even though STIT has been extended with ac-
tion types in number of earlier works [see page 32], the introduction of a relation
between action types to model causal influences between them is new.

3.2 The action logic with opposing ALOn

In this section, we introduce a STIT logic with action types and a relation of
opposing between them. We start, in Section 3.2.1, by introducing the ingredients
that are needed to give the semantics for the logic. The formal language, the
models, and the notion of truth are defined in Section 3.2.2, where a complete
axiomatization is also presented (the proof of completeness is in Appendix A.1).

3.2.1 ALOn frames

Our semantical framework consists of three main components: a discrete branch-
ing time structure (called DBT structure) modeling the flow of time; an action
type function labeling moment-history pairs with the action types performed by
the group of all agents; finally, an opposing function representing the relation of
opposing between action types.

3.2.1. Definition (DBT structure). A DBT structure is a tuple 〈Mom,<〉 such
that Mom 6= ∅ is a set of moments and < is the temporal precedence relation.
As usual, ≤⊆ Mom ×Mom is defined as: for any m,m′ ∈ Mom: m ≤ m′ if
and only if m < m′ or m = m′. The relation < is a discrete tree-like ordering of
Mom: it satisfies, for all m,m1,m2,m3 ∈Mom,

1. Irreflexivity : m 6< m.

2. Transitivity : if m1 < m2 and m2 < m3, then m1 < m3.

3. Past-linearity : if m1 ≤ m3 and m2 ≤ m3, then either m1 ≤ m2 or m2 ≤ m1.

4. Discreteness : if m1 < m2, then there is an m3 such that m1 < m3 ≤ m2

and there is no m4 such that m1 < m4 < m3.

5. No endpoints : there is an m′ ∈Mom such that m < m′.

The standard notions used to reason about DBT structures are summarized
in Table 3.1. We extensively discussed the notions in groups (I) and (III) in
Chapter 2.1. To summarize the key points and add the notions in group (II), let
T = 〈Mom,<〉 be a DBT structure. Recall that each h ∈ HistT represents a
complete course of events. If m ∈Mom, then each h ∈ HTm represents a complete
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(I) Histories

• A history is a maximal set of linearly ordered moments from Mom.

• HistT is the set of histories in T .

• History h passes through moment m when m ∈ h.

• HTm = {h ∈ HistT |m ∈ h} is the set of histories passing through m.

• h, h′ ∈ HistT are undivided at m iff m ∈ h ∩ h′ and there is m′ > m s.t.

m′ ∈ h ∩ h′.
(II) Immediate successors

• succ(m) = {m′ ∈Mom |m < m′ and, for no m′′ ∈Mom,m < m′′ < m′}
is the set of immediate successors of m.

• If h ∈ HTm, the immediate successor of m on h, denoted with succh(m), is

the unique element of h ∩ succ(m).

(III) Indices

• An index is a pair m/h such that m ∈Mom and h ∈ HTm.

• IndT is the set of indices in T .

Table 3.1: Key notions related to a DBT structure T

course of events that can still be realized at m and the moment-history pair m/h
represents the complete state of the world at moment m on history h. Since time
is discrete with no endpoint, for each m ∈ Mom, the set succ(m) of immediate
successors of m is non-empty. In addition, if h ∈ HTm, then h ∩ succ(m) is a
singleton because histories are linearly ordered sets of moments. The unique
element of this set is the immediate successor of moment m on history h and is
denoted with succh(m). As before, we will omit the superscript T and simply
write Hist, Hm, and Ind when the DBT structure is clear from context.

Turning to agency, let us start by fixing sets of agents and action types:

• Let Ag = {1, . . . , n} be the set of n (names of) agents for some number
n ∈ N. We will use i, j, k, i, i′′, . . . for elements of Ag.

• Let Atm be a non-empty finite set of (names of) action types. We will use
a, b, c, a′, a′′, . . . for elements of Atm.

We think of agents as being endowed with a repertoire of action types of which
they can be authors. We associate each action type with its possible authors and
fix a set Acts of individual action types, defined as follows:

Acts ⊆ Atm× Ag

We write ai rather than (a, i) when (a, i) ∈ Acts. Intuitively, ai is the action type
that is instantiated whenever agent i performs an action of type a. For instance,
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if a is the action type writing and 1, 2 ∈ Ag are, respectively, Tom and Aybüke,
then a1 is the action type Tom’s writing and a2 is the action type Aybüke’s
writing. For i ∈ Ag, let Actsi be the set of action types authored by agent i:

Actsi = {ai ∈ Acts | a ∈ Atm}.

A complete group action is a function α : Ag → Acts such that, for all i ∈ Ag,
α(i) ∈ Actsi. So, a complete group action is any combination of individual
actions, one for each agent (in game-theoretic terms, it is an action profile). Let
Ag-Acts be the set of all complete group actions (we use α, β, γ, . . . for elements
of Ag-Acts). Intuitively, α ∈ Ag-Acts is the action type that is instantiated
whenever, for all i ∈ Ag, agent i performs action α(i). As usual, when α ∈
Ag-Acts and I ⊆ Ag, we will write αI for the restriction of α to the set I, α−I for
αAg\I , and α(I) for the image of I under α. For any α ∈ Ag-Acts and I ⊆ Ag, αI
is a group action. Let G-Acts be the set of all group actions. We define a relation
v⊆ G-Acts×G-Acts by setting: for all αI , βJ ∈ G-Acts,

αI v βJ iff α(I) ⊆ β(J).

αI v βJ means that αI is a sub-action of βJ , or that αI is included in βJ .
We take the action types in Atm,Acts, Ag-Acts, and G-Acts to represent

one-step actions. So, in the spirit of PDL [Harel et al., 2000] and CL [Pauly,
2002], performing an action at a moment transitions to a set of next moments
representing the different possible outcomes of the action.16 To make this explicit,
we could define a transition in a DBT structure T to be any pair of moments
(m,m′) such that m′ ∈ succ(m), where m is the initial-moment of the transition
and m′ is its end-moment. As in game models for CL, we could then label
transitions with the complete group actions that, intuitively, bring them about.17

But in order to avoid the introduction of further notation, here we will label
indices instead: every index m/h will be labeled with the complete group action
that, intuitively, brings about the transition from m to its successor on h (i.e.,
the moment succh(m)).18 If index m/h is labeled with α ∈ Ag-Acts, then α(i)
represents the action type that agent i instantiates at m/h and, similarly, αI the
action type that group I instantiates at m/h. Hence, every agent i instantiates
one, and only one, type of action at every index m/h. We take this to stand for
the action type that the modeler has selected in order to describe what agent i
is doing at m/h. As discussed in Section 3.1.1, which type is selected and how
specific the selected type is depend on the purposes of the modeler.

The final component of the semantics is an opposing function that assigns to
every individual or group action the set of individual or group actions that oppose

16We think of the assumption that the temporal ordering is discrete as a by-product of this
view, rather than as an assumption about the structure of time in itself.

17This is what we do in Baltag et al. [Forthcoming].
18Unlike action profiles in game models, complete group actions in our frames will not nec-

essarily determine a unique transition.
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it.19 An individual or group action opposes another individual or group action
when the performance of the former is generally assumed to interfere with the
performance of the latter. Since opposing is an intrinsic relation between action
types [see Section 3.1.2], the opposing function is not moment-relative. Unless
differently specified, we will use “action” as a shortcut for “individual or group
action” in what follows.

3.2.2. Definition (ALOn frame). An ALOn frame is a tuple 〈T , act,opp〉, where
T is a DBT structure, act : Ind→ Ag-Acts assigns to every index the complete
group action that is performed at it, and opp : G-Acts→ 2G-Acts assigns to every
action the set of actions opposing it. For any m ∈Mom and i ∈ Ag, let

Actsmi =
⋃

h∈Hm

act(m/h)(i)

be the set of actions available to agent i at m and

Actsm =
⋃
i∈Ag

Actsmi

the set of individual actions executable at m. The functions act and opp are
required to satisfy the following conditions: for all m ∈ Mom, h, h′ ∈ Hist, and
αI , βJ , γK ∈ G-Acts,

1. No Choice Between Undivided Histories : if h and h′ are undivided at m,
then act(m/h) = act(m/h′).

2. Independence of Agents : for all α ∈ Ag-Acts, if α(j) ∈ Actsm for all j ∈ Ag,
then there is h ∈ Hm such that act(m/h) = α.

3. Irreflexivity of Opposing : αI /∈ opp(αI).

4. Monotonicity of Opposing : if αI ∈ opp(βJ) and βJ v γK , αI ∈ opp(γK).

It is not difficult to see that the set Actsmi of actions available to agent i at
moment m induces a partition on Hm: for every h ∈ Hm, the set

Actsmi (h) = {h′ ∈ Hm | act(m/h)(i) = act(m/h′)(i)}

is the cell in the partition containing h. The set Actsmi (h) is the action token
performed by i at m/h familiar in STIT semantics [see Chapter 2.1.1] that has
been tagged with its assigned type. Note that every such action token is assigned
a unique type and different tokens are assigned different types.20

19In defining this function, we will use the set G-Acts instead of the set Acts ∪G-Acts. The
reason is that individual actions can be represented by means of singleton-group actions.

20This is a common idea and can be found in, e.g., Horty and Pacuit [2017]. It is also at the
basis of the proof, presented by Broersen et al. [2006b], that CL [Pauly, 2002] can be embedded
in STIT. See Chapter 2.3.1 for more details.



3.2. The action logic with opposing ALOn 51

Conditions 1 and 2 from Definition 3.2.2 are standard requirements in STIT
semantics [cf. Chapter 2.1]: The condition of no choice between undivided his-
tories ensures that no individual action executable at a moment can separate
histories that are undivided at that moment. The condition of independence
of agents ensures that every combination of individual actions executable at a
moment (one for each agent) can itself be executed at that moment.

Turning to the conditions on the function opp (conditions 3 and 4 from Def-
inition 3.2.2), irreflexivity and monotonicity of opposing ensure that no action
opposes itself and that opposing a sub-action suffices to oppose the action as a
whole, in accordance with our basic view on the opposing relation [see Section
3.1.2]. Note that these two requirements entail the following condition, according
to which no action opposes any of its sub-actions:

5. For any αI , βJ ∈ G-Acts, if αI v βJ , then βJ /∈ opp(αI).

To see this, suppose, toward contradiction, that αI v βJ and βJ ∈ opp(αI).
Then, by monotonicity of opposing, βJ ∈ opp(βJ), against irreflexivity of oppos-
ing. Hence, βJ /∈ opp(αI). Condition 5 reflects the idea that, by opposing its
parts, an action would oppose itself. Importantly, this condition does not exclude
the possibility that a sub-action of an action αI opposes another sub-action of
αI . This is a desirable feature: Alice’s shooting Dan and Beth’s hitting Alice is
an example (among many others) of a group action consisting of two actions one
of which opposes the other.

3.2.2 Syntax, semantics, and axiomatization

We now introduce the language LALOn of the logic ALOn. We start by fixing,
besides the set Ag = {1, . . . , n} of (names of) agents and the set Atm of (names
of) action types [see p. 48], a non-empty countable set Prop of propositional
variables.

3.2.3. Definition (Syntax of LALOn). Let Ag, Atm, and Prop be defined as
above. The set of formulas of LALOn , also denoted with LALOn , is generated
by the following grammar:

ϕ := p | do(ai) |αI . βJ | ¬ϕ | (ϕ ∧ ϕ) |2ϕ |Xϕ

where p ∈ Prop, ai ∈ Acts, and αI , βJ ∈ G-Acts. The abbreviations for the
Boolean connectives ∨, →, ↔, for ⊥ and > are standard. As usual, we use ♦ϕ
and X̂ϕ as abbreviations for ¬2¬ϕ and ¬X¬ϕ respectively. In addition, for any
I ⊆ Ag and α ∈ Ag-Acts, we introduce the following abbreviations:21

do(αI) :=
∧

ai∈α(I)

do(ai) do(α) :=
∧

ai∈α(Ag)

do(ai)

21Since both Ag and Atm are finite, both
∧
ai∈α(I) do(ai) and

∧
ai∈α(Ag) do(ai) are finite

conjunctions, therefore, guaranteed to be in the language.
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Finally, we will follow the usual rules for the elimination of parentheses.

3.2.4. Remark. Following a common practice in game theory and CL, in Section
3.2.1 we have introduced (complete) group actions as functions assigning to every
agent from a given group one of the individual actions in her repertoire. A perhaps
less intuitive – but technically more rigorous – way to go is to defineAg-Acts as the
set of individual actions that satisfies the following condition: for every α ⊆ Acts,
α ∈ Ag-Acts iff, for all i ∈ Ag, Actsi ∩ α is a singleton. The following notation
could then be introduced: 1) for any α ∈ Ag-Acts and i ∈ Ag, α(i) is the unique
element of Actsi ∩ α; 2) for every α ∈ Ag-Acts and I ⊆ Ag, αI = {ai ∈ α | i ∈ I}
(and similarly for α(I)); finally, 3) the sub-action relation v is just set inclusion.
This is what we have in mind when we use (complete) group actions and the
related notation in the syntax of ALOn.

The language LALOn includes the temporal operator X for what happens next,
the operator 2 of historical necessity, and the action formulas built from do and
.. As usual, Xϕ means “ϕ is true next” and is true at an index m/h whenever
ϕ is true at the immediate successor of m on h; 2ϕ means “ϕ is settled true” or
“ϕ is historically necessary” and is true at an index m/h whenever ϕ is true at
m on all histories passing through it. We read a formula like do(ai) as “agent i
is doing an action of type a” and take it to be true at an index m/h whenever
agent i performs an action of type ai at that index. A formula like αI . βJ means
“action αI opposes action βJ ,” and is taken to be true at an index m/h whenever
αI is among the actions that oppose βJ .

The reading of the action predicate do is particularly important. We under-
stand it as expressing continuous actions (being in the process of doing some-
thing) that can fail or be interrupted before completion. Accordingly, a formula
like do(ai) means that agent i is carrying out an action of type a, without this
implying anything about his success or failure in doing so. The important point
is that it makes perfect sense to say that an agent is doing something even if, in
the end, she fails because of some external opposition.22

Modalities in the spirit of PDL and XSTIT can be expressed in LALOn as
follows:23

3.2.5. Definition (PDL and XSTIT modalities). Where α ∈ Ag-Acts, I ⊆ Ag,
and ϕ ∈ LALOn ,

[αI ]ϕ := 2(do(αI)→ Xϕ)

〈αI〉ϕ := ♦(do(αI) ∧ Xϕ)

[I xstit]ϕ :=
∨
α∈Ag-Acts(do(αI) ∧ [αI ]ϕ)

[I dxstit]ϕ := [I xstit]ϕ ∧ ¬2Xϕ

22Recall the examples from Section 3.1.2: my flatmate is coming upstairs, but she might fail
because I am going downstairs at the same time; my sister is watering the plants, but she might
fail because her partner trips over the garden hose; and so on.

23Similar definitions can be found in, e.g., Broersen [2014b], Herzig and Lorini [2010], and
Segerberg [2002].
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Accordingly, [αI ]ϕ means that, no matter how the future unfolds, doing αI
ensures that ϕ will be the case next and, dually, 〈αI〉ϕ means that the future
might unfold in such a way that αI is done and ϕ is true next. Thus, 〈αI〉>
expresses that group I can perform an action of type αI . Turning to the XSTIT
operators, [I xstit]ϕ says that group I is doing an action that ensures that ϕ is
true in the next moment. The deliberative XSTIT operator [I dxstit] is defined
as usual by adding to the STIT formula [I xstit]ϕ the requirement that ϕ is not
already settled [see Section 2.1.2].

The notions of ALOn model and truth of formulas from LALOn are defined as
follows.

3.2.6. Definition (ALOn model). Let Prop be defined as above. An ALOn

model is a tuple 〈F , π〉, where F is an ALOn frame and π : Prop → 2Ind is
a valuation function.

3.2.7. Definition (Semantics for LALOn). Given an ALOn modelM, truth of a
formula ϕ ∈ LALOn at an index m/h in M, denoted M,m/h |= ϕ, is defined
recursively. Truth of atomic propositions and the Boolean connectives is defined
as usual. The remaining clauses are as follows:

M,m/h |= do(ai) iff act(m/h)(i) = ai
M,m/h |= αI . βJ iff αI ∈ opp(βJ)
M,m/h |= Xϕ iff M, succh(m)/h |= ϕ
M,m/h |= 2ϕ iff for all h′ ∈ Hm, M,m/h′ |= ϕ

Notice that, as an immediate consequence of Definition 3.2.7, formulas like [I xstit]ϕ
have the following truth condition, in line with the standard semantics for group
STIT modalities:

M,m/h |= [I xstit]ϕ iff M,m/h |=
∨
α∈Ag-Acts(do(αI) ∧2(do(αI)→ Xϕ))

iff there is α ∈ Ag-Acts s.t., for all ai ∈ α(I), act(m/h)(i) = ai

and, for all h′ ∈ Hm s.t., for all ai ∈ α(I), act(m/h′)(i) = ai,

M,m/h′ |= Xϕ

iff for all h′ ∈
⋂
i∈I Acts

m
i (h), M,m/h′ |= Xϕ

The proof of the following theorem can be found in Appendix A.1.

3.2.8. Theorem. The axiom system ALOn defined by the axioms and rules in
Table 3.2 is sound and complete with respect to the class of all ALOn frames.

The axiom system ALOn extends a standard axiomatization for the modalities
2 and X with bridge principles connecting these modalities to the action descrip-
tion formulas using do and .. The axioms for do are a reformulation, in LALOn ,
of the main axioms of the Dynamic Logic of Agency (DLA) proposed by Herzig
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(CPL) Classical propositional tautologies (MP) From ϕ and ϕ→ ψ, infer ψ

(S52) The axiom schemas of S5 for 2 (RN2) From ϕ, infer 2ϕ

(KDX) The axiom schemas of KD for X (RNX) From ϕ, infer Xϕ

(FX) X̂ϕ→ Xϕ

(I) Axioms for do:

(UHdo) (do(α) ∧ X♦ϕ)→ ♦(do(α) ∧ Xϕ) (Act)
∨
ai∈Actsi do(ai)

(IAdo) (♦do(a1) ∧ · · · ∧ ♦do(an))→ ♦do(α) (Sin) do(ai)→ ¬do(bi)
for α(1) = a1, . . . , α(n) = an for ai 6= bi

(II) Axioms for .:

(Irr.) ¬(αI . αI) (Sett.) αI . βJ → 2(αI . βJ)

(Mon.) αI . βJ → αI . γK (Fix.) αI . βJ ↔ X(αI . βJ)

provided that βJ v γK

Table 3.2: The axiom system ALOn

and Lorini [2010].24 Axiom UHdo expresses the constraint of no choice between
undivided histories, according to which what the group of all agents presently
does cannot exclude that what might happen next will indeed happen next.25

Axiom IAdo expresses the constraint of independence of agents: if the individual
actions a1, . . . , an can be performed separately, then these actions can also be
performed jointly. Finally, Axioms Act (for “Active”) and Sin (for “Single”) say
that every agent performs one, and only one, action at every index. The remain-
ing axioms characterize the opposing relation. While Irr. and Mon. correspond to
the properties of irreflexivity and monotonicity of opposing (i.e., conditions 3 and
4 from Definition 3.2.2), Sett. and Fix. reflect the fact that the opposing relation
is modeled by a global function: if action αI opposes another action βJ , then it is
settled that αI opposes βJ ; what is more, αI will always oppose and has always
opposed βJ .

3.3 Causal agency and responsibility in ALOn

As discussed in Section 3.1, we typically determine who, among a set of relevant
agents performing some relevant types of action, is causally responsible for a

24 It can be proved that there is a double embedding between the fragment of ALOn without
the opposing operator and DLA.

25Axiom UHdo is analogous to the axiom UH of the axiom system STITAgn that we discussed
in Section 2.2.3.
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state of affairs ϕ by first identifying the actions that potentially caused ϕ and
then selecting, among them, those that actually contributed to it. According to
an intuitive view, we identify the potential causes of ϕ by considering the actions
that were expected to result in ϕ. We then single out the actual causes of ϕ by
checking which of its potential causes passes a given test for actual causation.
Here we will rely on the two tests that are the most widely accepted in the legal
literature, namely the but-for test and the NESS tests. The logic ALOn is a fairly
simple and, yet, powerful refinement of STIT logic that can be used to formalize
this commonsense view. In this section, we begin by providing a representation
of the key notions of expected result, but-for dependence and NESS dependence,
and by defining new STIT operators modeling causal responsibility (we will use
“responsibility” as a shortcut for “causal responsibility” from now on). We will
apply these notions to the analysis of concrete example in the next Section 3.4.

3.3.1 Expected-result conditionals

In Section 3.1.2 we suggested that a common way to test whether ϕ is an expected
result of an action is to consider scenarios in which nothing opposes the execution
of that action and see whether ϕ is produced. We introduced the relation of
opposing in our framework precisely to be able to capture this view. Our starting
point is the following notion of unopposed execution of an action αI ∈ G-Acts:

3.3.1. Definition (Doing unopposed). Where αI ∈ Ag-Acts,

do(αI) := do(αI) ∧
∧

βJ∈G-Acts

(do(βJ)→ ¬(βJ . αI))

According to Definition 3.3.1, action αI is done unopposed just in case αI is
performed and no other performed action opposes it. In the semantics, this is the
same as saying that no sub-action of the complete group action that is performed
opposes αI . To see this, where αI ∈ G-Acts and γ ∈ Ag-Acts, let:

unopp(αI , γ) iff αI v γ and there is no J ⊆ Ag s.t. γJ ∈ opp(αI) (1)

unopp(αI , γ) (read “αI is unopposed in γ”) says that none of the sub-actions of γ
opposes αI . It is not difficult to check that do(αI) has the following interpretation
in ALOn models:

M,m/h |= do(αI) iff unopp(αI , act(m/h)) (2)

We can now define what it means that ϕ is an expected results of an action
αI in a simple way:

3.3.2. Definition (Expected result). Where αI ∈ G-Acts and ϕ ∈ LALOn ,

do(αI)�→ϕ := 2(do(αI)→ Xϕ)
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Definition 3.3.2 expresses that we expect αI to result in ϕ when ϕ would be the
case if αI were done unopposed. It is immediate to see that do(αI)�→ϕ has the
following interpretation in ALOn models:

M,m/h |= do(αI)�→ϕ iff, for all h′ ∈ Hm s.t.

unopp(αI , act(m/h′)),M,m/h′ |= Xϕ
(3)

The semantic clause 3 makes evident the counterfactual flavor of the notion of
expected result: do(αI)�→ϕ is true at index m/h just in case, in all hypothetical
scenarios in which αI is done unopposed at m, ϕ is produced at the successor of
m.26 In this sense, complete group actions that can be performed at m and in
which αI is unopposed can be seen as flags indicating the hypothetical scenarios
that we need to consider if we want to carry out the expected-result test.

Let us illustrate the notions introduced so far with an example.

3.3.3. Example. Alice is closing her shop. Beth does not want to leave and
grabs her. At the same time, Carl decides to try to enter the shop instead of
going home. Since Beth is holding Alice, the door remains open and Carl enters.

3.3.4. Remark. In what follows we will adopt the following notation. For all
αI , βJ ∈ G-Acts such that I ∩J 6= ∅, αIβJ is the group action induced by αI and
βJ : that is, for all i ∈ I ∪ J , αIβJ(i) = α(i) if i ∈ I and αIβJ(i) = βJ(i) if i ∈ J .
In addition, when α{i}(i) = ai, we will often write opp(ai) instead of opp(α{i}).

Example 3.3.3 can be represented as the ALOn model depicted in Figure 3.2(A),
where Alice is agent 1 and can perform either action cs1 (closing the shop) or
action so1 (leaving the shop open), Beth is agent 2 and can perform either action
ga2 (grabbing Alice) or action ls2 (leaving the shop), and Carl is agent 3 and can
perform either action es3 (entering the shop) or action gh3 (going home). p stands
for the proposition “Carl is in the shop.” For the sake of readability, the actions
available to the three agents at m1 are represented as tags of the choice-cells that
they induce (rather than as index-labels): the actions available to Alice tag the
columns, those available to Carl the rows, and those available to Beth the areas
within and outside the circle. The actual scenario corresponds to index m1/h1

where Alice closes the shop, Beth grabs her, and Carl tries to enter and succeeds.
At the actual index m1/h1, neither Carl’s nor Alice’s action is done unopposed:

Carl’s action of trying to enter the shop is opposed by Alice’s action of closing it;
in turn, Alice’s action of closing the shop is opposed by Beth’s action of grabbing
her. On the other hand, since no action opposes Beth’s action of grabbing Alice,

26Let us emphasize that the “expected-result conditional” �→ is defined as a strict rather
than as counterfactual conditional. So, although the notion of expected result has a counterfac-
tual flavor, �→ does not have the properties of counterfactual conditionals in the tradition of
Stalnaker [1968] and Lewis [1973a]. We will discuss the problem of merging STIT with a logic
for counterfactuals in Chapter 4.
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(A)

opp(cs1)={ga2}
opp(es3)={cs1}
opp(ai)=∅
for ai∈Acts\{cs1,es3}
opp(αI)=∅
for αI∈G-Acts

with |I|>1 m1
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Figure 3.2: ALOn models representing Example 3.3.3

the latter action is done unopposed. The gray shaded area in Figure 3.2(B)
identifies the complete group actions in which es3 is unopposed, namely all actions
consisting of the types Alice’s leaving the shop open and Carl’s entering (i.e.,
so1ga2es3 and so1ls2es3). Since Xp is true on all histories on which these actions
are performed, do(es3)�→ p is true at m1/h1: Carl’s action of entering the shop is
expected to result in a state in which Carl is in the shop. The gray shaded area in
Figure 3.2(C) identifies the complete group actions in which cs1 is unopposed (the
actions consisting of the types Alice’s closing the shop and Beth’s leaving, i.e.,
cs1ls2es3 and cs1ls2gh3) and the gray shaded area in Figure 3.2(D) the complete
group actions in which ga2 is unopposed (all complete group actions including
ga2). By inspecting the two Figures 3.2(C) and 3.2(D) it is easy to see that
do(cs1) �→¬p is true at m1/h1, while neither do(ga2) �→ p nor do(ga2) �→¬p
are true at m1/h1: while Alice’s action of closing the shop is expected to result
in a state in which Carl is not in the shop, Beth’s action of grabbing Alice is not
expected to determine whether Carl will be in the shop or not.
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3.3.2 Tests for actual causation

In analyzing Example 3.3.3, we have seen that Carl’s action was expected to
result in Carl’s being inside the shop, but which actions did actually contribute
to this result? According to the but-for test for actual causation, any action that
was such that, but for that action, Carl would not have been in the shop; that is,
any action that, in that specific situation, was necessary for Carl’s being inside.
If we read the phrase “in that specific situation” as “given what the other agents
were doing,” we can formalize what it means that an action αI is a but-for cause
of ϕ as follows:

3.3.5. Definition (But-for cause). Where αI ∈ G-Acts and ϕ ∈ LALOn ,

but(αI , ϕ) := Xϕ ∧
∨

γ∈Ag-Acts:
αIvγ

(do(γ) ∧
∧

β∈Ag-Acts:
βI 6=αI

[γ−IβI ]¬ϕ)

According to Definition 3.3.5, αI is a but-for cause of ϕ just in case ϕ happens
next and the complete group action that is performed includes αI and is such
that no complete group action obtained from it by replacing αI with any other
action for group I results in ϕ. Intuitively, this means that, other things being
equal, ϕ would not have been realized had αI not been performed.

Let us go back to Example 3.3.3 and Figure 3.2 to illustrate how the definition
works. It is immediate to see that Xp ∧ do(cs1ga2es3) is true at the actual index
m1/h1. The question is what are the but-for causes of p (if any). Alice is not one
of them: Given that Carl tries to enter the shop, he would end up inside even if
Alice decided to keep it open. This is captured by the fact that [so1ga2es3]p is
true at m1/h1, which makes but(cs1, p) false at this index. On the other hand,
given that Alice is closing the shop, Carl would not enter if Beth decided to leave
(recall that ¬p is an expected result of cs1). This is reflected by the fact that
[cs1ls2es3]¬p is true at m1/h1, which makes but(ga2, p) also true at this index.
Hence, unlike Alice’s action, Beth’s action is a but-for cause of Carl’s ending up
inside the shop. Similarly, since Carl would not be inside the shop if he did not
try to enter, ([cs1ga2gh3]¬p is true at m1/h1), his action is also a but-for cause
of p (but(es3, p) is true at m1/h1). Therefore, both Beth’s and Carl’s actions
actually contributed to Carl’s being inside the shop, as intuitively it should be.

So far so good. But consider a variant of Example 3.3.3.

3.3.6. Example. Everything is as in Example 3.3.3, except that there is an
additional agent, Diana, who, instead of going home, forcefully pushes Carl inside
the shop. Diana is so strong that she would have succeeded in pushing Carl inside,
even if Beth did not grab Alice.

Let Diana be agent 4 and pc4 and gh4 stand for the action types Diana’s pushing
Carl inside the shop and Diana’s going home. In this version of the story, none of
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the actions that are actually performed (i.e., cs1, ga2, es3, and pc4) pass the but-for
test for p. In fact, since Diana successfully pushes Carl inside the shop regardless
of the actions of the other agents, none of the latter actions are necessary for Carl’s
being inside the shop. In turn, given Beth’s action, Carl successfully enters the
shop even if Diana did not push him, and so Diana’s action is not necessary for
Carl’s being inside the shop either. Yet, intuitively, the actions that Beth, Carl,
and Diana perform all contribute to Carl’s being inside the shop.

The NESS test for actual causation [Wright, 1988, 2013] was specifically de-
signed to overcome this difficulty. The idea is to weaken the necessity requirement
encoded by the but-for test: the candidate cause need not be a necessary condi-
tion for the result ; rather, it only need to be a necessary condition for an actual
event to be sufficient for the result. In our terminology, instead of requiring that
an action αI is necessary for a certain result ϕ given what all other agents do,
the NESS test requires that αI is necessary for an action that includes αI to be
sufficient for ϕ. That is: αI must be a sub-action of an action βJ that is sufficient
for ϕ and such that βJ minus αI is not sufficient for ϕ. It is generally accepted
that the sufficient condition βJ must be minimal, in the sense that none of its
constituents is sufficient for the result by itself [Mackie, 1965, 1974; Wright, 2013].
This leads us to the following definition:

3.3.7. Definition (NESS cause). Where αI ∈ G-Acts and ϕ ∈ LALOn ,

ness(αI , ϕ) :=
∨

βJ∈G-Acts:
αIvβJ

(do(βJ) ∧ [βJ ]ϕ ∧
∧
K⊂J

(¬[βK ]ϕ))

According to Definition3.3.7, αI is a NESS-cause of ϕ just in case αI is part of
an actual condition (αI v βJ and do(βJ)) that is sufficient for ϕ ([βJ ]ϕ) and
minimally so (

∧
K⊂J ¬[βK ]ϕ).

Going back to Example 3.3.6, let us (informally) check that each of ga2, es3,
and pc4 is a NESS cause of p. Since the group action ga2es3 results in Carl’s
being in the shop regardless of what Alice and Diana do, this action is a sufficient
condition for p. On the other hand, neither ga2 nor es3 are sufficient conditions
for p: given the circumstances, Carl would not end up inside the shop if he did
not try to enter (this explains why ga2 is not sufficient for p) or if Beth did not
grab Alice (this explains why es3 is not sufficient for p). We can then conclude
that ga2es3 is a minimal sufficient condition for p. Its sub-actions ga2 and es3 are
thus NESS causes of p. Finally, since Diana’s action pc4 results in Carl’s being
in the shop regardless of what the other agents do and since this action does not
have any sub-action, pc3 is a minimal sufficient condition for p, and so one of its
NESS causes as well.



60 Chapter 3. Causal responsibility: A first refinement of STIT

3.3.3 Responsibility operators

Having defined the notions of expected result, but-for cause, and NESS cause
in LALOn , we can now represent the second and third preliminary phases in the
attribution of responsibility for a state of affairs ϕ (the first phase is implicit in
the formal representation of a case). Specifically, for any action type αI selected
as relevant, we will check whether the following hold:

1. Identification of the potential causes of ϕ

do(αI) ∧ (do(αI)�→ϕ)

2. Selection, among the potential causes, of the actual causes of ϕ

do(αI) ∧ (do(αI)�→ϕ) ∧ but(αI , ϕ) (but-for version)

do(αI)∧ (do(αI)�→ϕ)∧ ness(αI , ϕ) (NESS version)

It is natural to associate the tests in the two phases with different levels of re-
sponsibility, provided that two further conditions are met. First, for all tests, Xϕ
should not be inevitable, or settled, in the considered situation. This is the con-
straint characterizing deliberative STIT [Horty and Belnap, 1995] and is justified
by the fact that no one would be held responsible for something that would have
happened regardless of her action. Second, for the tests for actual causation, the
agent should not be forced to do the relevant action in the considered situation –
there should be an alternative action available to her. This constraint is justified
by the fact that, even if her action actually caused the result, the agent would
not be held responsible for the result if she was forced to act the way she did.
This leads us to the introduction of the following operators for responsibility.

3.3.8. Definition (Responsibility operators). Where I ⊆ Ag and ϕ ∈ LALOn ,

[I pres]ϕ :=
∨

α∈Ag-Acts
(do(αI) ∧ (do(αI)�→ϕ)) ∧ ¬2Xϕ ∧ Xϕ

[I sres]ϕ :=
∨

α∈Ag-Acts
(do(αI) ∧ (do(αI)�→ϕ) ∧ but(αI , ϕ) ∧ ¬2Xϕ ∧ ¬2do(αI))

[I res]ϕ :=
∨

α∈Ag-Acts
(do(αI) ∧ (do(αI)�→ϕ) ∧ ness(αI , ϕ) ∧ ¬2Xϕ ∧ ¬2do(αI))

We call [I pres] the operator for potential responsibility, [I sres] the operator
for strong responsibility, and [I res] the operator for plain responsibility. Accord-
ing to Definition 3.3.8, an individual agent or a group is potentially responsible
for ϕ just in case they perform an action that is expected to result in ϕ, it is
not settled that ϕ happens next, and ϕ happens next. They are strongly (resp.
plainly) responsible for ϕ just in case it is not settled that ϕ happens next and
they perform an action that, besides being expected to result in ϕ, is a but-for
(resp. NESS) cause of ϕ and is not the only action available to them. In this
way, the three definitions take into account a number of elements that are usually
considered essential for the attribution of moral or legal responsibility for ϕ [see,
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e.g., Van De Poel, 2015, Section 1.3.], that is: the contingency of ϕ, expressed
by ¬2Xϕ; the presence of a direct and expected connection between what the
agent does and ϕ, expressed by do(αI) �→ϕ (we come back to this in Section
3.4.1); the presence of an actual causal link between what the agent does and
ϕ, expressed by either but(αI , ϕ) or ness(αI , ϕ); and, finally, the freedom of the
agent in acting the way she does, expressed by ¬2do(αI).

We call the notion encoded by [I sres]ϕ strong responsibility because, if
[I sres]ϕ is true, then there is an action available to group I that would pre-
vent the realization of ϕ, given what the other agents are doing. In fact, the
following proposition is a consequence of Definition 3.3.5 and the condition of
independence of agents.

3.3.9. Proposition. Where I ⊆ Ag, γ ∈ Ag-Acts, and ϕ ∈ LALOn, the follow-
ing is valid in the class of all ALOn frames:

([I sres]ϕ ∧ do(γ))→
∨

α∈Ag-Acts:
αI 6=γI

♦(do(γ−IαI) ∧ [γ−IαI ]¬ϕ)

Proof:
Suppose that the antecedent it true at some index m/h of an ALOn model M. Then,

act(m/h) = γ by the truth condition of do(γ), and so (1) act(m/h)I = γI . In ad-

dition, by the def. of [I sres], there is β ∈ Ag-Acts s.t. (2) M,m/h |= do(βI) ∧
but(βI , ϕ)∧¬2do(βI). By the truth condition of do(βI) and (1), βI = act(m/h)I = γI ,

so we can replace βI with γI in (2). Since M,m/h |= ¬2do(γI), there is h′ ∈ Hm

s.t. act(m/h′)I 6= γI , by the truth condition of 2ϕ and do(γI). But then there is

α ∈ Ag-Acts s.t. αI 6= γI and act(m/h′)I = αI . So, for all i ∈ Ag, γ−IαI(i) ∈ Actsm:

that is, γ−IαI is a combination of individual actions executable at m. By the condition

of independence of agents, it follows that there is h′′ ∈ Hm s.t. (3) act(m/h′′) = γ−IαI .

Since M,m/h |= do(γ) ∧ but(γI , ϕ), M,m/h |= [γ−IβI ]¬ϕ for all β ∈ Ag-Acts s.t.

βI 6= γI by the definition of but(γI , ϕ), and so M,m/h |= [γ−IαI ]¬ϕ. As [γ−IαI ]¬ϕ
entails 2[γ−IαI ]¬ϕ, (4)M,m/h′′ |= [γ−IαI ]¬ϕ by the truth condition of 2ϕ. It follows

from (3) and (4) that M,m/h |= ♦(do(γ−IαI) ∧ [γ−IαI ]¬ϕ), whence the result. 2

Hence, if group I is strongly responsible for ϕ, then I has the ability to prevent
ϕ given what the other agents are doing. The notion encoded by [I res]ϕ does
not imply that I has such a strong negative control on the result. In fact, [I res]ϕ
does not even ensure that there is an action available to I that might result in
¬ϕ, given what the other agents are doing. In Example 3.3.6, for instance, Carl is
plainly responsible for ending up inside the shop, even if, given that Diana pushes
him inside, there is no action available to him that would (or might) prevent
this result. Importantly, this does not mean that Carl is plainly responsible for
ending up inside the shop, no matter what he does. In fact, if Carl decided to
go home, his action would not be part of any actual minimal sufficient condition
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An unlabeled arrow from formula A to for-
mula C means that A → C is valid in the
class of ALOn models. A curved labeled ar-
row from A to C means that A → C is valid
in the class of ALOn models, provided that A
is strengthened with additional conditions:

!1 :
∨
α∈Ag-Acts2(do(αI)→ do(αI))

!2 :
∨
α∈Ag-Acts(do(α) ∧

∧
K⊂I ¬[αK ]ϕ)

[I pres]ϕ

[I dxstit]ϕ [I res]ϕ

[I sres]ϕ

where I ⊆ Ag and ϕ ∈ LALOn

!1
!1

!2

!1

!1 !2

!1 !2

Figure 3.3: Logical relations between STIT and responsibility operators

for the result, and so he would not be plainly responsible for it. More generally,
the requirement that Xϕ is not settled true ensures that an individual agent or
a group that is potentially or actually responsible for ϕ could have been not
responsible for ϕ. Formally, it is not difficult to check that the three implications
below are valid in the class of ALOn models:

[I pres]ϕ→ ♦¬[I pres]ϕ [I sres]ϕ→ ♦¬[I sres]ϕ [I res]ϕ→ ♦¬[I res]ϕ

Before moving on to the analysis of concrete examples, the diagram in Figure
3.3 schematises the logical relations between the new responsibility operators and
the standard deliberative XSTIT operator (the proofs that these relations hold
can be found in Appendix A.2). For clarity of exposition, let us call “STIT respon-
sibility” the notion of responsibility encoded by the deliberative XSTIT operator.
Focusing on the thick arrows, the diagram shows that potential responsibility is
the logically weakest notion of responsibility among those that we have intro-
duced, in line with the idea that strongly and plainly responsible individuals or
groups are selected among potentially responsible individuals or groups. In ad-
dition, potential responsibility is also strictly weaker than STIT responsibility.
This is as it should be: an agent who does something that guarantees the truth
of ϕ does something that is expected to result in ϕ.

More interestingly, looking at the labeled arrow from [I pres]ϕ to [I dxstit]ϕ,
potential responsibility for ϕ (hence, strong and plain responsibility for ϕ) implies
STIT responsibility for ϕ, provided that the responsible individual or group can
only act unopposed. This means that, in our framework, potential responsibility
coincides with STIT responsibility in those special cases in which the relevant
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agents act free of any external interference. The implication

[I pres]ϕ ∧
∨

α∈Ag-Acts

2(do(αI)→ do(αI))→ [I dsxtit]ϕ

thus expresses the idealization underlying standard STIT semantics that we
flagged already in Section 3.1, namely that of ignoring any possible dependence
between the actions of different agents or groups.

Turning to the upper part of the diagram, the labeled arrow from [I dxstit]ϕ
to [I res]ϕ indicates that STIT responsibility for ϕ implies plain responsibility
for ϕ, provided that the action performed by the relevant individual or group is
a minimal sufficient condition for ϕ. Since individual actions always satisfy the
minimality requirement, this means that individual STIT responsibility uncon-
ditionally implies individual potential responsibility. Putting this together with
our previous consideration, we obtain that, if we restrict attention to situations
in which there is no opposition between different actions, then individual STIT
responsibility and individual plain responsibility coincide. Example 3.4.2 below
will show that things are different for group responsibility: even when all actions
can only be done unopposed, there are cases in which a group is STIT responsible
but not plainly responsible for a result.

3.4 ALOn at work

In the previous section, we saw that the responsibility operators [I pres]ϕ, [I sres]ϕ
and [I res]ϕ bring together several important elements underlying responsibility
attributions. In this section, we apply these operators to the analysis of paradig-
matic examples of individual as well as group responsibility. This will allow us
both to clarify how the aforementioned elements interact with one another and to
provide a rigorous representation of a number of key distinctions. The main ques-
tions we aim at answering are as follows: Can the new responsibility operators
be used to effectively handle cases that seem to be out of the reach of standard
STIT semantics? Why does an agent’s action need to be both a potential and
an actual cause of a certain result for the agent to be actually responsible for
that result? Isn’t either one of the two conditions sufficient? Do our operators
help shedding lights on the notion of group responsibility? We start by discussing
cases of individual responsibility in Section 3.4.1 and move the analysis to cases
of group responsibility in Section 3.4.2.

3.4.1 Individual responsibility

Let us begin by going back to our initial Example 3.1.1: Alice shoots Dan dead;
Beth, a bystander, could hit Alice thus preventing Dan’s death, but she remains
still, petrified with fear. Figure 3.4 depicts an ALOn model representing Example
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Alice is agent 1 and can either shoot

Dan (sd1) or stand still (ss1); Beth is

agent 2 and can either hit Alice’s harm

(ha2) or stand still (ss2). q stands for

the proposition that Dan is dead. sd1

is opposed by ha2. The gray shaded

area highlights that sd1 is unopposed

in sd1ss2. Index m1/h1 represents

what actually happened.

opp(sd1)={ha2}
opp(ai)=∅
for ai∈Acts\{sd1}
opp(αI)=∅
for αI∈G-Acts

with |I|>1

m1

ss2 ha2

sd1

ss1

h1

Xq

h2 h3 h4

Figure 3.4: An ALOn model representing Example 3.1.1

3.1.1. By inspecting the model and applying the definitions from Section 3.3, it
is easy to check that the formulas in the following table are true at index m1/h1

(amsc means “actual minimal sufficient conditions”):

Effect: Xq, ¬2Xq
Alice’s action: do(sd1), ¬2do(sd1), ¬[sd1]q, [ss1]¬q
Beth’s action: do(ss2), ¬2do(ss2), ¬[ss2]q, [ha2]¬q
Expected result test: do(sd1)�→ q

But-for test: but(sd1, q), but(ss2, q)

NESS test: ness(sd1, q), ness(ss2, q) (amsc for q: sd1ss2)

Upshot for Alice: ¬[1 dsxtit]q, [1 pres]q, [1 sres]q, [1 res]q

Upshot for Beth: ¬[2 dsxtit]q,¬[2 pres]q, ¬[2 sres]q, ¬[2 res]q

Hence, Alice is potentially, strongly, and plainly responsible for Dan’s death,
as intuitively it should be: after all, Alice did something that was expected to
result in Dan’s death and that, other things being equal, was both necessary and
sufficient for this result. As we suggested in Section 3.1, the deliberative STIT
operator cannot express this intuitive judgment. This depends on the fact that
Alice’s action, by itself, did not ensure Dan’s death – Alice’s shot would have
been diverted had Beth hit Alice’s arm. This is reflected, in our model, by the
fact that ¬[sd1]q is true at m1/h1, and so [1 dsxtit]q is false at that index.

It is worth noting that, according to the proposed analysis, Alice alone is
responsible for Dan’s death: there is no sense in which Beth is causally responsible
for Dan’s death, even if, by not intervening, she did contribute to the result (as
shown in the table, Beth’s action is both a but-for and a NESS cause of Dan’s
death). This is, again, intuitive, since, after all, it was not Beth who pulled the
trigger.27 Importantly, we can capture this commonsensical conclusion because,

27The fact that Beth is not responsible agrees with the treatment of omissions in the Anglo-
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according to our definitions, an agent can only be responsible for those states
of affairs that were expected to result from her action. This suggests that the
expected result test can be viewed as a test to ascertain whether there was a
substantial causal link between the agent’s action and the result or whether the
agent’s action contributed to the result only by chance. From this perspective, the
distinction between potential and actual cause seems to be close to the distinction
between legal and factual cause characterizing analyses of causation in criminal
law [see Herring, 2012, Chapter 2.3]: While a factual cause of a fact ϕ is what
we called an actual cause of ϕ (factual causation is established by applying either
the but-for or the NESS test), a legal cause of ϕ is, roughly, something that
played a substantial role in bringing about ϕ. The question of what counts as
“substantial” is open-ended,28 but, as our notion of potential cause, it aims to
prune away the causal factors that are only indirectly or remotely related to the
result in question.

These are all promising results, but a potential worry might arise at this point:
isn’t it the case that, given what Alice does, Beth’s standing is expected to result
in Dan’s death? If so, then it seems that Beth is responsible for Dan’s death after
all.29 Let us first emphasize that, in order to determine the expected results of
the action performed by an agent i at a moment m, one needs to consider all
possible ways the opponents of i could have acted at m, and not just what i’s
opponents did in fact. That said, in a situation in which it is settled that Alice
shoots Dan and Beth can prevent Dan’s death, Beth does indeed turn out to be
causally responsible for Dan’s death according to our definitions. Even worse, in
this hypothetical scenario, Alice is not causally responsible for the death, because
she has no choice but to shoot Dan. This result seems to be problematic, given
that, as in Example 3.1.1, it is Alice and not Beth who pulls the trigger.

Our reply is that the story is too underspecified to determine whether the
above-mentioned conclusions are counterintuitive. Concerning Alice, a relevant
detail in this context is how she ended up in a situation in which shooting Dan
is her only option. Presumably, in order to fill in this detail we need to consider
what happened before Alice shot Dan. But then the present example involves
agents acting over time, not just simultaneously, which, in turn, calls for a gen-
eralization of the notions of potential and actual cause to courses of action. We
leave this generalization to future work, partly because we think that it requires
a proper representation of counterfactual reasoning in STIT (we come back to
this in Section 3.5). Regarding Beth, we think that, in the hypothetical scenario

American criminal law tradition, according to which the defendant can be criminally liable for
a failure to act only if she is either under a duty of care or under a duty to neutralize a danger
she created in the first place [see Carr and Johnson, 2013, Chapter 2]. With respect to Example
3.1.1, this means that Beth is criminally liable for Dan’s death if she is, for instance, a police
officer on duty, but not if she is simply a bystander (as we assume her to be).

28See Honoré and Gardner [2010] for a summary of the debate.
29We thank Masayuki Tashiro for raising this issue.
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With respect to Figure 3.4, we added the following

details. Carl is agent 3 and can either shoot Dan

(sd3, area outside the ellipse) or stand still (ss3,

area inside the ellipse). Diana is agent 4 and can

either run between Carl and Dan (rb4, area out-

side the inner rectangle) or stand still (ss4, area
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of readability). The black dot in the bottom left

corner stands for the actual history h1.

opp(sd1)={ha2}
opp(sd3)={rb4}
opp(ai)=∅ for ai∈Acts\{sd1}
opp(αI)=∅ for αI∈G-Acts

with |I|>1
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Figure 3.5: An ALOn model representing Example 3.4.1

under consideration, she may well be causally responsible for Dan’s death. Im-
portantly, this, by itself, does not mean that she is blameworthy or criminally
liable for it: as we mentioned at the beginning of this chapter, in order to estab-
lish blameworthiness or liability, we would need to consider Beth’s intentions and
beliefs. This falls outside the scope of the present investigation.

Before proceeding, let us consider an elaborated version of Example 3.1.1.

3.4.1. Example. Everything is as in Example 3.1.1, except that Carl also fires
at Dan. Yet, Diana runs between Carl and Dan and Carl’s bullet hits her.

Example 3.4.1 can be modeled as shown in Figure 3.5. It is not difficult to see
that the formulas in the following table are true at index m1/h1:

Effect: Xq, ¬2Xq
Alice’s action: do(sd1), ¬2do(sd1), ¬[sd1]q, 〈ss1〉 ¬q
Beth’s action: do(ss2), ¬2do(ss2), ¬[ss2]q, 〈ha2〉 q
Carl’s action: do(sd3), ¬2do(sd3), ¬[sd3]q, 〈ss3〉 q
Diana’s action: do(rb4), ¬2do(rb4), ¬[rb4]q, 〈ss4〉 q
Expected result test: do(sd1)�→ q, do(sd3)�→ q

But-for test: but(sd1, q), but(ss2, q)

NESS text: ness(sd1, q), ness(ss2, q) (amsc for q: sd1ss2)

Upshot for Alice: as in Example 3.1.1

Upshot for Beth: as in Example 3.1.1

Upshot for Carl: ¬[3 dsxtit]q, [3 pres]q, ¬[3 sres]q, ¬[3 res]q

Upshot for Diana: ¬[4 dsxtit]q, ¬[4 pres]q, ¬[4 sres]q, ¬[4 res]q

Hence, in this case, both Alice and Carl are potentially responsible for Dan’s
death, and rightly so: since they did something that was expected to result in
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Dan’s death, we would surely include both of them in our list of candidates for
actual responsibility. Still, only Alice’s action was necessary and sufficient for
Dan’s death given the circumstances, and so only Alice is actually responsible for
it. This agrees with the fact that, in a case like this, Carl could be accused, at
most, of attempted murder but surely not of homicide.

3.4.2 Group responsibility

So far we have considered cases in which one of the actions of the relevant agents
was both necessary and sufficient for a certain result, other things being equal.
The most interesting cases of group responsibility are those in which the actions
of multiple agents were either separately sufficient or jointly necessary for the
result. Let us consider two paradigmatic examples.

3.4.2. Example. Alice and Carl simultaneously fire at Dan and shoot him dead.
Each shot, alone, would have been sufficient to kill Dan.

Figure 3.6(A) shows how Example 3.4.2 can be modeled in our framework. The
analysis of the case is summarized in the following table, where, as before, the
listed formulas are true at index m1/h1.

Effect: Xq, ¬2Xq
Alice’s action: do(sd1), ¬2do(sd1), [sd1]q, 〈ss1〉 q
Carl’s action: do(sd3), ¬2do(sd3), [sd3]q, 〈ss3〉 q
Expected result test: do(sd1)�→ q, do(sd3)�→ q, do(sd1sd3)�→ q

But-for test: none

NESS text: ness(sd1, q), ness(sd3, q) (amsc for q: sd1 and sd3)

Upshot for Alice: [1 dsxtit]q, [1 pres]q, ¬[1 sres]q, [1 res]q

Upshot for Carl: [3 dsxtit]q, [3 pres]q, ¬[3 sres]q, [3 res]q

Upshot for Ag: [Ag dsxtit]q, [Ag pres]q, ¬[Ag sres]q, ¬[Ag res]q

As it should be expected from our discussion in Section 3.3.2, in this case
both Alice and Carl are potentially and plainly responsible for Dan’s death, but
neither of them is strongly so. The reason is that neither Alice’s nor Carl’s action
was necessary, in the circumstances, for Dan’s death.

More interestingly, according to our analysis, the group consisting of Alice
and Carl is potentially but neither strongly nor plainly responsible for the result.
The failure of strong responsibility depends on the fact that the execution of the
joint action sd1sd3 was not necessary for Dan’s death: Dan would have died even
if sd1ss3 or ss1sd3 had been executed. The failure of plain responsibility depends
on the fact that sd1sd3 was not a minimal sufficient condition of Dan’s death.
So, according to our analysis, the group of Alice and Carl does not pass any
test for actual responsibility – even if it is a candidate for it. If we analyze the
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Alice is agent 1 and Carl is agent 3. In Figure (A) each agent i ∈ {1, 3}
can either shoot Dan (sdi) or stand still (ssi), while in Figure (B) each agent

i ∈ {1, 3} can either push Dan (pdi) or stand still (ssi). No action is opposed.

q stands for the proposition that Dan is dead. In both figures, the actual index

is m1/h1.

Figure 3.6: ALOn models representing Examples 3.4.2 and 3.4.3

example using the deliberative STIT operator, we obtain a different result: since
[sd1]q, [sd3]q, and [sd1sd3]q are true at m1/h1, all of [{1} dsxtit]q, [{3} dsxtit]q,
and [{1, 3} dsxtit]q are true at this index. We will come back to this in a moment.

3.4.3. Example. Alice and Carl push Dan, who falls down a cliff and dies on
impact. Neither push, by itself, would have made Dan fall.

Example 3.4.3 can be modeled as shown in Figure 3.6(B). Again, it is not difficult
to see that the following formulas are true at m1/h1.

Effect: Xq, ¬2Xq
Alice’s action: do(pd1), ¬2do(pd1), ¬[pd1]q, [ss1]¬q
Carl’s action: do(pd3), ¬2do(pd3), ¬[pd3]q, [ss3]¬q
Expected result test: do(pd1pd3)�→ q

But-for test: but(pd1, q), but(pd3, q), but(pd1pd3, q)

NESS test: ness(pd1, q), ness(pd3, q), ness(pd1pd3, q)

(amsc for q: pd1pd3)

Upshot for Alice: ¬[1 dsxtit]q,¬[1 pres]q, ¬[1 sres]q, ¬[1 res]q

Upshot for Carl: ¬[3 dsxtit]q,¬[3 pres]q, ¬[3 sres]q, ¬[3 res]q

Upshot for Ag: [Ag dsxtit]q, [Ag pres]q, [Ag sres]q, [Ag res]q

In this case, neither Alice nor Carl is individually responsible for Dan’s death
in any of the senses we introduced, although each of their actions is a but-for
as well as a NESS cause of it. The reason is that neither Alice’s nor Carl’s



3.4. ALOn at work 69

action was expected to kill Dan. By contrast, the group of Alice and Carl is both
potentially and actually responsible for the death. The reason is that the action
pd1pd3 performed by the group was expected to kill Dan and its execution was
both necessary and minimally sufficient for this result. The analysis in terms of
STIT operators gives the same result in this case: on the one hand, since ¬[pd1]q
and ¬[pd3]q are true at m1/h1, both of [1 dsxtit]q and [3 dsxtit]q are false at this
index; on the other hand, since [pd1pd3]q is true at m1/h1, [{1, 3} dsxtit]q is also
true at this index.

The upshot is that, while according to our theory the group of Alice and Carl
is actually responsible for Dan’s death in Example 3.4.3 but not in Example 3.4.2,
according to STIT the group is equally responsible in the two cases. However,
the members of the group are individually responsible only in Example 3.4.2
according to both our theory and STIT.

How should we read these results? Let us go back to individual responsibility
before lifting the discussion to groups. As noted by a number of moral philoso-
phers [see, e.g., Bernstein, 2017; Sartorio, 2015], in cases like Example 3.4.2 and
Example 3.4.3 it is intuitive to argue in two opposite directions. Let us focus on
Alice (the analysis for Carl is analogous). On the one hand, we can say that in
Example 3.4.2 Alice is more responsible than in Example 3.4.3 because, by acting
the way she did, she ensured Dan’s death in the former but not in the latter case:
in Example 3.4.2 Dan’s death was entirely Alice’s fault. On the other hand, we
can say that in Example 3.4.3 Alice was more responsible than in Example 3.4.2
because, by acting differently, she could have prevented Dan’s death in the former
but not in the latter case: in Example 3.4.2, Dan would have died regardless of
Alice’s shot, and so Dan’s death was, in a sense, independent of her choice.

Interestingly, our proposal breaks the symmetry between the two arguments
by adding a further parameter, namely the presence of a substantial causal link
between the actions in question and the result. According to our analysis, Alice
is less responsible in Example 3.4.3 than in Example 3.4.2, because in the former
case her action was not expected to result in Dan’s death. This means that we
cannot exclude that her contribution was only accidental. In contrast, in Example
3.4.2, by shooting at Dan, Alice did something that was indeed supposed to kill
him. So, we can exclude that her contribution was merely accidental in this case.

The verdict is reversed for the group of Alice and Carl. The group is more
responsible in Example 3.4.3 because in this case the result cannot be traced back
to either one of the two agents. In Example 3.4.2, on the other hand, there is no
residual responsibility for the group because Dan was killed by the shot of each
of the two agents.

Highlighting these asymmetries is important. It shows that, in our framework,
group responsibility is only ascribed when there is no other option, that is, when
no member of the group can be singled out as a substantial contributor to the
result. In philosophy, the problem of determining the degree of responsibility of
each member of a group in cases of this sort is known as the problem of many
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hands [Thompson, 1980]. What we are suggesting is that, in our framework,
there is an intuitive correspondence between cases of group responsibility and
cases in which the problem of many hands arises. In this regard, it is interesting
to consider one last example.

3.4.4. Example. Alice, Beth, and Carl push Dan, who falls down a cliff and
dies on impact. Neither push, by itself, would have made Dan fall but two pushes
would have been sufficient.

An ALOn model representing Example 3.4.4 can be obtained by modifying the
model in Figure 3.6(B) in the obvious way. It is not difficult to see that, according
to our definitions, neither Alice nor Beth nor Carl is going to be individually
responsible for Dan’s death, in any of the senses we introduced. In addition,
although potentially responsible for the death, the group of the three agents is
going to be neither strongly nor plainly responsible for it: since Dan would have
died even if one of the three agents had not pushed him, the action of the group
is neither necessary nor minimally sufficient for Dan’s death. On the other hand,
each group of two agents is going to be potentially as well as plainly responsible
for Dan’s death (the lack of strong responsibility depends on the fact that the
example involves overdetermination). We are thus going to obtain an intuitive
“medium level” of responsibility: no individual agent is going to be responsible;
every group of two agents is going to be responsible; the group of all agents is
not going to be responsible. If the actions of all of Alice, Beth, and Carl were
necessary for Dan’s death, the upshot for the groups would be reversed, in line
with the intuition that responsibility would be distributed in different ways in
the two cases.30

3.5 Conclusion

In this chapter, we presented a refinement of STIT semantics for reasoning about
causal responsibility when the involved agents can interfere with one another. We
formalized three tests to ascribe causal responsibility, namely the expected-result
test for potential causality and the but-for and NESS tests for actual causal-
ity. We used these tests to define operators for corresponding levels of causal
responsibility and argued that the new operators deliver promising results in the
analysis of paradigmatic examples. Specifically: (1) they allow us to handle cases
of individual responsibility that are out of the reach of standard STIT semantics,
like Example 3.1.1; (2) they are sensitive to the distinction between agents who
substantially contribute to a result and agents who contribute to a result but not
substantially, like, respectively, Alice and Beth in Example 3.1.1; (3) they are

30See Kaiserman [2018] for a concise overview of the main measures of degrees of responsibility
that have been discussed in the literature.
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sensitive to the distinction between agents who actually contribute to a result
and agents who only attempt to bring it about, like, respectively, Alice and Carl
in Example 3.4.1; (4) unlike STIT operators, they allow us to highlight important
asymmetries in cases of group responsibility in which the same group contributes
to a result in different ways, like the group of Alice and Carl in Examples 3.4.2
and 3.4.3; (5) they allow us to identify an intuitive “medium level” of responsi-
bility in cases in which the actions of some but not all agents are necessary for
a result, like Example 3.4.4. We think that a virtue of our proposal is that we
achieved these results in a relatively simple way, that is, by only supplementing
STIT with action types and a basic relation of opposing between them.

We came across several open questions in the course of this chapter. First,
given the central role of the relation of opposing, it is natural to ask whether this
relation can be further analyzed, e.g., in terms of goals of actions, as suggested in
footnote 11. Including a representation of goals seems to be important not only to
clarify what the opposing relation is but also to account for the fact that an agent
is not responsible for any result of her actions whatsoever. For instance, suppose
that the sound of Alice’s shot is sufficient to make Beth faint. Then, Alice is
responsible for Beth’s fainting according to our definitions, even though this is
not intuitively so. A way to explain this intuition is that Beth’s fainting is not
intrinsically related to the goal of Alice’s action (say, injuring Dan). This could
be made precise by resorting to a theory of content-preserving entailment, like
truthmaker semantics [see Fine, 2017] or a topic sensitive semantics for intentional
modals [see Berto, 2018; Chapter 5].

A second open question is how to generalize the notions of expected result and
actual cause in order to cover cases in which the relevant agents act over time,
rather than just “in one step.” As we mentioned in Section 3.4.1, we think that
this generalization requires a proper representation of counterfactual reasoning
in STIT. For instance, suppose that Beth plants a device in Alice’s brain at
moment m0 < m1 that forces Alice to pull the trigger at m1. Then, in order
to determine whether Alice is responsible for Dan’s death, we should answer the
following question: Would Alice have pulled the trigger had Beth not planted the
device beforehand? Questions like the latter involve counterfactuals about agents
acting over time. There are two issues related to such counterfactuals that are
important for the formulation and assessment of responsibility judgments: (1)
When are these counterfactuals true?, and (2) How does the cognitive process that
we use to evaluate them work? What is its epistemic value?

Elaborating on the framework introduced in this chapter, in the next Chapter
4 we will address issue (1) by providing a STIT semantics for what we will call
choice-driven counterfactuals. We will gradually introduce three new candidate
semantics and discuss their logical as well as philosophical implications, connect-
ing them to issues from the game- and decision-theory literature. In the chapter
after that, we will turn to issue (2) and investigate the cognitive tool that we
use to evaluate counterfactuals, namely imagination as reality-oriented mental
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simulation – the activity of simulating hypothetical scenarios in one’s mind and
explore what would happen if they were realized. By drawing on research in
cognitive psychology and the philosophy of mind, Chapter 5 examines the struc-
ture and logic of this activity and considers the key question how we can gain
knowledge via it.



Chapter 4

STIT semantics for choice-driven
counterfactuals

What would have happened if the charge nurse had not put the wrong medications
on the desk? Would the intern have given them to the patient anyway? What if
Zac hadn’t moved out of the way? Would the thief have shot him? Would Beth’s
husband have picked up the kids if she hadn’t? If David had bet tails, would
Max have left the game? These types of questions play a central role in many
situations, including when we determine responsibility, when we make plans for
the future, and when we reason strategically about how our choices influence
the choices of others. A common feature of these questions is that they involve
what we will call choice-driven counterfactuals. Choice-driven counterfactuals
are counterfactuals whose semantic value depends on how agents are expected to
act. This means that the evaluation of a choice-driven counterfactual relies on
auxiliary premises about the default choice behavior of the involved agents, where
the default choice behavior is determined by, for instance, duties, personality,
daily schedule, preferences, goals, and so on.

Our aim in this chapter is to study the semantics and logic of choice-driven
counterfactuals. To do this, we improve the STIT semantics introduced in Chap-
ter 3 in order to represent the past and future default choice behavior of the agents
and to refer to moments and histories that, although no longer possible, would
still be possible had something different happened in the past. We show how to
merge the new framework with the mainstream semantics of counterfactuals due
to Stalnaker [1968] and Lewis [1973a], highlighting important philosophical issues
and interesting logical properties of choice-driven counterfactuals.

Since counterfactual reasoning is key to a number of applications of STIT
(such as the analysis of the notion of responsibility, as we saw in Chapter 3),
it would not be surprising if the question how to interpret counterfactuals in
STIT semantics had already been addressed in the literature. As far as we know,
however, only Xu [1997] and Horty [2001, Chapter 4] explicitly raise this question.
In addition, although there has been some investigation concerning the semantics

73
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of counterfactuals in the context of branching time [Placek and Müller, 2007;
Thomason and Gupta, 1981], the notion of agency is absent from these proposals.
One of the main contributions of the work presented in this chapter is to begin
to fill this important gap in the STIT literature.

Outline. In Section 4.1, we introduce and motivate the semantic ingredients
of our framework. A key component of our semantics is to distinguish between
deviant and non-deviant actions at a moment. As explained below, an action
available to an agent is deviant if it does not match the agent’s default choice be-
havior. In Section 4.2, we present the syntax [Section 4.2.1] and semantics [Section
4.2.2] of our STIT logic with action types and deviant action (ALDn), discuss a
potential axiomatization [Section 4.2.2] and draw connections with strategic and
epistemic STIT [Section 4.2.3]. Section 4.3 extends the logic from Section 4.2 to
include counterfactuals. In Section 4.3.1, we gradually introduce two candidate
semantics for choice-driven counterfactuals, one called rewind models inspired by
Lewis [1979] and the other called independence models motivated by well-known
counterexamples to Lewis’ proposal [Slote, 1978]. The logical properties of the
two semantics are studied in Section 4.3.2. Taking a cue from the literature
on epistemic game theory [Stalnaker, 1996; Halpern, 2001], in Section 4.4, we
consider how to evaluate choice-driven counterfactuals at moments arrived at by
some agents performing a deviant action. Section 4.5 concludes.

This chapter is based on Canavotto and Pacuit [2020].

4.1 Counterfactuals, agency, and branching time

Our aim in this chapter is to use STIT models to provide a semantics for choice-
driven counterfactuals in branching time. Let us motivate our extensions to
standard STIT semantics by gradually unrolling the following example.

4.1.1. Example. Three agents play the following game: Initially, David decides
whether to play with Max or Maxine and then he bets heads or tails. After David
bets, the person nominated by David flips a coin. David wins if his bet matches
the outcome of the coin flip and loses otherwise. Unknown to David, both Max
and Maxine have two coins, one with heads on each side and one with tails on
each side (called the H-coin and T-coin, respectively). Max can see the coin he
flips, and chooses so as not to match David’s bet: if Max has a chance to play, he
flips the H-coin if David bets tails and the T-coin if David bets heads. Maxine
cannot see the coin she flips, so, if she has a chance to play, she flips a coin at
random. After selecting Max, David bets heads and Max flips the T-coin.

A STIT model representing Example 4.1.1 is pictured in Figure 4.1, where
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m1

K1 K2

David

m2

K3 K4

David

m4

K7 K8

Max

h1 h2

m5

K9 K10

Max

h3 h4

m3

K5 K6

David

m6

K11 K12

Maxine

h5 h6

m7

K13 K14

Maxine

h7 h8

At m1 David selects either Max (K1) or Maxine (K2); then, he either bets

heads (K3, K5) or tails (K4, K6). If Max is selected, he either flips the H-coin

(K7, K9) or the T-coin (K8, K10). If Maxine is selected, she either flips the

H-coin (K11, K13) or the T-coin (K12, K14). The actual history is h2.

Figure 4.1: Example 4.1.1 in standard STIT semantics

the actual history is h2 (the thick line).1 Suppose that we are at moment m4 on
history h2 (so, David and Max have made their choices). Intuitively, the following
counterfactual, abbreviated as T 2→L, is true at moment m4 on history h2:

(C1) If David had bet tails, then he would still have lost.

In order to evaluate (C1), we need to consider the histories on which the an-
tecedent T is true (called T -histories). The T -histories are the histories on which
David bets tails. That is, the histories on which David performs an action of type
betting tails. According to the explanation of Figure 4.1, David bets tails on his-
tories h3, h4, h7, and h8. But, despite our informal description of the diagram,
in STIT semantics there is nothing that allows us to group together K4 and K6

as actions of type betting tails – and so to identify the aforementioned histories
as histories on which David performs this type of action. Continuing in the vein
of Chapter 3, we will obviate this difficulty by supplementing our models with
labels tagging the actions available to every agent at a moment with their types.

1We assume that the agents who do not move at a moment m only have one available choice
at m – i.e., the vacuous choice represented by the set of all histories passing through m. For
the sake of readability, we have omitted vacuous choices from Figure 4.1.
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However, introducing action types alone is not sufficient to identify the T -
histories needed to evaluate (C1). The first problem is that in order to evaluate
(C1), we need to consider histories on which David bet tails just previous to the
time of m4 (the time of utterance). Histories on which he did not just bet tails
but did bet tails, say, two weeks ago or will bet tails four days from now are
immaterial. Given our informal description of the model in Figure 4.1, moments
m4,m5,m6 and m7 are the only ones that could occur at the time that (C1)
is evaluated. We will use instants from Belnap et al. [2001] to group together
moments occurring at the same time.

With the addition of types and instants, we can formally identify h3, h4, h7,
and h8 as the histories on which David just bet tails. But not all of these histories
are relevant to evaluate (C1). We can ignore histories h7 and h8: On these
histories David just bet tails at the time of m4 after nominating Maxine instead
of Max. This is a much bigger difference from the actual history h2 than h3

and h4, on which David nominates Max (as he actually does). So, the usual
considerations of minimal change [see Section 4.3] suggest focusing on h3 and h4.
But there is also a crucial difference between h3 and h4. On both histories, David
just bet tails at the time of m4 after nominating Max. Yet, after that, Max flips
the H-coin on h3 and the T-coin on h4. The key difference is that only h3 is
consistent with Max’s default choice behavior, namely that if he has a chance
to play, he flips the coin that makes David lose. Thus, we take (C1) to be true
assuming that Max’s choice matches his default choice behavior. Contrast (C1)
with the counterfactual: “If David had nominated Maxine and bet tails, then he
would still have lost.” Given that Maxine might choose to flip the T-coin, this
counterfactual is judged false.2

In order to represent the default choice behavior of the agents over time, we
will supplement STIT semantics with a function that identifies the deviant actions
at each moment. An action available to an agent i at a moment m is deviant if its
performance at m does not agree with agent i’s default choice behavior at m – it
is a non-deviant or default action otherwise. To simplify the exposition, we call
an agent’s default choice behavior a choice rule. In Example 4.1.1, “Max flips the
coin that makes David lose” is a choice rule and actions K7 (flipping the H-coin
after David bets heads) and K10 (flipping the T-coin after David bets tails) are
deviant actions. We conclude this section with three clarifying comments about
choice rules.

What choice rules are (not). Choice rules can have various sources, including
social conventions, shared standards of rationality, habits, individual preferences
or goals, and, in the case of artificial agents, choice-guiding programs. A natural
example of choice rules are the decision rules found in the game- and decision-

2What is intuitively true is the weaker “If David had nominated Maxine and bet tails, he
might have lost.”
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theory literature, such as expected utility maximization or maximin. However, it
is important to stress that some choice rules can be dictated by habits or behavior
that is, on the face of it, irrational (more on this in Section 4.4). A final point
about the interpretation of choice rules is that they should not be thought of as
physical or causal laws. The key difference is that the latter laws constrain the
behavior of the agents in a way that choice rules do not: while an agent who is
hit on his legs by a 100kg rolling ball cannot avoid falling, an agent who normally
cheats at cards can avoid cheating.

(Non-)deterministic choice rules. A choice rule is deterministic when, at
every moment m at which it guides the behavior of an agent i, there is only
one available action for i that is non-deviant. Otherwise, a choice rule is said
to be non-deterministic. Max’s choice rule in Example 4.1.1 is an example of a
deterministic choice rule: provided that Max can play, flipping the T-coin is his
only non-deviant option if David bets heads and flipping the H-coin is his only
non-deviant option if David bets tails. An example of non-deterministic choice
rule is: “if mango, pineapple, and pear are available, then Alice picks either
mango or pineapple.” This rule guides Alice’s behavior when all three fruits are
present, since picking the pear is deviant. But the guidance is only partial since
picking the mango and picking the pineapple are both non-deviant. Here we make
the simplifying assumption that all choice rules are deterministic. Restricting
to deterministic choice rules simplifies our formal definitions. Of course, this
is a significant assumption since non-deterministic choice rules are ubiquitous.
However, the issues concerning choice-driven counterfactuals addressed here do
not depend on this assumption.

Extensional perspective on choice rules. Our models represent the distinc-
tion between actions that are deviant and actions that are not deviant according
to an underlying set of choice rules. But we do not include a representation of
the underlying choice rules themselves.3 Using this approach, we can represent
a wide variety of choice rules, including choice rules that may change over time.
For example, we can easily represent the choice rule “Alice normally cheats at
cards up to time t and normally respects the rules afterwards” by classifying all
instances of Alice’s non-cheating up to t as deviant and all instances of Alice’s
cheating after t as deviant. Similarly, we can represent choice rules such as “Al-
ice is indifferent between mango and pineapple but strictly prefers watermelon
over mango and pineapple”: according to this rule, picking watermelon is the
only non-deviant option for Alice when watermelon is available, while none of her
options is deviant at moments when watermelon is not available.

3For instance, one could make choice rules explicit using default logic as in Horty [2012]. We
leave an exploration of this possibility to future work.
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4.2 Basic framework

In this section, we improve the framework introduced in Chapter 3 in order to be
able to describe past facts, properties of instants, and deviant actions. The logic
ALDn we are about to present includes the fragment of the logic ALOn from Chap-
ter 3 without the relation of opposing between action types. The formal language
is defined in Section 4.2.1 and the semantics is presented in Section 4.2.2, where
we also consider a potential axiomatization. In Section 4.2.3 we briefly discuss
connections with epistemic and strategic STIT. For the reader’s convenience, we
do not assume familiarity with the notation introduced in Chapter 3. This means
that, although the presentation will be more concise in several parts, there will
be some overlap between the present section and Chapter 3.2.

4.2.1 Syntax

We start by fixing sets of atomic propositions, action types and agents:

• Let Prop be a non-empty countable set of propositional variables.

(We will use p, q, r, p′, p′′, . . . for elements of Prop.)

• Let Atm be a non-empty finite set of (names of) action types.

(We will use a, b, c, a′, a′′, . . . for elements of Atm.)

• Let Ag = {1, . . . , n} be the set of n agents for some number n ∈ N.

(We use will i, j, k, i′, i′′, . . . for elements of Ag.)

We think of agents as endowed with a repertoire of action types of which they
can be authors. We associate each action type with its possible authors and fix
a set Acts of individual action types, defined as follows:

Acts ⊆ Atm× Ag

We write ai when (a, i) ∈ Acts. Intuitively, ai is the action type that is instan-
tiated whenever agent i performs an action of type a. For instance, if a ∈ Atm
is the action type betting tails and 1, 2 ∈ Ag are, respectively, David and Max,
then a1 is the action type David’s betting tails and a2 is the action type Max’s
betting tails. For i ∈ Ag, Actsi is the set of action types authored by agent i:

Actsi = {ai ∈ Acts | a ∈ Atm}.

4.2.1. Definition (Syntax of LALDn). Let Prop, Atm andAg be defined as above.
The set of formulas of the language LALDn , also denoted with LALDn , is generated
by the following grammar:

ϕ := p | do(ai) | dev(ai) | ¬ϕ | (ϕ ∧ ϕ) | 2ϕ | Xϕ | Yϕ
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where p ∈ Prop and ai ∈ Acts. The abbreviations for the Boolean connectives are
defined as usual. We use ♦ϕ, X̂ϕ, and Ŷϕ as abbreviations for ¬2¬ϕ, ¬X¬ϕ, and
¬Y¬ϕ respectively. We adopt the usual rules for the elimination of parentheses.

The three modalities of LALDn are standard in branching time logic: 2ϕ means
“ϕ is settled true” or “ϕ is historically necessary,” Xϕ means “ϕ is true at the next
moment on the current history,” and Yϕ means “ϕ is true at the previous moment
on the current history.” The intended interpretations of the action formulas do(ai)
and dev(ai) are “agent i does action a” and “action ai is deviant,” respectively.
Modalities in the spirit of PDL and STIT can be defined in LALDn as they are
defined in LALOn [cf. Definition 3.2.5].

We will use the following notions later in the chapter. A complete group
action is a function α : Ag → Acts such that, for all i ∈ Ag, α(i) ∈ Actsi. So,
a complete group action is any combination of individual actions, one for each
agent (in game-theoretic terms, it is an action profile). Let Ag-Acts be the set of
all complete group actions (we use Greek letters α, β, γ for elements of Ag-Acts).
As usual, when α ∈ Ag-Acts and I ⊆ Ag, we will write αI for the restriction
of α to the set I, α−I for αAg\I , and α(I) for the image of I under α. For any
α ∈ Ag-Acts, we define:

do(α) :=
∧

ai∈α(Ag)

do(ai).

Thus, do(α) means “the group of all agents does α” (i.e., “for all i ∈ Ag, i
performs action α(i)”).

4.2.2 Semantics

The semantics for formulas from LALDn consists of three main components: a
rooted discrete branching time structure with instants (called rooted DBT struc-
ture); an action type function labeling moment-history pairs with complete group
actions; finally, a deviant-choice function representing the agents’ default choice
behavior.

4.2.2. Definition (Rooted DBT structure). A rooted DBT structure is a tuple
〈Mom,m0, <〉, where Mom 6= ∅ is a set of moments, m0 ∈ Mom, and <⊆
Mom×Mom is the temporal precedence relation. As usual, ≤⊆ Mom×Mom
is defined as: for any m,m′ ∈ Mom, m ≤ m′ iff m < m′ or m = m′. The
relation < is a discrete tree-like ordering of Mom rooted in m0: it satisfies, for
all m,m1,m2,m3 ∈Mom,

1. Irreflexivity : m 6< m.

2. Transitivity : if m1 < m2 and m2 < m3, then m1 < m3.

3. Past-linearity : if m1 ≤ m3 and m2 ≤ m3, then either m1 ≤ m2 or m2 ≤ m1.
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(I) Histories

• A history is a maximal set of linearly ordered moments from Mom.

• HistT is the set of histories in T .

• History h passes through moment m when m ∈ h.

• HTm = {h ∈ HistT |m ∈ h} is the set of histories passing through m.

• h, h′ ∈ HistT are undivided at m iff m ∈ h ∩ h′ and there is m′ > m s.t.

m′ ∈ h ∩ h′.
(II) Immediate successors

• succ(m) = {m′ ∈Mom |m < m′ and, for no m′′ ∈Mom,m < m′′ < m′}
is the set of immediate successors of m.

• If h ∈ HTm, the immediate successor of m on h, denoted with succh(m), is

the unique element of h ∩ succ(m).

(III) Predecessors

• If m 6= m0, pred(m) is the unique predecessor of m.

(IV) Indices

• An index is a pair m/h such that m ∈Mom and h ∈ HTm.

• IndT is the set of indices in T .

Table 4.1: Key notions related to a rooted DBT structure T

4. Discreteness : if m1 < m2, then there is an m3 such that m1 < m3 ≤ m2

and there is no m4 such that m1 < m4 < m3.

5. No endpoints : there is an m′ ∈Mom such that m < m′.

6. Initial moment : m0 < m.

The standard notions used to reason about rooted DBT structures are sum-
marized in Table 4.1. We already discussed the notions in groups (I) and (IV)
in Chapter 2.1 and the notions in group (II) in Chapter 3.2.1. For the remain-
ing group, the condition of past-linearity ensures that every non-initial moment
m 6= m0 has a unique predecessor, denoted pred(m). As usual, we will omit the
superscript T and write Hist, Hm, and Ind when it is clear from the context.

We now supplement rooted DBT structures with instants. Intuitively, an
instant is a set of moments happening at the same time.

4.2.3. Definition (Instants). Let T = 〈Mom,m0, <〉 be a rooted DBT struc-
ture. For any m ∈Mom and n ∈ N, define succn(m) recursively as follows:

1. succ0(m) = {m};
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2. succn+1(m) =
⋃
m′∈succn(m) succ(m

′).

Then InstT = {succn(m0) |n ∈ N} is the set of instants over T (we omit the
superscript when the rooted DBT structure is clear from the context). We use
t, t1, t2, . . . to denote elements of InstT .

According to Definition 4.2.3, each clock tick transitions every moment in an
instant to the next unique instant.4 When m ∈ t we say that moment m occurs
at instant t and when m ∈ h∩ t we say that history h crosses instant t at moment
m. Let 〈Mom,m0, <〉 be a rooted DBT structure. The fact that < is discrete
and rooted in m0 ensures that:

1. Inst is a partition of Mom. Hence, every m ∈Mom occurs at one and only
one instant, denoted with tm.

2. Every h ∈ Hist crosses each instant t at exactly one moment, denoted with
m(t,h). In what follows, we write t/h for m(t,h)/h.

The above notation together with the notation introduced in Table 4.1 will be
repeatedly used in Sections 4.3 and 4.4.

Turning to agency, we make the following two key assumptions about the
individual actions that are performed at a moment: First, the action types in
Atm,Acts, and Ag-Acts represent one-step actions. So, in the spirit of PDL and
CL, performing an action at a moment transitions to a set of next moments rep-
resenting the different possible outcomes of the action.5 Second, every transition
from a moment to one of its successors is brought about by a unique complete
group action. Accordingly, we label every index m/h with the complete group
action that brings about the transition from m to its successor on h (i.e., the
moment succh(m)). If index m/h is labeled with α ∈ Ag-Acts, then α(i) repre-
sents the action type that agent i ∈ Ag instantiates at m/h. Hence, every agent
i instantiates one, and only one, type of action at every index m/h.

The final component of our semantics is a deviant-choice function that labels
some of the individual actions that the agents can perform at a moment m as
deviant. An action is deviant if it is not among the default actions that the agents
can perform according to some underlying choice rules.

4.2.4. Definition (ALDn frame). An ALDn frame is a tuple 〈T , act,dev〉 where
T is a rooted DBT structure, act : Ind → Ag-Acts assigns to every index a

4This is a convenient simplification, and is not essential for what follows. The crucial as-
sumption is that, for every m ∈ Mom, there are alternative moments occurring at the same
time as m.

5We think of the assumption that the temporal ordering is discrete as a by-product of this
view of actions, rather than as an assumption about the structure of time in itself.
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complete group action, and dev : Mom → 2Acts assigns to every moment a set
of individual actions. For any m ∈Mom and i ∈ Ag, let

Actsmi =
⋃

h∈Hm

act(m/h)(i)

be the set of individual actions available to agent i at m and

Actsm =
⋃
i∈Ag

Actsmi

be the set of individual actions executable at m. The functions act and dev
satisfy the following conditions: for all m ∈Mom, h, h′ ∈ Hist, and i ∈ Ag,

1. No Choice Between Undivided Histories : if h and h′ are undivided at m,
then act(m/h) = act(m/h′).

2. Independence of Agents : for all α ∈ Ag-Acts, if α(j) ∈ Actsm for all j ∈ Ag,
then there is h ∈ Hm such that act(m/h) = α.

3. Executability of Deviant Actions : dev(m) ⊆ Actsm.

4. Availability of Default Actions : there is ai ∈ Actsmi such that ai /∈ dev(m).

5. Determinism of Choice Rules : if there is an ai ∈ Actsi ∩ dev(m), then
Actsmi \ dev(m) is a singleton.

When |Actsmi | = 1, we say that agent i has a vacuous choice at m.

As we noted in Chapter 3.2.1, the set Actsmi of actions available to agent i at
moment m induces a partition on Hm: for every h ∈ Hm, the set

Actsmi (h) = {h′ ∈ Hm | act(m/h)(i) = act(m/h′)(i)}

is the cell in the partition containing h. The set Actsmi (h) is the action token
performed by i at m/h familiar in STIT semantics [see Chapter 2.1.1] that has
been tagged with its assigned type. Note that every such action token is assigned
a unique type and different tokens are assigned different types.6

Conditions 1 and 2 from Definition 4.2.4 are standard requirements in STIT
semantics [see Chapter 2.1.1]: The condition of no choice between undivided
histories ensures that no individual action executable at a moment can separate
histories that are undivided at that moment. The condition of independence
of agents ensures that every combination of individual actions executable at a
moment (one for each agent) can itself be executed at that moment.

6This is a common idea and can be found in, e.g., Horty and Pacuit [2017]. It is also at the
basis of the proof, presented by Broersen et al. [2006b], that CL [Pauly, 2002] can be embedded
in STIT. See Chapter 2.3.1 for more details.
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Figure 4.2: An ALDn frame representing Example 4.1.1

The conditions on the function dev (conditions 3, 4 and 5 from Definition
4.2.4) require some more explanation. According to condition 3, only individual
actions executable at a moment can be deviant at that moment. The idea is that
individual actions that cannot be performed at a moment are immaterial for the
default choice behavior of the agents at that moment. According to condition 4,
every agent can perform at least one non-deviant action at every moment. Given
the condition of independence of agents, this means that, at every moment, there
is some history on which no agent performs a deviant action. So, according to
the choice rules underlying an ALDn frame, something will always happen.7

An ALDn frame representing Example 4.1.1 is pictured in Figure 4.2. In the
figure, David is agent 1, Max is agent 2, and Maxine is agent 3. David’s individual
action types are nm1 (nominate Max), nm′1 (nominate Maxine), bt1 (bet tails),
and bh1 (bet heads); Max’s individual action types are tc2 (flip the T-coin) and
hc2 (flip the H-coin); and Maxine’s individual action types are tc3 (flip the T-
coin) and hc3 (flip the H-coin). The action types for agents with vacuous choices
at a moment are omitted. The dashed lines represent instants and the gray cells
represent the deviant actions (recall that Max’s choice rule is that he flips the
coin that guarantees that David loses).

We now define a model based on an ALDn frame and truth of formulas from
LALDn at an index and consider a potential axiomatization.

7This raises an immediate question: what if a moment has been reached by some agents
performing deviant actions? We discuss this issue in Section 4.4.
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(CPL) Classical propositional tautologies (MP) From ϕ and ϕ→ ψ, infer ψ

(S52) The axiom schemas of S5 for 2 (RN2) From ϕ, infer 2ϕ

(KDX) The axiom schemas of KD for X (RNX) From ϕ, infer Xϕ

(KY) The axiom schemas of K for Y (RNY) From ϕ, infer Yϕ

(I) Axioms for X and Y:

(FX) X̂ϕ→ Xϕ (FY) Ŷϕ→ Yϕ

(CXY) ϕ→ XŶϕ (CYX) ϕ→ YX̂ϕ

(II) Axioms for do:

(UHdo) (do(α) ∧ X♦ϕ)→ ♦(do(α) ∧ Xϕ) (Act)
∨
ai∈Actsi do(ai)

(IAdo) (♦do(a1) ∧ · · · ∧ ♦do(an))→ ♦do(α) (Sin) do(ai)→ ¬do(bi)
for α(1) = a1, . . . , α(n) = an for ai 6= bi

(III) Axioms for dev:

(Ax1)
∨
ai∈Actsi(♦do(ai) ∧ ¬dev(ai)) (Ax3) dev(ai)→ 2dev(ai)

(Ax2) (♦do(ai) ∧ ♦do(bi) ∧ ¬dev(ai)) (Ax4) dev(ai)→ ♦do(ai)
→ dev(bi), for ai 6= bi

Table 4.2: A potential axiomatization of ALDn

4.2.5. Definition (ALDn model). Let Prop be defined as above. An ALDn

model is a tuple 〈F , π〉, where F is an ALDn frame and π : Prop → 2Ind is
a valuation function.

4.2.6. Definition (Truth for LALDn). Suppose M, is an ALDn model. Truth of
a formula ϕ ∈ LALDn at an index m/h in M, denoted M,m/h |= ϕ, is defined
recursively. Truth of atomic propositions and the Boolean connectives is defined
as usual. The remaining clauses are as follows:

M,m/h |= do(ai) iff act(m/h)(i) = ai
M,m/h |= dev(ai) iff ai ∈ dev(m)
M,m/h |= Xϕ iff M, succh(m)/h |= ϕ
M,m/h |= Yϕ iff m = m0 or M, pred(m)/h |= ϕ
M,m/h |= 2ϕ iff for all h′ ∈ Hm, M,m/h′ |= ϕ

Table 4.2 displays a potential axiomatization of the logic ALDn. The axioms
and rules in the table extend the fragment of the axiom system ALOn [cf. Table
3.2] without . and merge a standard axiomatization for 2, X, and Y with bridge
principles connecting these modalities to the action description formulas using
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do and dev. As noted in Chapter 3.2.2, the axioms for do are a reformulation,
in LALDn (resp. LALOn), of the main axioms of the logic DLA from Herzig and
Lorini [2010]. The axioms in the last group express the fact that the function
dev is moment-relative (axiom Ax1) and satisfies the conditions of executability
of deviant actions (axiom Ax2), availability of non-deviant actions (axiom Ax3),
and determinism of choice rules (axiom Ax4). It is not difficult to prove that the
axioms and rules in Table 4.2 are valid and truth preserving in every ALDn frame:

4.2.7. Theorem. The axiom system defined in Table 4.2 is sound with respect
to the class of all ALDn frames.

The proof of the following conjecture is the subject of ongoing research.

4.2.8. Conjecture. The axiom system ALDn is complete with respect to the
class of all ALDn frames.

We anticipate that the proof of Conjecture 4.2.8 follows the same pattern as
the completeness proof for the logic ALOn presented in Appendix A.1. Some
extra steps are needed in order to take care of the yesterday operator Y in the
unraveling procedure presented in Appendix A.1.2.

4.2.3 Comparisons: strategic and epistemic STIT

To conclude this section, some brief comments about related extensions of STIT
semantics are in order. The first extension that we discuss is strategic STIT [Bel-
nap et al., 2001, Chapter 13; Horty, 2001, Chapter 7; Broersen and Herzig, 2015].
Labeling some actions as deviant at a moment can be viewed as a generalization
of a strategy used in strategic STIT: Given a dev function and any agent i, we
can define a function si : Mom→ 2Actsi as follows: for all m ∈Mom,

si(m) = {ai ∈ Actsmi | ai /∈ dev(m)}

Thus defined, si is a partial strategy for agent i that assigns to each moment
m the non-deviant actions available to i at m. It is a partial strategy because
some moment may be assigned all actions available to agent i at that moment. A
similar generalization of strategic STIT can be found in Lorini and Sartor [2016],
where the authors supplement STIT with a set of rational choices for every agent
at every moment. But, as we mentioned in Section 4.1, choice rules may be
grounded on preferences or habits that are, on the face of it, irrational. So, non-
deviant choices may not coincide with rational choices. The approach that comes
closest to our understanding of the dev function is Müller’s [2005] idea of using
strategic STIT to “affix ‘defaults’ to future choices” [ibid., p. 199]. The key
difference between Müller’s proposal (and, more generally, strategic STIT) and
our own is the role that “defaults” (or strategies) play in the semantics: “defaults”
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are introduced here to contribute to the analysis of choice-driven counterfactuals
rather than provide a semantics for strategic STIT operators.

A second extension of STIT adds epistemic operators [see, e.g., Broersen and
Ramı́rez Abarca, 2018; Herzig and Troquard, 2006; Lorini et al., 2014; Horty and
Pacuit, 2017]. It is important to not confuse an epistemic indistinguishability
relation (an equivalence relation on indices) with instants. Our interpretation of
instants is that they represent “alternative presents,” and not uncertainty of the
agents (or even the modeler). In fact, as it will become clear in Section 4.4, ALDn

frames are essentially extensive form games with perfect information (and simul-
taneous moves). This is important because instants will appear in the semantics
of counterfactuals. In this chapter, we are interested in the truth conditions of
choice-driven counterfactuals, and not what these counterfactuals may express
about the cognitive procedure, knowledge, and beliefs that the agents’ use to
evaluate them. Such procedure will be the subject of Chapter 5.

4.3 Adding counterfactuals

In this section, we extend LALDn with formulas of the form ϕ2→ψ with the inter-
pretation “if ϕ were true, then ψ would be true.” Let L2→

ALDn
be the full language.

We aim at providing a semantics for L2→
ALDn

based on ALDn frames. Our start-
ing point is the well-known possible world semantics for counterfactuals due to
Stalnaker [1968] and Lewis [1973a]. According to this approach, a counterfactual
A2→C is true at a world w just in case either

(i) there is no A-world accessible from w (the vacuous case), or

(ii) some A ∧ C-world is more similar to w than any A ∧ ¬C-world.8

The fundamental notion is a relative similarity relation between possible worlds,
which Lewis [1973a] takes to be a weak ordering (a transitive relation in which
ties are permitted but any two worlds are comparable) satisfying the centering
condition (any world is more similar to itself than any other world).

The first question that arises when trying to adapt the mainstream semantics
for counterfactuals to our semantics is: What should take the place of possible
worlds as arguments of the relative similarity relation? In the Lewis-Stalnaker
semantics, possible worlds are treated as unanalyzed entities. By contrast, in our
framework formulas are interpreted at a moment on a history, which represents
everything that happened in the past and everything that will happen in the
future. From a logician’s perspective, since Lewis defines relative similarity as
a three-place relation on possible worlds and since indices (i.e., moment-history
pairs) are the analogue of possible worlds in an ALDn frame, relative similarity
should be defined as a three-place relation over indices. However, when scholars

8Of course, for any sentence A, an A-world is a world satisfying A.
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in the Lewisian tradition try to put flesh on the bones of Lewis’s abstract relative
similarity relation, they typically think of possible worlds as evolving over time
(as histories) and not as momentary states (as moment-history pairs).9 This
squares, too, with the analysis of Example 4.1.1 we carried out in Section 4.1. In
order to determine the truth value of

(C1) If David had bet tails, then he would still have lost.

we consider histories that differed minimally from the actual one where it is true,
at the time of utterance, that David bet tails and check whether, at that time,
it is true that David loses. From this perspective, it makes sense to introduce
a relative similarity relation between histories (rather than indices). We will see
below that both perspectives can be accommodated.

Taking the more philosophical stance and following the intuitive analysis of
Example 4.1.1, let us supplement ALDn frames with a relative similarity function

�: Hist→ 2Hist×Hist

that assigns to every history h a relative similarity relation �h, where, for all
h, h1, h2,

h1 �h h2

means “h1 is at least as similar to h as h2.” Let a similarity ALDn frame be a
tuple 〈T , act,dev,�〉 such that 〈T , act,dev〉 is an ALDn frame and � a relative
similarity function. A similarity ALDn model is a tuple 〈T , act,dev,�, π〉 where
〈T , act,dev,�〉 is a similarity ALDn frame and π is a valuation function. Recall
that, for any moment m, tm is the instant to which m belongs (the time of m).
When a formula is evaluated at m/h, we call tm the time of evaluation. The
following definition is the analogue of the Lewisian semantics for counterfactuals
given above: a counterfactual is true at an index m/h just in case the consequent
is true, at the time of evaluation tm, on all histories that differ minimally from
h where the antecedent is true at tm (if there are any histories on which the
antecedent is true at tm).

4.3.1. Definition (Semantics for ϕ2→ψ). Wherem/h is any index from a sim-
ilarity ALDn model M and ϕ, ψ ∈ L2→

ALDn
,

M,m/h |= ϕ2→ψ iff either

(i) there is no h1 ∈ Hist such that M, tm/h1 |= ϕ, or

(ii) there is h1 ∈ Hist such that M, tm/h1 |= ϕ ∧ ψ and,

(ii) for all h2 ∈ Hist such that M, tm/h2 |= ϕ ∧ ¬ψ,

(ii) h2 6�h h1

9See, for instance, Lewis [1979] and Bennett [2003, Chapters 12-13].
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A few definitions will clarify the connection between Definition 4.3.1 and the
Lewis-Stanlanker semantics for counterfactuals. For any index m/h in a similarity
ALDn model 〈T , act,dev,�, π〉, let

t(m/h) = {m′/h′ ∈ Ind | tm = tm′}

be the set of indices accessible from m/h. So, an index m′/h′ is accessible from
m/h if it occurs at the same time as m/h. Next, for any index m/h, define
�m/h⊆ Ind× Ind by setting, for all m1/h1,m2/h2 ∈ Ind:

m1/h1 �m/h m2/h2 iff m1/h1 ∈ t(m/h) and h1 �h h2.

That is, m1/h1 is at least as similar to m/h as m2/h2 just in case m1/h1 is
accessible from m/h and h1 is at least as similar to h as h2. The evaluation rule
for 2→ in Definition 4.3.1 can then be rewritten as:

M,m/h |= ϕ2→ψ iff either

(i) there is no m1/h1 ∈ t(m/h) such that M,m1/h1 |= ϕ, or

(ii) there is m1/h1 ∈ t(m/h) such that M,m1/h1 |= ϕ ∧ ψ and,

(ii) for all m2/h2 ∈ t(m/h) such that M,m2/h2 |= ϕ ∧ ¬ψ,

(ii) m2/h2 6�m/h m1/h1.

This is the standard evaluation rule for counterfactuals replacing possible worlds
with indices. Rewriting Definition 4.3.1 in this way reveals two key assumptions
underlying our semantics for counterfactuals.

The first assumption is that the truth values of ϕ and ψ at indices not oc-
curring at the time of evaluation does not affect the truth-value of ϕ2→ψ. This
reflects the idea that, when we reason from a counterfactual supposition, we rea-
son about what would happen if the supposed proposition were true now [cf.
Thomason and Gupta, 1981, p. 68].10 The second, more important, assumption
is that the time of evaluation does not affect the relation of relative similarity
between histories: if h1 is at least as similar to h as h2, then this is true no
matter what time it is. This is a substantial assumption. Contrast it with what
Thomason and Gupta [1981, pp. 68-69] call the condition of past predominance:

(2.3) In determining how close m1/h1 is to m2/h2 [where m1 and m2

occur at the same time], past closeness predominates on future
closeness; that is, the portions of h1 and h2 not after m1 and m2

predominate over the rest of h1 and h2.

This informal principle is to be intended as strongly as possible: if h3

up to m3 is even a little closer to h1 up to m1 than is h2 up to m2,

10Another approach would be to tag each atomic proposition with the time of evaluation [see
Shoham, 1989]. E.g., pt means p is true at time t.
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Figure 4.3: Past predominance, an illustration

then m3/h3 is closer to m1/h1 than m2/h2 is, even if h2 after m2 is
much closer to h1 after m1, than h3 after m3. Any gain with respect
to the past counts more than even the largest gain with respect to the
future. [Notation adapted.]

Consider the rooted DBT structure in Figure 4.3. The condition of past predom-
inance implies that t2/h2 is more similar to t2/h1 than t2/h3, even if t1/h2 and
t1/h3 are equally similar to t1/h1. This is excluded by our proposal, according
to which, if t2/h2 is more similar to t2/h1 than t2/h3, then t1/h2 must be more
similar to t1/h1 than t1/h3. The acceptance or rejection of the past predominance
condition influences the logic of counterfactuals. We come back to this issue in
Section 4.3.2.

4.3.1 Similarity defined

In this Section, we say more about the properties that our relative similarity
relation �h should satisfy.11 We gradually introduce two candidate definitions of
relative similarity in ALDn frames. The first is based on Lewis’s [1979] criteria
for determining similarity and gives rise to what we call rewind models. The
second, based on well-known counterexamples to Lewis’s criteria [Slote, 1978,
p. 27, fn.33], incorporates the idea that a notion of (in)dependence is key to a
semantics of counterfactuals, giving rise to what we call independence models.

We start with Lewis’s [1979, p. 472] first criterion of similarity: “It is of the
first importance to avoid big, widespread, diverse violations of law.” Lewis has

11As Bennett [2003, p. 196] notes:

Lewis’s theory evidently needs to be based [...] on a similarity relation that is
constrained somehow – it must say that A2→C is true just in case C is true at
the A-worlds that are most like the actual world in such and such respects. The
philosophical task is to work out what respects of similarity will enable the theory
to square with our intuitions and usage.
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in mind mainly causal or physical laws, but the notion of law in the above quote
can also be understood in terms of choice rules. The suggestion is that a history
h1 is more similar to a history h than another history h2 if fewer deviations from
the agents’ default choice behavior occur on h1 than on h2. For any history h,
the number of deviations on h is defined as follows:

n dev(h) = Σ
m∈h
|{i ∈ Ag | act(m/h)(i) ∈ dev(m)}|

For any history h, n dev(h) counts, for each moment m on h, the number of agents
performing a deviant action at m/h. Our first analysis of relative similarity is:

Analysis 1. For all histories h, h1, and h2, h1 is more similar to h than h2 iff

n dev(h1) < n dev(h2).

Our first observation in this section is that our definition of similarity requires
additional constraints that go beyond Analysis 1. To see this, consider again
Example 4.1.1 and its representation in Figure 4.2. Recall that the actual history
is h2: after nominating Max, David bets heads and Max flips the T-coin, so David
loses. Let L be the proposition that David loses (so, L is true at instant t3 on
h2, h3, h6, h7). We argued in Section 4.1 that the counterfactual (C1) is true at
m4/h2. The counterfactual (C1) is expressed by the following formula of LALDn :

(F1) Y(do(bt1))2→L (“If David had bet tails, then he would still have lost”).

It is not hard to see that Definition 4.3.1 and Analysis 1 would evaluate (F1) as
false. The histories on which Y(do(bt1)) is true at the time of evaluation tm4 = t3
are h3, h4, h7, and h8. Among these histories, the ones with the fewest number
of deviations are h3, h7, and h8 (in fact, no deviant action is performed on these
histories). But ¬L rather than L is true on h8 at t3. So, if we compare histories
only in terms of the number of deviations as in Analysis 1, then (F1) turns out
to be false at m4/h2. The problem with Analysis 1 is that it ignores the fact
that a “small miracle” [Lewis, 1979] (or a “surgical intervention” [Pearl, 2000])
at m4/h2 suffices to reach h3 from h2, while a substantial change in the past is
needed to reach h7 and h8. This suggests that the greater past overlap between
h1 and h2 is more important than the fewer number of deviations on h3.

Given the condition of past-linearity, the past overlap between two histories
h1 and h2 is their intersection:12

past ov(h1, h2) = h1 ∩ h2

This leads to a straightforward modification of Analysis 1:

12The condition of past-linearity ensures that h1 ∩h2 is an initial segment of both h1 and h2.
This is why it makes sense to call it their past overlap.
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Figure 4.4: An ALDn frame representing Example 4.3.2

Analysis 2. For all histories h, h1, and h2, h1 is more similar to h than h2 iff

either past ov(h, h1) ⊃ past ov(h, h2),

or past ov(h, h1) = past ov(h, h2) and n dev(h1) < n dev(h2).13

Analysis 2 delivers the correct evaluation of (F1) at m4/h2: Histories h3 and
h4 are more similar to h2 than h7 and h8, because their past overlap with h2 is
greater. In turn, history h3 is more similar to h2 than h4 because there are fewer
deviations on h2 than on h4. Since David loses at t3 on history h3, (F1) is true
at m4/h2. However, there are still problems with Analysis 2, as illustrated by the
following example:

4.3.2. Example. Everything is as in Example 4.1.1 except that David does not
initially select Max or Maxine. Instead, both Max and Maxine flip a coin after
David bets. David wins only if both Max’s and Maxine’s coins land on the side
he bets. Suppose that after David bets heads, Max flips the T-coin (as prescribed
by his choice-rule) and Maxine happens to flip the H-coin. So David loses.

An ALDn frame representing Example 4.3.2 is depicted in Figure 4.4, where the
labels and shadings are read as in Figure 4.2 and the proposition L that David
loses is true at instant t3 on all histories except for h2 and h8. The actual history
is h1 (the thick line). Consider the following counterfactual:

(F2) do(hc2)2→¬L (“If Max had flipped the H-coin, David would have won”).

13The idea of using the notion of past overlap to define a relative similarity relation between
histories in a branching time structure already appears in Xu [1997] and Placek and Müller
[2007]. Unlike the present work, these papers do not consider any other criterion of similarity.
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Intuitively, (F2) is true at m2/h1. But Analysis 2 and Definition 4.3.1 do not
vindicate this judgment. The histories on which Max flips the H-coin at tm2 = t2
are h2, h3, h6, and h7. Histories h2 and h3 have a greater past overlap with h1 than
h6 and h7, so the latter two histories can be discarded. In turn, since the number
of deviations on h2 is the same as the number of deviations on h3, h2 and h3 are
equally similar to h1. Yet, L rather than ¬L is true on h3 at t2. Given Definition
4.3.1, it follows that David might win – a weaker conclusion than the desired one.
The problem is that, even though h2 and h3 have the same past overlap with
h1 as well as the same number of deviations, more agents need to change their
actions to reach h3 than h2 (in this sense the change required to reach h3 is not
minimal).14 This suggests that the smaller change making h2 branch off from h1

is more important than the equal number of deviations on h2 and h3.
Given two histories h1 and h2, say that h1 and h2 divide at moment m if m is

the last moment they share, i.e., m ∈ h1 ∩ h2 and succh1(m) 6= succh2(m). When
h1 and h2 divide at moment m, let the number of agents separating h1 and h2 be
defined as follows:

n sep(h1, h2) = |{i ∈ Ag | act(m/h1)(i) 6= act(m/h2)(i)}|

Then, n sep(h1, h2) counts the number of agent that, by performing different
actions on h1 and h2 at m, make h1 and h2 divide at moment m.15 When h1 and
h2 never divide (i.e., h1 = h2), let n sep(h1, h2) = 0. Putting everything together,
we have our first definition of similarity.

4.3.3. Definition (Rewind similarity function). Let 〈T , act,dev〉 be an ALDn

frame. Define
≺R : Hist→ 2Hist×Hist

by setting: for all h, h1, h2 ∈ Hist, h1 ≺Rh h2 iff:

past ov(h, h1) ⊃ past ov(h, h2), or

past ov(h, h1) = past ov(h, h2) and n sep(h, h1) < n sep(h, h2), or

past ov(h, h1) = past ov(h, h2) and n sep(h, h1) = n sep(h, h2)

and n dev(h1) < n dev(h2).

For every h ∈ Hist, define �Rh as follows: for all h1, h2 ∈ Hist, h1 �Rh h2 iff either
h1 ≺Rh h2 or (h1 6≺Rh h2 and h2 6≺Rh h1).

14The importance of fixing the actions of as many agents as possible when evaluating a
counterfactual in a STIT model is already emphasized by Horty [2001, Chapter 4], who uses
this criterion to define a selection function that picks, for every index m/h, agent i and action
(token) K available to i at m, the most similar histories to h where i performs K. Since he is
only interested in counterfactuals of form “if agent i performed (now) a different action, then
ϕ would be true,” Horty [2001] does not consider other criteria of similarity.

15Notice that, by the condition of past linearity, if two histories h1 and h2 divide at a moment,
then they divide at a unique moment, so n sep(h1, h2) is well defined.
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We will call rewind model any similarity model
〈
T , act,dev,�R, π

〉
, where

�R is defined as in Definition 4.3.3.
Definition 4.3.3 encodes a substantial assumption about how we let a scenario

unfold under the supposition that the antecedent of a counterfactual is true. To
see this, let us go back to our initial Example 4.1.1, but suppose that the actual
history is h6 instead of h2: After nominating Maxine, David bets heads and
Maxine happens to flip the T-coin, so David loses. What if David had bet tails?
Would he have won? There are two ways to answer this question.

1. Rewind History : When we suppose that David bet differently, we rewind
the course of events to the moment when David bets (m1), intervene on
his choice, and then let the future unfold according to the agents’ default
choice behavior. Since there is no choice rule constraining Maxine’s flip, we
only conclude that David might win. This is the conclusion we reach by
applying Definition 4.3.3, according to which h3 and h4 are equally similar
to h2. In fact, together with Definition 4.3.1, Definition 4.3.3 encodes the
following Lewisian procedure:

[T]ake the counterfactual present, avoiding gratuitous difference
from the actual present; graft it smoothly onto the actual past;
let the situation evolve according to the actual laws; and see what
happens. [Lewis, 1979, p. 463]

2. Assume Independence: When we suppose that David bet differently, we
only intervene on his choice and leave all events that are independent of
it as they actually are. Doing otherwise “would seem to be positing some
strange causal influence” [Thomason and Gupta, 1981, p. 83]. Since there is
no choice rule according to which Maxine’s choice depends on David’s bet,
we conclude that, if David had bet differently, then he would have won.

To make the reasoning in item 2 precise, we need to describe relations of
(in)depen-dence between the agents in ALDn frames. Instead of introducing an
additional parameter, we supplement Definition 4.3.3 with a further requirement
on unconstrained agents. Recall that an agent i is unconstrained at a moment m
when none of the actions available to her at m is deviant. Accordingly, we define
the set of agents unconstrained at moment m as:

Ag(m) = {i ∈ Ag |Actsmi ∩ dev(m) = ∅}

In terms of unconstrained agents, the idea underlying 2 is that, in reasoning
from a counterfactual supposition, we do not change the actions of unconstrained
agents.16 Given an index m/h, define the set of actions performed by uncon-
strained agents at m/h as:

act(m/h) = {act(m/h)(i) | i ∈ Ag(m)}
16To account for the reasoning in 2, Thomason and Gupta [1981] impose constraints of “causal
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For any histories h1 and h2, define:

n unc(h1, h2) = Σ
t∈Inst

|act(t/h1) ∩ act(t/h2)|

Then, n unc counts, for every instant t, the number of agents unconstrained at t
on both h1 and h2 that act in the same way on these histories. Let us illustrate the
previous definitions with Figure 4.2. Assume that the vacuous choices of agent
i ∈ {1, 2, 3} are all labeled with vci. We then have the following:

• Ag(mk) = {1, 2, 3} for k ∈ {1, 2, 3, 6, 7} and Ag(mj) = {1, 3} for j ∈ {4, 5};

• act(t1/h1) ∩ act(t1/h5) = {vc2, vc3},
act(t2/h1) ∩ act(t2/h5) = {bh1, vc2, vc3},
act(t3/h1) ∩ act(t3/h5) = {vc1},
and so n unc(h1, h5) = n unc(h5, h1) = 6;

• act(t1/h5) ∩ act(t1/h7) = {nm′1, vc2, vc3},
act(t2/h5) ∩ act(t2/h7) = {vc2, vc3},
act(t3/h5) ∩ act(t3/h7) = {vc1, vc2, hc3},
and so n unc(h5, h7) = n unc(h7, h5) = 8.

Our second definition of similarity incorporates the assumption of indepen-
dence discussed in item 2 above.

4.3.4. Definition (Independence similarity function). Let 〈T , act,dev〉 be an
ALDn frame. Define

≺I : Hist→ 2Hist×Hist

by setting: for all h, h1, h2 ∈ Hist, h1 ≺Ih h2 iff either one of the first two
conditions in Definition 4.3.3 is satisfied or one of the following holds:

past ov(h, h1) = past ov(h, h2) and n sep(h, h1) = n sep(h, h2)

and n unc(h, h1) > n unc(h, h2), or

past ov(h, h1) = past ov(h, h2) and n sep(h, h1) = n sep(h, h2)

and n unc(h, h1) = n unc(h, h2)

and n dev(h1) < n dev(h2).

coherence” on their branching time models. Yet, they acknowledge that this move adds a
substantial layer of complexity to their theory. With a similar aim but in the context of
branching space-time, Placek and Müller [2007] define “independence” as space-like separation.
Yet, they acknowledge that this kind of independence is hardly realized in everyday situations
like the betting scenarios of our examples. The possibility of distinguishing constrained and
unconstrained agents provides us with a convenient way to get around these difficulties.
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For every h ∈ Hist, define �Ih as follows: for all h1, h2 ∈ Hist, h1 �Ih h2 iff either
h1 ≺Ih h2 or (h1 6≺Ih h2 and h2 6≺Ih h1).

We will call independence model any similarity model
〈
T , act,dev,�I , π

〉
,

where �I is defined as in Definition 4.3.4.

4.3.5. Remark. In the rest of the chapter, we will use ≺ as a variable ranging
over {≺R,≺I}. Similarly, we will use � as a variable ranging over {�R,�I}.

Definition 4.3.4 delivers the correct analysis of Example 4.3.2: although h2

and h3 overlap the same initial segment of h1, at m2 both David and Maxine act
in the same way on h2 and h1, while Maxine changes her behavior on h3. Hence,
h2 is more similar to h1 than h3. Since ¬L is true on h2 at t2, it follows that (F2)
is true at m2/h1.

4.3.2 Logical properties

The following are some immediate consequences of Definitions 4.3.3 and 4.3.4:

4.3.6. Proposition. Suppose that 〈T , act,dev,�, π〉 is either a rewind model
or an independence model. For any history h, the relative similarity relation �h
is a centered weak ordering. That is, �h satisfies the following conditions: for
any h′, h1, h2, h3 ∈ Hist,

1. Transitivity: if h1 �h h2 and h2 �h h3, then h1 �h h3.

2. Linearity: either h1 �h h2 or h2 �h h1.

3. Centering: if h′ �h h, then h′ = h.

Recall that, for any index m/h from a similarity ALDn model, the set of indices
accessible from m/h is t(m/h) = {m′/h′ ∈ Ind | tm = tm′}.

4.3.7. Corollary. Suppose that 〈T , act,dev,�, π〉 is either a rewind model
or an independence model. For any index m/h, the relation �m/h⊆ Ind × Ind
defined by setting: for all m1/h1,m2/h2 ∈ Ind,

m1/h1 �m/h m2/h2 iff m1/h1 ∈ t(m/h) and h1 �h h2,

is a centered weak ordering satisfying the following: for all m1/h1,m2/h2 ∈ Ind,

Priority: if m1/h1 ∈ t(m/h) and m2/h2 /∈ t(m/h), then m2/h2 6�m/h m1/h1

In tandem with Corollary 4.3.7, Definition 4.3.1 shows that our semantics
for counterfactuals matches Lewis’ semantics with possible worlds replaced with
indices. Proposition 4.3.8 is then a well-known consequence of Corollary 4.3.7.



96 Chapter 4. STIT semantics for choice-driven counterfactuals

4.3.8. Proposition. The following axioms and rule are valid and truth preserv-
ing in any rewind model (resp. independence model):17

(K2→ ) (ϕ2→ (ψ1 → ψ2))→ ((ϕ2→ψ1)→ (ϕ2→ψ2))

(Suc) ϕ2→ϕ

(Inc) (¬ϕ2→ϕ)→ (ψ2→ϕ)

(Cen) ϕ→ (ψ ↔ (ϕ2→ψ))

(Cond) (ϕ1 ∧ ϕ2 2→ψ)→ (ϕ1 2→ (ϕ2 → ψ))

(RMon) ¬(ϕ1 2→¬ϕ2) ∧ (ϕ1 2→χ)→ (ϕ1 ∧ ϕ2 2→χ)

(RN2→ ) From ψ infer ϕ2→ψ

More interestingly, the principles in the next proposition reflect the interaction
between counterfactuals and temporal modalities. The proof is in Appendix B.1.

4.3.9. Proposition. The following principles are valid in any rewind model
(resp. independence model).

(DisX) X(ϕ2→ψ)↔ (Xϕ2→Xψ) (DisY) Y(ϕ2→ψ)↔ (Yϕ2→Yψ)

(Cen1) ♦ϕ→ (♦ψ → 2(ϕ2→♦ψ)) (Cen2) ♦ϕ→ ((ϕ2→2ψ)→ 2ψ)

4.3.10. Corollary. The following are theorems of the axiom system defined
by the axioms and rules in Table 4.2, the principles in Proposition 4.3.8, and
principles Cen1 and Cen2 from Proposition 4.3.9:

1. ♦ϕ→ (2ψ ↔ 2(ϕ2→2ψ)),

2. ♦ϕ→ ((ϕ2→2ψ)→ 2(ϕ2→ψ)).

Proof:
Straightforward given Cen1, Cen2 and the fact that 2 is an S5 modality. 2

The validity of the distribution principles DisX and DisY depends on the as-
sumption that the time of evaluation does not affect the relation of relative sim-
ilarity between histories. In fact, since the most similar histories to a history h
up to the present time t are the same as the most similar histories to h up to
one instant after t, the most similar histories to h on which Xϕ is true at t must
be the same as the most similar histories to h on which ϕ is true one instant
after t (similarly for Yϕ). Thomason’s and Gupta’s [1981] principle of past pre-
dominance makes it possible to find counterexamples to DisX and DisY. To see
this, let us go back to Figure 4.3. Recall that, according to the condition of past

17Suc stands for “Success,” Inc for “Inclusion” (as it says that all indices satisfying a counter-
factual antecedent are accessible), Cen stands for “Centering,” Cond for “Conditionalization,”
and RMon for “Rational Monotonicity.”
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predominance, t2/h2 is more similar to t2/h1 than t2/h3, while t1/h2 and t1/h3

are equally similar to t1/h1. Suppose that p is true only at t2/h2 and t2/h3 and
that q is true only at t2/h2. Since q is true at the most similar index to t2/h1 at
which p is true (i.e., t2/h2), p2→ q is true at t2/h1, and so X(p2→ q) is true at
t1/h1. On the other hand, since ¬Xq is true at one of the most similar indices to
t1/h1 at which Xp is true (i.e., t1/h3), Xp2→Xq is false at t1/h1.

Thomason and Gupta [1981, pp. 70-71] rely on a variant of Example 4.1.1 to
support the claim that DisX and DisY should not come out as logical validities. In
their version of the example, Max and David are the only agents, the game starts
with David’s bet (at t2 in Figure 4.2) and ends after Max flips either the T-coin
or the H-coin (after t3 in Figure 4.2). As in Example 4.1.1, Max flips the coin
that guarantees that David loses. In addition, the actual history is h2: David bets
heads and Max flips the T-coin. Now, let L′ be the proposition “David loses at
time t3” (so, L′ is true at all moments on histories h2, h3, h6, and h7). According
to Thomason and Gupta [1981], the counterfactual

(A) do(bt1)2→L′ (“If David bets tails, he would lose at t3”)

is intuitively true at t2/h2, i.e., at the beginning of the game on the actual history.
Hence, Y(do(bt1)→ L′) is true at t3/h2. On the other hand, the authors take the
counterfactual

(B) Ydo(bt1)2→YL′ (“If David had bet tails, he would have lost at t3”)

to be intuitively false at t3/h2, i.e., at the end of the game on the actual history.
If this is correct, then the implication Y(do(bt1)2→L′) → (Ydo(bt1)2→YL′) is
false at t3/h2, that is, the principle DISY is not intuitively valid.

We disagree with Thomason’s and Gupta’s judgment about (B). Given Max’s
choice rule, at the end of the game it would be perfectly natural to explain to
David: “Well, if you had bet tails, you would still have lost.” We think that the
problem stems from a confusion between the time of evaluation and the time to
which the antecedent of a counterfactual refers. In discussing the present example,
Thomason and Gupta seem to take it that, in reasoning from a counterfactual
supposition, we hold fixed as many past facts as possible up to the time of eval-
uation (t1 in the case of (A) and t2 in the case of (B)). But, as most scholars
think [cf. Bennett, 2003, Chapter 12], what we intuitively do is rather to hold
fixed as many past facts as possible up to the time to which the antecedent refers
(t1 for both (A) and (B)).18 It then makes sense that relative similarity between
histories is not affected by the time of evaluation: what is important is just that
the longer a history h′ overlaps another history h, the more similar h′ is to h.

18Observe that, if we kept fixed as many past facts as possible up to the time of evaluation,
(B) would be false, no matter whether Max flips the T-coin by chance or because his default
choice behavior is to make David lose. Yet, intuitively, we judge (B) false only in the former case
(recall the reasoning underlining the “Rewind history” and “Assume independence” attitudes).
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Turning to Cen1 and Cen2, the validity of these principles follows from the
priority of the criterion of past overlap: if ϕ can be true at a moment, then
supposing that ϕ is true does not require shifting to a different moment. (Compare
the reasoning behind the validity of Cen: if ϕ is true at an index, then supposing
that ϕ is true does not require moving to a different index.) Items 1 and 2 in
Theorem 4.3.10 highlight an interesting interaction between counterfactuals and
historical necessity. In particular, item 2, which we discuss below, can be viewed
as a principle of “exportation” of 2 from 2→ .

The validities we have considered so far do not depend on whether we work
with rewind models or with independence models. The next Proposition 4.3.11
involves a formula that distinguishes the two classes of models. The proof can be
found in Appendix B.2.

4.3.11. Proposition. The following principle is valid in any rewind model, but
invalid in some independence models.

(Exp2) 2¬ϕ→ ((ϕ2→2ψ)→ 2(ϕ2→ψ))

Using item 2 in Theorem 4.3.10 and Exp2 we can show that (ϕ2→2ψ) →
2(ϕ2→ψ) is valid in the class of rewind models. The validity of this principle
can be proved directly from Definition 4.3.3, which ensures that the most sim-
ilar ϕ-histories19 to histories passing through a moment pass through the same
moments. Note that the converse implication is not valid: Suppose that we sched-
uled a lecture on Tuesday at 1pm and our default choice behavior is to follow the
schedule. Then, “If I were not sick, I would be teaching” is settled true on Tues-
day at 1pm, even though “If I were not sick, it would be settled that I would be
teaching” may be false (e.g., because there is a possibility that our bike breaks
down on the way to school).

To see why the addition of the criterion regarding unconstrained agents leads
to the invalidity of Exp2, consider another example.

4.3.12. Example. Charles puts an apple, a banana, an orange, and a grape-
fruit in a basket and three pieces of paper with the choices orange+grapefruit,
orange+apple, grapefruit+banana written on them in a jar. Bob picks the grape-
fruit+orange-paper, and receives the corresponding fruits. After that, Charles
splits the remaining pieces of paper in half. Ann picks the banana-paper, and
receives the corresponding fruit.

Example 4.3.12 can be modeled as illustrated in Figure 4.5. In the figure, Bob
is agent 1 and his non-vacuous choices are og1 (pick the orange+grapefruit-paper),
oa1 (pick the orange+apple-paper), and gb1 (pick the grapefruit+banana-paper).
Ann is agent 2 and her non-vacuous choices are a2 (pick the apple-paper), b2

19By “ϕ-history” we mean a history on which ϕ is true at the time of evaluation.
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Figure 4.5: An ALDn frame representing Example 4.3.12

(pick the banana-paper), g2 (pick the grapefruit-paper), and o2 (pick the orange-
paper). The actual history (thick line) is h2. In our terminology, both Bob and
Ann are unconstrained agents – none of their actions is deviant with respect to
any preference or strategy. At m2, there are no citrus fruits in the basket. But
what if there were? According to Definition 4.3.4, the most similar history to h2

satisfying this condition is h3, where Bob picks the orange+apple-paper and Ann
the banana-paper – as she does at m2/h2. At t2/h3 it is settled that Ann can pick
a banana, so “If there were a citrus fruit in the basket, it would be settled that
Ann could pick a banana” is true at m2/h2. But consider index m2/h1 where Ann
picks the apple-paper instead of the banana-paper. What if there were a citrus
fruit in the basket? Reasoning as before, the most similar history to h1 satisfying
this condition is h5, where Bob picks the grapefruit+banana-paper and Ann the
apple-paper. Since there is no banana in the basket at t2/h5, “If Ann could pick
a citrus fruit, she could pick a banana” is false at m2/h1, and so “It is settled
that, if there were a citrus fruit left, Ann could pick a banana” is false at m2/h2.

Before proceeding, let us highlight a potential problem for our proposal emerg-
ing from Figure 4.5. We have seen that, according to Definition 4.3.4, h3 is the
most similar history to h2 on which Bob does not choose the orange+grapefruit-
paper. So, “If Bob had picked a different piece of paper, then Ann would pick the
banana-paper” is true at m2/h2. But this is counterintuitive: if Bob had picked
a different piece of paper, he might have picked the grapefruit+banana-paper, in
which case Ann could not even pick the banana-paper! We view this as a modeling
issue: choosing a banana-paper over a apple-paper is not the same type of choice
as choosing a banana-paper over a grapefruit-paper, so the two choices should
not be labeled the same way.20 If we change the labeling, then the weaker (and
unproblematic) “If Bob had picked a different piece of paper, then Ann might

20See the discussion of menu dependence in rational choice theory [Dietrich and List, 2016;
Kalai et al., 2002; Sen, 1997].
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pick the banana-paper” is true at m2/h2. This suggests the introduction of the
next condition: for all i ∈ Ag and m,m′ ∈Mom,

1. Identity of Overlapping Menus : if Actsmi ∩Actsm
′

i 6= ∅, then Actsmi = Actsm
′

i .

Interestingly, as proved in Appendix B.2, Exp2 remains invalid in the class of
independence models satisfying the above condition 1. In fact, the countermodel
presented there satisfies a stronger condition: for all m,m′ ∈Mom,

2. Uniformity of Menus : if tm = tm′ , then Actsm = Actsm
′
.

While the condition of identity of overlapping menus is a desirable condition, the
condition of uniformity of menus is not: as illustrated by Example 4.3.12, de-
pending on what happens at a moment, different actions may become executable
in the future. But is the condition of identity of overlapping menus enough to
eliminate counterintuitive results? We leave a full exploration of this issue to
future research.

4.4 Deviant choices and counterfactuals

All of the examples discussed in the previous sections involve counterfactuals
evaluated at indices at which all of the agents choose actions prescribed by their
choice rules. How should we evaluate choice-driven counterfactuals at moments
arrived at by some agents performing deviant actions? Consider the following
variant of our running example.

4.4.1. Example. Everything is as in Example 1, except that, besides the two
biased coins, Max also can choose a fair coin – and he knows this. Max’s choice
rule is the same: choose the coin the guarantees that David will lose. Suppose
that David nominates Max and bets heads but Max makes a mistake and flips
the fair coin, which, lucky for David, lands heads.

Example 4.4.1 is depicted in Figure 4.6. Max’s choice of flipping the fair coin
is represented by the action type fc2. The coin lands heads on histories h2 and
h6 and lands tails on histories h3 and h7. At the index t2/h2, how should we
evaluate the counterfactual (C1) discussed in Section 4.1?

(C1) If David had bet tails, then he would still have lost. (Y(do(bt1))2→L)

To evaluate (C1), we need to determine which coin Max would flip if David had
just bet tails. Since Max is constrained by his choice rule, both Definition 4.3.3
and Definition 4.3.4 deliver the same analysis: after rewinding and intervening on
David’s choice, the future unfolds “forgetting” that David’s choice was deviant
on the actual history. This implies that (C1) is true at t2/h2 since Max would
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Figure 4.6: An ALDn frame representing Example 4.4.1

flip the H-coin at m3, as prescribed by his choice rule. It is not clear that this is
the correct judgment about (C1) given that Max mistakenly flipped the fair coin.

The main issue is that neither definition of similarity takes into account the
fact that the counterfactual is evaluated on a history on which Max acted as an
unconstrained agent. There are different ways to determine what coin Max will
flip under the supposition that David bet differently:

1. Forget that Max’s actual choice was deviant and assume that he is con-
strained by his choice rule. (This is what Definition 4.3.3 and Definition
4.3.4 implicitly assume.)

2. Assume that Max would have made the same mistake and flip the fair coin.

3. Assume that Max would have made a mistake, but we cannot tell which
one (e.g., he might flip the fair coin or the tails coin).

4. Assume that Max is no longer a constrained agent, so the only conclusion
we can draw is that Max might flip any of the available coins.

Without further details about why Max acted deviantly, it is not clear which
of the above options is best. Perhaps Max made a fleeting mistake and there
is no further explanation, which would suggest that option 1 is the best. There
might be a systematic problem with the coins (e.g., they are labeled incorrectly),
which would suggest that option 2 is the best. Finally, options 3 and 4 are best
if Max’s deviant action is some type of signal that he is no longer being guided
by his choice rule. Distinguishing these options is particularly important when
evaluating “forward-looking” counterfactuals involving statements about what
will happen in the future. Consider the following modification of Example 4.4.1.
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The diagram extends history h2 in Figure 4.6 with a choice for David at m4

to leave (l1) or stay (s1), followed by another round of the game described in

Example 4.4.1.

Figure 4.7: An ALDn frame representing Example 4.4.2

4.4.2. Example. Everything is as in Example 4.4.1, except that David can
choose to either leave or stay and play another round of the game after Max
flipped his coin. As in Example 4.4.1, suppose that in the first game David bets
heads and then Max makes a mistake by flipping the fair coin, which lands heads.
After this game, David chooses to leave the game.

Example 4.4.2 is depicted in Figure 4.7. The actual history is h2 (the thick
line): David bets heads, then Max mistakenly flips the fair coin (which lands
heads), and finally David decides to not play another round of the game. How
should we evaluate the following counterfactual (C2) at t3/h2?

(C2) If David were to bet heads, he would win.

Let W stand for “David wins the second game,” so W is true at t5/h5, t5/h6,
t5/h11, and t5/h12. Then, (C2) is represented by the formula:

(F2) Xdo(bh1)2→XXW .

Note that Xdo(bh1) is false at t3/h2.21 According to either Definition 4.3.3 or
Definition 4.3.4, (F2) is false at t3/h2: the most similar history to h2 on which

21Of course, the successor of m4 on h2 is not represented in Figure 4.7. It is assumed that the
game is over at m4/h2 and so the next choice for David on h2 does not involve betting heads.
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David bets heads during the second game is h8, where XXW is false at t3. This
means that the following is also false at t3/h2:

(C3) If David were to bet heads, then he might win.

The main reason why (C2) and (C3) are false at t3/h2 is because it is assumed
that Max’s choice at m6 is not influenced in any way by his errant choice at m2.
However, if the circumstances that led to Max’s deviant choice at m2 are still in
place at m6, then, arguably, (C3) should be true at t3/h2. The upshot is that
the evaluation of counterfactuals after one or more deviant choices often depends
on making precise details about why the agents did not choose according to their
choice rules. Drawing on some work in the foundations of game theory, we show
how to extend our models to represent some of these details.

Counterfactuals, such as (C2) and (C3), play an important role in the analysis
of strategic reasoning in game theory [Selten and Leopold, 1982; Bicchieri, 1988;
Shin, 1992; Stalnaker, 1996; Skyrms, 1998; Zambrano, 2004; Bonanno, 2015]. A
central question in this literature is: What do the players expect that their op-
ponents will do if an unexpected point in the game tree is reached? One an-
swer (forward induction) is that players rationalize past behavior and use it as
a basis for forming beliefs about future moves [Battigalli, 1997; Battigalli and
Siniscalchi, 2002; Stalnaker, 1998]. A second answer (backward induction) is that
players ignore past behavior and reason only about their opponents’ future moves
[Aumann, 1995; Bonanno, 2014; Perea, 2014; Stalnaker, 1998]. These different
answers roughly correspond to the four different options listed above that make
precise why Max made a deviant choice. Forgetting that Max made a deviant
choice and assuming he will be guided by his choice rule (option 1) is analogous to
the assumptions underlying backward induction reasoning (the second answer).
The other options can be viewed as different ways to rationalize Max’s surprising
choice, as in forward induction reasoning.

We leave to further work a more detailed discussion about strategic reasoning
in STIT models, and focus on the question raised above about how to evaluate
choice-driven counterfactuals after one or more deviant choices. This question
is related to an issue that arises when developing epistemic characterizations of
solutions concepts for extensive form games [Pacuit and Roy, 2015; Perea, 2012].
We illustrate this issue with the following example:

A B A 3, 3

2, 2 1, 1 0, 0

S

L l

s

L

S

This is a game between two players Alice (A) and Bob (B). Player A moves
first and can choose between leave (L) and stay (S). If A chooses L, then the
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game ends with a payout of 2 to both players. If A chooses S, then player B
chooses between l and s. If B chooses l, then the game ends with a payout of
1 to both players; and if B chooses s, then player A chooses a second time. If
A chooses L at her second decision node, then the game ends with both players
receiving a payout of 0, and if A chooses S at her second decision node, then the
game ends with both players receiving a payout of 3. A strategy for player i in
an extensive form game is a function that assigns an action to each decision node
for player i. Importantly, a strategy s for player i specifies actions that player i
would take at all decision nodes, including those that are not reachable given the
actions assigned to i at earlier decision nodes. For example, choosing L at the
first decision node and S at the second decision node is a strategy for player A.

Observe that ALDn models are essentially extensive form games except that
we allow more than one player to move at a given moment.22 In our terminology,
a strategy for player i is a choice rule, so strategies are represented in our models
by a dev function.

The backward induction solution in the above game is for A to choose S at
her first decision node, for B to choose s at his decision node, and finally for
A to choose S at her second decision node, resulting in a payout of 3 to both
players. Stalnaker [1998] used the above game to show, contrary to a famous
result by Aumann [1995], that the backward induction strategy is not the only
one consistent with the players commonly believing that everyone is rational. We
can represent the key difference between Aumann and Stalnaker as a disagreement
about the judgment of a counterfactual [cf. Halpern, 2001]: Fix a choice rule for
Alice that says to choose L at her first decision node and S at her second decision
node. Consider the following statements:

1. If Alice were to choose (at her second decision node), she would choose L

2. If Alice were to choose (at her second decision node), she would choose S

According to Aumann, statement 2 is true no matter what Alice does at her first
decision node. That is, Alice’s behavior at her first decision node has no influence
over her choice at her second decision node. Stalnaker disagrees. He argues that
if Alice (contrary to her given choice rule) chose S at the first decision node, then
statement 2 is false:

[S]ince she was irrational once, she will be irrational again, and so
would choose [L]. (It would be enough if [Bob] concluded only that for
all he then would know, she might act irrationally again.) [Stalnaker,
1998, p. 47]

22That is, our models are extensive form games with simultaneous moves and perfect obser-
vation [Osborne and Rubinstein, 1994]. Of course, a key difference is that we do not represent
any utility information for the agents.
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There is more to Stalnaker’s argument as he justifies why Alice’s choice rule
given above is rational. Since here we are not interested in the rationality of
choice rules, the key point is that Alice’s choice of S at her first decision node
is deviant. We can then rephrase in our terminology the different judgements of
Aumann and Stalnaker as follows: Aumann assumes that past deviant behavior
has no influence on choices at later moments. Stalnaker assumes that if an agent
acted deviantly in the past, then she may act deviantly at a later moment. As
explained above, both Definition 4.3.3 and Definition 4.3.4 incorporate Aumann’s
assumption. To incorporate Stalnaker’s assumption, we must refine our models
to keep track of which choices are influenced by earlier deviant choices.

The main idea is to refine our definition of similarity by taking into account
that a deviant action at a moment might imply deviant actions at some later
moments, possibly on alternative, hypothetical histories [cf. item 3, p. 101]. To
do this, we introduce a relation  between agent-moment pairs representing the
influence that a deviant choice by an agent i at a moment m has on the choices
of the various agents at such “alternative” moments. Let (i,m)  (j,m′) mean
that, if i chooses deviantly at m, then j would choose deviantly at m′.

4.4.3. Definition (Influence). Let F = 〈T , act,dev〉 be an ALDn frame and
Ag be defined as above. An influence relation for Ag in F is a relation

 ⊆ (Ag ×Mom)× (Ag ×Mom)

such that, for all (i,m), (j,m′) ∈ Ag ×Mom, if (i,m)  (j,m′), then m′′ ≤ m′

for some m′′ ∈ tm.

The influence relation captures how deviant choices spread on a history. The
only constraint on the influence relation is that an agent’s deviant choice at a
moment m can only influence agents’ choices at moments occurring either at
tm or at later instants. To incorporate this into our definition of similarity, let
n inf(h, h′) be the number of agents choosing deviantly at a moment on h′ that
are influenced by a deviant choice of an agent at a moment on h. For histories h
and h′, n inf(h, h′) is defined as follows:

n inf(h, h′) = Σ
m∈h
|{(j,m′) ∈ Ag × h′ | there is i ∈ Ag s.t. act(m/h)(i) ∈ dev(m),

(i,m) (j,m′) and act(m′/h′)(j) ∈ dev(m′)}|

Using n inf, we can modify Definition 4.3.3 to account for the deviant choices of
some agents.

4.4.4. Definition (Similarity given a deviant action). Let 〈T , act,dev〉 be an
ALDn frame. Define

≺D : Hist→ 2Hist×Hist

by setting: for all h, h1, h2 ∈ Hist, h1 ≺Dh h2 iff either one of the first two
conditions in Definition 4.3.3 is satisfied or one of the following holds:
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past ov(h, h1) = past ov(h, h2) and n sep(h, h1) = n sep(h, h2)

and n inf(h, h1) > n inf(h, h2), or

past ov(h, h1) = past ov(h, h2) and n sep(h, h1) = n sep(h, h2)

and n inf(h, h1) = n inf(h, h2)

and n dev(h1) < n dev(h2).

For any h ∈ Hist, a relation �Dh can be defined as in Definition 4.3.3.

4.4.5. Remark. Note that both Definition 4.3.4 and Definition 4.4.4 modify
Definition 4.3.3 in similar ways. Indeed, Definition 4.4.4 is the same as Definition
4.3.4 with n unc replaced with n inf.

Consider the STIT model in Figure 4.6. Suppose that (2,m2)  (2,m3).
That is, if 2 chooses deviantly at m2, then 2 would choose deviantly at m3. Then,
n inf(h2, h5) = 0 since 2 chooses deviantly at m2/h2, (2,m2)  (2,m3), but 2
does not choose deviantly at m3/h5. Since 2 chooses deviantly at m2/h6,m2/h7

and m2/h8, we have n inf(h2, h6) = n inf(h2, h7) = n inf(h2, h8) = 1. Thus,
according to Definition 4.4.4, h6, h7 and h8 are equally similar relative to h2 and
all strictly more similar to h2 than h5 (i.e., h6 ≺Dh2 h5, h7 ≺Dh2 h5, h8 ≺Dh2 h5). This
means that (C1) is false at m2/h2. Similarly, in Figure 4.7, if (2,m2) (2,m6),
then (C2) is false at m4/h2, but (C3) is true at m4/h2.

Returning to the extensive form game given above, Stalnaker assumes that
Alice’s deviant choice at her first decision node influences her deviant choice at
her second decision node. This explains the judgment that statement 2 is false.
On the other hand, Aumann does not assume that a deviant choice at the first
decision node influences what Alice chooses at her second decision node. This
explains the judgment that statement 2 on page 104 is false.

4.5 Conclusion

In this chapter, we studied the semantics and logical properties of choice-driven
counterfactuals in a STIT logic that improves the logic ALOn from Chapter 3 by
allowing us to describe past facts, properties of instants, and deviant actions. Fol-
lowing Lewis [1973a], we interpreted counterfactual statements using a relation
of relative similarity on histories. We introduced three definitions of similarity
motivated by different intuitions about how choice rules guide the agents’ actions
in counterfactual situations: the “Rewind history” intuition [item 1, p. 93], the
“Assume independence” intuition [item 2, p. 93], and, finally, the “No forget-
ting” intuition underlying Stalnaker’s [1998] disagreement with Aumann [1995].
Together with the discussion of the condition of past predominance from Thoma-
son and Gupta [1981] and the condition of identity of overlapping menus [item
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1, p. 100], these definitions highlight the subtle issues that arise when merging a
logic of counterfactuals with a logic of branching time and agency.

One of the most pressing directions for future research is a sound and complete
axiomatization of rewind (resp. independence) models with respect to our full
language. We are currently working on a sound and complete axiomatization
of ALDn frames in a language without counterfactuals [cf. Theorem 4.2.7 and
Conjecture 4.2.8]. As we mentioned in Section 4.2.2, we expect the proof of
completeness over LALDn to follow the same pattern as the proof of completeness
for the logic ALOn [Appendix A.1] – with some extra steps needed to take care
of the Y modality. For our full language L2→

ALDn
, we identified some core validities

[Propositions 4.3.8 and 4.3.9] and an interesting formula that distinguishes rewind
and independence models [Proposition 4.3.11]. Since our definitions of similarity
[Definitions 4.3.3, 4.3.4, and 4.4.4] involve counting (deviant) actions, we expect
that a complete axiomatization will require an extension of our language. An
additional source of complexity not to be overlooked derives from the fact that
counterfactuals quantify over instants.

Another direction for future research is to explore applications of the logical
framework developed in this chapter. Branching-time logics with both agency
operators and counterfactuals are a powerful tool to reason about complex social
interactions. In particular, as we argued at the end of Chapter 3, logics of this
sort seem to be necessary to provide an analysis of notions like causality and
responsibility covering cases in which multiple agents act over time. In addition,
the discussion in Section 4.4 suggests that a STIT logic with counterfactuals
may be fruitfully used to incorporate strategic reasoning in STIT, thus advancing
recent research connecting STIT and game-theory [see, e.g., Ciuni and Horty,
2014; Kooi and Tamminga, 2008; Tamminga, 2013; Turrini, 2012].

As we have emphasized above, the aim of this chapter was to investigate the
truth conditions of choice-driven counterfactuals, not what such counterfactuals
express about the knowledge and beliefs of the agents (or even the modeler).
In the next Chapter 5, we will shift focus and explore how to model the mental
process that we use when we evaluate such counterfactuals, studying its structure,
logic, and epistemic value.





Chapter 5

Counterfactuals grounded in voluntary
imagination

At the end of Chapter 3 we suggested that the formulation and assessment of
responsibility judgments centers around two issues related to counterfactual rea-
soning: (1) identifying the truth conditions of choice-driven counterfactuals, and
(2) investigating the structure and epistemic value of the cognitive activity un-
derlying their evaluation. The first issue was the subject of Chapter 4. In the
present chapter we aim at addressing the second issue.

There is a wide agreement in cognitive psychology [Byrne, 2005; Byrne and
Girotto, 2009], epistemology [Yablo, 1993; Chalmers, 2002; Williamson, 2007],
and the philosophy of language [Stalnaker, 1968; Evans and Over, 2004] that we
evaluate counterfactuals by relying on a specific form of imagination, labeled, for
reasons that will become clear soon, reality-oriented mental simulation (ROMS).
This is the episodic activity of simulating alternatives to reality in our mind
and investigate what would happen if they were realized. Here we will focus on
propositional imagination: one imagines that one jumps a stream, that Obama is
tall and thin, that Beth does not plant a device in Alice’s brain, that David leaves
the game after the first round. We will provide a logical model of propositional
imagination as ROMS and consider three connected questions concerning it:

(I) What is the logic of such an activity? As persuasively argued by Byrne
[2005], exercises of imagination as ROMS must have some logic: some things
follow from the envisaging of a hypothesis, some do not. For instance, imagination
seems to obey logical rules like Conjunction Commutation (try to imagine that
Obama is tall and thin without imagining that he is thin and tall) and Elimination
(try to imagine that Obama is tall and thin without imagining that he is tall).
The converse, Conjunction Introduction, is more controversial: does imagining
that A and imagining that B entail imagining that A and B together? Even
more controversial are principles like Closure under Logical Consequence, at least
for non-logically omniscient agents like us: when we imagine that A we do not
imagine all of A’s logical consequences, and we certainly do not imagine arbitrary
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logical truths whenever we engage in an act of ROMS.
(II) What is the relation between imagination and knowledge? Connected to

question (I) is the issue of how to reconcile imagination’s apparent arbitrariness
with its having some epistemic value: if imagination is arbitrary escape from
reality, how can we get knowledge through imagination?1 Imagination seems to
be voluntary in ways contrasting states, like belief, are not: one can easily imagine
that all of Amsterdam is painted blue, while one can hardly make oneself believe
it, given overwhelming contrary evidence. But if, given some input, one can
imagine anything one wills (pending issues of imaginative resistance, see Gendler
[2000]), then imagination cannot lead to knowledge.

(III) What is voluntary in a mental simulation, and what is not? A promising
line of response to question (II) relies on the idea that not everything in a ROMS
is voluntary, and that the involuntary component often suffices to ensure new,
reliably formed, and true beliefs [Williamson, 2016; Langland-Hassan, 2016]. But
how to tell the two components apart? The distinction between voluntary and in-
voluntary mental processes is a conundrum in itself, but it seems to make intuitive
sense and plays a key role in some mainstream views in cognitive psychology.2

The aim of this chapter is to start addressing the above-mentioned questions.
We do this in two steps. First, building on literature in cognitive psychology
and philosophy, we lay out a general characterization of imagination as ROMS,
identifying voluntary and involuntary components. Second, combining techniques
from epistemic logic, STIT logic, and subject matter semantics, we design a logic
of imagination as ROMS modeling the general characterization of ROMS in order
to study the logic and epistemic value of such mental activity.

Outline. We begin, in Section 5.1, by proposing a list of core features of ROMS.
In Section 5.2, we introduce our logic of voluntary imagination (VI), which is
based on imagination operators that, as we will show, model the identified core
features. We present the syntax in Section 5.2.1 and gradually introduce the
semantics in the two sections after that: we first define topic models [Section
5.2.2] and then build full VI models [Section 5.2.3]. We provide a sound and
complete axiomatization of the logic VI in Section 5.2.4 and discuss the relation
between VI and the logic of imagination I∗ from Berto [2018] and Giordani [2019]
in Section 5.2.5. In Section 5.3 we show how our framework allows us to address
the three questions concerning imagination as ROMS highlighted above. Section
5.4 concludes.

This chapter is based on Canavotto et al. [2020].

1In a recently edited collection bearing this title, Kind and Kung [2016] label this the “puzzle
of imaginative use.”

2For example, dual process theories of thought [Kahneman and Tversky, 1984; Stanovich and
West, 2000; Evans and Over, 2004] distinguish between “System 1” and “System 2” processes
on the basis of the former being largely automatic, the latter having to be activated and carried
out by voluntarily overriding the former’s workings, and by paying a cognitive cost.
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5.1 Features of imagination as ROMS

The following list of features modifies and complements the one considered in
Berto [2018]. In particular, the first and the last features are left unexplored
in Berto [2018]. The items in the list have been proposed by researchers on
imagination, mental simulation, and pretense, both in philosophy and in cognitive
psychology. We will therefore refer to a number of works in both disciplines.

Feature 1. Imagination is agentive and episodic.

There is a general agreement that acts of imagination as ROMS are started vol-
untarily by agents having a number of options given by the situation they are
in, their background knowledge and beliefs, and their cognitive abilities [Nichols
and Stich, 2003]. We decide to engage in one such act, carry it out for a while,
often by controlling some aspects of what we imagine, and stop after some time.
This has suggested to some authors [Wansing, 2017] to use STIT logic to model
agents who voluntarily imagine something (where the stress is on the imagined
thing). According to this approach, an agent voluntarily imagines, say, that Al-
ice did not shoot Zac when he sees to it that he imagines Alice not doing such
thing. Our concern will be to model agents who voluntarily engage in certain
imagination acts and decide how to carry them out (where the stress is on the
acts themselves): we aim at modeling what it is that an agent does voluntarily
when he voluntarily imagines that Alice did not shoot Zac.

Modeling feature 1. For simplicity, we work in a single-agent setting. Taking

inspiration from Kripke semantics for STIT [see Sections 2.2.1 and 2.2.3], we start
from a set W of possible states and an equivalence relation R2 over W . Every
equivalence class of R2 represents a situation (a moment, in the terminology of
STIT) in which the agent can decide to engage in different acts of imagination.
But, rather than representing these different acts by partitioning moments into
choice-cells, we will use single states instead.3 The idea is that two states are R2-
equivalent (or moment-equivalent) when they are exactly like each other, except
possibly for the fact that the agent carries out different imagination exercises at
them. We can then say that the agent has the option to conduct a certain ROMS
in a certain way at a state w when there is a state w′ that is moment-equivalent
to w at which she carries out that ROMS in that way. So, equivalent states keep
track of the options the agent has in conducting a ROMS. In the syntax, we will
have a modal operator 2 to talk about what is settled true, i.e., what the agent
cannot control in a ROMS (its dual ♦ will allow us to talk about what the agent
can control in it). For uniformity with the previous chapters, we will refer to this
operator as the operator of historical necessity.

3A similar idea can be found in Giordani [2018].
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Feature 2. Imagination acts have a deliberate starting point, given by an input.

Such input is up to us. In their model of mental simulation, Nichols and Stich
[2003, p. 24] have “an initial premise or set of premises, which are the basic
assumptions about what is to be pretended.” This may be made up by the
agent when engaging in predictions, e.g., when we guess what would happen if
something were the case; or it may be taken on board via an external instruction,
e.g., when we read a novel and take the explicit text as our input, or when we
evaluate a conditional and start by taking the antecedent as input. Suppositional
theories of conditionals in psychology as well as philosophy connect this to the
so-called Ramsey test [see Evans and Over, 2004, pp. 21-25].

Modeling feature 2. In our formalism below, we will represent the explicit input
as directly expressed, in the syntax, by formulas indexing imagination operators
and featuring, in the semantics, as arguments of functions that model the imag-
ined content. We will say more about these functions when we discuss Feature 3
and Feature 5.

Feature 3. We integrate the explicit input with background information that we
import, contextually, depending on what we know or believe.

The importance of background knowledge and beliefs in suppositional thinking is
increasingly acknowledged in the psychology of reasoning [Oaksford and Chater,
2010]. Once the input of an act of mental simulation is in, Nichols and Stich [2003,
pp. 26-28] claim, “children and adults elaborate the pretend scenarios in ways that
are not inferential at all,” filling in the explicit instruction with “an increasingly
detailed description of what the world would be like if the initiating representation
were true.” When we imagine Watson talking with Holmes while walking through
the streets of London, we represent Watson dressed as a nineteenth Century
gentleman, not as an astronaut. The text of the relevant novel need not say
anything explicitly on how Watson is dressed, nor do we infer this from the
explicit content via sheer logic. Rather, we import such information into the
represented situation, based on what we know: we know that the story takes
place in Victorian London and we assume, lacking information to the contrary
from the text, that Watson is dressed as we know gentlemen were dressed at the
time. We perform some minimal alteration to how we know or believe the world
to be, or to have been, compatible with the initial explicit input, in a process
somewhat similar to belief revision [Alchourrón et al., 1985], whereby we perform
a minimal change of our belief system needed to accommodate new information.

A key issue here is: Is this integration process voluntary or not? Some authors
seem to agree that the involuntary component of imagination as ROMS comes
into play exactly here. As Williamson [2016, p. 116] has it:

Think of a hunter who finds his way obstructed by a mountain stream
rushing between the rocks. [...] How should he try to determine
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whether he would succeed [if he jumped]? [...] One imagines oneself
trying. If one then imagines oneself succeeding, one judges that if one
tried, one would succeed. If instead one imagines oneself failing, one
judges that if one tried, one would fail. [...] When the hunter makes
himself imagine trying to jump the stream, his imagination operates
in voluntary mode. But he neither makes himself imagine succeeding
nor makes himself imagine failing. Rather, having forced the initial
conditions, he lets the rest of the imaginative exercise unfold without
further interference. For that remainder, his imagination operates
in involuntary mode. He imagines the antecedent of the conditional
voluntarily, the consequent involuntarily.

Similarly, Langland-Hassan [2016] distinguishes between “guiding chosen”
imaginings, that is, “top down intentions [that] are key to initiating an imag-
ining,” and “lateral constraints [that] govern how it then unfolds,” which seem
to operate in involuntary mode. If the additional details are borrowed from our
knowledge or belief base, as Van Leeuwen [2016] and Nichols and Stich [2003]
have it,4 this makes sense: for if beliefs are often formed and managed in largely
involuntary mode, it seems plausible for their importation to be essentially invol-
untary. Some research in cognitive psychology seems to support the view that
imagination allows automatic, involuntary access to the knowledge deposited in
implicit (long-term) memory, and that the results of imaginative exercises can
themselves alter such memory [Kosslyn and Moulton, 2009].

Modeling feature 3. It is natural to represent this integration of the initial input
via background beliefs and knowledge by using modal operators that work as vari-
ably strict quantifiers over states: the input will play a role similar to a variably
strict conditional antecedent, as per the mainstream possible worlds semantics for
counterfactuals due to Stalnaker [1968] and Lewis [1973a]. In the semantics we
will have a function fin that selects, for every input ϕ and state w, the states that
are consistent both with input ϕ and the relevant background beliefs of the agent
at w (for short, we will call them the closest ϕ-states to w). This squares with the
aforementioned psychological insight that we evaluate conditionals by mentally
representing the antecedent, developing it in our imagination, and seeing whether
the consequent would, in some sense, follow [Oaksford and Chater, 2010].

Feature 4. Imagination has topicality and relevance constraints.

We do not indiscriminately import unrelated contents into the imagined scenarios.
As Kind [2016, p. 153] has it, “[We require] that the world be imagined as it is
in all relevant respects.” This is key to distinguishing imagination as ROMS from
free-floating mental wandering. We know that Amsterdam hosts plenty of bikes,

4Nichols and Stich [2003] have a cognitive “belief box,” from which contents are taken and
imported into the mental simulation.
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but this is immaterial to our imagining Watson and Holmes’ adventures from
Doyle’s novels, insofar as Amsterdam and its bikes are not involved in them. So
we will not import knowledge of this kind, even when it is perfectly consistent
with the explicit input.

Modeling feature 4. This topic-sensitivity of ROMS will be modeled by impos-
ing topic-preservation constraints on the outputs of imaginative exercises, which
secure their complete relevance with respect to the starting point given by the
explicit input. Our logical models will feature (formal representations of) topics
to do the job (we will see what these are in due time).

Feature 5. The content of ROMS is goal-driven and question-based.

Together with Feature 1, this item was left unexplored in Berto [2018], but it is of
the greatest importance. Acts of ROMS have a goal [Fraude-Koivisto et al., 2009],
which can be understood via the question, or issue, the agent performing them
aims to answer. This is crucial because the same agent, with the same background
beliefs, and given the same input, can focus on different things depending on the
goal of the exercise, and thereby end up imagining quite different scenarios. Let
us illustrate this point by elaborating on Williamson’s [2016] example.

5.1.1. Example. We are planning a hike in the Alps and we are informed that
there is a stream that crosses the route. We start imagining what would happen
if we jump. The input of our imagining is I jump the stream (in the Alps) and the
issue is Will I make it to the other side?. With this issue in mind, we focus on,
e.g., our weight and the conditions of the ground, while we leave behind aspects
less relevant for the question, such as the kind of noises we would make while
jumping. But, if the issue were Will I scare the cattle on the other side?, we
would rather focus on the kind of noises we would make while jumping.

On the psychological side, it seems that the choice of the goal to be pursued in
an act of ROMS – hence of which aspects of the imagined scenario are relevant –
is voluntarily: the question Will I make it to the other side? is what we set out to
answer in the act. At the same time, the specific way in which the relevant aspects
are represented seems to be partly involuntary and partly voluntary: while some
aspects are fixed by our background knowledge and beliefs (as when we believe
that we weigh 55kg), others will be up to us (as when we opt for being optimistic
about the weather and imagine a dry, sunny day).

Modeling feature 5. The goal of a ROMS exercise determines the salience of
certain traits related to the input, and the fading in the background of others.
This phenomenon can be represented by having any input ϕ and goal τ determine
a partition of W (we will call it the τ -partition for ϕ). With Example 5.1.1, given
input I jump the stream (in the Alps) and issue Will I make it to the other side?,
states that are like each other with respect to facts relevant to the input (as the
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kind of landscape surrounding the stream) and to the issue (as our weight and the
conditions of the ground) will belong to the same cell. For instance, the following
states w1 and w2 will belong to the same cell:

• at w1 the stream is surrounded by nature, we weigh 55kg, the ground by
the stream is dry, we jump silently, a stream in the Shenandoah National
Park is surrounded by nature;

• at w2 the stream is surrounded by nature, we weigh 55kg, the ground by
the stream is dry, we jump noisily, the stream in the Shenandoah National
Park is surrounded by skyscrapers.

Yet, if the input were I jump the stream (in the Shenandoah National Park) or
the issue were Will I scare the cattle?, w1 and w2 would belong to different cells.

We will represent the goals of acts of imagination by means of topics, which
have been naturally linked to partitions of the set of possible states [see Section
5.2.2]. In addition, we will model the (partly voluntary) process of specification
of the relevant traits determined by the input and topic of a ROMS by means
of a selection function ftop. This picks, for any state w, input ϕ, and topic τ ,
the closest ϕ-states to w where the traits determined by ϕ and τ are specified
as the agent specifies them at w. So, in Example 5.1.1, at a state where we opt
for being optimistic about the weather, ftop selects the closest states where we
jump the stream and the ground is dry. Another way to think of ftop is that it
selects the cells in the partition determined by the input and topic where the
ground is dry. In the syntax, we will have both modal operators to talk about
what is necessarily the case in the cell of this partition that includes the actual
state and modal operators to talk about what is necessarily the case in the cells
of the partition that are selected by the agent at the actual state.

General structure of ROMS. Let us wrap up with a general description of a
ROMS episode. When the input comes in, two things happen: (1) in involuntary
mode, we integrate the input with relevant background beliefs; (2) in voluntary
mode, we set the goal of the exercise and determine which traits in the imagined
scenario are salient. We will call the (overall, partly voluntary) specification of
these traits specified imagined scenario, to distinguish it form the basic imagined
scenario that results from integration (1), independently from goal-setting (2).5

Next, the specified imagine scenario unfolds in involuntary mode, generating new
beliefs that we may use in subsequent imagination acts, like the belief that, if we
try to jump the stream and the ground is dry, we will make it to the other side.

Figure 5.1 is a functional representation of the general structure of imagina-
tion as ROMS. Darker gray, lighter gray, and white boxes represent involuntary,

5It is easy to see that (1) is independent of (2). In Example 5.1.1, when we receive the input
I jump the stream (in the Alps), we automatically picture the stream surrounded by nature,
not by skyscrapers, regardless of the question we aim to answer.
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Figure 5.1: General structure of ROMS

partly voluntary, and voluntary processes respectively. The goal-driven process
of specification of the basic initial scenario is decomposed into the processes of
selection and specification of relevant traits. The arrow from the input to the de-
velopment of the specified initial scenario is dashed to highlight that the overall
process from the former to the latter is a mediated, rather than a direct, one.
With respect to this general schema, the logic we present in the next Section
5.2 aims at modeling, first, the processes of integration of the input (as per Fea-
ture 2 and Feature 4) and specification of the basic imagined scenario (as per
Feature 4 and Feature 5) and, second, the control the agent can exercise on the
two processes (as per Feature 1). The logic gives only a basic representation of
involuntary unfolding in terms of what is necessary, or logically follows, given the
imagined initial conditions and the topic of the input. In this regard, it makes
sense to say that the specified imagined scenario is unfolded in time, as episodes
of ROMS can last for an amount of time and can involve representing actions
and events, which themselves evolve in time. We have investigated different ways
to model this kind of unfolding in STIT semantics in Chapter 4. We conjecture
that, in the present framework, this may be best modeled by dynamic operators
whose semantics is given in terms of model-transformations [Baltag et al., 1998;
van Benthem, 2011; van Ditmarsch et al., 2008], leaving this to future work.

5.2 The logic of voluntary imagination VI

The logic of voluntary imagination VI extends the logic of imagination I∗ intro-
duced by Berto [2018] and axiomatized by Giordani [2019]. In this section, we
present its syntax and semantics, provide a sound and complete axiomatization,
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and prove that VI is a conservative extension of I∗.

5.2.1 Syntax

The language LVI of the logic VI is built from a countable set of propositional
variables and a countable set of names of topics. It includes five types of modali-
ties: the universal modality A; the modality 2 of historical necessity ; a family of
imagination modalities indexed by an input (modalities like [imϕ]); a family of
topic-driven imagination modalities indexed by an input and a topic (modalities
like [im(ϕ,τ)]); and a family of modalities of input-and-topic necessity indexed by
an input and a topic (modalities like [nec(ϕ,τ)]).

5.2.1. Definition (Syntax of LVI). Given a countable set T of names for topics
and a countable set Prop of propositional variables, the set of formulas of LVI,
also denoted with LVI, is generated by the following grammar:

ϕ := p | ¬ϕ | (ϕ ∧ ϕ) |Aϕ |2ϕ | [imϕ]ϕ | [im(ϕ,τ)]ϕ | [nec(ϕ,τ)]ϕ

where p ∈ Prop and τ ∈ T . The abbreviations for the other Boolean connec-
tives are standard. In addition, we use the following abbreviations for the dual
modalities: Eϕ := ¬A¬ϕ, ♦ϕ := ¬2¬ϕ, 〈imϕ〉ψ := ¬[imϕ]¬ψ,

〈
im(ϕ,τ)

〉
ψ :=

¬[im(ϕ,τ)]¬ψ,
〈
nec(ϕ,τ)

〉
ψ := ¬[nec(ϕ,τ)]¬ψ. We will adopt the usual conventions

for the elimination of parentheses.

The intended interpretation of the modal formulas is as follows. As usual, Aϕ
means that ϕ is true at all possible states and 2ϕ means that ϕ is settled true
or historically necessary at the present moment. When ϕ is a formula about the
agent’s imaginings, 2ϕ means that the agent has no control on ϕ. A formula
like [imϕ]ψ is read “given input ϕ, the agent imagines that ψ (independently of
the selected topic).” We take [imϕ]ψ to be true at a state w when ψ is true
at all the closest ϕ-states to w and on-topic relative to ϕ (we will see what this
means in a moment). Imagination modalities like [imϕ] correspond to the original
imagination operators proposed by Berto [2018]. With respect to [imϕ]ψ, formulas
like [im(ϕ,τ)]ψ also take topics into account: [im(ϕ,τ)]ψ is read “given input ϕ and
the selected specification of topic τ , the agent imagines that ψ.”6 This formula is
taken to be true at a state w when ψ is on-topic relative to ϕ and true throughout
the cells of the τ -partition for ϕ selected by the agent at w. Finally, [nec(ϕ,τ)]ψ
means that ψ is true at all states in the cell of the τ -partition for ϕ to which the
present state belongs.

When the semantics for LVI is given, we will see that the validities involving
[imϕ] and [im(ϕ,τ)] will speak to our first issue – the question of the logic of

6We write “the selected specification of topic τ” to abbreviate “the selected specification of
the salient traits determined by the input and topic τ .”
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imagination as ROMS. As for the other two issues – the question of the relation
between ROMS and knowledge and the question of the voluntary and involuntary
components of ROMS – we need a preliminary definition.

5.2.2. Definition. Where ϕ ∈ LVI and V ar(ϕ) ⊆ Prop is the set of proposi-
tional variables occurring in ϕ,7 we set:

ϕ :=
∧

p∈V ar(ϕ)

(p ∨ ¬p)

So, ϕ is the conjunction of all the instances of the principle of excluded middle
given by propositional variables occurring in ϕ. It is evident that V ar(ϕ) =
V ar(ϕ) and that, for any propositional variable p, p = p ∨ ¬p. As it will become
clear after Definition 5.2.5 below, using this kind of formulas – rather than the
more familiar constant > – is essential, in our setting, to express topic inclusion.
This, in turn, will allow us to use 〈imϕ〉ϕ to express that the content imagined
by the agent given input ϕ is not empty and, similarly,

〈
im(ϕ,τ)

〉
ϕ to express that

the content imagined by the agent given input ϕ and the selected specification of
topic τ is not empty. This justifies reading 〈imϕ〉ϕ as “the agent is engaged in an
act of imagination based on input ϕ” and

〈
im(ϕ,τ)

〉
ϕ as “the agent is processing

input ϕ in light of topic τ .” The combination of the latter two formulas with the
modal 2 will be key to address our second and third issues.

5.2.2 Topics and topic models

As in Berto [2018], the semantics we propose includes, besides the usual set W of
possible states, a set of topics, T .8 Everyone is familiar with the former, while we
need to say something by way of introduction to the latter, which have already
been invoked above.

One can understand topics as somewhat similar to Lewisian or Yablovian
subject matters from aboutness theory [Lewis, 1988; Yablo, 2014]. Aboutness is
“the relation that meaningful items bear to whatever it is that they are on or of
or that they address or concern” [Yablo, 2014, p. 1] – their subject matters, or
topics. In works such as Lewis’ or Yablo’s, these are understood in relation to
questions: the subject matter or topic of sentence S in context c can be linked
to the question(s) S can be an answer to in c. When the topic at issue is the
number of stars, the corresponding question can be How many stars are there?.

7V ar(ϕ) is defined recursively in the usual way:

� for ϕ := p: V ar(ϕ) = {p};
� for ϕ := ¬ψ: V ar(ϕ) = V ar(ψ);

� for ϕ := ψ∧χ, ϕ := [imψ]χ, ϕ := [im(ψ,τ)]χ, ϕ := [nec(ψ,τ)]χ: V ar(ϕ) = V ar(ψ)∪V ar(χ).
8For the sake of simplicity, we will abuse notation and treat the set T both as a set of names

of topics in the syntax and the named topics in the semantics.



5.2. The logic of voluntary imagination VI 119

This determines a partition on W . Two worlds end up in the same cell when they
give the same answer to the question. So, all zero-star worlds end up in one cell,
all one-star worlds end up in another, and so on.9

Being about stuff – having a topic – is not only a feature of linguistic represen-
tations, but also, and perhaps more fundamentally, of mental ones. In particular,
imagining is about stuff. In our setting, topics are what the mental states of
imaginative agents are about. The topic of an imaginative exercise is given via
its specific purpose, which can also be understood via a question. Recall Example
5.1.1 above. When the goal is predicting whether we will make it to the other side
if we jump the stream, the question will be, Will I make it to the other side?. The
possible answers will depend on the specification of certain salient traits, which
can also be spelled out as questions, like How much do I weigh? or What are the
conditions of the ground?. The set of all these questions determines a partition
on W : two worlds end up in the same cell when they give the same answer to all
the questions in the set – when they agree on our weight, the conditions of the
ground, and so on. So, imaginative exercises have a topic (Will I make it to the
other side? ), which determines a set of questions (How much do I weigh?, What
are the conditions of the ground?, etc.), which, together with facts relevant to the
input (Is the stream surrounded by nature? ), determine a partition of the set of
possible states. We will see that the selected answers, corresponding to a union
of cells in the corresponding partition, are captured by the modality [im(ϕ,τ)]ψ.

But how are topics like? What is their nature and structure? We do not
need to say too much on this for our logical purposes, except that we need a
recursion on them allowing us to come up with a compositional semantics for our
language. Luckily, there is a natural mereology of topics at the sentential level:
what a sentence is about can be (properly) included in what another one is about
[Yablo, 2014, Section 2.3; Fine, 2016, Sections 3-5]. Topics may be merged into
wholes that inherit the proper features from the parts [Yablo, 2014, Section 3.2].
The Boolean connectives are topic-transparent – they have no subject matter of
their own: ϕ has the same topic as ¬ϕ (“Snow is not white” is about the color
of snow, or how snow is like, or snow’s whiteness, etc., just as “Snow is white”);
ϕ ∧ ψ and ϕ ∨ ψ have the same topic, i.e., a fusion of the subject matter of ϕ
and that of ψ (“Obama is tall and thin” is about Obama’s heights and figure,
just as “Obama is tall or thin”). We extend transparency to our modals in a
straightforward10 way, and come up with the following.

9Yablo [2014] proposes to generalize and replace partitions with divisions, which allow worlds
to be in more than one cell, for a question, e.g., Where is a nice place to eat in Amsterdam?, can
have more than one good answer. We will not complicate things accordingly in our framework.

10But not uncontroversial. “Obama is tall and thin” and “Tom imagines that Obama is
tall and thin” seem to have different topics: only the latter is about Tom’s mental states.
Fortunately, for our logical purposes the difference only matters when one considers nested or
higher-order imaginings (one imagines that one imagines that), which are beyond the scope of
this dissertation.
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5.2.3. Definition (Topic model for LVI). A topic model for LVI is a tuple T =
〈T,⊕, t〉, where T 6= ∅ is a set of topics, ⊕ : T ×T → T is a fusion operation, and
t : Prop→ T is a topic function assigning a topic to every propositional variable
in Prop. The fusion operation ⊕ is required to satisfy the following properties,
for all τ1, τ2, τ3 ∈ T :

• Idempotency : τ1 ⊕ τ1 = τ1.

• Commutativity : τ1 ⊕ τ2 = τ2 ⊕ τ1.

• Associativity : τ1 ⊕ (τ2 ⊕ τ3) = (τ1 ⊕ τ2)⊕ τ3.

The topic function t is extended to the whole LVI as follows. For any ϕ ∈ LVI, if
V ar(ϕ) = {p1, . . . , pn}, then the topic of ϕ is:

t(ϕ) = t(p1)⊕ . . .⊕ t(pn)

The idea behind the extension of the topic function t to the whole LVI is that
a formula is about whatever its atomic components taken together are about. It
follows immediately from this that, for all ϕ ∈ LVI, t(ϕ) = t(ϕ) and that the
Boolean connectives as well as the modal operators of LVI are topic-transparent.
That is, the following hold for all ϕ, ψ ∈ LVI and τ ∈ T :

1. t(¬ϕ) = t(Aϕ) = t(2ϕ) = t(ϕ).

2. t(ϕ ∧ ψ) = t([imϕ]ψ) = t([im(ϕ,τ)]ψ) = t([nec(ϕ,τ)]ψ) = t(ϕ)⊕ t(ψ).

We define a relation v⊆ T × T of topic inclusion in the standard way by
setting, for all τ1, τ2 ∈ T :

τ1 v τ2 if and only if τ1 ⊕ τ2 = τ2

Thus, 〈T,⊕〉 is a join semilattice and 〈T,v〉 a partially ordered set. Intuitively,
given ϕ, ψ ∈ LVI, t(ψ) v t(ϕ) holds when ψ is on-topic relative to ϕ. Let us
explain. In terms of questions, t(ϕ) can be viewed as the most specific question
ϕ can be an answer to.11 Under this interpretation, t(ψ) v t(ϕ) is the case when
t(ψ) corresponds to a question whose answers are disjunctions of answers to the
question associated with t(ϕ). When this happens, the topic of ψ allows no alien
element with respect to ϕ, that is, ψ is about stuff ϕ is also about – in this sense,
ψ is “on-topic” relative to ϕ. It can be easily checked that, if V ar(ψ) ⊆ V ar(ϕ)
then t(ψ) v t(ϕ). So, “Watson talks to Holmes” is on-topic relative to “Watson
talks to Holmes and Irene Adler leaves England,” while “Watson talks to Holmes
and our friend was late because of a mascara accident” may not be.

11An extensional implementation of this idea can be found in Lewis [1988, pp. 161-163].
There, the topic of a proposition on the 17th Century corresponds to the most specific question
concerning that Century. The question is modeled as a partition whose cells stand for the most
specific exclusive descriptions of the 17th Century – i.e., the possible answers to the question.
Any other (less specific) proposition on the 17th Century is thus a union of cells in that partition.
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5.2.3 Semantics

A VI model M consists of a number of components. First, a topic model T that
fixes the topic of every formula of LVI and a set W of possible states.12 Next, an
relation R2 of moment-equivalence and a function ∼ assigning to every possible
input ϕ and topic τ an equivalence relation ∼(ϕ,τ) that determines the τ -partition
for ϕ. Finally, two selection functions fin and ftop. The former takes an input ϕ
and a state w and selects the closest ϕ-states to w; the latter takes an input ϕ, a
topic τ , and a state w and selects the states in the cells of the τ -partition for ϕ
that the agent opts for at w. As we will also emphasize later on, both selections
can be empty.

5.2.4. Definition (VI model). A VI model is a tuple 〈T ,W,R2,∼, fin, ftop, ν〉,
where T = 〈T,⊕, t〉 is a topic model, W 6= ∅ is a set of possible states, R2 ⊆
W ×W is an equivalence relation, and ν : Prop → 2W is a valuation function.
In addition,

• ∼: LVI × T → 2W×W assigns an equivalence relation ∼(ϕ,τ)⊆ W ×W to
every (ϕ, τ) ∈ LVI × T ;

• fin : LVI ×W → 2W assigns to every (ϕ,w) ∈ LVI ×W the set fin(ϕ,w) of
closest ϕ-states to w;

• ftop : LVI × T ×W → 2W assigns to every (ϕ, τ, w) ∈ LVI × T ×W the set
ftop(ϕ, τ, w) of states in the cells of the τ -partition for ϕ selected at w.

The elements of VI models are required to satisfy the following conditions: for all
ϕ ∈ LVI, τ, τ1, τ2 ∈ T , and w, v, v′ ∈ W :

1. No choice of the basic imagined scenario: if wR2v, then fin(ϕ,w) = fin(ϕ, v).

2. Specification of the basic imagined scenario: ftop(ϕ, τ, w) ⊆ fin(ϕ,w).

3. No parting of indistinguishable states : if v ∈ ftop(ϕ, τ, w) and v ∼(ϕ,τ) v
′,

then v′ ∈ ftop(ϕ, τ, w).

4. Ability to select answers : if v ∈ fin(ϕ,w), then there is w′ ∈ W such that
wR2w

′ and v ∈ ftop(ϕ, τ, w′).

In case you are feeling a bit lost concerning the behavior of the elements of
a VI model, let us go back to Example 5.1.1, where we receive input I jump the
stream and select topic Will I make it to the other side?. The example can be

12The topic model T will not be relative to states: every formula will have the same topic at
all states of any given VI model. This is a simplification and is not essential to what follows. In
Canavotto et al. [2020] we favored generality over simplicity and defined VI models by assigning
a topic model to every possible state.
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Figure 5.2: Modeling Example 5.1.1, an illustration

modeled as illustrated in Figure 5.2. The labels at the top of Diagrams (A) and
(B) are read as follows: n stands for “the stream is surrounded by nature,” w for
“the ground is wet,” d for “the ground is dry,” and the numbers 4, 5, and 6 for
“I weigh 54kg,” “I weigh 55kg,” and “I weigh 56kg” respectively. From top to
bottom, the labels on the left of the diagrams mean: “I jump noisily,” “I jump
silently,” and “I do not jump.” Circles represent possible states. The actual state
(in black) is w1 in Diagram (A) and w2 is Diagram (B). These are both states
where we do not jump, the stream is surrounded by nature, the ground around
it happens to be wet, and we weigh 54kg.

Consider now Diagram (A). When input I jump the stream (let us write it as
p) comes in, we integrate it with relevant background beliefs, like the belief that
the stream is surrounded by nature and the belief that we are fit (i.e., we weigh
something between 54kg and 56kg). A set fin(p, w1) of states (represented by the
thick rectangle) is then selected: these are the states consistent with p and with
the imported beliefs. Also, the topic Will I make it to the other side? (let us
write it as τ) is chosen, and so questions like How much do I weigh? and What
are the conditions of the ground become salient. Together with the input, these
questions determine a partition of the set of all states, which is modeled by the
relation ∼(p,τ) (this is represented by the vertical lines in the diagram): states
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Figure 5.3: Modeling Example 5.1.1, an illustration

that agree on the kind of landscape surrounding the stream, our weight, and the
conditions of the ground end up in the same cell. Finally, cells ftop(p, τ, w1) in
this partition are picked out (the gray shaded area): these represent the answers
we give to the questions determined by the input and topic, i.e., that we weigh
55kg and the ground is dry.

The upshot is that fin(ϕ,w1) and ftop(ϕ, τ, w1) just stand for the basic imag-
ined scenario and the specified imagined scenario in an act of ROMS (recall the
functional representation in Figure 5.1). Function ∼ is needed to represent the
partition of W induced by the input and topic: without it, we would not be able
to connect topics with partitions, and so to explicitly model the selection of cells
in a partition.

As for R2, consider again world w1 and look at Figure 5.2 (B). Since we have
an option to be pessimistic about the weather, there is a state, viz. w2, that is
like w1 in all respects except that, after receiving input p and selecting topic τ , we
pick cells where the ground is wet rather than dry. In addition, as illustrated by
the two diagrams in Figure 5.3, since we are free to select the topic itself when we
receive the input, there are states, viz. w3 and w4, that are like w1 in all respects
except that, after receiving and integrating the input with relevant background
beliefs, we select a different topic, such as Will I scare the cattle? (write it as
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τ ′). This triggers the question Would I jump noisily?, which, together with the
input, determines the partition represented by the horizontal lines. States w3 and
w4 keep track of the fact that we can opt to imagine ourselves either as jumping
silently (ftop(p, τ

′, w3), represented by the gray shaded area in Figure 5.3 (A)) or
as jumping noisily (ftop(p, τ

′, w4), represented by the gray cell in Figure 5.3 (B)).
Going back to Definition 5.2.4, conditions 1 to 4 ensure that the elements

of VI models indeed work as depicted in the figures. Condition 1 (no choice
of the basic initial scenario) is based on the idea that, if states w and w′ are
exactly alike except (perhaps) for what the agent imagines, then w and w′ must
be alike with respect to the agent’s background beliefs. Hence, the set of closest
ϕ-states to w and the set of closest ϕ-states to w′ must be the same. Condition
2 (specification of the basic imagined scenario) ensures that what is imagined
given an input and a selected topic is a specification of what is imagined given
the input. Condition 3 (no parting of indistinguishable states) roughly says that
no answer the agent can give to the questions determined by an input and topic
can take apart states that give the same answers to those questions. Technically,
this ensures that ftop(ϕ, τ, w) is a union of cells in the partition induced by ∼(ϕ,τ).
Finally, condition 4 (ability to select answers) has it that any state consistent with
input ϕ and the beliefs imported relative to it represents an answer the agent can
give to the questions determined by ϕ together with any topic.

5.2.5. Definition (Semantics for LVI). Given a VI model M , truth of a formula
ϕ ∈ LVI at a world w in M , denoted M,w |= ϕ, is defined recursively. Truth
of atomic propositions and the Boolean connectives is defined as usual. The
remaining cases are as follows:

M,w |= Aϕ iff for all w′ ∈ W , M,w′ |= ϕ
M,w |= 2ϕ iff for all w′ ∈ W , if wR2w

′, then M,w′ |= ϕ
M,w |= [imϕ]ψ iff for all w′ ∈ W , if w′ ∈ fin(ϕ,w), then M,w′ |= ψ,

and t(ψ) v t(ϕ)
M,w |= [im(ϕ,τ)]ψ iff for all w′ ∈ W , if w′ ∈ ftop(ϕ, τ, w), then M,w′ |= ψ,

and t(ψ) v t(ϕ)
M,w |= [nec(ϕ,τ)]ψ iff for all w′ ∈ W , if w ∼(ϕ,τ) w

′, then M,w′ |= ψ

For any formula ϕ ∈ LVI, JϕK
M = {w ∈ W |M,w |= ϕ} is the truth-set of ϕ in

M . We will omit reference to the model M when it is clear from the context.

Definition 5.2.5 takes into account a number of features of ROMS. The in-
dexing of [imϕ] and [im(ϕ,τ)] by ϕ deals with Feature 2: the starting point of
imagination acts comes with the input, deliberately chosen. For [imϕ]ψ to be
true at w we require that two conditions are met:

1. ψ must be true at the closest ϕ-states to w, where the variability in the sets
selected given different inputs captures the variability of beliefs imported,
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relative to such inputs, in accordance with Feature 3;13

2. ψ must be fully on-topic with respect to the input, thereby capturing the
relevance or topicality constraints of a proper act of imagination, in accor-
dance with Feature 4.

For [im(ϕ,τ)]ψ to be true at w, besides constraint 2, we require ψ to be true
throughout the states selected given input ϕ and topic τ at w. The topic is
the issue or question addressed in the imaginative exercise and contributes to fix
what it is about, in accordance with Feature 5. Definition 5.2.5 also makes evident
the difference between [nec(ϕ,τ)] and [im(ϕ,τ)]: equivalence with respect to inputs
and topics is an objective feature of a given state, so the truth of [nec(ϕ,τ)]ψ is
independent of relevance conditions concerning topics. Imaginability with respect
to inputs and topics depends on the imaginative acts and choices of the agent, so
the truth of [im(ϕ,τ)]ψ also depends on relevance conditions on topics.

The difference between the three modalities [imϕ], [im(ϕ,τ)], and [nec(ϕ,τ)] can
be illustrated again with Figure 5.2 (A). Let p, τ, d, and w be as before. Also,
let r be the sentence that there are plenty of bikes in Amsterdam. Assume that
this sentence is true at all states and that, unlike d and w, it is not on topic
relative to p (that is, t(d) v t(p), t(w) v t(p), but t(r) 6v t(p)). Then, at state
w1, [imp](d ∨w) is true but [imp]r is not: although the closest p-states to w1 are
all states where the ground is either dry or wet and there are plenty of bikes in
Amsterdam, the latter is not on-topic with respect to p. So, given input p, the
agent imagines that the ground is either dry or wet, but not that there are plenty
of bikes in Amsterdam. Also, [im(p,τ)]d is true at w1 but [imp]d is not: although
d is on-topic relative to p, the beliefs imported when the input is received are
not sufficiently strong, by themselves, to rule our the possibility that the ground
is wet. So, given input p and the choice to be optimistic about the weather,
the agent imagines that the ground is dry, even if, before making this choice, he
does not imagine anything specific about the conditions of the ground. Finally,
[nec(p,τ)]r is true at any state, since all states in any cell of the τ -partition for p
are states where there are plenty of bikes in Amsterdam, no matter whether r is
on-topic relative to p or not.

With Definition 5.2.5 in place, we can now see that topic inclusion as well as
the occurrence of imagination acts based on an input (and topic) can be expressed
in LVI. In fact, it is easy to check that the following hold for any VI model M ,
state w in M , ϕ, ψ ∈ LVI, and τ ∈ T :

1. M,w |= [imϕ]ψ iff t(ψ) v t(ϕ);

2. M,w |= [im(ϕ,τ)]ψ iff t(ψ) v t(ϕ);

13In particular, the operators are non-monotonic: [imϕ]ψ can be true while [imϕ∧χ]ψ is false.
Given I jump the stream, we imagine that we make it to the other side; but given I jump the
stream and I am carrying a 50kg backpack, we imagine that we fall in the water.
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3. M,w |= 〈imϕ〉ψ iff fin(ϕ,w) 6= ∅;

4. M,w |=
〈
im(ϕ,τ)

〉
ψ iff ftop(ϕ, τ, w) 6= ∅.

Finally, let us select the class of models that are appropriate to represent
ROMS, namely those where imagination acts are successful.

5.2.6. Definition (Appropriate VI model). A VI model M is said to be appro-
priate only if it satisfies the following condition (called Success): for any formula
ϕ ∈ LVI and states v, w in M , if v ∈ fin(ϕ,w), then M, v |= ϕ.

Success has it that all closest ϕ-states are ϕ-states. It ensures that ϕ is true of any
imagined scenario based on input ϕ, no matter under which topic ϕ is specified.
Thus, given input ϕ, one always imagines that ϕ. (We mention that this may be
controversial if imaginative resistance is taken seriously [Gendler, 2000].)

5.2.4 Axiomatization, Soundness, and Completeness

The axiom system VI is defined by the axioms and rules in Table 5.1. The six
items at the top and the inclusion axioms are standard. Axioms in group (II) state
the properties of the topic-driven imagination modalities. The first two axioms
reveal that topic-driven imaginings obey two basic closure principles. According
to K[im(ϕ,τ)], when we imagine that an implication and its antecedent are true, we
also imagine that the consequent is true. According to C[im(ϕ,τ)] when we imagine
that two propositions are true, we also imagine that their conjunction is true.
Axioms Ax1-Ax3 concern topicality. Ax1 expresses the relevance constraint proper
of imagination acts: it says that ψ is imagined given input ϕ and topic τ only if
it is on topic relative to ϕ. Ax2 reflects the assumption that a sentence is about
what its atoms are about: it says that every sentence consisting of propositional
variables occurring in ϕ is on-topic relative to ϕ. Ax3 simply states that topic
inclusion is a transitive relation.

The bridge axioms in group (III) characterize the relation between the topic-
driven imagination modalities and the other modalities of LVI. Ax4 reflects the
fact that the topic of every sentence is fixed across all possible state, so that, if
ψ is on-topic relative to ϕ at a state, it is on-topic relative to ϕ at all states.
Ax5 is a restricted principle of closure under strict implication: it states that, if a
proposition is strictly implied by the input, then we imagine that that proposition
is true provided that it is on-topic relative to the input. Ax6 corresponds to the
condition of no parting of indistinguishable states – no answer the agent can give
to the questions determined by an input and topic can take apart states that give
the same answers to those questions.

Finally, Def [imϕ] reveals that [imϕ] is definable in terms of 2 and [im(ϕ,τ)]: we
imagine that ψ is true given input ϕ precisely when we imagine that ψ is true,
no matter which topic we choose and how we decide to specify it. As the proof of
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(CPL) Classical propositional tautologies (MP) From ϕ and ϕ→ ψ, infer ψ

(S5A) The axiom schemas of S5 for A (RNA) From ϕ, infer Aϕ

(S52) The axiom schemas of S5 for 2

(S5[nec(ϕ,τ)]) The axiom schemas of S5 for [nec(ϕ,τ)]

(I) Inclusion axioms

(Inc1) Aψ → 2ψ (Inc2) Aψ → [∼(ϕ,τ)]ψ

(II) Axioms for [im(ϕ,τ)]

(K[im(ϕ,τ)]) [im(ϕ,τ)](ψ → χ)→ ([im(ϕ,τ)]ψ → [im(ϕ,τ)]χ)

(C[im(ϕ,τ)]) [im(ϕ,τ)]ψ ∧ [im(ϕ,τ)]χ→ [im(ϕ,τ)](ψ ∧ χ)

(Ax1) [im(ϕ,τ)]ψ → [im(ϕ,τ)]ψ

(Ax2) [im(ϕ,τ)]ψ, provided that V ar(ψ) ⊆ V ar(ϕ)

(Ax3) [im(ϕ,τ)]ψ ∧ [im(ψ,τ)]χ→ [im(ϕ,τ)]χ

(III) Other bridge axioms

(Ax4) [im(ϕ,τ)]ψ → A[im(ϕ,τ)]ψ

(Ax5) A(ϕ→ ψ) ∧ [im(ϕ,τ)]ψ → [im(ϕ,τ)]ψ

(Ax6) [im(ϕ,τ)]ψ → [im(ϕ,τ)][∼(ϕ,τ)]ψ

(Def [imϕ]) [imϕ]ψ ↔ 2[im(ϕ,τ)]ψ

Table 5.1: The axiom system VI

soundness [Theorem 5.2.8] will make clear, Def [imϕ] corresponds to the fact that
the conditions on VI models ensure that, for any input ϕ, topic τ , and state w,
fin(ϕ,w) is the union, for w′ ∈ R2(w), of ftop(ϕ, τ, w

′). We decided to introduce
fin and ftop separately and then to include Def [imϕ] as an axiom to highlight the
role of the process of integration of the input (independently from topic selection)
modeled by fin.

Def [imϕ] is key to prove the following proposition, which shows that the logic
of [imϕ] is analogous to the logic of [im(ϕ,τ)].

5.2.7. Proposition. The following are theorems of VI:

(K[imϕ]) [imϕ](ψ → χ)→ ([imϕ]ψ → [imϕ]χ)

(C[imϕ]) [imϕ]ψ ∧ [imϕ]χ→ [imϕ](ψ ∧ χ)

(Thm1) [imϕ]ψ → [imϕ]ψ
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(Thm2) [imϕ]ψ, provided that V ar(ψ) ⊆ V ar(ϕ)

(Thm3) [imϕ]ψ ∧ [imψ]χ→ [imϕ]χ

(Thm4) A(ϕ→ ψ) ∧ [imϕ]ψ → [imϕ]ψ

(Thm5) [imϕ]ψ → [im(ϕ,τ)]ψ

Proof:
Straightforward given axiom Def [imϕ] and the axioms on operators 2 and [im(ϕ,τ)]. 2

5.2.8. Theorem. The axiom system VI is sound with respect to the class of all
appropriate VI models.

We only present the details of the proof of the most interesting cases.

Proof:

Let M be an appropriate VI model and w a state in W . Checking that the axioms

of S5 for A, 2, and [nec(ϕ,τ)] are valid and the rules MP and RNA preserve validity is

standard (recall that A is interpreted as a global modality and that 2 and [nec(ϕ,τ)]

are interpreted in terms of equivalence relations between possible states). The validity

of the two inclusion axioms depends on the fact that A is the global modality. Axioms

K[im(ϕ,τ)] and C[im(ϕ,τ)] are valid because of the semantic clause for [im(ϕ,τ)] and the def.

of t. We only spell out the proof that C[im(ϕ,τ)] is valid.

(C[im(ϕ,τ)]) Suppose thatM,w |= [im(ϕ,τ)]ψ∧[im(ϕ,τ)]χ. By Def. 5.2.5, (1) ftop(ϕ, τ, w) ⊆
JψK, (2) t(ψ) v t(ϕ), (3) ftop(ϕ, τ, w) ⊆ JχK, (4) t(χ) v t(ϕ). From (1) and (3) it follows

that (5) ftop(ϕ, τ, w) ⊆ Jψ ∧ χK; from (2) and (4) it follows that t(ψ) ⊕ t(χ) v t(ϕ),

and so (6) t(ψ ∧ χ) v t(ϕ) by the def. of t. From (5), (6), and Def. 5.2.5 we get

M,w |= [im(ϕ,τ)](ψ ∧ χ).

The validity of Ax1 and Ax2 is an immediate consequence of item 1 on p. 125 and the

def. of t; the validity of Ax3 depends, in addition, on the transitivity of v. Axiom

Ax4 is valid because the topic of every formula is invariant across possible worlds. The

validity of the remaining axioms depends on the properties of appropriate VI models.

(Ax5) Suppose that M,w |= A(ϕ → ψ) ∧ [im(ϕ,τ)]ψ. Then, by Def. 5.2.5 and item 1

on p. 125, (1) JϕK ⊆ JψK and (2) t(ψ) v t(ϕ). By the condition of success, fin(ϕ,w) ⊆
JϕK and, by the condition of specification of the basic initial scenario, ftop(ϕ, τ, w) ⊆
fin(ϕ,w). Hence, (3) ftop(ϕ, τ, w) ⊆ JϕK. From (1) and (3) we get (4) ftop(ϕ, τ, w) ⊆
JψK. Given Def. 5.2.5, (2) and (4) suffice to conclude M,w |= [im(ϕ,τ)]ψ.

(Ax6) Suppose that M,w |= [im(ϕ,τ)]ψ. By Def. 5.2.5, (1) ftop(ϕ, τ, w) ⊆ JψK and

(2) t(ψ) v t(ϕ). Take any world v ∈ ftop(ϕ, τ, w). By the condition of no parting of
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indistinguishable worlds, for all v′ s.t. v ∼(ϕ,τ) v
′, v′ ∈ ftop(ϕ, τ, w), and so v′ ∈ JψK

by (1). But then (3) ftop(ϕ, τ, w) ⊆
q
[nec(ϕ,τ)]ψ

y
by Def. 5.2.5. In addition, since

t([nec(ϕ,τ)]ψ) = t(ϕ) ⊕ t(ψ) by the def. of t, (2) implies that t([nec(ϕ,τ)]ψ) = t(ϕ)

and thus (4) t([nec(ϕ,τ)]ψ) v t(ϕ). Given Def. 5.2.5, (3) and (4) suffice to conclude

M,w |= [im(ϕ,τ)][nec(ϕ,τ)]ψ.

(Def [imϕ]) Observe that, by Def. 5.2.5, we have that:

1. M,w |= [imϕ]ψ iff fin(ϕ,w) ⊆ JψK and t(ψ) v t(ϕ);

2. M,w |= 2[im(ϕ,τ)]ψ iff
⋃

w′∈R2(w)

ftop(ϕ, τ, w
′) ⊆ JψK and t(ψ) v t(ϕ).

Hence, it suffices to prove that fin(ϕ,w) =
⋃
w′∈R2(w) ftop(ϕ, τ, w

′). Suppose, first,

that v ∈ fin(ϕ,w). Then, by the condition of ability to select any answer, there is

w′ ∈ R2(w) s.t. v ∈ ftop(ϕ, τ, w′). Thus, v ∈
⋃
w′∈R2(w) ftop(ϕ, τ, w

′). For the other

direction, suppose that v ∈
⋃
w′∈R2(w) ftop(ϕ, τ, w

′), so that there is a state w′ s.t. (1)

w′ ∈ R2(w) and (2) v ∈ ftop(ϕ, τ, w′). From (2) and the condition of specification of

the basic initial scenario, it follows that v ∈ fin(ϕ,w′). In addition, by the condition of

no choice of the basic initial scenario, (1) implies that fin(ϕ,w′) = fin(ϕ,w), whence

the result. 2

5.2.9. Theorem. The axiom system VI is strongly complete with respect to the
class of all appropriate VI models.

The proof of Theorem 5.2.9 proceeds via the construction of a canonical model
for VI, which, in turn, is based on the construction of a canonical topic model for
VI. The construction is inspired by the one presented by Giordani [2019]. In the
following, we will assume the usual definitions of VI-consistent set of formulas and
maximally VI-consistent set of formulas (for short: mcs). In addition, standard
results concerning the properties of mcs as well as Lindenbaum’s Lemma will be
repeatedly used in the proofs below without explicit mention.14 For any set of
formulas Γ ⊆ LVI and ϕ ∈ LVI, we write `VI ϕ if ϕ is a theorem of LVI and Γ `VI ϕ
if ϕ is deducible in VI from Γ.

Let us start from the canonical topic model for VI. The key idea is to define
an equivalence relation over LVI and identify topics with equivalence classes de-
termined by this relation. More specifically, letW be the set of all mcs of VI. For
any w ∈ W , define ∼w⊆ LVI × LVI by setting: for all ϕ, ψ ∈ LVI,

ϕ ∼w ψ iff [imϕ]ψ ∧ [imψ]ϕ ∈ w
14The definitions of (maximally) consistent set of formulas and the statements of the relevant

lemmas can be found in Appendix A.1, on page 203. More details and proofs can be found in
Blackburn et al. [2001, Chapter 4.2].
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5.2.10. Lemma. For all w ∈ W, ∼w is an equivalence relation on LVI.

Proof:

Let w ∈ W. We check that ∼w is (1) reflexive, (2) transitive, and (3) symmetric.

1. Take any ϕ ∈ LVI. By Thm2, [imϕ]ϕ ∈ w, hence ϕ ∼w ϕ by the def. of ∼w.

2. Take any ϕ,ψ, χ ∈ LVI s.t. ϕ ∼w ψ and ψ ∼w χ. By the def. of ∼w, [imϕ]ψ ∧
[imψ]ϕ ∈ w and [imψ]χ ∧ [imχ]ψ ∈ w. So, [imϕ]ψ ∧ [imψ]χ ∈ w and [imχ]ψ ∧
[imψ]ϕ ∈ w. By Thm3, [imϕ]χ ∧ [imχ]ψ ∈ w. Hence, ϕ ∼w χ by the def. of ∼w.

3. Take any ϕ,ψ ∈ LVI s.t. ϕ ∼w ψ. By the def. of ∼w, [imϕ]ψ ∧ [imψ]ϕ ∈ w. So,

[imψ]ϕ ∧ [imϕ]ψ ∈ w. That is, ψ ∼w ϕ by the def. of ∼w.

2

For any w ∈ W , we write LVI / ∼w for the quotient set of LVI by ∼w and [ϕ]w
for the equivalence class of ϕ in LVI / ∼w.

5.2.11. Definition (Canonical topic VI model for w0). Let w0 be a mcs. The
canonical topic VI model for w0 is the tuple T c = 〈T c,⊕c, tc〉, where

• T c = LVI / ∼w0 ;

• ⊕c : T c×T c → T c is such that, for all ϕ, ψ ∈ LVI, [ϕ]w0⊕c [ψ]w0 = [ϕ∧ψ]w0 ;

• tc : Prop→ T c is such that, for all p ∈ Prop, tc(p) = [p]w0 .

The topic assignment tc is extended to the whole of LVI as in Definition 5.2.3: for
any ϕ ∈ LVI, if V ar(ϕ) = {p1, . . . , pn}, then tc(ϕ) = tc(p1)⊕c · · · ⊕c tc(pn).

5.2.12. Lemma. The canonical topic VI model T c is a topic VI model.

Proof:

Let us start by checking that ⊕c is well defined. Suppose that (1) ϕ1 ∼w0 ϕ2 and (2)

ψ1 ∼w0 ψ2. We need to prove that (ϕ1 ∧ ψ1) ∼w0 (ϕ2 ∧ ψ2). By the def. of ∼w0 , (1)

implies that (3) [imϕ1 ]ϕ2∧[imϕ2 ]ϕ1 ∈ w0 and (2) implies that (4) [imψ1 ]ψ2∧[imψ2 ]ψ1 ∈
w0. By Thm2, (5) [imϕ1∧ψ1 ]ϕ1 ∈ w0 and (6) [imϕ1∧ψ1 ]ψ1 ∈ w0. From (3), (5), and

Thm3 it follows that (7) [imϕ1∧ψ1 ]ϕ2 ∈ w0. Similarly from (4), (6), and Thm3 it

follows that (8) [imϕ1∧ψ1 ]ψ2. (7) and (8) imply that [imϕ1∧ψ1 ](ϕ2∧ψ2) ∈ w0 by C[imϕ],

which, in turn, implies that [imϕ1∧ψ1 ]ϕ2 ∧ ψ2 ∈ w0 by the def. of ϕ. By reasoning in an

analogous way, we establish that [imϕ2∧ψ2 ]ϕ1 ∧ ψ1 ∈ w0, and so (ϕ1∧ψ1) ∼w0 (ϕ2∧ψ2)

by the def. of ∼w0 . It remains to check that ⊕c is (1) idempotent, (2) commutative,

(3) associative, and (4) that the topic assignment tc is extended to the whole LVI in a

consistent way.
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1. For any ϕ ∈ LVI, [imϕ∧ϕ]ϕ ∧ [imϕ]ϕ ∧ ϕ ∈ w0 by Thm2, and so [ϕ]w0 ⊕c [ϕ]w0 =

[ϕ ∧ ϕ]w0 = [ϕ]w0 by the def. of ⊕c and ∼w.

2. For any ϕ,ψ ∈ LVI, [imϕ∧ψ]ψ ∧ ϕ∧ [imψ∧ϕ]ϕ ∧ ψ ∈ w0 by Thm2, and so [ϕ]w0 ⊕c

[ψ]w0 = [ϕ ∧ ψ]w0 = [ψ ∧ ϕ]w0 = [ψ]w0 ⊕c [ϕ]w0 by the def. of ⊕c and ∼w.

3. By reasoning as in 2, it is easy to prove that, for any ϕ,ψ, χ ∈ LVI, [ϕ∧(ψ∧χ)]w0 =

[(ϕ ∧ ψ) ∧ χ]w0 , and so [ϕ]w0 ⊕c ([ψ]w0 ⊕c [χ]w0) = ([ϕ]w0 ⊕c [ψ]w0)⊕c [χ]w0 .

4. Thm2 ensures that, for all ϕ ∈ LVI, if V ar(ϕ) = {p1, . . . , pn}, then (p1 ∧ · · · ∧
pn) ∼w ϕ. We then have:

tc(ϕ) = tc(p1)⊕c · · · ⊕c tc(pn) = [p1]w0 ⊕c · · · ⊕c [pn]w0 = [p1 ∧ · · · ∧ pn]w0 = [ϕ]w0

2

The relation vc⊆ T c × T c of topic inclusion is defined as in Section 5.2.2.

5.2.13. Remark. It is easy to see that, for all ϕ, ψ ∈ LVI, t
c(ψ) v tc(ϕ) iff

[imϕ]ψ ∈ w0. To be sure:

(a) tc(ψ) vc tc(ϕ) ⇔ tc(ψ)⊕c tc(ϕ) = tc(ϕ) by the def. of vc

⇔ [ψ ∧ ϕ]w0 = [ϕ]w0 by the def. of tc

⇒ [imϕ]ψ ∧ ϕ ∈ w0 by the def. of ∼w0

⇒ [imψ∧ϕ]ψ ∈ w0 by Thm2

⇒ [imϕ]ψ ∈ w0 by Thm3

(b) [imϕ]ψ ∈ w0 ⇒ [imϕ]ψ ∧ [imϕ]ϕ ∈ w0 by Thm2

⇒ [imϕ]ψ ∧ ϕ ∈ w0 by C[imϕ] and def. ϕ

⇒ [imϕ]ψ ∧ ϕ ∧ [imψ∧ϕ]ϕ ∈ w0 by Thm2

⇔ [ψ ∧ ϕ]w0 = [ϕ]w0 by the def. of tc

⇔ tc(ψ)⊕c tc(ϕ) = tc(ϕ) by the def. of ⊕c

⇔ tc(ψ) vc tc(ϕ) by the def. of vc

Before we define the canonical VI model, let us introduce a final bit of notation.
Where w is a mcs and � ∈ {A,2}, ϕ ∈ LVI, and τ ∈ T , let

1. w/� = {ϕ ∈ LVI |�ϕ ∈ w};

2. w � [im(ϕ,τ)] = {χ ∈ LVI |A(χ→ ψ) ∧ [im(ϕ,τ)]χ ∈ w, for some ψ ∈ LVI}

5.2.14. Remark. It follows immediately from the logic of A and from axiom
C[im(ϕ,τ)] that w � [im(ϕ,τ)] is closed under finite conjunction. That is, for any
finite set Γ ⊆ LVI, if Γ ⊆ w � [im(ϕ,τ)], then

∧
Γ ∈ w � [im(ϕ,τ)].



132 Chapter 5. Counterfactuals grounded in voluntary imagination

5.2.15. Definition (Canonical VI model for w0). Let w0 be a mcs. The canon-
ical VI model for w0 is a tuple M c =

〈
T c,W c, Rc

2, f
c
in, f

c
top,∼c, νc

〉
, where

• T c = 〈T c,⊕c, tc〉 is the canonical VI topic model for w0;

• W c = {w ∈ W |w0/A ⊆ w};

• Rc
2 ⊆ W c ×W c is such that wRc

2w
′ iff w/2 ⊆ w′;

• f cin : LVI ×W c → 2W
c

is such that

v ∈ f cin(ϕ,w) iff, for some w′ ∈ W c and τ ∈ T , wRc
2w
′ and v ∈ f ctop(ϕ, τ, w′);

• f ctop : LVI×T ×W c → 2W
c

is such that v ∈ f ctop(ϕ, τ, w) iff w� [im(ϕ,τ)] ⊆ v;

• ∼c: LVI × T → 2W
c×W c

is such that w ∼c(ϕ,τ) v iff w/[nec(ϕ,τ)] ⊆ v;

• νc : Prop→ 2W
c

is such that w ∈ νc(p) iff p ∈ w.

The next three lemmas are crucial to prove the Truth Lemma [Lemma 5.2.20].

5.2.16. Lemma. For all ϕ ∈ LVI, ϕ ∈ w0/A iff, for all w ∈ W c, ϕ ∈ w.

Proof:
Take any ϕ ∈ LVI. If ϕ ∈ w0/A, then, for all w ∈W c, ϕ ∈ w by the def. of W c. For the

other direction, suppose that, for all w ∈ W c, ϕ ∈ W c. By the def. of W c, this means

that, for all w ∈ W s.t. w0/A ⊆ w, ϕ ∈ w. By an immediate corollary of Linden-

baum’s Lemma, it follows that w0/A `VI ϕ. That is, there is a finite set Γ ⊆ w0/A s.t.

`VI
∧

Γ → ϕ. By the logic of A, `VI
∧
ψ∈Γ Aψ → Aϕ. Since Γ ⊆ w0/A,

∧
ψ∈Γ Aψ ∈ w0

by the def. of w0/A, and so Aϕ ∈ w0. Hence, ϕ ∈ w0/A by the def. of w0/A. 2

5.2.17. Lemma (Existence Lemma). For all w ∈ W c and ϕ, ψ ∈ LVI, (a) if ♦ϕ ∈
w, then there is w′ ∈ W c s.t. w/2 ⊆ w′ and ϕ ∈ w′, and (b) if

〈
nec(ϕ,τ)

〉
ψ ∈ w,

then there is w′ ∈ W c s.t. w/[nec(ϕ,τ)] ⊆ w′ and ϕ ∈ w′.

Proof:
We only prove (a) (the proof of (b) is analogous). Take any w ∈W c and ϕ ∈ LVI such

that ♦ϕ ∈ w. Suppose, toward contradiction, that the set w0/A∪w/2∪{ϕ} is inconsis-

tent. Then, there are finite sets Γ ⊆ w0/A and ∆ ⊆ w/2 s.t. `VI
∧

Γ∧
∧

∆→ ¬ϕ. By

the logic of 2, (1) `VI
∧
ψ∈Γ 2ψ∧

∧
χ∈∆ 2χ→ 2¬ϕ. Since ∆ ⊆ w/2, (2)

∧
χ∈∆ 2χ ∈ w.

In addition, since Γ ⊆ w0/A, for all ψ ∈ Γ, Aψ ∈ w0 and so AAψ ∈ w0 by S5A. By

the def. of W c, for all ψ ∈ Γ, Aψ ∈ w and so 2ψ ∈ w by axiom Inc1. Hence, (3)∧
ψ∈Γ 2ψ ∈ w. It follows from (1), (2), and (3) that 2¬ϕ ∈ w, so that ♦ϕ /∈ w, against

the hypothesis. Therefore, w0/A ∪ w/2 ∪ {ϕ} is consistent and can be extended to a

mcs w′. Since w0/A ⊆ w′, w′ ∈W c. In addition, w/2 ⊆ w′ and ϕ ∈ w′. 2

The proof of Lemma 5.2.19 below relies on the following proposition.
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5.2.18. Proposition. The following are theorems of VI:

(Thm6) [im(ϕ,τ)]ψ → [imϕ]ψ

(Thm7) A(χ→ ψ) ∧ [imϕ]χ ∧ [imϕ]ψ → [imϕ]ψ

Proof:

The proof of Thm6 is as follows:

(1) `VI [im(ϕ,τ)]ψ → [im(ϕ,τ)]ψ by Ax1

(2) `VI [im(ϕ,τ)]ψ → A[im(ϕ,τ)]ψ by Ax4

(3) `VI A[im(ϕ,τ)]ψ → [∼(ϕ,τ)][im(ϕ,τ)]ψ by Inc1

(4) `VI [∼(ϕ,τ)][im(ϕ,τ)]ψ → [imϕ]ψ by Def [imϕ]

(5) `VI [im(ϕ,τ)]ψ → [imϕ]ψ from (1)-(4)

The proof of Thm7 is as follows:

(1) `VI [imϕ]χ ∧ [imϕ]ψ → [imϕ]χ ∧ [imϕ]ψ by Thm1

(2) `VI [imϕ]χ ∧ [imϕ]ψ → [imϕ](χ ∧ ψ) by C[imϕ]

(3) `VI [imϕ](χ ∧ ψ)→ [imϕ](χ→ ψ) by the def. of ϕ

(4) `VI A(ϕ→ (χ→ ψ)) ∧ [imϕ](χ→ ψ)→ [imϕ](χ→ ψ) by Thm4

(5) `VI A(χ→ ψ)→ A(ϕ→ (χ→ ψ)) by S5A

(6) `VI A(χ→ ψ) ∧ [imϕ](χ→ ψ)→ [imϕ](χ→ ψ) from (4)-(5)

(7) `VI A(χ→ ψ) ∧ [imϕ]χ ∧ [imϕ]ψ → [imϕ](χ→ ψ) from (1)-(3), (6)

(8) `VI [imϕ]χ ∧ [imϕ](χ→ ψ)→ [imϕ]ψ by K[imϕ]

(9) `VI A(χ→ ψ) ∧ [imϕ]χ ∧ [imϕ]ψ → [imϕ]ψ from (7)-(8)
2

5.2.19. Lemma. For all w ∈ W c, ϕ, ψ ∈ LVI, and τ ∈ T ,

[im(ϕ,τ)]ψ ∈ w iff [imϕ]ψ ∈ w and, for all v s.t. w � [im(ϕ,τ)] ⊆ v, ϕ ∈ v.

Proof:
First, suppose that (1) [im(ϕ,τ)]ψ ∈ w. By Thm6, (2) [imϕ]ψ ∈ w. In addition, by

RNA and (1), A(ψ → ψ) ∧ [im(ϕ,τ)]ψ ∈ w. Hence, by the def. of w � [im(ϕ,τ)], ψ ∈ v
for all v s.t. w � [im(ϕ,τ)] ⊆ v. For the other direction, suppose that (1′) [imϕ]ψ ∈ w
and (2′) ϕ ∈ v, for all v ∈ W c s.t. w � [im(ϕ,τ)] ⊆ v. By an immediate corollary

of Lindenbaum’s Lemma, (2′) implies that w0/A ∪ w � [im(ϕ,τ)] `VI ϕ. Hence, there

are finite sets ∆1 ⊆ w0/A and ∆2 ⊆ w � [im(ϕ,τ)] such that `VI
∧

∆1 ∧
∧

∆2 → ϕ.

By the logic of A, `VI A(
∧

∆1 ∧
∧

∆2 → ϕ), and so (3′) A(
∧

∆1 ∧
∧

∆2 → ϕ) ∈ w.

Since ∆1 ⊆ w0/A, (4′) A(
∧

∆1) ∈ w by the def. of w0/A, W c, and the logic of A. It
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follows from (3′) and (4′) that (5′) A(
∧

∆2 → ϕ) ∈ w. Now, since ∆2 ⊆ w � [im(ϕ,τ)],∧
∆2 ∈ w � [im(ϕ,τ)] by Remark 5.2.14. Hence, by the def. of w � [im(ϕ,τ)], there

is χ ∈ LVI s.t. (6′) A(χ →
∧

∆2) ∧ [imϕ]χ ∈ w. From (5′) and (6′), we obtain

(7′) A(χ → ϕ) ∧ [imϕ]χ ∈ w. (1′), (7′), and Thm7 imply that [imϕ]ψ ∈ w. Thus,

[im(ϕ,τ)]ψ ∈ w by Thm5. 2

5.2.20. Lemma (Truth Lemma). For all w ∈ W c and ϕ ∈ LVI,

M c, w |= ϕ iff ϕ ∈ w

Proof:

The proof is by induction on the complexity of ϕ. The cases for the propositional

variables, Booleans, ϕ := Aψ, ϕ := 2ψ, ϕ := [nec(ϕ,τ)] are standard (the latter three

cases use, resp., Lemmas 5.2.16 and 5.2.17). We prove the remaining cases.

1. ϕ := [im(ψ,τ)]χ

M c, w |= [im(ψ,τ)]χ iff for all v ∈W c s.t. v ∈ f ctop(ψ, τ, w),M c, v |= χ,

and tc(χ) vc tc(ψ) (Def. 5.2.5)

M c, w |= [im(ψ,τ)]χ iff for all v ∈W c s.t. w � [im(ψ,τ)] ⊆ v,M c, v |= χ,

and tc(χ) vc tc(ψ) (by the def. of f ctop)

iff for all v ∈W c s.t. w � [im(ψ,τ)] ⊆ v, χ ∈ w, and [imψ]χ ∈ w0

(by induction hypothesis and Rem. 5.2.13)

iff [im(ψ,τ)]χ ∈ w (by Lem. 5.2.19)

2. ϕ := [imψ]χ

M c, w |= [imψ]χ iff for all v ∈W c s.t. v ∈ f cin(ψ,w),M c, v |= χ and tc(χ) vc tc(ψ)

(Def. 5.2.5)

M c, w |= [imψ]χ iff for all w′, v ∈W c s.t. wRc2w
′ and v ∈ f ctop(ψ, τ, w′),M c, v |= χ,

and tc(χ) vc tc(ψ) (by the def. of f cin)

iff for all w′, v ∈W c s.t. wRc2w
′, M c, w′ |= [im(ψ,τ)]χ,

and [imψ]χ ∈ w0 (Def. 5.2.5 and Rem. 5.2.13)

iff for all w′, v ∈W c s.t. wRc2w
′, [im(ψ,τ)]χ ∈ w′,

and [imψ]χ ∈ w0 (following the same steps as in case 1)

iff 2[im(ψ,τ)]χ ∈ w and [imψ]χ ∈ w (Lem. 5.2.17 and def. of Rc2)

iff [imψ]χ ∈ w (by Def [imϕ] and Thm1)

2
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5.2.21. Lemma. The canonical VI model M c is an appropriate VI model.

Proof:

We have already proved that T c is a topic VI model [see Lem. 5.2.12], so we focus on

the other properties of appropriate VI models.

1. Rc2 and ∼c(ϕ,τ) are equivalence relations.

This follows from standard results in modal logic, as VI includes the axioms of S5

for 2 and [∼(ϕ,τ)].

2. M c satisfies the condition of no choice of the basic initial scenario.

Let w, v ∈ W c be s.t. (1) wRc2v. Take any u ∈ f cin(ϕ,w). By the def. of f cin(ϕ,w),

there is w′ ∈ W c and τ ∈ T s.t. (2) wRc2w
′ and (3) u ∈ f ctop(ϕ, τ, w′). Since Rc2 is

an equivalence relation, (1)-(3) imply that there is w′ ∈ W c and τ ∈ T c s.t. vRc2w
′

and u ∈ f ctop(ϕ, τ, w′). By the def. of f cin, u ∈ f cin(ϕ, v). We can then conclude that

f cin(ϕ,w) ⊆ f cin(ϕ, v). An analogous argument shows that f cin(ϕ, v) ⊆ f cin(ϕ,w).

3. M c satisfies the condition of specification of the basic initial scenario.

Consider w, v ∈ W c s.t. v ∈ f ctop(ϕ, τ, w). Since Rc2 is reflexive, wRc2w and v ∈
f ctop(ϕ, τ, w), and so v ∈ f cin(ϕ,w) by the def. of f cin.

4. M c satisfies the condition of no partying of indistinguishable worlds.

Consider w, v ∈ W c s.t. v ∈ f ctop(ϕ, τ, w). Take any u ∈ W c s.t. v ∼c(ϕ,τ) u. As

∼c(ϕ,τ) is an equivalence relation, u ∼c(ϕ,τ) v. By the def. of ∼c, v/[∼(ϕ,τ)] ⊆ u.

We want to show that u ∈ f ctop(ϕ, τ, w). So, consider any ψ, χ ∈ LVI s.t. A(χ →
ψ) ∧ [im(ϕ,τ)]χ ∈ w. By the logic of A, the logic of [nec(ϕ,τ)], and axiom Ax6,

A([nec(ϕ,τ)]ψ → [nec(ϕ,τ)]χ)∧ [im(ϕ,τ)][nec(ϕ,τ)]χ ∈ w. As v ∈ f ctop(ϕ, τ, w), it follows

that [nec(ϕ,τ)]χ ∈ v by the def. of f ctop. As v/[nec(ϕ,τ)] ⊆ u, we conclude that χ ∈ u.

Since ψ, χ were generic formulas s.t. A(χ → ψ) ∧ [im(ϕ,τ)]χ ∈ w, w � [im(ϕ,τ)] ⊆ u

by the def. of w � [im(ϕ,τ)], and so u ∈ f ctop(ϕ, τ, w) by the def. of f ctop.

5. M c satisfies the condition of ability to select answers.

This follows immediately from the def. of f cin.

6. M c satisfies the condition of success.

Suppose that v ∈ f cin(ϕ,w). By the def. of f cin, there is w′ ∈W s.t. wRc2w
′ and v ∈

f ctop(ϕ, τ, w
′). By the def. of f ctop, w

′� [im(ϕ,τ)] ⊆ v. We show that ϕ ∈ w′� [im(ϕ,τ)].

By S5A and Ax2, A(ϕ→ ϕ) ∧ [im(τ,ϕ)]ϕ ∈ w′. Hence, A(ϕ→ ϕ) ∧ [im(τ,ϕ)]ϕ ∈ v by

Ax5, and so ϕ ∈ w′ � [im(ϕ,τ)]. It follows that ϕ ∈ v.
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2

The previous lemmas suffice to conclude that VI is strongly complete with
respect to the class of all appropriate VI models. In fact, let ϕ ∈ LVI and Γ ⊆ LVI

be such that Γ 6`VI ϕ. Then, Γ ∪ {¬ϕ} is consistent, and so it can be extended
to a mcs w0 by Lindenbaum’s Lemma. Let M c be the canonical VI model for
w0. By the definition of W c and the logic of A, w0/A ⊆ w0, and so w0 ∈ W c. In
addition, by the properties of mcs, ϕ 6∈ w0. Therefore, for all ψ ∈ Γ, M c, w0 |= ψ
and M c, w0 6|= ϕ by Truth Lemma [Lemma 5.2.20]. Since M c is an appropriate
VI model by Lemma 5.2.21, it follows that ϕ is not a logical consequence of Γ in
the class of appropriate VI models.

5.2.5 Relation with the logic I∗

The language LI∗ of the logic of imagination I∗ is the fragment of LVI without
the modalities 2, [im(ϕ,τ)], and [nec(ϕ,τ)]. The semantics for LI∗ is based on the
notion of appropriate I∗ model, which is any tuple 〈W, T , fin, ν〉, where W 6= ∅ is
a set of possible states, T a topic model, ν : Prop→ 2W a valuation function, and
fin : LI∗×W → 2W a selection function satisfying the success condition stated in
Definition 5.2.6. The evaluation rules for Aϕ and [imϕ]ψ are as in Definition 5.2.5.
The axiom system I∗ is defined by the first four items at the top of Table 5.1, the
principles in Proposition 5.2.7 except for Thm5, and the following principle:

Ax4′ [imϕ]ψ → A[imϕ]ψ

As shown by Giordani [2019, Theorems 3.4 and 3.8], I∗ is sound and strongly
complete with respect to the class of all appropriate I∗ models.

For any Γ ⊆ LI∗ and ϕ ∈ LI∗ , we write Γ I∗ ϕ when ϕ is a logical consequence
of Γ in the class of appropriate I∗ models and Γ VI ϕ when ϕ is a logical
consequence of Γ in the class of appropriate VI models. In addition, we write
`I∗ ϕ when ϕ is a theorem of I∗ and Γ `I∗ ϕ when ϕ is deducible in I∗ from Γ.

5.2.22. Theorem. The logic VI is a conservative extension of the logic I∗: for
all Γ ⊆ LI∗ and ϕ ∈ LI∗, Γ I∗ ϕ iff Γ VI ϕ.

Proof:

First, suppose that Γ I∗ ϕ. Since I∗ is complete w.r.t. the class of appropriate I∗

models, Γ `I∗ ϕ. With the exception of axiom Ax4′, we know already that all axioms

of I∗ are theorems of VI and that all inference rules of I∗ are derivable in VI. The proof

that Ax4′ is a theorem of VI is as follows:
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(1) `VI [imϕ]ψ → [im(ϕ,τ)]ψ by Thm5

(2) `VI [im(ϕ,τ)]ψ → A[im(ϕ,τ)]ψ by Ax4

(3) `VI A[im(ϕ,τ)]ψ → A2[im(ϕ,τ)]ψ by Inc1 and logic of A

(4) `VI A2[im(ϕ,τ)]ψ → A[imϕ]ψ by Def [imϕ] and logic of A

(5) `VI [imϕ]ψ → A[imϕ]ψ from (1)-(4)

Hence, Γ `I∗ ϕ implies Γ `VI ϕ. Since VI is sound w.r.t. the class of appropriate VI

models [Theorem 5.2.9], we conclude that Γ VI ϕ. For the other direction, suppose that

Γ 6I∗ ϕ. Then there is an appropriate I∗ model M = 〈W, T , fin, ν〉 and a state w ∈W
s.t., for all ψ ∈ Γ, M,w |= ψ and M,w 6|= ϕ. Define M∗ =

〈
W ∗, T ∗, R∗2, f∗in, f∗top,∼∗, ν∗

〉
by setting:

• W ∗ = W , T ∗ = T , f∗in = fin, ν∗ = ν;

• R∗2 ⊆W ∗ ×W ∗ is s.t., for all w,w′ ∈W ∗, wR∗2w′ iff w = w′;

• f∗top : LVI×T ×W ∗ → 2W
∗

is s.t., for all (ϕ, τ, w) ∈ LVI×T ×W ∗, f∗top(ϕ, τ, w) =

fin(ϕ,w);

• ∼∗: LVI × T → 2W
∗×W ∗ is s.t., for all (ϕ, τ) ∈ LVI × W ∗ and w,w′ ∈ W ∗,

w ∼∗(ϕ,τ) w
′ iff w = w′.

It is immediate to check that M∗ is an appropriate VI model and that, for all

ψ ∈ LI∗ and w in W , M,w |= ψ iff M∗, w |= ψ. Therefore, for all ψ ∈ Γ, M∗, w |= ψ

and M∗, w 6|= ϕ, and so Γ 6VI ϕ, as desired. 2

The proof of Theorem 5.2.22 shows that the logic of imagination I∗ can be
obtained from the logic of voluntary imagination VI by avoiding modeling the
control of the agent over her imagination acts( as represented by R2), the process
of topic selection (as represented by ftop), and the connection between input-topic
pairs and partitions of W (as represented by ∼).

5.3 Back to the key questions

In this section, we consider some relevant issues connected to our three initial
questions concerning the logic, epistemic value, and voluntary components of
ROMS. A more extensive and systematic study of the implications of our frame-
work is left for future work.
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5.3.1 What is the logic of imagination as ROMS?

In Sections 5.2.3 and 5.2.4 we have seen that the imagination operators [imϕ]
and [im(ϕ,τ)] have a number of promising properties. They are non-normal, in
accordance with the fact that, when we imagine something, we do not imagine
all logical consequences of what we are imagining (when we imagine that Holmes
is talking to Watson, we do not imagine that Holmes is talking to Watson and
either there is or there is not a seminar at the ILLC today). In addition, they
are non-monotonic, in accordance with the fact that, given different inputs, we
import different information into the imagined scenario (if the input is The paper
has been accepted to DEON, we imagine ourselves traveling to the conference,
but, if the input is The paper has been accepted to DEON and there is a global
pandemic, we do not). Finally, they satisfy a number of closure principles, i.e.,
K[imϕ], K[im(ϕ,τ)], C[imϕ], C[im(ϕ,τ)], Ax5, and Thm4. Of these, the principles of
Conjunction Introduction C[imϕ] and C[im(ϕ,τ)] may be controversial. As Berto
[2018, pp. 1879-80], building on a famous example from Quine [1960, p. 222],
points out,

The explicit input indexing [imϕ] involves Caesar being in command
of the US troops in the war of Korea. We can imagine him using
bombs, ψ1, importing in the representation the weapons available in
the Korean war, or we can imagine him using catapults, ψ2, importing
the military apparatus available to Caesar. However, one would not
thereby infer [imϕ](ψ1 ∧ ψ2), Caesar’s employing both bombs and
catapults. One can imagine that, too, if one likes, but it should not
come out as an automatic entailment from the logic of imagining.
[Notation adapted.]

Berto’s [2018] solution to this issue is based on the fact that acts of imagination
are contextually determined. This means that the same explicit input can trigger
different acts of imagination in different contexts. In the example adapted from
Quine, the conclusion that, given input ϕ, we imagine Caesar’s employing both
bombs and catapults is reached due to an obvious contextual shift. But once the
context is fixed, principles of Conjunction Introduction are intuitive. Formally, a
way to implement this solution is by indexing imagination operators with variables
for contexts. This is a mere suggestion in Berto [2018]. Here’s how we can make it
work in our framework: Caesar employing bombs and Caesar employing catapults
are different cells in the partition connected with input Caesar is in command of
the US troops in the war of Korea and topic Which weapons does Caesar use?.
Let this topic be τ . The context in which we imagine Caesar’s using bombs is a
situation in which the following is true:

[im(ϕ,τ)]ψ1 ∧ ♦[im(ϕ,τ)]ψ2
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That is, we select cells in the τ -partition for ϕ where Caesar uses bombs (ψ1),
even if, in a different context, we could have selected cells where he uses catapults
(ψ2). Since

[im(ϕ,τ)]ψ1 ∧ ♦[im(ϕ,τ)]ψ2 → [im(ϕ,τ)](ψ1 ∧ ψ2)

is not a valid principle, the inference to [im(ϕ,τ)](ψ1 ∧ ψ2) is blocked. This sug-
gests that reference to topics is crucial to provide a correct analysis of the logic
underlying imagination acts.

5.3.2 How do ROMS relate to knowledge?

There are at least two properties that imagination should have to be a vehicle to
gain new knowledge: first, it should be possible for imagination to be selective;
second, it should be possible to learn from imagination. As to the first property,
we have seen in Section 5.1 that acts of ROMS are constrained both by what
we know or believe and by the goal for which they are pursued. Consider the
following situation, discussed by Williamson [2016, p. 114], concerning a group
of our ancestors who suppose that there are wolves in the forest they are about
to enter:

To serve that purpose well, the imagination must be both selective
and reality-oriented. They [the ancestors] could imagine the wolves
bringing them food to eat, but doing so would be a waste of time, and
a distraction from more practically relevant possibilities. An imagina-
tion that clutters up the mind with a bewildering plethora of wildly
unlikely scenarios is almost as bad as no imagination at all. It is bet-
ter to have an imagination that concentrates on fewer and more likely
scenarios. One’s imagination should not be completely independent
of one’s knowledge of what the world is like.

In our framework, we can represent how imagination is selective and reality-
oriented. On the one hand, oriented selectivity has to do with the fact that the
selected scenarios are to be close to what we take the actual world to be like:
function fin is introduced to do this job. On the other hand, oriented selectivity
has also to do with the fact that the selected scenarios are to be consistent with
a specific issue, or question, addressed in the exercise: this is captured by the
selection of the topic operated by ftop.

As to the second property – the possibility of learning from imagination –
the problem is how the imagined scenario can be specified in an epistemically
legitimate way. As we saw in Section 5.1, Williamson [2016, p. 116] takes the
key to be the combination of voluntary and involuntary components in acts of
imagination:

[H]owever difficult the jump, one can imagine succeeding with it, and
however easy the jump, one can imagine failing with it. How can one
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learn anything relevant from what one chooses to imagine? Such in-
comprehension indicates neglect of the distinction [...] between volun-
tary and involuntary exercises of the imagination. When the hunter
makes himself imagine trying to jump the stream, his imagination
operates in voluntary mode. But he neither makes himself imagine
succeeding nor makes himself imagine failing. [...] He imagines the
antecedent of the conditional voluntarily, the consequent involuntar-
ily. Left to itself, the imagination develops the scenario in a reality-
oriented way, by default.

In our framework, this view can be represented through propositions like:

Learning 1 : ¬[imϕ]ψ ∧ [im(ϕ,τ)]ψ

Learning 2 : ¬[imϕ]ψ ∧ [im(ϕ,τ)]ψ ∧ [imϕ]([nec(ϕ,τ)]ψ ∨ [nec(ϕ,τ)]¬ψ)

In Learning 1 and Learning 2, ¬[imϕ]ψ states that what the agent imagines given
input ϕ is consistent with ¬ψ; that is, the truth value of ψ can vary based on the
choice and specification of a topic. The agent is thus free to opt for a topic and
a specific point of view on it, corresponding to one or more cells in the partition
it determines. Still, once that point of view is selected, the consequences of the
selection – the propositions that come out to be true given the selection – are
no longer in control of the agent: the antecedent and the cell in the partition
can be voluntarily chosen, but the consequent – what is implied by that cell – is
involuntarily settled. This is captured by the second conjunct in Learning 1 and
Learning 2 : [im(ϕ,τ)]ψ states that, given the selected cells of the τ -partition for
ϕ, ¬ψ is no longer consistent with what the agent imagines, that the specified
imagined scenario forces the truth of ψ. For the last conjunct in Learning 2, it
is useful to have a look at the semantics first. For any state w in an appropriate
VI model M , let [w](ϕ,τ) = {w′ ∈ W |w ∼(ϕ,τ) w

′} be the equivalence class of w
under ∼(ϕ,τ). By Definition 5.2.5, we have:

M,w |= [imϕ]([nec(ϕ,τ)]ψ ∨ [nec(ϕ,τ)]¬ψ) iff

(i) for all v ∈ fin(ϕ,w), either M, v |= [nec(ϕ,τ)]ψ or M, v |= [nec(ϕ,τ)]¬ψ
iff for all v ∈ fin(ϕ,w), either [v](ϕ,τ) ⊆ JψK or [v](ϕ,τ) ⊆ J¬ψK

(ii) t([nec(ϕ,τ)]ψ ∨ [nec(ϕ,τ)]¬ψ) v t(ϕ)

iff t(ϕ)⊕ t(ψ) v t(ϕ)

iff t(ψ) v t(ϕ)

Accordingly, [imϕ]([nec(ϕ,τ)]ψ ∨ [nec(ϕ,τ)]¬ψ) states that (i) once input ϕ is re-
ceived, every complete specification of the basic imagined scenario relative to
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topic τ determines the truth value of ψ and that (ii) ψ is on-topic relative to
ϕ. More technically, according to (i), the proposition JψK restricted to the basic
imagined scenario fin(ϕ,w) is a union of cells in the τ -partition for ϕ (and the
same is true for J¬ψK). Following Lewis [1988] [see also footnote 11], this can be
understood as saying that ψ is about the questions raised by topic τ given input
ϕ, or that ψ is relevant to issue τ . Hence, while Learning 1 captures the idea
that ψ can be learned, or discovered, in virtue of the selected topic specification,
Learning 2 also keeps track of the fact that the learned proposition is relevant to
that very topic.15

5.3.3 What is voluntary in a ROMS?

We have provided an analysis of the voluntary and involuntary components of
imagination acts in Section 5.1 and indicated how our logic VI represents voluntary
components in various parts of Section 5.2. The following list summarizes how
LVI can be used to describe a number of features of imagination acts related to
these components.

1. Selection of input and topic:

1.1. 〈imϕ〉ϕ says that the agent actually entertains an imagination act
based on input ϕ;

1.2.
〈
im(ϕ,τ)

〉
ϕ says that the agent actually processes input ϕ in light of

topic τ .

2. Possibility to select non-selected inputs and topics:

2.1 ¬ 〈imϕ〉ϕ ∧ E 〈imϕ〉ϕ says that the agent does not actually entertain
an imagination act based on input ϕ even if, in different circumstances
(e.g., when input ϕ is received), she would entertain an act based on
such input;

2.2 ¬
〈
im(ϕ,τ)

〉
ϕ∧♦

〈
im(ϕ,τ)

〉
ϕ says that the agent does not actually pro-

cess input ϕ in light of topic τ even if she has the option to do so.

3. Deliberativeness in the selection and specification of a topic:

3.1
〈
im(ϕ,τ)

〉
ϕ∧¬2

〈
im(ϕ,τ)

〉
ϕ says that the agent actually processes input

ϕ in light of topic τ , but it is not settled that she does so;

15Strictly speaking, both Learning 1 and Learning 2 only represent what we could learn when
we entertain an imaginative act. In fact, in order to represent what we actually learn, we should
include, besides a proposition stating that ψ holds at all the scenarios whose selection is based
on input ϕ with topic τ , a proposition stating that ψ holds in the ϕ-worlds that are closest
to the actual world. In other terms, we should supplement the epistemic conditional with a
corresponding ontic conditional, thus grounding the truthfulness of our epistemic act.
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3.2
〈
im(ϕ,τ)

〉
ϕ∧ [im(ϕ,τ)]ψ∧♦(

〈
im(ϕ,τ)

〉
ϕ∧

〈
im(ϕ,τ)

〉
¬ψ) says that, given

input ϕ and the selected specification of topic τ , the agent actually
imagines that ψ, even if it is not settled that the agent specifies the
topic in a way that makes her imagine that ψ.

Finally, if we assume that the set of topics is finite, we can use the formula

〈imϕ〉ϕ ∧
∧
τ∈T

[im(ϕ,τ)]¬ϕ

to express that the agent actually entertains an imagination act based on input
ϕ, but chooses not to process it in light of any topic.

5.4 Conclusion

In this chapter, we have claimed that imagination as ROMS has a number of
features: it is agentive and episodic; it starts from a deliberate input, an initial
supposition concerning what is to be mentally simulated; it integrates such input
on the basis of the agent’s background knowledge and beliefs, without mobilizing
all of them – rather, only those deemed relevant to the topic of the imaginative
act; and it has a purpose or goal, which is to address some question, the answer to
which drives the agent’s interests. We have argued that some of these components
of an exercise of ROMS (e.g., processing an initial input, choosing the goal)
involve voluntary choices on the side of the agent, while others are involuntary
and automatic (e.g., retrieving information from one’s background knowledge and
beliefs to integrate the input). We have then presented a sound and complete
logic of voluntary imagination (VI), characterized by modal operators expressing
the imaginative options open to an agent, what is imagined given an input, what
is imagined and what is necessary given an input and a topic. The semantics
combines ideas from STIT semantics and from semantics for counterfactuals with
a mereology of topics from aboutness or subject matter semantics.

VI allows us to express and address issues concerning (what we claim to be)
three main, interconnected questions concerning imagination as ROMS: (I) What
is its logic? We have shown that the imagination operators of VI have some note-
worthy closure properties, in spite of their being non-normal and non-monotonic
modals (in particular, given an input, or an input and a topic, one doesn’t imag-
ine all the logical consequences of the input itself). (II) How does imagination
as ROMS relate to knowledge? We have shown how one can express in VI the
conditions under which an agent can learn something new via an act of ROMS.
This relates rather strictly to question (III), What is voluntary and what is not in
ROMS? VI can express the distinction between voluntary and involuntary com-
ponents, and thus help to make formally precise the idea, entertained by various
authors, that imagination can allow us to gain new knowledge because some as-
pects of mental simulation are not arbitrary, but governed by the automatic and
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generally reliable mechanisms that regulate the administration and revision of
our beliefs in the light of new information.

One main direction of further investigation within the proposed framework,
flagged since Section 5.1, involves the temporal dynamics of ROMS: how episodes
of mental simulation develop temporally, while representing actions and events
that themselves unfold in time. We have left this issue for future work, while
conjecturing that combining the ideas developed in Chapter 4 with the techniques
of Dynamic Epistemic Logic may help with it.





Part Two
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Chapter 6

From ideal to actual prescriptions in
dynamic deontic logic

Ascribing responsibility is not only a matter of identifying who caused a certain
result (actus reus question) and why they did it (mens rea question), as we saw in
Chapter 3, but also of determining which actions ought and ought not to be done:
when we hold someone responsible for something, it is partly because that person
transgressed some moral or legal norm, because they did something “wrong.” In
this part of the dissertation, we study deontic logics to reason about the senses in
which doing something can be “wrong.” Violating a norm is one of such senses.
But what if a norm has already been violated? And what if it is not possible to
avoid violating some norm because of the circumstances or of an intrinsic defect
in the normative system? What ought to be done in such cases?

By merging insights from different traditions in deontic logic, in this chapter
we design a dynamic deontic system in the tradition of Meyer [1988] in which
we can distinguish different levels of “wrongfulness” and analyze the interaction
between them. Our main contribution is the formulation of a rich deontic classi-
fication of states, actions, and sequences of action, which allows us to introduce
deontic operators expressing what we will call actual prescriptions, i.e., prescrip-
tions that are sensitive to what can actually be done in a given situation. We use
simple real-life examples to show that the new operators have desirable properties,
interact effectively with standard deontic operators expressing other important
kinds of prescriptions, and are not affected by paradoxes of dynamic deontic logic
concerning sequences of actions [Anglberger, 2008; van der Meyden, 1996].

Outline. We start, in Section 6.1, with a concise overview of the standard
deontic systems and paradoxes that inspired our proposal. The reader who is
familiar with Standard Deontic Logic (SDL), Chisholm’s [1963] paradox, and
Meyer’s [1988] Propositional Dynamic Deontic Logic (PDeL) should feel free to
jump to the end of Section 6.1.2, where we discuss Angleberger’s [2008] paradox
and van der Meyden’s [2008] paradox to partly motivate our proposal. In Section
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6.2, we explain and support the concepts and assumptions on which our proposal
is based. We present our dynamic deontic logic with optimality (PDeLO) in
Section 6.3: the syntax and semantics are introduced in Section 6.3.1 and a sound
and complete axiomatization is provided in Section 6.3.2. In Section 6.4, we use
the resources of PDeLO to define four deontic categories of states and actions and
to introduce deontic operators expressing prescriptions at four different normative
levels. These include new operators for actual prescriptions that apply to one-
step actions [Section 6.4.1] and to sequences of actions [Section 6.4.2]. We discuss
how the new operators can be used to analyze simple norm-governed transition
systems as we introduce them. Section 6.5 summarizes the main results.

This chapter is based on Canavotto and Giordani [2019], which develops ideas
first presented in Giordani and Canavotto [2016].

6.1 Background and motivations

The main aim of this section is to provide the background to situate our work in
deontic logic. We start by presenting the standard deontic logic SDL and briefly
discuss two developments stemming from Chisholm’s [1963] paradox. We then
introduce Meyer’s [1988] “dynamic” solution to the paradox and explain how new
paradoxes arising in his system led us to move to a richer framework.

6.1.1 SDL, ideality, and contrary-to-duties

SDL is a modal logic with modal operators O for obligation and P for permission.
Formulas like Oϕ mean “ϕ is obligatory” or “it ought to be that ϕ” and formulas
like Pϕ mean “ϕ is permitted” or “it may be that ϕ.” The two operators work,
respectively, as the box and the diamond of a normal modal logic, and are thus
interdefinable: if O is assumed as the primitive operator, Pϕ abbreviates ¬O¬ϕ;
similarly, if P is assumed as the primitive operator, Oϕ abbreviates ¬P¬ϕ. Ac-
cordingly, ϕ is permitted if its negation is not obligatory and it is obligatory if its
negation is not permitted. Formulas like Fϕ, which mean “ϕ is forbidden,” are
introduced as abbreviations of ¬Pϕ (or, equivalently, O¬ϕ). So, ϕ is forbidden
if it is not permitted (or, equivalently, if its negation is obligatory).

SDL has a standard possible world semantics. Models are tuples

M = 〈W,RO, ν〉

where W 6= ∅ is a set of possible states, ν : Prop → 2W is a valuation function,
and RO ⊆ W × W is a deontic accessibility relation, which is assumed to be
serial (for every state w, there is a state w′ such that wROw

′). Intuitively, the
accessibility relation RO relates every state w to its ideal alternatives, that is, to
those states where every obligation holding at w is complied with. Under this
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reading, the seriality of RO amounts to the requirement that every possible state
is governed by a consistent set of obligations. The semantics of the operators O
and P is defined by the standard evaluation rules:

M,w |= Oϕ iff for all w′ ∈ W, if wROw
′, then M,w′ |= ϕ

M,w |= Pϕ iff there is w′ ∈ W such that wROw
′ and M,w′ |= ϕ

That is, Oϕ is true at w if ϕ is true at all ideal alternatives to w and Pϕ is true
at w if ϕ is true at some ideal alternative to w. It follows from standard results
in modal logic [Blackburn et al., 2001, Chapter 4.2] that SDL is axiomatized by
the axioms and rules of the normal modal logic KD for O.

There is a general consensus in the literature that SDL suffers from a number
of paradoxes that hardly make it an appropriate logic for deontic reasoning.1 One
of the most serious difficulties has to do with contrary-to-duty obligations (hence-
forth: CTDs), which concern what ought to be done in case another, primary
obligation has been violated – if we ought to be punctual (primary obligation),
then the obligation that we ought to apologize if we are not punctual is a CTD
obligation. There are a number of paradoxes centering around CTDs [see Carmo
and Jones, 2002 and Hilpinen and McNamara, 2013, Section 8.5]. Chisholm’s
[1963] paradox is the one that best shows that SDL does not have the resources
to handle them. Here is the problem. Consider the following sentences:

(a) We ought not to be robbed.

(b) If we are not robbed, we ought not to call the police.

(c) If we are robbed, we ought to call the police.

(d) We are robbed.

Deontic logicians agree that, intuitively, the Chisholm’s set consisting of the four
sentences (a) to (d) is consistent and that its members are logically independent.
But no formalization of the four sentences in SDL meets both requirements.2

1This does not mean that SDL is not an important system. As Hilpinen and McNamara
[2013, p. 39] have it: “[SDL] is hardly a widely popular system of logic with only occasional
outliers rejecting it as the title might suggest. Rather, it is the most widely known, well-studied
system, and central in the accelerated historical development of the subject over the last 50 or
so years. As such, it serves as a historical comparator, where various important developments in
the subject were explicit reactions to its perceived shortcomings, and even when not, sometimes
can be fruitfully framed as such.”

2There are two ways to formalize a conditional obligation “if p it ought to be that q” in
SDL: (1) O(p→ q) and (2) p→ Oq. Granted that sentences (a) and (d) in the Chisholm’s set
are formalized as O¬r and r respectively, it is not difficult to see that if (b) is formalized as
O(¬r → ¬c) and (c) is formalized as r → Oc, then Oc∧¬Oc is deducible in SDL from the four
sentences. If (a) is formalized using (2) and (b) using (1) or if both sentences are formalized
using either (1) or (2), then the members of the set turn out not to be logically independent.
See Hilpinen and McNamara [2013, p. 85] for more details.
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Looking at the semantics, the source of the problem is that in models for SDL
what is obligatory is determined by how things are at ideal states where the law is
completely complied with. But CTDs concern how things are at non-ideal states
where some laws have been violated. As Lewis [1974, p. 1] puts it,

It ought not to be that you are robbed. A fortiori, it ought not
to be that you are robbed and then helped. But you ought to be
helped, given that you have been robbed. The robbing excludes the
best possibilities that might otherwise have been actualized, and the
helping is needed in order to actualize the best of those that remain.
Among the possible worlds marred by the robbing, the best of a bad
lot are some of those where the robbing is followed by helping.

Let r stand for the sentence “we are robbed” and h for the sentence “we are
helped.” The point is that, if O¬r is true at a state w, then all ideal alternatives
to w are states where r (hence r ∧ h) is false. But, as Lewis notices, supposing
that r is true, what is obligatory should be determined by (non-ideal) states
where r rather than ¬r is true and, in particular, by the best such states (where,
presumably, r ∧ h rather than r ∧ ¬h is true). In other words, given a breach of
the law, ideality seems to be too high a standard.

This diagnosis has led to two main “semantic approaches” to CTDs:3

1. In preference-based semantics [Hansson, 1969; Lewis, 1974] the accessibil-
ity relation RO is replaced with a betterness ordering between states. This
makes it possible to select both the best absolute states (e.g., the ideal
states where one is neither robbed nor helped) and the best states where
some fact ψ occurs (e.g., the non-ideal where one is robbed but helped).
Best absolute states are used to determine unconditional obligations repre-
sented by formulas like Oϕ, while the best ψ-states are used to determine
conditional obligations represented by formulas like O(ϕ |ψ) (read: “given
ψ, it ought to be that ϕ”).4 If r stands for “we are robbed” (as before)
and c stands for “we call the police,” the Chisholm’s set is then given the
following representation, which can be shown to satisfy the requirements of
consistency and logical independence:

(a) O¬r, (b) O(¬c | ¬r), (c) O(c | r), (d) r.

3What follows is a concise presentation of key ideas that are useful to contextualize our work,
not an introduction. More about the first approach can be found in Prakken and Sergot [1996,
1997] and more about the second can be found in Carmo and Jones [2002]. For completeness,
we should also mention that there is a family of “syntactic approaches” to CTDs and, more
generally, to conditional obligations, which include, e.g., input-output logics [Makinson and
van der Torre, 2000, 2001; Parent and van der Torre, 2013], default logics [Horty, 2012], and
logics of sequential obligations [Governatori and Rotolo, 2006; Governatori et al., 2016].

4As usual in conditional logics, Oϕ is introduced as an abbreviation for O(ϕ | >).
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2. In semantics based on so-called sub-ideality [Jones and Pörn, 1985; Carmo
and Jones, 1995], SDL models are supplemented with a distinction between
absolutely ideal states and ideal versions of individual states, where an
ideal version of a state may be a “sub-ideal” state where some obligation
is violated. In Lewis’ example, the absolutely ideal states are those where
r ∧ h is false and the ideal versions of an r-state are the sub-ideal states
where r∧h is true. While absolutely ideal states are used to determine ideal
obligations represented by formulas like Oiϕ (read: “ideally, it ought to be
that ϕ”), ideal versions of a state are used to determine actual obligations
represented by formulas like Oaϕ (read: “given the circumstances, it ought
to be that ϕ”). Given an appropriate necessity operator �, the Chisholm’s
set can then be satisfactorily5 formalized as follows:

(a) Oiϕ, (b) �(¬r → Oa¬c), (c) �(r → Oac), (d) r.

The previous approaches to CTDs center around the idea that, in case the
law is violated, one ought to realize “the best [alternatives] of a bad lot.” But
there is another suggestion in the Lewisian analysis above, namely that CTDs
are obligations that are triggered by the performance of a prohibited action.6

Going back to Lewis’ example, although it is true that, ideally, it ought to be
that neither the action robbing nor the sequence of actions robbing-and-then-
helping are performed, after the action robbing is performed, performing the
action helping becomes obligatory. In other words, the primary obligation not to
rob and the CTD obligation to help characterize different states: the initial state
and the end state of an individual action of type robbing. This line of reasoning
is at the heart of the “dynamic approach” to CTDs proposed in the context of
Propositional Dynamic deontic Logic (PDeL) [Meyer, 1988].

6.1.2 PDeL, process norms, and where we are headed

PDeL, introduced by Meyer [1988], is obtained by extending a version of PDL
[Harel et al., 2000; see also Chapter 2.3.2] with deontic elements. As the lan-
guage of PDL, the language of PDeL is characterized by two categories of expres-
sions: (names of) action types and formulas. Action types are built from a set
Atm of atomic types using the operators ; of sequential composition, ∪ of non-
deterministic composition, ∩ of parallel composition, and · of action negation.7

5“Satisfactorily” means that the set meets the requirements of consistency and logical inde-
pendence. See Carmo and Jones [1997, 2002] for a discussion of the limits of Jones and Pörn
[1985] and Carmo and Jones [1995] and a more elaborate framework.

6Most CTDs do indeed have this property, but see Prakken and Sergot [1996, 1997] for
examples of CTDs that, on the face of it, do not involve actions or the passage of time. We will
ignore these examples in what follows.

7The language of PDeL also includes an action constant ∅ denoting the impossible action
and an operator to build so-called conditional actions. We omit them from the presentation
because they do not play any role in what follows.
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Intuitively, where α and β are action types, we have that:

1. α; β is the type instantiated by any token instantiating α and β in sequence;

2. α ∪ β is the type instantiated by any token instantiating either α or β;

3. α∩β is the type instantiated by any token instantiating α and β in parallel;

4. α is the type instantiated by any token that does not instantiate α.

Besides dynamic formulas like [α]ϕ and 〈α〉ϕ (meaning, respectively, “doing α
necessarily results in a ϕ-state” and “doing α possibly results in a ϕ-state”),
the featured formula of PDeL is a propositional constant id, which means “all
obligations are complied with” or “the present state is ideal.”8 Deontic operators
for obligation, permission, and prohibition applying to action types can then be
introduced by means of the following abbreviations, inspired by Anderson [1958]
and Kanger [1957]:

P ′α := 〈α〉 id F ′α := ¬P ′α O′α := ¬P ′α

Hence, it is permitted to do α if doing α possibly results in an ideal state; it is
forbidden to do α if it is not permitted to do it; finally, it is obligatory to do α if
it is not permitted to refrain from doing it (equivalently, if refraining from doing
it is forbidden).

The semantics for PDeL enriches the semantics for PDL. Models for PDeL are
tuples M = 〈W,R, ideal, ν〉, where W 6= ∅ is a set of possible states, ν : Prop→
2W is a valuation function, R : Types→ 2W×W assigns to every action type α an
accessibility relation Rα that relates every state w with the possible outcomes of
α at w (if any), and ideal ⊆ W is a set of ideal states where no law is violated.
The evaluation rules for the propositional constant id and the dynamic modalities
[α] are as expected:

M,w |= id iff w ∈ ideal

M,w |= [α]ϕ iff for all w′ ∈ W, if wRαw
′, then M,w′ |= ϕ

The semantics for the deontic operators is then as follows:9

M,w |= P ′α iff Rα(w) ∩ ideal 6= ∅
M,w |= F ′α iff Rα(w) ∩ ideal = ∅
M,w |= O′α iff Rα(w) ∩ ideal = ∅

8Actually, Meyer [1988] introduces a propositional constant vio that means “some obligation
is violated.” Since vio can be defined as ¬id and id as ¬vio, this difference is immaterial. We
use id for uniformity with our proposal.

9As usual, for any binary relation R on a set W and w ∈W , R(w) = {w′ ∈W |wRw′}.
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(CPL) All tautologies of CPL (MP) From ϕ→ ψ and ϕ, infer ψ

(K[α]) The axiom schema of K for [α] (RN[α]) From ϕ, infer [α]ϕ

(I) Axioms for ; ∪ ∩ (II) Axioms for ·
(Seq) [α;β]ϕ↔ [α][β]ϕ (Neg1) [α;β]ϕ↔ [α]ϕ ∧ [α;β]ϕ

(Com) [α ∪ β]ϕ↔ [α]ϕ ∧ [β]ϕ (Neg2) [α]ϕ→ [α ∪ β]ϕ

(Par) [α]ϕ→ [α ∩ β]ϕ (Neg3) [α ∩ β]ϕ↔ [α]ϕ ∧ [β]ϕ

(Neg4) [α]ϕ↔ [α]ϕ

Table 6.1: The axiom system PDeL

Accordingly, doing α is: permitted if some α-transition ends in an ideal state,
forbidden if every α-transition ends in a non-ideal state, and obligatory if every
α-transition ends in a non-ideal state.10 The axiom system PDeL is defined by
the axioms and rules in Table 6.1, which are sound with respect to the semantics
presented by Meyer [1988].11

As convincingly argued by Meyer [1988], PDeL provides an interesting per-
spective on many paradoxes of SDL. In particular, the idea that CTDs are trig-
gered by the performance of a prohibited action can be naturally expressed by
formulas like O′α ∧ [α]O′β. So, letting ρ be the action type robbing and κ the
action type calling the police, the first three sentences of the Chisholm’s set can
be formalized as follows: (a) O′ρ, (b) [ρ]O′κ, (c) [ρ]O′κ.12 It can be easily proved
that, in PDeL, these imply

O′ρ ∧O′(ρ;κ) ∧ ¬O′(ρ;κ),

which nicely shows that the system distinguishes CTDs like the one in (c) from
ideal, compliant-with-duty obligations like the one in (b): while the latter direct
to the performance of an ideal course of action, the former do not.

Unfortunately, however, PDeL is subject to two serious paradoxes:

Angleberger’s paradox. [Anglberger, 2008] Given the principles on action
negation assumed by Meyer [1988, p. 113], the formula

F ′α→ [α]F ′β (Ang)

10Recall that an α-transition is a pair (w,w′) such that wRαw
′.

11To our knowledge, no completeness result for Meyer’s original system has been presented
in the literature.

12Like PDL, PDeL is about potential rather than actual agency [cf. Section 2.3.2]. As a
consequence, it lacks the resources to express the last sentence in the Chisholm’s set, i.e., “we
are robbed.” There are different ways to refine frameworks like PDeL to overcome this problem
[see, e.g., Herzig et al., 2018 and Broersen, 2003, Chapter 5].
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is a theorem of PDeL. Ang says that, after performing a prohibited action, every
action becomes prohibited: there is nothing that can be done to make up for
a breach of the law. Besides trivializing the concept of a CTD obligation, the
derivability of Ang shows that the first three members of the Chisholm’s set, as
formalized by Meyer, are not logically independent, as (a) turns out to imply
(c). An obvious potential solution to this problem is to extend PDeL with the
following version of axiom D:

P ′α ∨ P ′α (DP ′)

which expresses that some action is permitted. But if DP ′ is added to PDeL, then
the formula Fα→ [α] ⊥, which says that no prohibited action can be performed,
becomes derivable [Anglberger, 2008, p. 432].

van der Meyden’s paradox. [van der Meyden, 1996] Given the definition of
the operator P ′, the formula

〈α〉P ′(β)→ P ′(α; β) (vDM)

is a theorem of PDeL. But vDM has the following implausible instance: “If there
is a way to steal money after which it is permitted to make a call, then it is
permitted to steal money and then make a call.”

Angleberger’s paradox has not received much attention in the literature. On
the one hand, since the proof of Ang depends essentially on Meyer’s characteri-
zation of the operator of action negation – which is controversial for independent
reasons [Broersen, 2003, 2004] – it is fair to think that the paradox is not deontic
in nature. On the other hand, the validity of Ang suggests that a distinction
between ideality and sub-ideality has still a role to play in dynamic deontic logic:
There are situations in which, after not complying with some obligation, we can-
not avoid violating some other obligation, no matter what we do. (For instance,
we all know that, on the day of the submission deadline, after being late for
the meeting with our co-authors, we will inevitably be late for the seminar.) If
ideality is the only standard to determine what is permitted or obligatory, then
no reasonable notion of permission or obligation will guide our behavior in such
situations. But, intuitively, there is a reasonable, non-trivial obligation we should
comply with: “to make the best out of the sad circumstances” [Hansson, 1969,
p. 395]. As we will see in the next Section 6.2, the distinction between ideality
and sub-ideality also turns out to be crucial to distinguish different important
categories of non-compliant behavior.

Turning to vDM, the paradox derives from the fact that, according to Meyer’s
definitions of the deontic modalities, the deontic status of a course of action
is completely determined by the deontic status of its possible outcomes, while
what happens during its execution is irrelevant. Thus, borrowing an expression
from Broersen [2003], Meyer’s deontic operators express goal norms rather than
process norms. Van der Meyden’s [1996] solution is to model process norms
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by building a deontic logic on top of Pratt’s [1979] process logic (rather than
PDL). This framework allows to describe the properties of different segments of
a transition. The idea is then to supplement process logic with a distinction
between “green” and “red” transitions, where a transition is green when all of
its segments are “[normatively] good” [van der Meyden, 1996, p. 467] or, in
our terminology, ideal. This distinction is used to provide a semantics for two
operators of process-permission and an operator of process-prohibition. Van der
Meyden [1996] leaves the problem of introducing an appropriate operator for
process-obligation unresolved.

In order to address the above-mentioned issues, we will design a dynamic de-
ontic system incorporating a distinction between ideal and sub-ideal states and
a corresponding distinction between ideal and sub-ideal actions. In addition, we
will provide a characterization of process- permissions, prohibitions, and obliga-
tions that is sensitive to these distinctions. We introduce and further motivate
the key ideas underlying our framework in the next section. We anticipate that,
taken individually, the semantical ingredients characterizing it are common in the
deontic logic literature we briefly surveyed in this section. The novelty lies in the
specific way in which they are combined and used to model process norms.

In this regard, some connections with the most recent literature on dynamic
deontic logic should be mentioned. First, modalities for process norms for the
three deontic concepts have been studied by Broersen [2003] and Ju and van Eijck
[2019]. The modalities we will introduce below have different logical properties
from those introduced in the latter works – but more on this in Section 6.4.2. In
addition, neither Broersen [2003] nor Ju and van Eijck [2019] include a notion
of sub-ideality in their systems. Second, Sergot and Craven [2006], Craven and
Sergot [2008], and Kulicki and Trypuz [2017] supply labeled transition systems
with a deontic classification of both actions and states. Besides differing from our
framework in important details concerning the interaction between “green” states
and transitions, these proposals do not cover norms about sequences of actions. A
notion of sub-ideality appears in Sergot and Craven [2006] (but not in Craven and
Sergot [2008] and Kulicki and Trypuz [2017]), where the authors rank transitions
according to how well they satisfy a given system of norms. There are many
interesting connections between the latter proposal and our own. Yet, Sergot
and Craven [2006] design a formalism for defining labeled transition systems
rather than using labeled transition systems to interpret a modal language. A
full comparison is thus beyond the scope of the present chapter.

6.2 Framing the system

Our proposal is based on the idea that, in order to address the issues arising from
the paradoxes of PDeL, we need to be able to draw more distinctions than those
that can be drawn in that system. Let us introduce them with a simple example.
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Figure 6.1: A transition system representing Example 6.2.1

6.2.1. Example. In most Italian cities, school starts at 8:00am, although kids
are recommended to be in their classrooms at least 5 minutes before. Suppose
that it is 7:30am and a kid, Giacomo, can go to school either by car, with his aunt,
or by bike. If he goes by car, he will be at the school gate at 7:45am if his aunt
exceeds the speed limit and at 7:50am if his aunt respects all traffic regulations.
If he goes by bike, he will be at the school gate at 7:55am if everything goes
smoothly and at 7:58am if he accidentally falls off his bike. Once he is at the
school gate, Giacomo needs 5 minutes to get to his classroom if he takes the
elevator and 10 minutes if he takes the stairs.

Leaving deontic elements aside, Example 6.2.1 can be represented as the tran-
sition system depicted in Figure 6.1, where circles stand for possible states, arrows
for action tokens (thought of as transitions between states, cf. Chapter 2.3.2) and
arrow-labels for the action types instantiated by the corresponding labeled tokens.
The following action types are represented: going to school by car (c), going to
school by bike (b), taking the elevator (e), and taking the stairs (s). The propo-
sitions on the left of the diagram are true at the states on their right and the time
above a state indicates that it is that time at that state. So, at the bottom-most
state w1 it is 7:30am and Giacomo is at home; at w2 it is 7:45am and Giacomo
is at the school gate; and so on. The two c-transitions starting at w1 indicate
that there are two ways in which action type c can be executed at it: one that
results in Giacomo’s being at the school gate at 7:45am (his aunt does not respect
the speed limit) and one that results in Giacomo’s being at the school gate at
7:50am (his aunt respects all traffic regulations). Similarly, the two b-transitions
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starting at w1 indicate that there are two ways of executing action type b at it,
one resulting in Giacomo’s being at the school gate at 7:55am (he does not fall
off his bike) and one resulting in Giacomo’s being at the school gate at 7:58am
(he falls off his bike).

Notice that only one-step actions are depicted in Figure 6.1. This is not a
coincidence: In our formalism below, propositions about sequences of actions will
be expressed by modal formulas that only involve one-step actions. Sequences of
actions will thus not appear among the terms of our language.13 In addition, we
will take on Meyer’s [1988] basic representation of actions and not include any
explicit reference to agents, leaving the study of a proper multi-agent extension of
our proposal to future work. In the semantics, we will represent the information
encoded in a labeled transition system like the one in Figure 6.1 by using the
following ingredients: (1) a relation R1 relating every state w to the states that
can be reached from w in one step (called directly accessible from w), (2) a function
fdn determining which actions have just been done at any state w, (3) a relation
Rac relating every state w to the states that can be reached from w in one or
more steps (called accessible from w). If w′ is directly accessible from w (i.e.,
wR[1]w

′), we will label the transition (w,w′) with the action types that have just
been done at w′.

Given a set of norms, the actions and courses of action that can be performed
at a state w can be classified in terms of the states that are (directly) accessible
from w. In Example 6.2.1, the relevant norms are the norm that kids ought to be
in their classrooms by 8:00am (preferably by 7:55am) and the norm that drivers
ought to respect the speed limit. Here is then a first deontic category of states:

• States at which all relevant norms are satisfied are ideal.

Figure 6.2 represents the same transition system as Figure 6.1 where the states
inside the ellipses are ideal (more on the black states in a moment). In our frames,
ideal states will be modeled in the standard way by means of a set ideal of ideal
states. We will make the following assumption concerning ideal states:

Assumption 1 For any state w, there is an ideal state that is accessible from w.

According to Assumption 1, it is possible to recover, eventually, from any breach
of the law. In the present chapter, we will thus ignore both inconsistent systems of
norms, whose prescriptions cannot possibly be satisfied, and situations of deontic
tragedy characterized by a persistent state of violation.

So far so good. But, as we saw in Section 6.1, ideality is often too high
a standard for guiding actions: in many cases, we find ourselves in “sad” or,

13This will allow us to assume a simple algebra of actions, without worrying too much about
the behavior of the operator of action negation, whose interaction with the operator of sequential
composition is far from trivial [see, e.g., Broersen, 2004; Dignum and Meyer, 1990; Ju and van
Eijck, 2019; Wansing, 2004].
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Figure 6.2: A deontic transition system representing Example 6.2.1

as we will say, substandard circumstances. There are two senses in which the
circumstances can be substandard:

1. backward-looking : some norm has just been violated;

2. forward-looking : it is not possible to act in accordance with all norms.14

“Substandard” in the backward looking sense is the same as “not ideal,” so let
us call “not ideal” the states that satisfy the description in item 1 and reserve
“substandard” for the states that satisfy the description in item 2 (we will say that
a state is standard when it is not substandard). The two senses are independent of
one another. In our example, the state at which Giacomo is at the school gate at
7:40am is not ideal (the traffic regulations have just been violated) but standard
(the kid can act in accordance with with all relevant norms). On the other hand,
the state at which Giacomo is at the school gate at 7:58am is substandard (there
is nothing the kid can do to be in his classroom by 8:00am), but ideal (the kid
has done nothing wrong – accidents can happen!). It is at substandard states
like the latter that ideality is not an appropriate principle of action guidance. As
Hansson [1969] or Lewis [1974] would put it, at such states one ought to do the
best they can. The problem in front of us is to bring together the two principles
“comply with the laws” and “do the best you can.”

Let us start by introducing a second deontic category of states:

14This kind of situation generates what we will call local normative conflict in the next
chapter.
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• States that are directly accessible from a state w by doing the best that can
be done at w are optimal relative to w.

By “doing the best that can be done at w” we mean two things: (1) complying
with the given norms in the best possible way if w is standard (i.e., the given
norms can be complied with at w), and (2) violating the given norms in the least
bad way possible if w is substandard (i.e., the given norms cannot be complied
with at w). To illustrate, look again at Figure 6.2. The black circles represent
optimal states relative to the states that directly access them. So, for instance,
state w8 (where Giacomo is in his classroom at 7:55am) is optimal relative to
state w2 (where Giacomo is at the school gate at 7:50am). The reason is that,
by being in his classroom 5 minutes before school starts, the kid complies with
the given norms in the best possible way. At the same time, state w12 (where
Giacomo is in his classroom at 8:03) is optimal relative to w5 (where the kid is
at the school gate at 7:58am). The reason is that, by being in his classroom as
soon after 8:00am as he can, the kid violates the given norms in the least bad
way possible. This notion of relative optimality will be modeled in our frames by
means of a relation R[op] relating every state w with the states that are optimal
relative to w. Given how we read “optimal state relative to w,” the following
assumptions are uncontroversial:

Assumption 2 For any state w, there is an optimal state relative to w.

Assumption 3 If w is standard, then only ideal states are optimal relative to w.

The notions of ideality and relative optimality allow us to distinguish, for any
state w, four types of states directly accessible from w:

1. green! : ideal and optimal relative to w (none if w is substandard);

2. green: ideal, possibly optimal relative to w (none if w is substandard);

3. orange: optimal relative to w but not ideal (none if w is standard);

4. red : neither green nor orange.

This coloring of states makes it easy to track different kinds non-compliant be-
havior: unlike violations of the relevant norms occurring at red states, violations
of the relevant norms occurring at orange states are, in an obvious sense, excus-
able. In addition, the one-step actions that can be performed at a state w (we
will call them the action types executable at w from now on) can now be classified
in terms of the colors of their possible outcomes at w in the following way:

1. green! : some outcomes at w are green! (none if w is substandard);

2. green: some outcomes at w are green (none if w is substandard);
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• Ideal state: all norms are complied with.

• Not ideal state: some norm are violated.

• Standard state: some executable action leads to an ideal state.

• Substandard state: no executable action leads to an ideal state.

• Optimal state relative to w: state that is directly accessible from w and

• (a) ideal in the best possible way if w is standard, and

• (b) not ideal in the least bad possible way if w is substandard.

Table 6.2: Terminology applying to possible states

3. orange: some outcomes at w are orange (none if w is standard);

4. red : all outcomes at w are red.

With our running example, the action of going to school by car (c) and the action
of going to school by bike (b) are both green! (hence green) at w1; the action of
taking the elevator (e) is green! (hence green) at all states in middle row, except
for w5, where it is orange; finally, the action of taking the stairs (s) is green!
(hence green) at w2, green but not green! at w3, and red at w4 and w5.

With these distinctions in place, an obvious principle of action guidance is

For any state w, perform either a green or an orange action at w.

As we will see in more details in Section 6.4.1, the suggested principle intuitively
says “try to comply with the law if you can and, otherwise, try to do the best
you can.” It thus combines the maxims “comply with the law” and “do the
best you can” in a natural way. We will use the new maxim to define and study
notions of (process-) permission, prohibition, and obligation after introducing our
formal system. For future reference, Table 6.2 summarizes the key terminology
introduced so far.

6.3 The dynamic deontic logic PDeLO

In this section, we present the dynamic deontic logic with optimality PDeLO.
After introducing its syntax and semantics, we provide a sound and complete
axiomatization and flag some facts concerning its relation with PDeL.

6.3.1 Syntax and semantics

As the language of PDL and PDeL, the language LPDeLO of the dynamic deontic
logic PDeLO contains two categories of expressions: (names of) action types and
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formulas. We start by fixing a countable non-empty set Atm of (names of) atomic
action types and a countable non-empty set Prop of propositional variables.

6.3.1. Definition (Syntax of LPDeLO). Let Atm and Prop be defined as above.
The set Types of (names of) action types of LPDeLO is generated by the following
grammar:

α := a |α |α ∪ β |α ∩ β
where a ∈ Atm. We use lower case letters from the beginning of the alphabet
a, b, c for elements of Atm and greek letters from the beginning of the alphabet
α, β, γ for elements of Types. The set of formulas of LPDeLO, also denoted with
LPDeLO, is generated by the following grammar:

ϕ := p | id | dn(α) | ¬ϕ | (ϕ ∧ ϕ) |Aϕ | [1]ϕ | [ac]ϕ | [op]ϕ

where p ∈ Prop and α ∈ Types. The abbreviations for the other Boolean con-
nectives are standard. In addition, we use Eϕ, 〈1〉ϕ, 〈ac〉ϕ, and 〈op〉ϕ as ab-
breviations for ¬A¬ϕ, ¬[1]¬ϕ, ¬[ac]¬ϕ, ¬[op]¬ϕ respectively. Parentheses are
eliminated according to the usual conventions.

We think of Types as a set of one-step actions and give to the action com-
binators · , ∪, and ∩ the intuitive interpretation presented in Section 6.1.2. We
assume that an action token can instantiate different atomic action types.

The formulas of LPDeLO can be divided into ontic formulas and deontic for-
mulas. The ontic formulas are built from the action predicate dn, the universal
modality A, and the modalities for accessibility [1] and [ac]. A formula like dn(α)
says that an action of type α has just been performed, while a formula like Aϕ
says (as usual) that ϕ is true at all possible states. As for the other ontic modal-
ities: [1]ϕ means “ϕ will necessarily be true in one step, no matter which actions
are executed now” and is true at a state w when ϕ is true at all states that are
directly accessible from w; [ac]ϕ means “ϕ will necessarily be true in the future,
no matter which actions will be executed from now on” and is true at a state w
when ϕ is true at all states that are accessible from w. The deontic formulas of
LPDeLO are built form the propositional constant id, which intuitively says that
the present state is ideal, and the modality for optimality [op]. A formula like
[op]ϕ says that realizing ϕ is optimal and is true at a state w when ϕ is true at
all states that are optimal relative to w.

Dynamic modalities in PDL-style can be introduced in LPDeLO by using the
following abbreviations:

6.3.2. Definition. Where α ∈ Types and ϕ ∈ LPDeLO, [α]ϕ := [1](dn(α)→ ϕ).
The dual modality 〈α〉 is defined in the standard way as ¬[α]¬.

So, [α]ϕ says that ϕ will necessarily be true in one step if an action of type α is
performed.
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The semantics for LPDeLO is based on the notion of PDeLO frame. PDeLO
frames are basically transitions systems supplied with two deontic components,
namely a set of ideal states and a relation modeling relative optimality.

6.3.3. Definition (PDeLO frame). A PDeLO frame is a tuple〈
W,R[1], R[ac], fdn, R[op], ideal

〉
where W 6= ∅ is a set of possible states, R[1] ⊆ W ×W is the direct accessibility
relation, R[ac] ⊆ W ×W is the accessibility relation, fdn : Types → 2W assigns
to every action type the set of states where a token of that type has just been
performed, R[op] ⊆ W×W is the relation of relative optimality, and ideal ⊆ W is a
set of ideal states. The elements of PDeLO frames satisfy the following conditions:

1. Properties of R[1] and R[ac]: for all w,w1, w2, w3 ∈ W ,

Seriality of R[1]: there is w′ ∈ W such that wR[1]w
′.

Accessibility of directly accessible states : if w1R[1]w2, then w1R[ac]w2.

Transitivity of R[ac]: if w1R[ac]w2 and w2R[ac]w3, then w1R[ac]w3.

2. Properties of fdn: for all α, β ∈ Types,
Union: fdn(α ∪ β) = fdn(α) ∪ fdn(β).

Intersection: fdn(α ∩ β) = fdn(α) ∩ fdn(β).

Complement : fdn(α) = W \ fdn(α).

3. Properties of R[op] and ideal: for all w,w1, w2 ∈ W ,

Accessibility of an ideal state: for some w′ ∈ W , wR[ac]w
′ and w′ ∈ ideal.

Direct accessibility of optimal states : if w1R[op]w2, then w1R[1]w2.

Seriality of R[op]: there is w′ ∈ W such that wR[op]w
′.

Conditional ideality of optimal states : if there is w′ ∈ W such that wR[1]w
′

and w′ ∈ ideal, then, for all w′ such that wR[op]w
′, w′ ∈ ideal.

For any relation R ⊆ W ×W and w ∈ W , we define R(w) = {w′ ∈ W |wRw′}.

The conditions on PDeLO frames ensure that their components behave as
described in Section 6.2. The conditions on the “ontic components” R[ac], R[1],
and fdn are obvious: they guarantee that something can always be done (seriality
of R[1]), that states that are directly accessible are accessible (accessibility of
directly accessible states), that the states reached by performing a sequence of
actions at an accessible state are themselves accessible (transitivity of R[ac]), and,
finally, that the action operators behave like Boolean operators (properties of fdn).
The conditions on the “deontic components” R[op] and ideal codify the definitions
and assumptions discussed in Section 6.2. The first condition corresponds to
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Assumption 1 that, for any state w, there is an ideal state accessible from w. The
second condition reflects the fact that we defined “optimal state relative to w” as
“state that is directly accessible from w by doing the best one can at w.” The last
two conditions state, respectively, that, for any state w, there is an optimal state
relative to w (Assumption 2), and that, if w is standard, then only ideal states
are optimal relative to w (Assumption 3) – where a state w is a PDeLO frame is
standard when R[1](w) ∩ ideal 6= ∅ and substandard otherwise.

The notion of PDeLO model and the notion truth are defined as follows.

6.3.4. Definition (PDeLO model). A PDeLO model is a tuple 〈F, ν〉, where F
is a PDeLO frame and ν : Prop→ 2W is a valuation function.

6.3.5. Definition (Semantics for LPDeLO). Given a PDeLO model M , truth of a
formula ϕ ∈ LPDeLO at a state w in M , denoted M,w |= ϕ, is defined recursively.
Truth of atomic propositions and the Boolean connectives is defined as usual.
The remaining cases are as follows:

M,w |= id iff w ∈ ideal
M,w |= dn(α) iff w ∈ fdn(α)
M,w |= Aϕ iff for all w′ ∈ W , M,w′ |= ϕ
M,w |= [1]ϕ iff for all w′ ∈ W , if wR[1]w

′, then M,w′ |= ϕ
M,w |= [ac]ϕ iff for all w′ ∈ W , if wR[ac]w

′, then M,w′ |= ϕ
M,w |= [op]ϕ iff for all w′ ∈ W , if wR[op]w

′, then M,w′ |= ϕ

For any formula ϕ ∈ LPDeLO, JϕKM = {w ∈ W |M,w |= ϕ} is the truth-set of ϕ
in M . Reference to the model M is omitted when it is clear from the context.

Given any PDeLO model M and action type α ∈ Types, let us define a relation
Rα ⊆ W ×W by setting, for all w,w′ ∈ W ,

wRαw
′ iff wR[1]w

′ and w′ ∈ fdn(α).

Intuitively, among all transitions determined by R[1], Rα selects the α-transitions.
The defined modality [α]ϕ has then the following semantics, in line with the
standard semantics for dynamic modalities:

M,w |= [α]ϕ iff M,w |= [1](dn(α)→ ϕ)

iff for all w′ ∈ W , if wR[1]w
′ and w′ ∈ fdn(α), then M,w′ |= ϕ

iff for all w′ ∈ W , if wRαw
′, then M,w′ |= ϕ

We will use dynamic modalities repeatedly in Section 6.4.
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6.3.2 Axiomatization

The axiom system PDeLO is defined by the axioms and rules in Table 6.3. The
items in the first five rows at the top are standard. Axioms in groups (I) and (II)
express the constraints on the ontic components of PDeLO frames: the axioms
for dn reflect the fact that action types are interpreted over a Boolean algebra of
sets; the inclusion axioms express that A is interpreted over the set of all possible
states ( Inc1), that direct accessibility implies accessibility (Inc2), and that relative
optimality implies direct accessibility (Inc3). The remaining axioms correspond
to our three assumptions on ideality and relative optimality: axiom D for [op]
says that some optimal state of affairs can be realized (Assumption 2), Ax4 that,
eventually, an ideal state can be realized (Assumption 1), and Ax5 that, if an
ideal state can be realized in one step, then only what is ideal is also optimal.

(CPL) Classical propositional tautologies (MP) From ϕ and ϕ→ ψ, infer ψ

(S5A) The axiom schemas of S5 for A (RNA) From ϕ, infer Aϕ

(S4[ac]) The axiom schemas of S4 for [ac]

(K[1]) [1](ϕ→ ψ)→ ([1]ϕ→ [1]ψ)

(KD[op]) The axiom schemas of KD for [op]

(I) Axioms for dn (II) Inclusion axioms

(Ax1) dn(α)↔ ¬dn(α) (Inc1) Aϕ→ [ac]ϕ

(Ax2) dn(α ∪ β)↔ dn(α) ∨ dn(β) (Inc2) [ac]ϕ→ [1]ϕ

(Ax3) dn(α ∩ β)↔ dn(α) ∧ dn(β) (Inc3) [1]ϕ→ [op]ϕ

(III) Axioms for ideal

(Ax4) 〈ac〉 id (Ax5) 〈1〉 id→ [op]id

Table 6.3: The axiom system PDeLO

The following theorem, which is a consequence of Definition 6.3.2, the axioms
in group (I) and axiom K[1], shows that our system is powerful enough to interpret
the fragment of PDeL without the action operator of sequential composition. The
proof is straightforward and is thus omitted.

6.3.6. Theorem. The following are theorems of PDeLO:

1. [α](ϕ→ ψ)→ ([α]ϕ→ [α]ψ) 4. [α ∪ β]ϕ↔ [α]ϕ ∧ [β]ϕ

2. [α]ϕ↔ [α]ϕ 5. [α ∩ β]ϕ↔ [α]ϕ ∧ [β]ϕ

3. [α]ϕ ∨ [β]ϕ→ [α ∩ β]ϕ 6. [α]ϕ ∨ [β]ϕ→ [α ∪ β]ϕ
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To conclude this section, it is not difficult to prove the following result.

6.3.7. Theorem. The axiom system PDeLO is sound and strongly complete with
respect to the class of all PDeLO frames.

The proof of soundness is a matter of routine validity check. The proof of
completeness is based on the construction of a canonical model for PDeLO and,
by paying attention to the universal modality, proceeds in an entirely standard
way [see Blackburn et al., 2001, Chapter 4.2; Goranko and Passy, 1992]. We only
provide the definition of the canonical model for PDeLO and leave the details of
the proof to the reader.

LetW be the set of all maximal consistent sets of PDeLO. Where w ∈ W and
� ∈ {[1], [ac], [op]}, define: w/� = {ϕ ∈ LPDeLO |�ϕ ∈ w}.

6.3.8. Definition (Canonical PDeLO model for w0). The canonical PDeLO model

for w0 ∈ W is a tuple M c =
〈
W c, Rc

[1], R
c
[ac], f

c
dn, R

c
[op], idealc, νc

〉
, where

• W c = {w ∈ W |w0/A ⊆ w};

• Rc
[1] ⊆ W c ×W c is such that, for all w,w′ ∈ W c, wRc

[1]w
′ iff w/[1] ⊆ w′;

• Rc
[ac] ⊆ W c ×W c is such that, for all w,w′ ∈ W c, wRc

[ac]w
′ iff w/[ac] ⊆ w′;

• fdn : Types→ 2W
c

is such that, for all α ∈ Types and w ∈ W c, w ∈ f cdn(α)
iff dn(α) ∈ w;

• Rc
[op] ⊆ W c ×W c is such that, for all w,w′ ∈ W c, wRc

[op]w
′ iff w/[op] ⊆ w′;

• idealc ⊆ W c is such that, for all w ∈ W c, w ∈ idealc iff id ∈ w;

• νc : Prop→ 2W
c

is such that, for all w ∈ W c, w ∈ νc(p) iff p ∈ w.

Given Definition 6.3.8, the proof of the Truth Lemma (for every w ∈ W c and
ϕ ∈ LPDeLO, M c, w |= ϕ iff ϕ ∈ w) and the proof that M c is a PDeLO model
proceed in the usual way. This is sufficient to conclude that every consistent set
Γ ⊆ LPDeLO is satisfiable in a PDeLO model.

6.4 Deontic operators and paradoxes

We are now ready to address the issues we discussed at the end of Section 6.1.2.
We start from studying prescriptions concerning one-step actions. After intro-
ducing appropriate deontic operators for actual prescriptions, we will turn to an
analysis of prescriptions concerning sequences of actions.
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6.4.1 From ideal to actual prescriptions

Let us begin by going back to the deontic classification of states and actions
discussed in Section 6.2. Since PDeLO frames incorporate a distinction between
ideal and relatively optimal states, the notions of green!, green, orange, and red
states relative to a given state w can be modeled in a straightforward way:

6.4.1. Definition. Where
〈
W,R[1], R[ac], fdn, R[op], ideal

〉
is a PDeLO frame and

w ∈ W ,

gr!(w) = R[op](w) ∩ ideal or(w) = R[op](w) \ ideal

gr(w) = R[1](w) ∩ ideal rd(w) = R[1](w) \ (gr(w) ∪ or(w))

Observe that gr(w) ⊆ R[1](w) and red(w) ⊆ R[1](w) by definition and gr!(w) ⊆
R[1](w) and or(w) ⊆ R[1](w) by the condition of direct accessibility of optimal
states. So, Definition 6.4.1 provides a classification of the states that are directly
accessible from a given state. Specifically, green! states are both ideal and optimal
relative to that state; green states are ideal but possibly not optimal relative to
it; orange states are optimal relative to it but not ideal; finally, red states are
neither ideal nor optimal relative to it. In line with the terminology introduced
above, we will say that a state w in a PDeLO frame is substandard if gr(w) = ∅,
i.e., if no ideal state is directly accessible from w (we will say that w is standard
otherwise). The next simple propositions and corollary will be useful later on:

6.4.2. Proposition. For any state w in a PDeLO frame, (a) if gr(w) 6= ∅, then
or(w) = ∅ and (b) if gr(w) = ∅, then gr!(w) = ∅.

Proof:
(a) If R[1](w)∩ideal 6= ∅, then R[op](w) ⊆ ideal by the condition of conditional ideality

of optimal states. Hence, or(w) = R[op](w) \ ideal = ∅. (b) By the condition of direct

accessibility of optimal states, R[op](w) ⊆ R[1](w). Hence, if R[1](w) ∩ ideal = ∅, then

gr!(w) = R[op](w) ∩ ideal = ∅. 2

6.4.3. Corollary. For any state w in a PDeLO frame, R[op](w) = gr!(w) ∪
or(w).

Proof:
It is obvious from Def. 6.4.1 that gr!(w) ∪ or(w) ⊆ R[op](w). For the other direction,

if R[1](w) ∩ ideal 6= ∅, then (1) gr!(w) ∪ or(w) = gr!(w) by Prop. 6.4.2 (a) and (2)

R[op](w) ⊆ ideal by the condition of conditional ideality of optimal states. By (2),

R[op](w) = ideal ∩ R[op](w) = gr!(w), and so R[op](w) = gr!(w) ∪ or(w) by (1). If

R[1](w) ∩ ideal = ∅, then (3) gr!(w) ∪ or(w) = or(w) by Prop. 6.4.2 (b). In addi-

tion, (4) R[op](w) = R[op](w) \ ideal = or(w), as R[op](w) ⊆ R[1](w) by the condition of
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direct accessibility of optimal states. Hence, R[op](w) = gr!(w)∪or(w) by (3) and (4). 2

Together with Proposition 6.4.2, Corollary 6.4.3 is a reformulation of the idea
that the relation R[op] selects the best states given the circumstances, i.e., green!
states where the law is complied with in the best possible way if the circumstances
are standard and orange states where the law is violated in the least bad way
possible if the circumstances are substandard. The defined coloring of states
induces a coloring of the actions executable at a given state. For any state w, let
exe(w) = {α ∈ Types |Rα(w) 6= ∅} be the set of actions executable at w.

6.4.4. Definition. Where w is a state in a PDeLO frame and α ∈ exe(w),

α ∈ gr!(w) iff fdn(α) ∩ gr!(w) 6= ∅ α ∈ or(w) iff fdn(α) ∩ or(w) 6= ∅
α ∈ gr(w) iff fdn(α) ∩ gr(w) 6= ∅ α ∈ rd(w) iff α ∈ exe(w) \ (gr(w) ∪ or(w))

So an action is green! (resp. green or orange) at w if some of its possible outcomes
at w are green! (resp. green or orange), and it is red at w if all of its possible
outcomes are red at w.

The introduced classifications of states and actions can be used to interpret
deontic operators codifying the two maxims “comply with the law” and “do the
best you can.” The first maxim can be understood either in a global sense (“realize
those states of affairs that obtain at all ideal states”) or in a local sense (“realize
those states of affairs that obtain at all directly accessible ideal states”) and it
gives rise to ideal prescriptions. The second maxim gives rise to what we will call
optimal prescriptions.

6.4.5. Definition (Standard deontic operators). Where ϕ ∈ LPDeLO,

Obligation Permission Prohibition

Ideal - global OAϕ := A(id→ ϕ) PAϕ := ¬OA¬ϕ FAϕ := OA¬ϕ
Ideal - local O1ϕ := [1](id→ ϕ) P 1ϕ := ¬O1¬ϕ F 1ϕ := O1¬ϕ
Optimal Oopϕ := [opt]ϕ P opϕ := ¬Oop¬ϕ F opϕ := Oop¬ϕ

Let D be any of the deontic operators from the above table. For any α ∈ Types,
we set: Dα := Ddn(α).

The evaluation rules for the deontic operators from Definition 6.4.5 are dis-
played in Table 6.4.15 The operators OA, PA, FA are standard deontic operators
in the tradition of Anderson [1958] and Kanger [1957], while the operators O1, P 1,
F 1 are – modulo the action operator of sequential composition – generalizations

15The evaluation rules for prohibition operators are analogous to those for obligation operators
and are thus omitted.
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Obligation Permission

M,w |= OAϕ M,w |= PAϕ

iff ideal ⊆ JϕK iff ideal ∩ JϕK 6= ∅
M,w |= O1ϕ M,w |= P 1ϕ

iff R[1](w) ∩ ideal ⊆ JϕK iff R[1](w) ∩ ideal ∩ JϕK 6= ∅
iff gr(w) ⊆ JϕK iff gr(w) ∩ JϕK 6= ∅

M,w |= Oopϕ M,w |= P opϕ

iff R[op](w) ⊆ JϕK iff R[op](w) ∩ JϕK 6= ∅
iff (gr!(w) ∪ or(w)) ⊆ JϕK iff (gr!(w) ∪ or(w)) ∩ JϕK 6= ∅

Table 6.4: Semantics for OA, PA, O1, P 1, Oop, P op

of the deontic operators of PDeL [cf. Section 6.1.2].16 The operators in the last
group roughly correspond to the unconditional deontic operators from Hansson
[1969] and Lewis [1974]: they pick out the best states relative to certain circum-
stances. According to the evaluation rules in Table 6.4, ideal local prescriptions
are determined by green states, while optimal prescriptions are determined by
green! states if the circumstances are standard and by orange states otherwise
[cf. Proposition 6.4.2]. When applied to action types, P 1 and P op can be used to
express the color of an action. In fact, for any state w in any PDeLO model M
and any α ∈ Types, we have:

1. α ∈ gr!(w) iff gr!(w)∩ fdn(α) 6= ∅ iff R[op](w)∩ fdn(α) 6= ∅ and gr(w) 6= ∅
α ∈ gr!(w) iff M,w |= P opα ∧ 〈1〉 id;

2. α ∈ gr(w)! iff gr(w) ∩ fdn(α) 6= ∅ iff M,w |= P 1α;

3. α ∈ or(w)! iff or(w) ∩ fdn(α) 6= ∅ iff R[op](w) ∩ fdn(α) 6= ∅ and gr(w) = ∅
α ∈ or(w)! iff M,w |= P opα ∧ [1]¬id;

4. α ∈ rd(w)! iff α ∈ exe(w)\(gr(w)∪or(w)) iff M,w |= 〈α〉>∧¬P 1α∧¬P opα.

In order to illustrate the use of the notions of ideal and optimal prescriptions
in the analysis of concrete cases, let us go back to Example 6.2.1 as represented
in Figure 6.2. Let ϕ1 stand for the proposition “Giacomo just entered his class
and it is later than 8:00am” (so, ϕ1 is true at w11, w12, and w13) and ϕ2 for the
proposition “a car ride has just been completed and the speed limit has been
violated” (so, ϕ2 is true at w2). Recall that c, b, e, and s stand for the action

16Definitions 6.3.2 and 6.4.5 and the axioms on dn ensure that the formulas P 1α ↔ 〈α〉 id,
F 1α↔ ¬P 1α, and O1α↔ ¬P 1α are theorems of PDeLO.
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types going to school by car, going to school by bike, taking the elevator, and
taking the stairs. Then,

• OA¬ϕ1 and OA¬ϕ2 are true at all states. The two formulas can be used to
express (roughly) that, according to the given norms, the kid ought to be in
his class by 8:00am and the speed limit ought to be respected when driving.
Observe that the operators OA and PA are not suitable to describe how the
kid is supposed to comply with the given norms in specific situations: PAs
is true at all states even if at w4 the kid would surely be late for class if he
took the stairs.

• O1e is true at w4. The formulas expresses that, given the circumstances,
the kid has to take the elevator to comply with the norms. Notice that the
operators O1 and P 1 are not suitable to describe what the kid is supposed
to do in substandard situations: O1 ⊥ (a trivial obligation) is true at w5

even if, intuitively, at this state the kid ought to go to his classroom as
quickly as possible.

• Oope is true at w5. The formula expresses that, given the (substandard)
circumstances, Giacomo ought to take the elevator to do his best. Observe
that the operators Oop and P op are not suitable to describe what the kid is
supposed to do to comply with the norms in standard circumstances: ¬P ops
is true at w3 even if, intuitively, at this state the kid would not do anything
wrong by taking the stairs. At this state, the prohibition ¬P ops expresses
what is preferable rather than what the law requires.

So, the standard operators do capture important types of prescriptions. Yet,
none of them is suitable, by itself, to model what actually may or ought to
be done, given the circumstances: ideal permissions and obligations (global or
local) are pointless in substandard situations, while optimal obligations are too
demanding in standard situations. What we need are deontic operators that adapt
to the circumstances by picking green states if the circumstances are standard
and orange states if they are not – that is, operators that encode the maxim
“comply with the law if you can; otherwise, do the best you can.” Consider an
immediate consequence of Proposition 6.4.2:

6.4.6. Fact. For any state w in a PDeLO frame,

1. if gr(w) 6= ∅, then gr(w)∪ or(w) = gr(w) (hence, gr(w)∪ or(w) = gr(w));

2. if gr(w) = ∅, then gr(w)∪ or(w) = or(w) (hence, gr(w)∪ or(w) = or(w)).

Fact 6.4.6 suggests that a suitable evaluation rule for an operator Oa for actual
obligation could be the following: M,w |= Oaϕ iff gr(w) ∪ or(w) ⊆ JϕK. It is
immediately seen that, thus interpreted, formulas like Oaϕ can be introduced as



170 Chapter 6. From ideal to actual prescriptions in dynamic deontic logic

An unlabeled arrow from formula A to for-

mula C means that A→ C is valid in the class

of PDeLO models. A labeled arrow from A to

C means that A → C is valid in the class of

PDeLO models, provided that A is strength-

ened with additional conditions: !1 means

〈1〉 id and !2 means ¬ 〈1〉 id.

OAϕ O1ϕ Oopϕ

Oaϕ

PAϕ P 1ϕ P opϕ

P aϕ

!1

!1

!1

!1 !2

!1 !2

Figure 6.3: Logical relations between deontic operators

abbreviations in our language. In fact, the following holds for any state w in any
PDeLO model M :17

M,w |= Oaϕ iff gr(w) ∪ or(w) ⊆ JϕK
iff gr(w) ⊆ JϕK and gr!(w) ⊆ JϕK and or(w) ⊆ JϕK
iff gr(w) ⊆ JϕK and gr!(w) ∪ or(w) ⊆ JϕK
iff M,w |= O1ϕ ∧Oopϕ

This leads us to the following definition.

6.4.7. Definition (Actual deontic operators). Where ϕ ∈ LPDeLO,

Oaϕ := O1ϕ ∧Oopϕ P aϕ := ¬Oa¬ϕ F 1ϕ := Oa¬ϕ

Where Da is any of the three defined operators and α ∈ Types, we set: Daα :=
Dadn(α).

The main logical relations between the standard and actual deontic operators
are summarized in Figure 6.3. Some facts are worth noticing. First, Oopϕ does
not entail Oaϕ. The reason is that, at a standard state w, some ideal states
directly accessible from w may not be optimal relative to w (take, e.g., state w9

relative to w3 in Figure 6.2). This suggests that our notion of actual obligation
is in line with those consequentialist theories according to which one ought to
realize an acceptable amount of positive consequences rather than a maximum
amount thereof [see, e.g., Portmore, 2011]. Second, neither OAϕ nor O1ϕ entail

17For the second line, recall that gr!(w) ⊆ gr(w).
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Oaϕ. The reason is that, unlike ideal obligations, actual obligations can always
be satisfied in one step (Oaϕ entails 〈1〉ϕ). This is, in fact, the key difference
between ideal and actual obligations. Finally, let us mention that our operators
are subject to two well-know deontic paradoxes:

Ross’s paradox. [Ross, 1944] Oaϕ entails Oa(ϕ ∨ ψ). So, if it is obligatory to
bake a cake, it is obligatory to either bake a cake or throw the ingredients away.

Paradox of free-choice permission. [von Wright, 1968] P a(ϕ ∨ ψ) does not
entail P aϕ ∧ P aψ, even if, intuitively, if it is permitted to choose between two
options, then both options should be permitted. What is worse, since P aϕ entails
P a(ϕ ∨ ψ), adding a “free-choice principle” to the effect that P a(ϕ ∨ ψ) entails
P aϕ∧P aψ would lead to the undesirable consequence that everything is permitted
if something is.

McCarty [1983], Meyer [1988] and Segerberg [1982] have independently sug-
gested that, when the resources of dynamic logic are available, the aforementioned
paradoxes could be overcome by introducing strong notions of permission and
obligation. According to these proposals, an action is strongly permitted (obliga-
tory) just in case it is permitted (obligatory) in the ideal local sense and all ways
of doing it lead to an ideal state. In the present framework, this idea can be
implemented by introducing operators P s and Os with the following semantics:

1. M,w |= P sϕ iff w ∈ JP aϕK and R[1](w) ∩ JϕK ⊆ gr(w) ∪ or(w).

So: M,w |= P sdn(α) iff w ∈ JP aαK and R[1](w) ∩ fdn(α) ⊆ gr(w) ∪ or(w) iff

w ∈ JP aαK and Rα(w) ⊆ gr(w) ∪ or(w)

2. M,w |= Osϕ iff w ∈ JOaϕK and R[1](w) ∩ JϕK ⊆ gr(w) ∪ or(w).

So: M,w |= Osdn(α) iff w ∈ JOaαK and R[1](w) ∩ fdn(α) ⊆ gr(w) ∪ or(w) iff

w ∈ JOaαK and Rα(w) ⊆ gr(w) ∪ or(w).

Yet, such notions of permission and obligation are well-known to be too strong:
no action that might result in a violation of the law because of a mistake, an
accident, or because of the presence of normative constraints can be permitted
or obligatory in this sense. We think that defining dedicated notions of choice-
permission and choice-obligation could be a more promising solution. Specifically,
we could introduce formulas like P a(ϕ+ ψ) as abbreviations for P aϕ ∧ P aψ and
formulas like Oa(ϕ+ψ) as abbreviations for Oa(ϕ∨ψ)∧P a(ϕ+ψ). The defined
expressions would capture several intuitions: that a choice is permitted only if
both alternatives are permitted; that being permitted to do something does not
imply that one should not be careful about how they do that thing; finally, that
a choice is required when (a) not realizing either alternative is prohibited and
(b) choosing between them is permitted. An interesting question, which we leave
to future research, is whether one could arrive at the proposed definitions by
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introducing a new connective + such that ϕ + ψ is the choice of realizing either
ϕ or ψ. We conjecture that this may be achieved by importing techniques from
state based semantics [see, e.g., Aloni, 2007] or inquisitive/truthmaker semantics
[see, e.g., Aloni, 2018; Aloni and Ciardelli, 2013; Anglberger et al., 2016, Fine,
2018a; Fine, 2018b].

6.4.2 Process norms

The operators for actual prescriptions introduced by means of Definition 6.4.7
apply to one-step actions. Our present aim is to use them to express process norms
that are sensitive to whether the circumstances along the process are standard or
not. Let us start from permission. Semantically, the idea is simple [see also van
der Meyden, 1996]:

∗ Performing an action of type α and then performing an action of type β is
permitted if there is at least one “good” execution of α that is followed by a
“good” execution of β.

We have learned in the previous section that, in order to obtain operators that
are sensitive to the circumstances, “good” should be read as “ending in an ideal
state” if the circumstances are standard and as “ending in an optimal state” if the
circumstances are substandard. This suggests that a formula like P a(α; β), saying
that it is permitted to do α and then β, should have the following semantics:
M,w |= P a(α; β) iff there is a state w′ ∈ (gr(w) ∪ or(w)) ∩ fdn(α) such that
β ∈ gr(w′) ∪ or(w′). It is easy to see that, given this interpretation, P a(α; β) is
definable in our language: where w is any state from any PDeLO model M ,

M,w |= P a(α; β) iff there is w′ ∈ (gr(w) ∪ or(w)) ∩ fdn(α)

such that (gr(w′) ∪ or(w′)) ∩ fdn(β) 6= ∅
iff there is w′ ∈ (gr(w) ∪ or(w)) ∩ fdn(α)

such that w′ ∈ JP aβK
iff (gr(w) ∪ or(w)) ∩ Jdn(α) ∧ P aβK 6= ∅
iff M,w |= P a(dn(α) ∧ P aβ)

By generalizing to any finite sequence of action types, we obtain the following
definition.

6.4.8. Definition (Process-permission/prohibition). Where α1, . . . , αn ∈ Types,

P a(α1; . . . ;αn) := P a(dn(α1) ∧ P a(dn(α2) ∧ P a(. . . P a(dn(αn−1) ∧ P aαn) . . . ))

In addition, F a(α1; . . . ;αn) abbreviates ¬P a(α1; . . . ;αn).
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A formula like F a(α; β) thus means that either α is red or β is red at all
states reached by a “good” execution of α. The following proposition follows
immediately from Definition 6.4.8, Definition 6.4.7, and axiom Inc3.

6.4.9. Proposition. Where α1, . . . , αn ∈ Types, the following is a theorem of
PDeLO:

P a(α1; . . . ;αn)→ P aα1 ∧ 〈α1〉P a(α2; . . . ;αn)

Accordingly, a sequence of actions is permitted only if the first action in the
sequence is permitted and there is a way to perform it after which it is permitted
to complete the sequence. The next example, adapted from Craven and Sergot
[2008], will help us highlighting some additional key properties of the proposed
notions of process- permission and prohibition.

6.4.10. Example. Suppose that there is a flat consisting of two rooms, the left
room and the right room, connected by a single doorway. A girl, Alice, and two
boys, Bob and Carl, move around the flat. Only one person can move through
the doorway at a time. In addition, when Alice, Bob, and Carl are all in the same
room, Alice has a way to prevent the two boys from leaving that room. There are
four rules in the flat: rule n1 states that no girl may be in a room alone with only
one boy; rule n2 states that, in case n1 is violated, girls in the left room ought
to move to the right room; rule n3 states that, in case n1 is violated, boys in the
left room ought to stay where they are; finally, rule n4 states that, in case n1 is
violated, boys in the right room ought to move to the left room. Currently, Alice
is in the left room with Bob, while Carl is in the right room.

Although a full analysis of Example 6.4.10 requires a multi-agent framework,
we can consider what Alice may and may not do by treating Bob and Carl as
“Nature.” Figure 6.4 illustrates how we can represent the example in a PDeLO
model by taking Alice’s perspective (only a few relevant states are depicted).
Labels above states are mnemonics for the position of the three agents in the
flat. For instance, AB|C means that Alice and Bob are in the left room and Carl
is in the right room and ABC|∅ that the three agents are all in the left room.
The arrow-labels represent the following action types: staying (s), moving to a
different room (m), preventing the boys from leaving a room (b). Since Bob and
Carl are treated as “Nature,” it is intended that each action type is instantiated
when Alice performs an action of that type. Note that, in line with the story,
the action type preventing the boys from leaving a room is only executable at
w2, where Alice, Bob, and Carl are all in the same room. As before, states in the
ellipses are ideal and black states are optimal relative to the states from which
they are directly accessible.18

18In identifying optimal states, we have assumed that a state w′ is optimal relative to w when
at all other states that are directly accessible from w there are at least as many violations as
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Figure 6.4: A way to model Example 6.4.10 in PDeLO

The example is interesting for several reasons. First, although w1 is both
substandard and not ideal, there is a one-step action that Alice may perform at
this state, namely staying. In fact, since there is an s-transition from w1 to w2

and w2 is optimal relative to w1, s is orange at w1, and so P a(s) is true at this
state. Even more, there is a sequence of actions that Alice may perform at w1,
namely staying and then moving to a different room. In fact, since m is green at
the end-state of the “good” s-transition from w1 to w2, P a(s;m) is true at w1.
The latter fact shows that our notion of process-permission effectively adapts to
the circumstances as they arise during a course of actions: it picks orange states
as substandard states are reached and green states as standard states are reached.

Second, 〈m〉P a(s) is true at w1 because there is an m-transition from w1 to w3

and s is orange at w3. Yet, P a(m) is false at w1 because no m-transition starting
at w1 leads to an optimal state. Hence, P a(m; s) is false at w1 by Proposition
6.4.9.19 So, even if it is possible that, after moving to a different room, Alice may
stay there, the process moving to a different room and then staying is prohibited
at w1 because moving to a different room is prohibited in the first place. This
shows that the proposed notion of process-permission is subject neither to van
der Meyden’s paradox (〈α〉P aβ does not entail P a(α; β)) nor to Angleberger’s
paradox (since F a(m) ∧ 〈m〉P a(s) is true at w1, F aα does not entail [α]F aβ), as

at w′ [cf. Sergot and Craven, 2006]. For instance, at the states directly accessible from w1

the following rules have just been violated: n2 at w2; n1 and n4 at w3; n2, n3, n4 at w4; and
n1, n2, n4 at w5. Since the fewest number of violations occur at w2, w2 is the only optimal state
relative to w1.

19Recall that PDeLO is sound with respect to the class of PDeLO models, so the implication
in Proposition 6.4.9 is valid on this class.
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it was desired.
Finally, it is worth noticing that P a(s; s) is true at w1 (for the same reason

why P a(s;m) is) and, yet, [s]P a(s) is not. In fact, there is an s-transition from
w1 to w5 and s is red at w5. So, although at w1 Alice is permitted to stay in
the right room and then keep staying there, it is possible that, after staying in
the right room, Alice ends up in a state where she is not permitted to stay there
anymore. After staying in the right room, Alice will be permitted to keep staying
there only if things go in the best possible way.

This shows that, under the present proposal, process-permissions do not set
permissions step-by-step once and for all. Rather, they provide the agent with
an indication of what would be, in principle, the best course of action to take,
without excluding that things might change in due course. Other notions of
process-permission advanced in the literature [cf., e.g., Broersen, 2003; Ju and
van Eijck, 2019; van der Meyden, 1996] are different in this respect, as they
satisfy the following principle:

P a(α1; . . . ;αn)→ P aα1 ∧ [α1]P a(α2; . . . ;αn) (P1)

We think that permission operators satisfying P1 are too strong, in the same
sense in which the operator of strong permission discussed at the end of Section
6.4.1 is. With a simple example, suppose that there is a limit of 1,000e on daily
cash withdrawal. Then, we may well be permitted to withdraw cash twice in a
day, even if, in case we withdraw 1,000e the first time, we will not be allowed to
withdraw cash a second time.

Turning to process-obligations, let us start by introducing a bit of termi-
nology. A path in a PDeLO model is any sequence of states w1w2 . . . wn such
that wiR[1]wi+1, for all i < n. We say that a path w1w2 . . . wn is good when
wi+1 ∈ gr(wi) ∪ or(wi) for all i < n. Here is then an intuitive way of thinking of
process-obligations:

∗ It is obligatory to perform an action of type α and then an action of type β if
performing α and then β is necessary to be on a good path.

Formally, this coincides with giving the following semantics to formulas like
Oa(α; β) (read: “it is obligatory to do α and then β”):

M,w |= Oa(α; β) iff gr(w) ∪ or(w) ⊆ fdn(α) and, for all w′ ∈ gr(w) ∪ or(w),

gr(w′) ∪ or(w′) ⊆ fdn(β)

It follows immediately from the evaluation rule of Oaϕ [see p. 170] that,
thus interpreted, Oa(α; β) can be introduced as an abbreviation of Oaα∧OaOaβ.
Definition 6.4.11 generalizes this idea to any finite sequence of actions types.

6.4.11. Definition (Process-obligation). Where α1, . . . , αn ∈ Types,

Oa(α1; . . . ;αn) := Oaα1 ∧OaOaα2 ∧ · · · ∧Oa . . . Oa︸ ︷︷ ︸
n

αn
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To illustrate, let us go back to Figure 6.4. Oa(s) is true at w1, since the
only orange state relative to w1 is w2 and the transition linking w1 and w2 is an
s-transition. OaOa(b) is also true at w1, since the only green states relative to w2

(which is the only orange state relative to w1) are w6 and w7 and the transitions
linking w2 to these states are b-transitions. Hence, Oa(s; b) is true at w1: Alice
ought to stay in the left room and then prevent the boys from leaving it.

On the other hand, notice that [s]Oa(b) is not true at w1. In fact, there is an
s-transition from w1 to w5 and the action type b is not executable at w5. Since,
as we observed above, Oa(b) entails 〈b〉>, it follows that Oa(b) is false at w5.
Hence, even if at w1 Alice ought to stay in the left room and then prevent the
boys from leaving it, it is possible that, after staying in the left room, it is in
fact not obligatory to prevent the boys from leaving it: as in the case of process-
permission, the latter obligation is triggered only if everything goes in the best
possible way in the first step. Again, this distinguishes our notion of process-
obligation from other notions proposed in the literature [cf., e.g., Broersen, 2003;
Ju and van Eijck, 2019; van der Meyden, 1996], which satisfy the principle:

O(α1; . . . ;αn)→ Oα1 ∧ [α1]O(α2; . . . ;αn) (P2)

As before, we think that obligation operators satisfying P2 are too strong. For
instance, even if we ought to register our change of address at the Municipality
and then keep the records for at least three years, we ought not to keep the record
for at least three years if we misspell the address (in fact, in this case, we ought
to correct the registered address as soon as possible and throw the wrong record
away). Still, it follows immediately from Definition 6.4.11, Definition 6.4.7, and
axiom Inc3 that the right-to-left direction of P2 is a theorem of PDeLO (and
intuitively so):

6.4.12. Proposition. Where α1, . . . , αn ∈ Types, the following is a theorem of
PDeLO:

Oaα1 ∧ [α1]Oa(α2; . . . ;αn)→ Oa(α1; . . . ;αn)

Definition 6.4.11 and Proposition 6.4.12 ensure that we can implement Meyer’s
[1988] formalization of the Chisholm’s set in PDeLO, by maintaining the dis-
tinction between compliant-with-duty and contrary-to-duty obligations that ap-
pears in his system. Specifically, following Meyer [1988], we can formalize the
Chisholm’s set as follows (recall that ρ and κ stand for the action types robbing
and calling the police):

(a) Oa(ρ), (b) [ρ]Oa(κ), (c) [ρ]Oa(κ)

By Proposition 6.4.12, (a) and (b) entail Oa(ρ;κ). In addition, since Oa(ρ) entails
¬Oa(ρ), (a) entails ¬Oa(ρ;κ) by Definition 6.4.11. So, while compliant-with-duty
obligations direct to the performance of a “good” course of action, contrary-to-
duty obligations do not. Finally, the PDeLO model in Figure 6.5 shows that a
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(1) Since there is an a-transition from w1 to

w2 and w2 is the only optimal state relative

to w1, Oa(a) is true at w1. (2) The only

a-transition from w1 ends at w2, where the

b-transition to w4 leads to the only optimal

state relative to w2. So, [a]Oa(b) is true at

w1. (3) Since the only a-transition from w1

ends at w3, where the only transition to an

optimal state is a b-transition, [a]Oa(b) is true

and [a]Oa(b) is false at w1.
◦
w1

• ◦
w2 w3

• ◦ • ◦
w4 w5 w6 w7

a b

b c b c

Figure 6.5: A PDeLO countermodel for Oa(α) ∧ [α]Oa(β)→ [α]Oa(β).

primary obligation of form Oa(α) together with a compliant-with-duty obligation
of form [α]Oa(β) does not entail a CTD obligation of form [α]Oa(β). Hence,
the difficulty affecting Meyer’s proposal arising from Angleberger’s paradox is
overcome.

6.5 Conclusion

At the beginning of this chapter we saw that there is a tension between two key
principles of action guidance in deontic logic. The principle “comply with the law”
supports the introduction of deontic operators interpreted in terms of ideality,
like the operators of SDL, of systems of alethic deontic logic [Anderson, 1958;
Kanger, 1957], and of PDeL [Meyer, 1988]. The principle “do the best you can”
supports the introduction of deontic operators interpreted in terms of optimality,
like the operators of dyadic deontic systems in the tradition of Hansson [1969] and
Lewis [1974]. In Sections 6.2 and 6.4.1, we claimed that, under this interpretation,
neither family of operators is adequate to capture actual prescriptions, expressing
what we may or ought to do in concrete situations: Ideal deontic operators based
on the former principle are unsatisfactory in substandard situations in which we
cannot comply with the law. Optimal operators based on the latter principle are
unsatisfactory in standard situations in which we can.

In tandem with the paradoxes affecting PDeL, this motivated us to design
a dynamic deontic system, PDeLO, incorporating both a notion of ideality and
a notion of optimality. The system is based on few basic semantic ingredients:
a distinction between accessible and directly accessible states at the ontic level
and a distinction between ideality and relative optimality at the deontic level.
These key distinctions provided the basis for the formulation of a rich deontic
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classification (“coloring”) of states and actions, which, as shown by the discus-
sion of Examples 6.2.1 and 6.4.10, allowed us to meet several desiderata for an
analysis of norm-governed transition systems: (1) the possibility of distinguishing
different categories of non-compliant behavior (i.e., performing an orange action
vs performing a red action); (2) the possibility of keeping track of prescriptions
at different normative levels (i.e., global ideal, local ideal, optimal, actual); (3)
the possibility of effectively identifying, in a way that is both sensitive to whether
the circumstances are (sub)standard and compatible with accidents and mistakes,
which (courses of) actions actually may or ought to be performed; finally, (4) the
possibility of distinguishing compliant-with-duty, process norms from contrary-
to-duty, goal norms. The key for the latter two results was the introduction of
actual deontic operators based on the idea of merging the two aforementioned
principles of action guidance in the maxim “try to comply with the law if you
can; otherwise, do the best you can.”

We observed more than once in the course of the chapter that our system
lacks the resources to properly represent multi-agent scenarios. Although we
can determine what an individual agent may or ought to do by treating the other
agents as “Nature” (as we did in the analysis of Example 6.4.10), we cannot study
how the prescriptions applying to the different individual agents interact with one
another, nor can we determine whose fault it is if a substandard state is reached
or some norm is violated. In the next chapter, we begin to address this issue by
developing a multi-agent deontic logic in which the behavior of different agents
is possibly regulated by different sets of norms. We will focus on a particular
kind of interaction between such sets of norms, i.e., normative conflicts, and on a
particular kind of substandard situations, i.e., those resulting from the presence
of a normative conflict.



Chapter 7

Normative conflicts in a dynamic logic
of norms and codes

In the last decades, the study of normative conflicts in deontic logic has been
guided by two main issues: first, developing conflict tolerant deontic systems,
typically by tweaking the logical principles of SDL [see Goble, 2005, 2009, 2013];
second, given a conflict tolerant system, developing solution procedures for deontic
conflicts based on, e.g., priority relations between obligations [see, e.g., Hansen,
2006, 2014; Horty, 2003, 2007, 2012] or selection functions in the tradition of
input/output logics [Makinson and van der Torre, 2000, 2001; Parent and van der
Torre, 2013]. In the present chapter, we supplement these lines of research by
proposing a framework to model the dynamics that gives rise to a conflict. We
think that assuming this perspective contributes to two main lines of research:
(1) The study of solution procedures, since conflicts generated in different ways
might require diverse solutions. (2) The study of responsibility in substandard
situations in which one or more agents cannot avoid violating a norm [see Chapter
6], since how a conflict arises is crucial to determine who (if anybody) should take
responsibility for the violations that inevitably result from it.

Our guiding idea is that, in order to model the origin of a conflict, we need a
way to explicitly refer to the normative codes guiding the behavior of the agents
involved. We think of an agent’s normative code as the set of norms that the
agent accepts as binding. By adding new norms to their normative codes, agents
can then generate conflicts either within their own codes or between their codes
and the codes of other agents. In this view, the interaction between different
kinds of normative sources, specifically norms and codes, plays an essential role.
This motivates us to design a logic with the resources to explicitly represent
the following elements: norms and key relations between them; agents’ codes
and their interaction with norms; the dynamics corresponding to the inclusion
of a new norm in an agent’s code. The resulting deontic logic of norms and
codes is characterized by two main features. First, it is explicit in the sense
of explicit modal logics [Artemov, 2008; Fitting, 2005], as norms and codes are
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introduced in it as explicit sources of prescriptions. Second, it is dynamic in
the sense of Dynamic Epistemic Logic (DEL) [Baltag et al., 1998; van Benthem,
2011; van Ditmarsch et al., 2008], as it represents procedures of code update that
correspond, in the semantics, to model transformations.

Before we start, let us emphasize once more that, unlike other logics of norms,
like input/output logics [see Parent and van der Torre, 2013] or deontic systems
based on default logics [see Horty, 2012], our system is not devised for represent-
ing logical relations between norms nor for deriving normative solutions given a
conflict between the norms in a code. Rather, it is specifically built to help us
analyzing the genesis of such conflicts. For the reader familiar with applications
of DEL to deontic logic, it is also worth mentioning that the update procedure we
propose is different from deontic variants of preference update [see, e.g., van Ben-
them et al., 2014; van Benthem and Liu, 2014; Liu, 2011, Chapter 11; Yamada,
2008]. It is, on the other hand, similar to operations of “considering” studied in
the context of awareness logic [see, e.g., Velázquez-Quesada, 2009; van Benthem
and Velázquez-Quesada, 2010] and operations of “becoming aware” studied in
the context of dynamic evidence logic [see, e.g., Baltag et al., 2012, 2014]. The
difference between the latter approaches and our own lies in the specific way the
“explicit” and “intensional” components interact both in the static logic and in
the definition of the update procedure.

Outline. Sections 7.1 and 7.2 gradually introduce the static logic of norms and
codes NC as an extension of a logic of norms that we call N. The two sections
are organized in the same way: we first introduce the syntax and semantics of
the logic under consideration [Sections 7.1.1 and 7.2.1] and then provide a sound
and complete axiomatization [Sections 7.1.2 and 7.2.2]. In Section 7.3 we make
the system NC dynamic by defining a procedure of code update, corresponding
to the event that an agent accepts a new norm in her code. This gives rise
to the dynamic logic of norms and codes DNC. In the first half of Section 7.4
[Section 7.4.1], we illustrate how DNC can be used to keep track of the source
of a conflict by analyzing the paradigmatic examples of Antigone and Gandhi.
In the second half of the section [Section 7.4.2], we show that some key features
of cases of civil disobedience and conscientious objection can be captured in a
simple refinement of DNC (called DNC+). Section 7.5 concludes by pointing to
possible developments for future works.

This chapter is based on Canavotto and Giordani [2018].
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7.1 The logic of norms N

The logic of norms N is based on the idea that norms are elementary norma-
tive sources that agents can adopt as directives for acting.1 We assume a basic
conception of norms, according to which every norm is associated with a set of
explicit prescriptions from which implicit prescriptions can be derived.

7.1.1. Example. Article 20 of the Doctorate Regulations of the University of
Amsterdam is a norm that explicitly prescribes the following: (1) “In addition to
the supervisor (and co-supervisor), the Doctorate Committee consist of at least
five and at most seven remaining members,” (3) “The voting members of the
Committee shall consists of a majority of full professors,” (5) “At least half of the
voting Committee members must be affiliated with the University.” Given (1),
(3), and (5), Article 20 implicitly prescribes that, if the Doctorate Committee
consists of three full professors affiliated with the University of Amsterdam and
two associate professors not affiliated with it, then the remaining member of the
Committee ought to be a full professor and may be either affiliated with the
University of Amsterdam or not.

In the following, we will call the set of explicit prescriptions of a norm its explicit
content and the set of its implicit prescriptions its implicit content. We will
assume that every norm is essentially characterized by its explicit content, i.e.,
that its explicit content does not change from a situation to another. In addition,
we will take norms to be consistent, in the sense that no contradiction can be
derived from their explicit contents. This means that the explicit prescriptions
of every norm can be jointly fulfilled, or satisfied, at some possible state and that
inconsistencies can only be found between the prescriptions of different norms.

Besides these conditions, which are specific of norms, we will assume that all
normative sources (norms or codes) obey two additional minimal requirements.
First, they explicitly prescribe their own satisfaction: insofar as it is a directive,
every normative source at least directs us to its fulfillment. Second, when a
normative source prescribes that a norm ought to be satisfied, it also prescribes
everything that that norm explicitly prescribes. So, prescribing the satisfaction
of a norm amounts to including its explicit content. With these preliminaries in
place, let us now introduce the syntax and semantics of the logic N.

7.1.1 Syntax and semantics

Let us start by fixing a non-empty countable set Prop of propositional variables
and a non-empty countable set Norms of (names of) norms (we use n possibly
with superscripts n′, n′′, . . . for elements of the latter set).

1 In this chapter, “agent” refers to any entity that has the ability to assume certain norms
as binding. Hence, agents include persons, artificial agents, communities, organizations, states,
and so on.
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7.1.2. Definition (Syntax of LN). Let Norms and Prop be defined as above.
The set of formulas of LN, also denoted with LN, is generated by the following
grammar:

ϕ := p | sat(n) |n : ϕ | ¬ϕ | (ϕ ∧ ϕ) |Aϕ | [ac]ϕ

where p ∈ Prop and n ∈ Norms. The abbreviations for the other Boolean
connectives are defined as usual. We use Eϕ and 〈ac〉 as abbreviations for ¬A¬ϕ
and ¬[ac]¬ϕ respectively. We will adopt the usual rules for the elimination of
parentheses.

LN includes both ontic and deontic formulas. The ontic formulas Aϕ and [ac]ϕ
have the same intended meaning as in Chapter 6: Aϕ says that ϕ holds at all
possible states and [ac]ϕ says that ϕ is true at all (directly) accessible states. The
two modalities are intended to capture the distinction between what is logically
possible and what is possible in specific circumstances. The deontic formulas of
LN include sat(n), which means “norm n is satisfied,” and n : ϕ, which means
“norm n explicitly prescribes ϕ.”

The interaction between ontic and deontic modalities allows us to express the
presence of two different kinds of conflicts between norms:

7.1.3. Definition (Conflicts between norms). Where n, n′ ∈ Norms,

Global conflict Local conflict

n ⊥A n
′ := A¬(sat(n) ∧ sat(n′)) n ⊥[ac] n

′ := [ac]¬(sat(n) ∧ sat(n′))

Hence, there is a global conflict between two norms when it is logically impossible
to jointly fulfill them, and there is a local conflict between them when it is impos-
sible, given the circumstances, to jointly fulfill them. So, a norm prescribing that
the Doctorate Committee consists of at most six members and a norm prescribing
that it consists of at least seven members are globally (hence, locally) in conflict.
On the other hand, a norm prescribing that at least half of the voting Committee
members are affiliated with the University and a norm prescribing that the voting
members shall consist of a majority of full professors are locally (but not globally)
in conflict in a situation in which no full professor affiliated with the University
is available.

7.1.4. Definition (Implicit prescriptions). Were n ∈ Norms and ϕ ∈ LN,

[n]ϕ := A(sat(n)→ ϕ)

We read [n]ϕ as “norm n implicitly prescribes ϕ.” According to Definition 7.1.4
what is implicitly prescribed by a norm is what is necessary to fulfill it.

In order to capture the basic conception of norms sketched at the beginning
of this section, we interpret the language LN on frames consisting, at the ontic
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level, of a set W of possible states and a relation R[ac] relating every possible state
w with the states that are accessible from it (see Chapter 6.2 and 6.3.1). At the
deontic level, we assume a function fsat that assigns to every norm n the set of
states at which n is fulfilled and a function fnor that assigns to every norm n the
set of sentences that make up its explicit content. Importantly, the function fnor
does not depend on possible states: this will ensure that the content of a norm
remains unchanged across possible states, in line with the assumption that norms
are essentially characterized by their content.

7.1.5. Definition (N frame). An N frame is a tuple
〈
W,R[ac], fsat, fnor

〉
, where

W 6= ∅, R[ac] ⊆ W ×W , fsat : Norms → 2W , and fnor : Norms → 2LN . The
functions fsat and fnor are required to satisfy the following conditions: for all
n ∈ Norms and ϕ ∈ LN,

1. Explicit consistency : if ϕ ∈ fnor(n), then ¬ϕ 6∈ fnor(n).

2. Implicit consistency : fsat(n) 6= ∅.

3. Norm satisfaction: sat(n) ∈ fnor(n).

4. Norm inclusion: if sat(n) ∈ fnor(n′), then fnor(n) ⊆ fnor(n
′).

The conditions of N frames reflect our initial assumptions on norms and nor-
mative sources. The conditions of explict and implicit consistency ensure that
every norm is consistent, both in the explicit sense that no norm explicitly pre-
scribes a proposition and its negation and in the implicit sense that every norm is
satisfied at at least one possible state. The condition of norm satisfaction guar-
antees that every norm prescribes its own satisfaction. Finally, the condition of
norm inclusion states that, whenever a norm prescribes the satisfaction of another
norm, the explicit content of the former includes the explicit content of the latter.

7.1.6. Definition (N model). An N model is a tuple 〈F, ν〉, where F is an N
frame and ν : Prop→ 2W a valuation function.

7.1.7. Definition (Semantics for LN). Given an N model M , truth of a formula
ϕ ∈ LN at a state w in M , denoted M,w |= ϕ, is defined recursively. Truth
of atomic propositions and the Boolean connectives is defined as usual. The
remaining cases are as follows:

M,w |= sat(n) iff w ∈ fsat(n)
M,w |= n : ϕ iff ϕ ∈ fnor(n)
M,w |= Aϕ iff for all w′ ∈ W , M,w′ |= ϕ
M,w |= [ac]ϕ iff for all w′ ∈ W , if wR[ac]w

′, then M,w′ |= ϕ

In order to provide a sound interpretation to the formulas of LN, models for
N should connect the explicit and implicit content of a norm in a suitable way:
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7.1.8. Definition (Suitability of N models). Let M =
〈
W,R[ac], fsat, fnor, ν

〉
be

an N model. Then M is suitable just in case it satisfies the following condition,
for all n ∈ Norms, ϕ ∈ LN, and w ∈ W :

NS. Norm Suitability : if ϕ ∈ fnor(n) and w ∈ fsat(n), then M,w |= ϕ.

According to Definition 7.1.8, a norm is satisfied only at those states where its
explicit prescriptions are satisfied.2 Together with Definitions 7.1.4 and 7.1.7, this
ensures that formulas like n : ϕ → [n]ϕ, which express that the explicit content
of a norm is included in its implicit content, are valid in suitable N models.

7.1.2 Axiomatization

The axiom system N is defined by the axioms and rules in Table 7.2. The items
in the first two rows and the axioms in group (I) are standard. The axioms in
group (II) capture the basic traits of norms: AxN1 codifies the fact that norms
are necessarily characterized by their explicit content; AxN2 states that norms are
explicitly consistent, so that no norm prescribes both ϕ and ¬ϕ; AxN3 reflects the
fact that norms are implicitly consistent, so that every norm is in principle satis-
fiable; according to AxN4, norms prescribe at least their own satisfaction; AxN5
has it that the explicit content of a norm prescribing the satisfaction of another
norm includes the explicit content of the latter norm; finally, AxN6 corresponds
to the condition of norm suitability and expresses that a norm is satisfied only
when its explicit prescriptions are fulfilled.

The following theorems will be useful later on.

7.1.9. Theorem. The following are theorems of N:

1. n : ϕ→ [n]ϕ;

2. n : ϕ ∧ n′ : ¬ϕ→ n ⊥A n
′.

Proof:
Theorem 7.1.9(1) follows immediately from AxN1, AxN6, the logic of A and the def. of

[n]ϕ. Theorem 7.1.9 (2) follows immediately from the same axioms and rules and the

def. of ⊥A. 2

The proof of the following theorem can be derived from the proof of Theorem
7.2.8 below.

7.1.10. Theorem. The axiom system N is sound and strongly complete with
respect to class of all suitable N models.

2Observe that, since every norm prescribes its own satisfaction [cf. condition 3 in Def. 7.1.5],
we also have that, if all ϕ ∈ fnor(n) are s.t. M,w |= ϕ, then w ∈ fsat(n). Hence, every norm is
satisfied precisely at those states where its explicitly content is fulfilled.
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(CPL) Classical propositional tautologies (MP) From ϕ and ϕ→ ψ, infer ψ

(S5A) The axiom schemas of S5 for A (RNA) From ϕ, infer Aϕ

(I) Axioms for [ac]

(K[ac]) [ac](ϕ→ ψ)→ ([ac]ϕ→ [ac]ψ) (Inc) Aϕ→ [ac]ϕ

(II) Axioms for n : ϕ and sat(n)

(AxN1) n : ϕ→ A(n : ϕ) (AxN4) n : sat(n)

(AxN2) n : ϕ→ ¬(n : ¬ϕ) (AxN5) n : sat(n′) ∧ n′ : ϕ→ n : ϕ

(AxN3) E(sat(n)) (AxN6) n : ϕ ∧ sat(n)→ ϕ

Table 7.1: The axiom system N

7.2 The logic of norms and codes NC

In accordance with the intuition that agents use norms to direct their conduct,
the aim of the logic of norms and codes NC is to model the obligations generated
by codes of agents. We take the code of an agent to be the set of norms adopted or
accepted by that agent. This can include norms that the agent generally accepts,
like the norm prescribing that promises ought to be kept, as well as norms that
the agent accepts because of the circumstances, like the norm prescribing to have
a travel insurance (accepted when the agent makes vacation plans) or the norm
prescribing to pay the monthly rent (accepted when the agent signs a rental
agreement). A first difference between agents’ codes and norms is thus that the
explicit content of an agent’s code can change across possible states. A second
difference is that, since it might consist of norms prescribing incompatible things,
an agent’s code, unlike a norm, can be inconsistent. Finally, we will assume that
agents are cautious in the sense that they never bind themselves to satisfy the
code of another agent, which may change in an unpredictable way. Similarly, we
will assume that no norm can prescribe the satisfaction of an agent’s code: since
the content of a norm is fixed, a norm cannot include prescriptions referring to a
normative source whose content might vary.

In this section, we extend the syntax and semantics of the logic N with tools
to represent codes of agents (we will refer to them simply as “codes” from now
on) and to describe the relations between codes and norms.

7.2.1 Syntax and semantics

Letting Prop and Norms be as before, let us fix a countable set Ag of (names
of) agents (we use i, j, k possibly with superscripts i′, i′′, . . . for elements of Ag)
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and a set Codes of (names of) codes. The latter set includes, for every agent i,
the code ci of that agent.

7.2.1. Definition (Syntax of LNC). Let Norms, Prop, Ag, and Codes be de-
fined as above. The set of formulas of LNC, also denoted LNC, is generated by the
following grammar:

ϕ := p | sat(n) |n : ψ | sat(ci) |Oiχ | ¬ϕ | (ϕ ∧ ϕ) |Aϕ | [ac]ϕ

where p ∈ Prop, n ∈ Norms, ci ∈ Codes, i ∈ Ag, ψ ∈ LN, and χ ∈ LN∪{sat(ci)}.
The other logical connectives and the modalities E and 〈ac〉 are defined as above.

The intended reading of the new formulas is as follows: sat(ci) means “the
code ci of agent i is satisfied” and Oiϕ means “ϕ is obligatory for agent i in virtue
of her code.” The restrictions we impose on the construction of formulas like n : ϕ
and Oiϕ guarantee that neither the prescriptions of a norm nor the prescriptions
of a code contain references to the codes of other agents. On the other hand,
notice that formulas like Oisat(ci) are allowed, so we can express that a code
prescribes its own satisfaction, in accordance with the minimal requirements on
normative sources discussed at the beginning of Section 7.1.3 Besides conflicts
between norms [cf. Definition 7.1.3], the extended language allows us to represent
conflicts between a norm and a code and between two codes:

7.2.2. Definition (Conflicts involving codes). Where n ∈ Norms and ci, cj ∈
Codes,

Global conflict Local conflict

n ⊥A ci := A¬(sat(n) ∧ sat(ci)) n ⊥[ac] ci := [ac]¬(sat(n) ∧ sat(ci))
ci ⊥A cj := A¬(sat(ci) ∧ sat(cj)) ci ⊥[ac] cj := [ac]¬(sat(ci) ∧ sat(cj))

More interestingly, we can use formulas like Oisat(n) to express that agent i
accepts norm n and formulas like Oisat(n) ∧ [ac]Oisat(n) to express that agent i
accepts norm n as binding. Hence, accepting a norm means to be obliged to satisfy
that norm in virtue of one’s code. As we will see in a moment, in NC frames this
corresponds in a precise sense to including a norm in one’s code. Accepting a norm
as binding means to be obliged to satisfy that norm in virtue of one’s code at all
accessible states. This can be thought of as a form of commitment of the agent to
the norm: the agent accepts the norm for now and for the future, rather than just
temporarily, i.e., because of the present circumstances. (Contrast, for instance,

3Notice that LNC does not include expressions like OiOiϕ or OiOjϕ, even if such expressions
seem to have an intuitive reading in natural language (for instance, it makes sense to say that
an authority ought to make it obligatory for its subordinates to follow the rules). We will come
back to this issue in Section 7.4.2 below.
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the acceptance of the norm prescribing to keep promises with the acceptance of
the norm prescribing to buy a travel insurance for a two week vacation.)

Turning to the semantics, NC frames differ from N frames in two respects.
First, the domain of the function fsat is extended to include the set Codes. In
this way, fsat will determine, for every normative source, the set of states at which
its prescriptions are fulfilled. Second, NC frames include a new function fcod that
assigns to every code ci and possible state w the set of explicit prescriptions of ci
at w. Unlike the function fnor, the function fcod depends on possible states. This
allows us to model the fact that the explicit content of a code may change as the
circumstances do.

7.2.3. Definition (NC frame). An NC frame is a tuple
〈
W,R[ac], fsat, fnor, fcod

〉
,

where

• W , R[ac], and fnor are as in Definition 7.1.5;

• fsat : Norms ∪ Codes→ 2W ;

• fcod : Codes × W → 2LNC is such that, for all (ci, w) ∈ Codes × W ,
fcod(ci, w) ⊆ LN ∪ {sat(ci)}.

We require that, besides conditions 1 to 4 from Definition 7.1.5, NC frames satisfy
the following conditions: for all n ∈ Norms, ci ∈ Codes, and w ∈ W ,

5. Code satisfaction: sat(ci) ∈ fcod(ci, w).

6. Code inclusion: if sat(n) ∈ fcod(ci, w), then fnor(n) ⊆ fcod(ci, w).

Thus, like norms, codes prescribe their own satisfaction and, whenever they
prescribe the satisfaction of a norm, their explicit content includes all explicit
prescriptions of that norm. Note that the above conditions 5 and 6 allow for
inconsistencies in the content of a code at some possible states, in line with the
idea that an agent might lose track of the accepted norms and end up being
guided by conflicting prescriptions.

7.2.4. Definition (NC model). An NC model is a tuple 〈F, ν〉, where F is an
NC frame and ν : Prop→ 2W a valuation function.

7.2.5. Definition (Semantics for LNC). Given an NC model M , truth of a for-
mula ϕ ∈ LNC at a state w in M , denoted M,w |= ϕ, is defined as in Definition
7.1.7 with the addition of the following clauses:

M,w |= sat(ci) iff w ∈ fsat(ci)
M,w |= Oiϕ iff ϕ ∈ fcod(ci, w)

The class of suitable NC models is defined as follows:
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(N) The axioms and rules of the system N (AxC2) Oisat(n) ∧ n : ϕ→ Oiϕ

(AxC1) Oisat(ci) (AxC3) Oiϕ ∧ sat(ci)→ ϕ

Table 7.2: The axiom system NC

7.2.6. Definition (Suitability of NC models). An NC model

M =
〈
W,R[ac], fsat, fnor, fcod, ν

〉
is suitable just in case it satisfies condition NS from Definition 7.1.8 plus the
following condition, for all ci ∈ Codes, ϕ ∈ LN, and w ∈ W :

CS. Code Suitability : if ϕ ∈ fcod(ci, w) and w ∈ fsat(ci), then M,w |= ϕ.

7.2.2 Axiomatization

The axiom system NC is defined as shown in Table 7.2. Axioms AxC1 to AxC3
parallel axioms AxN4 to AxN6 from Table 7.1 and characterize codes as normative
sources satisfying the minimal requirements discussed at the beginning of Section
7.1. Observe that AxC2 can be read as saying that whenever an agent accepts a
norm, all prescriptions of that norm become obligatory for him in virtue of his
code. Hence, the code of an agent includes all the norms she accepts by including
their explicit content. The following theorems will be important later on.

7.2.7. Theorem. The following are theorems of NC:

1. [ac]Oiϕ ∧ [ac]Oj¬ϕ→ ci ⊥[ac] cj;

2. [ac]Oisat(n) ∧ [ac]Ojsat(n
′) ∧ n ⊥[ac] n

′ → ci ⊥[ac] cj.

Proof:
Both theorems follow immediately from AxC3, the logic of [ac], and the def. of ⊥[ac]. 2

7.2.8. Theorem. The axiom system NC is sound and strongly complete with
respect to class of all suitable NC models.

The proof of soundness is a matter of routine validity check. The proof of
completeness is based on the construction of a canonical model for NC and, by
paying attention to the universal modality, proceeds in an entirely standard way
[see Blackburn et al., 2001, Chapter 4.2; Goranko and Passy, 1992]. We only
provide the definition of the canonical model for NC and leave the details of the
proof to the reader. As usual, let W be the set of all maximal consistent sets of
NC. Where w ∈ W define: w/[ac] = {ϕ ∈ LNC | [ac]ϕ ∈ w}.
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7.2.9. Definition (Canonical PDeLO model for w0). The canonical NC model

for w0 ∈ W is a tuple M c =
〈
W c, Rc

[ac], f
c
sat, f

c
nor, f

c
cod, ν

c
〉

, where

• W c = {w ∈ W |w0/A ⊆ w};

• Rc
[ac] ⊆ W c ×W c is such that, for all w,w′ ∈ W c, wRc

[ac]w
′ iff w/[ac] ⊆ w′;

• f csat : Norms ∪ Codes → 2W
c

is such that, for all x ∈ Norms ∪ Codes,
w ∈ f csat(x) iff sat(x) ∈ w;

• f cnor : Norms → 2LN is such that, for all n ∈ Norms and ϕ ∈ LN, ϕ ∈
f cnor(n) iff n : ϕ ∈ w0;

• f ccod : Codes ×W c → 2LNC iff, for all (ci, w) ∈ Codes ×W c and ϕ ∈ LNC,
ϕ ∈ f ccod(ci, w) iff Oiϕ ∈ w;

• νc : Prop→ 2W
c

is such that, for all w ∈ W c, w ∈ νc(p) iff p ∈ w.

Given Definition 7.2.9, the proof of the Truth Lemma (for every w ∈ W c and
ϕ ∈ LNC, M c, w |= ϕ iff ϕ ∈ w) and the proof that M c is a NC model proceed in
the usual way.4 This is sufficient to conclude that every consistent set Γ ⊆ LNC

is satisfiable in an NC model.

7.3 Updating codes: the dynamic system DNC

The logic NC is suitable to model the basic relations between norms and codes,
but it is not suitable to model the fact that, when an agent finds herself in a new
situation, she typically needs to specify her code by adding new norms. In fact,
a code is often not specific enough to determine what the agent ought to do with
respect to all decisions she has to take. Here is a simple example:

7.3.1. Example. While going to the office, Carl assists to a car accident. Carl’s
code does not determine whether, under the unexpected circumstances, he should
give first aid or ignore the fact and go straight to the office. If his code is to direct
his behavior, Carl has to accept a new norm.

A natural way to improve our framework is to exploit the idea underlying DEL
[Baltag et al., 1998; van Benthem, 2011; van Ditmarsch et al., 2008]: we can view
the specification of a code as an update procedure that takes a model representing
the initial deontic situation of the agent and returns the model representing the
updated deontic situation in which the agent has included a new norm in her
code. Let us start by extending LNC with dynamic modalities for code update
[ci ⊕ n] allowing us to describe what is true after agent i has updated her code
with norm n.

4Let us only mention that the definition of f ccod ensures that f ccod(ci, w) ⊆ LN ∪ {sat(ci)}
because of the restrictions we imposed on LNC: Oiϕ ∈ LNC just in case ϕ ∈ LN ∪ {sat(ci)}.
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7.3.2. Definition (Syntax of LDNC). Let Norms, Ag, Codes and Prop be as in
Definitions 7.1.2 and 7.2.1. The set of formulas of DNC, also denoted LDNC, is
generated by the following grammar:

ϕ := p | sat(n) |n : ψ | sat(ci) |Oiχ | ¬ϕ | (ϕ ∧ ϕ) |Aϕ | [ac]ϕ | [ci ⊕ n]ϕ

where, p ∈ Prop, n ∈ Norms, i ∈ Ag, ci ∈ Codes, and ψ and χ are as in Def.
7.2.1 with the additional constraint that no dynamic modality occurs in them.

Formulas like [ci ⊕ n]ϕ mean “after agent i has accepted norm n, ϕ is true.”
The semantics for the dynamic modalities requires the definition of an update

procedure modeling the changes deriving from the inclusion of a norm in a code.
There are two key changes: first, at every state, the explicit content of the code
in question is extended so as to include all the explicit prescriptions of the ac-
cepted norm; second, the set of states at which the code in question is satisfied
is restricted to the set of states at which both the original code and the accepted
norm are satisfied. The following definition encodes the described procedure of
code update.

7.3.3. Definition (Update model M ci⊕n). Let ci ∈ Codes, n ∈ Norms, and
M = 〈W,R[ac], fsat, fnor, fcod, ν〉 be an NC model. The update of M by ci and n

is the tuple M ci⊕n =
〈
W ci⊕n, Rci⊕n

[ac] , f
ci⊕n
sat , f ci⊕nnor , f ci⊕ncod , νci⊕n

〉
where:

• W ci⊕n = W , Rci⊕n
[ac] = R[ac], and νci⊕n = ν;

• f ci⊕nsat (x)w) =

{
f ci⊕nsat (x) if x 6= ci

fsat(x) ∩ fsat(n) if x = ci

• f ci⊕ncod (x,w) =

{
f ci⊕ncod (x,w) if x 6= ci

fcod(x,w) ∪ fnor(n) if x = ci

7.3.4. Proposition. Let ci ∈ Codes and n ∈ Norms. For any NC model M ,
the update model M ci⊕n is an NC model.

Proof:
Since the procedure of code update only affects the functions fsat and fcod when applied

to ci and there is no condition on the restriction of fsat to Codes characterizing NC

models, we only need to check that f ci⊕ncod satisfies the requirements in Def. 7.2.3 when

applied to ci. Since M is an NC model, we have that: (1) fcod(ci, w) ⊆ LN∪{sat(ci)} and

fnor(n) ⊆ LN. Hence, f ci⊕ncod (ci, w) = fcod(ci, w) ∪ fnor(n) ⊆ LN ∪ {sat(ci)}, i.e., f ci⊕ncod

is well-defined. (2) sat(ci) ∈ fcod(ci, w) by the condition of code satisfaction. Hence,

sat(ci) ∈ fcod(ci, w) ∪ fnor(n) = f ci⊕ncod (ci, w), i.e., M ci⊕n satisfies the condition of code

satisfaction. (3) Take any norm n′ s.t. sat(n′) ∈ f ci⊕ncod (ci, w) = fcod(ci, w) ∪ fnor(n). If
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sat(n′) ∈ fcod(ci, w), then fnor(n
′) ⊆ fcod(ci, w) by the condition of code inclusion. If

sat(n′) ∈ fnor(n), then fnor(n
′) ⊆ fnor(n) by the condition of norm inclusion. Either

case, fnor(n
′) ⊆ f ci⊕ncod (ci), i.e., M ci⊕n satisfies the condition of code inclusion. 2

The semantics for the dynamic modalities is now defined in the usual way:

7.3.5. Definition (Semantics for LDNC). Given an NC model M , truth of a for-
mula ϕ ∈ LDNC at a state w in M , denoted M,w |= ϕ, is defined as in Def. 7.2.5
with the addition of the following new case:

M,w |= [ci ⊕ ni]ϕ iff M ci⊕n, w |= ϕ

The following lemma states that the satisfaction of formulas in LN is invariant
under the procedure of code update. So, unsurprisingly, formulas in LN cannot
distinguish between a model and an update model obtained from it.

7.3.6. Lemma. Let M be an NC model. Then, for any ϕ ∈ LN and w ∈ W ,
M,w |= ϕ iff M ci⊕n |= ϕ.

Proof:
The proof is by induction on the complexity of ϕ ∈ LN and follows straightforwardly

from the fact that the procedure of code update described in Def. 7.3.3 does not affect

the semantic components needed to evaluate formulas in LN. 2

7.3.7. Proposition. Let ci ∈ Codes and n ∈ Norms. For any suitable NC
model M , the update model M ci⊕n is a suitable NC model.

Proof:

By Prop. 7.3.4, we already know that M ci⊕n is an NC model, so we only need to show

that M ci⊕n satisfies the suitability conditions stated in Def. 7.1.8 and Def. 7.2.6:

NS If ϕ ∈ f ci⊕nnor (n′) and w ∈ f ci⊕nsat (n′), then M ci⊕n, w |= ϕ.

Assume the antecedent. Since f ci⊕nnor (n′) = fnor(n
′) and f ci⊕nsat (n′) = fsat(n

′) by

Def. 7.3.3, M,w |= ϕ, as M is suitable by hypothesis. Hence, M ci⊕n, w |= ϕ by

Lem. 7.3.6 (since ϕ ∈ fnor(n′) ⊆ LN).

CS If ϕ ∈ f ci⊕ncod (cj , w) and w ∈ f ci⊕nsat (cj), then M ci⊕n, w |= ϕ.

The relevant case is when cj = ci. Assume the antecedent. By Def. 7.3.3, ϕ ∈
fcod(ci, w) ∪ fnor(n) and w ∈ fsat(ci) ∩ fsat(n). There are two cases. (I) If ϕ ∈
fcod(ci, w), then (1) M,w |= ϕ since w ∈ fsat(ci) and M is suitable by hypothesis

and (2) ϕ ∈ LN ∪ {sat(ci)}. If ϕ ∈ LN, then (1) implies that M ci⊕n, w |= ϕ by

Lem. 7.3.6. If ϕ is sat(ci), then M ci⊕n, w |= ϕ by Def. 7.3.5, as w ∈ f ci⊕nsat (ci)

by hypothesis. (II) If ϕ ∈ fnor(n), then (1) M,w |= ϕ since w ∈ fsat(n) and M is

suitable by hypothesis and (2) ϕ ∈ LN. Hence, M ci⊕n, w |= ϕ by Lem. 7.3.6.
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(I) Ontic formulas

Rp [ci ⊕ n]p↔ p RA [ci ⊕ n]Aϕ↔ A[ci ⊕ n]ϕ

R¬ [ci ⊕ n]¬ϕ↔ ¬[ci ⊕ n]ϕ R[ac] [ci ⊕ n][ac]ϕ↔ [ac][ci ⊕ n]ϕ

R∧ [ci ⊕ n](ϕ ∧ ψ)↔ RN[ci⊕n] from ϕ, infer [ci ⊕ n]ϕ

[ci ⊕ n]ϕ ∧ [ci ⊕ n]ψ

(II) Deontic formulas

Rn [ci ⊕ n]n′ : ϕ↔ n′ : ϕ Rsat(n) [ci ⊕ n]sat(n′)↔ sat(n′)

ROj [ci ⊕ n]Ojϕ↔ Ojϕ, for j 6= i Rsat(cj) [ci ⊕ n]sat(cj)↔ sat(cj), for j 6= i

ROi [ci ⊕ n]Oiϕ↔ Oiϕ ∨ n : ϕ Rsat(ci) [ci ⊕ n]sat(ci)↔ sat(ci) ∧ sat(n)

Table 7.3: Reduction axioms and inference rule for [ci ⊕ n]

2

Propositions 7.3.4 and 7.3.7 tell us that the procedure of code update does not
bring us outside the class of suitable NC models. We can now prove the central
theorem of this section.

7.3.8. Theorem. The axiom system DNC, defined by extending the axiom sys-
tem NC with the axioms and rules in Table 7.3, is sound and complete with respect
to the class of all suitable NC models.

Proof:
The proof of soundness follows immediately from soundness of NC [Thm. 7.2.8] and

the fact that, as the reader can easily verify, the axioms and rules in Table 7.3 are,

resp., valid and truth preserving in the class of NC models. The proof of completeness

proceeds by using standard techniques from DEL [see, e.g., van Benthem et al., 2006]:

Given the reduction axioms in Table 7.3, it is not difficult to prove that every formula

in LDNC is provably equivalent to a formula in LNC. So, if ϕ ∈ LDNC is valid in the

class of suitable NC models, then a provably equivalent ϕ′ ∈ LNC is valid in it. Since

NC is complete w.r.t. the class of suitable NC models [cf. Thm. 7.2.8], it follows that

ϕ′ is provable in NC. Since NC is included in DNC, we conclude that ϕ′ (hence, ϕ) is

provable in DNC. 2

While the axioms in group (I) are standard, the axioms in group (II) reflect
the fact that the procedure of code update affects the deontic components of an
NC model only when they are applied to the updated code. We will use the
following theorem in the next section.
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7.3.9. Theorem. The following are theorems of DNC:

1. [ci ⊕ n]Oisat(n)

2. n : ϕ→ [ci ⊕ n]AOiϕ

3. n : ϕ→ [ci ⊕ n][ac]Oiϕ

Proof:
Thm. 7.3.9 (1) follows immediately from AxN4 and RNci⊕n. Thm. 7.3.9 (2) is an

immediate consequence of AxN1, RA and ROi . Similarly, Thm. 7.3.9 (3) follows from

AxN1, Rac and ROi . 2

Hence, after agent i specifies her code by including norm n, she accepts n and
everything that is prescribed by n, as it should be.

7.4 Applications and an extension

In this section, we illustrate how the system DNC can be used to provide an
insightful analysis of, and to draw important distinctions between, normative
conflicts involving more than one agent. We start by modeling two well-known
paradigmatic examples, namely those of Antigone and Gandhi. We then show
how DNC and a simple variant of it allow us to capture key traits distinguishing
cases of conscientious objection from cases of civil disobedience.

7.4.1 Keeping track of the source of a conflict

7.4.1. Example. In Sophocles’s tragedy, Antigone accepts the law of the gods,
according to which her brother Polynices ought to be buried. Yet, according to
the law of the state, enacted by Creon, Polynices ought not to be buried.

Example 7.4.1 presents two normatively relevant agents, namely Antigone (let
c1 be her code) and Creon, who is associated with the code of the state (let it
be c2). The norms of interest are the norm of the gods (n) prescribing that
Polynices is buried (n : ϕ) and the conflicting norm n′ promulgated by Creon
and prescribing that Polynices is left unburied (n′ : ¬ϕ). Since the prescriptions
of the two norms are jointly inconsistent, there is a global conflict between them
(n ⊥A n

′). We can use the dynamics of DNC to see how this conflict generates a
local conflict between the codes c1 and c2. In line with the story, let us assume that
Antigone accepts the norm of the gods n as binding (O1sat(n) ∧ [ac]O1sat(n)).
DNC can then represent the fact that, by updating the code of the state with the
conflicting norm n′, Creon generates a conflict between the codes c1 and c2. More
specifically, letting Γ = {n : ϕ, n′ : ¬ϕ,O1sat(n), [ac]O1sat(n)}, we can prove
that [c2 ⊕ n′]c2 ⊥[ac] c1 is deducible from Γ in DNC. The proof is as follows:
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(1) Γ `DNC n : ϕ ∧ n′ : ¬ϕ by logic

(2) Γ `DNC [ac]O1sat(n) by logic

(3) Γ `DNC [ac]O1ϕ from (1), (2) and AxC2

(4) Γ `DNC [c2 ⊕ n′][ac]O1ϕ from (3) and R[ac]

(5) Γ `DNC [c2 ⊕ n′][ac]O2¬ϕ from (1) and Thm. 7.3.9(3)

(6) Γ `DNC [c2 ⊕ n′]c2 ⊥[ac] c1 from (4) and (5), Thm. 7.2.7(1) and

the logic of [c2 ⊕ n′]

What is particularly interesting is that the dynamic operator [c2⊕n′] can be used
to represent the origin of the conflict by keeping track of the fact that the clash
between the two codes is due to Creon’s decision to change the legal code rather
than to Antigone’s choice. Gandhi’s case differs in this respect.

7.4.2. Example. Gandhi explicitly opposed the colonial rules imposed by the
British Empire by employing a non-violent form of civil disobedience.

As Example 7.4.1, Example 7.4.2 presents two normatively relevant agents,
namely Gandhi (let c3 be his code) and the British Empire (let c4 be its code). We
can think of the colonial rules opposed by Gandhi as the prescriptions of a norm n
establishing and regulating the colonial status of India. While the legal code of the
British Empire includes the norm n as binding (O4sat(n)∧[ac]O4sat(n)), Gandhi’s
code commits him to violate n (O3¬sat(n) ∧ [ac]O3¬sat(n)). It is immediately
seen that this gives rise to a local conflict between the two codes c3 and c4.

The example becomes more interesting when analyzed from a dynamic per-
spective. Suppose that Gandhi started opposing the colonial rules when he
realized what it meant for India to be a British colony. We can then repre-
sent the origin of the conflict by introducing a norm n′ prescribing to violate
the colonial rules encoded by the norm n (n′ : ¬sat(n)). We can use the re-
sources of DNC to represent the fact that the conflict between Gandhi and the
British Empire arises when Gandhi specifies his code by accepting n′. Letting
Σ = {n′ : ¬sat(n), O4sat(n), [ac]O4sat(n)}, we can prove that [c3 ⊕ n′]c3 ⊥[ac] c4

is deducible from Σ in DNC. The proof is as follows:

(1) Σ `DNC n : sat(n) ∧ n′ : ¬sat(n) by logic and AxN4

(2) Σ `DNC n ⊥A n
′ from (1) by Thm. 7.2.7(2)

(3) Σ `DNC n ⊥[ac] n
′ from (2) and Inc

(4) Σ `DNC [c3 ⊕ n′]n ⊥[ac] n
′ from (3), R¬, R[ac], Rsat

(5) Σ `DNC [ac]O4sat(n) by logic

(6) Σ `DNC [c3 ⊕ n′][ac]O4sat(n) from (5) and R[ac]

(7) Σ `DNC [c3 ⊕ n′][ac]O3¬sat(n) from (1) and Thm. 7.3.9(3)

(8) Σ `DNC [c3 ⊕ n′]c3 ⊥[ac] c4 from (4), (6), (7), Thm. 7.2.7(1) and

the logic of [c2 ⊕ n′]
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In this case the conflict can thus be represented as depending on Gandhi’s decision
to violate the laws of the state rather than on a change in the latter laws. This
suggests that DNC is suitable to model a basic feature of civil disobedience as op-
posed to conscientious objection: A civil disobedient, like Gandhi, overtly opposes
the current laws. On the other hand, a conscientious objector, like Antigone, at
first opposes the current laws because the latter turn out to be wrong given her
code, and not because she explicitly accepts a norm prescribing to oppose these
laws. In other words, DNC seems to have the resources to account for the fact
that the origin of the opposition to the state are different in the two cases. Let
us explore a bit further how this distinction can be analyzed for in DNC.

7.4.2 Civil disobedience and conscientious objection

Despite being complex phenomena, cases of civil disobedience essentially involve
three key elements [see, e.g., Brownlee, 2012; Smith, 2013]. That is:

(C ) Conscientiousness : a civil disobedient thinks that the laws of the state clash
with the right conception of good or justice;

(F ) Faithfulness to the law : a civil disobedient is willing to accept the right laws
and to communicate with the government;

(A) Constructive aim: a civil disobedient aims at changing the laws of the state
rather than overturning the entire legal system.

Although they also involve conscientiousness, cases of conscientious objection
might fail to involve faithfulness to the law or serve a constructive aim.

The analysis of these elements in DNC rests on the assumption that a code
consists of the norms that better capture the agent’s conception of justice or, more
generally, what the agent takes to be “deontically ideal.” Under this assumption,
we can read Oiϕ as saying that ϕ is obligatory for i in virtue of her deontic ideal.
We can then represent at least the first two components of civil disobedience
using formulas like the following:

(A) Ostateϕ ∧Oiψ ∧ ϕ ⊥[ac] ψ;

(F ) Ostateϕ ∧ 〈ac〉 (ϕ ∧ sat(ci))→ Oiϕ.

(A) says that the ideal acknowledged by the state prescribes something that
clashes with what the ideal acknowledged by agent i prescribes. On the other
hand, (F ) says that the ideal acknowledged by agent i prescribes that i obeys all
the prescriptions of the state that do not clash with the ideal itself.5

5Our analysis of faithfulness to the law thus represents faithfulness pro tanto: civil disobedi-
ents are willing to respect the current laws only to the extent that they do not clash with their
conception of good or justice.
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What about the last component of civil disobedience, i.e., serving a construc-
tive aim? Suppose that agent i is in a situation satisfying (A) for some ϕ and ψ.
Then, there are two natural ways to express that i aims at changing the laws of
the state, namely:

(A.1) Oi¬Ostateϕ (negative aim);

(A.2) OiOstateψ (positive aim).

While (A.1) says that, given her deontic ideal, i ought to make the code of the
state such that ϕ ceases to be obligatory for the state, (A.2) says that, given
her deontic ideal, i ought to make the code of the state such that ψ becomes
obligatory for the state. If these formulas were available in LDNC, then “serving
a constructive aim” could be broken down into “serving a negative aim” and
“serving a positive aim.” Letting Piϕ abbreviate ¬Oi¬ϕ, we could also express
that an agent is serving what we might call a neutral aim by means of the formula
OiPstateψ. This would say that i ought to change cstate in such a way that the
state at least ceases to prohibit ψ.

Now, nesting of obligation operators is not allowed in LDNC, so the suggested
representations of constructive (negative, positive, or neutral) aims are not avail-
able in DNC. Yet, it turns out that our dynamic system can be refined so as to
allow the amount of nesting of obligation operators needed to model constructive
aims. We devote the rest of this section to the presentation of this refinement.
We start by introducing the static system NC+.

The system NC+

The the set of formulas of the language LNC+ is defined as the set of formulas of
LNC except that more formulas are allowed in the scope of the deontic operators
Oi. Specifically, let:

O = {Oiϕ | i ∈ Ag and ϕ ∈ LN} O = {¬Oiϕ | i ∈ Ag and ϕ ∈ LN}

We require that in a formula like Oiϕ, ϕ ∈ LN ∪ {sat(ci)} ∪O ∪O. Accordingly,
formulas of form OiOjϕ and Oi¬Ojϕ are now allowed, even for i 6= j. Intuitively,
OiOjϕ says that agent i ought to make the code of agent j such that ϕ becomes
obligatory for j, while Oi¬Ojϕ says that i ought to make the code of j such that
ϕ ceases to be obligatory for j. In order to interpret formulas of LNC+ , we adapt
the notion of NC frame by relaxing the conditions on fcod:

7.4.3. Definition (NC+ frame). An NC+ frame is a tuple〈
W,R[ac], fsat, fnor, fcod

〉
where W , R[ac], fsat, fnor, ν are as in Definition 7.2.3 and fcod : Codes×W → 2LNC

is such that, for all (ci, w) ∈ Codes ×W , fcod(ci, w) ⊆ LN ∪ {sat(ci)} ∪ O ∪ O.
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NC+ frames satisfy all conditions stated in Definition 7.2.3 plus the following
condition: for all n ∈ Norms, j ∈ Ag, (ci, w) ∈ Codes×W , and ϕ ∈ LN,

6. Coherence of Codes : if ¬Ojϕ ∈ fcod(ci, w) and ϕ ∈ fnor(n), then ¬Ojsat(n) ∈
fcod(ci, w).

The condition of coherence of codes says that, if a code ci requires that an agent
j is not obliged to realize ϕ in virtue of her code, then ci also requires that j does
not accept any norm prescribing ϕ. An NC+ model is an NC+ frame supplemented
with a valuation function. The notions of truth and suitable model for LNC+ are
defined as in Definitions 7.2.5 and 7.2.6. It is not difficult to see that the system
NC+ obtained by extending NC with the axiom schema

(AxC4) Oi¬Ojϕ ∧ n : ϕ→ Oi¬Ojsat(n)

is sound and complete with respect to the class of all suitable NC+ models.

Dynamics

We now extend the language LNC+ with dynamic modalities [ci � n] as we did
in Section 7.3. In order to interpret the extended language LDNC+ we modify
Definition 7.3.3 in order to accommodate the fact that, by accepting a new norm
n, an agent i affects the satisfaction of all codes that prescribe that i ought not
to accept n.

7.4.4. Definition (Modified update model M ci�n). Let ci ∈ Codes, n ∈ Norms,
and M = 〈W,R[ac], fsat, fnor, fcod, ν〉 be an NC+ model. The modified update of M

by ci and n is the tuple M ci�n =
〈
W ci�n, Rci�n

[1] , f ci�nsat , f ci�nnor , f
ci�n
cod , νci�n

〉
, where

all elements are defined as in Definition 7.3.3, except for f ci�nsat which is defined
as follows:

f ci�nsat (x) =


f ci⊕nsat (x) if x ∈ Norms
fsat(x) ∩ {w ∈W | ¬Oisat(n) /∈ fcod(x,w)} if x ∈ Codes \ {ci}
fsat(x) ∩ fsat(n) ∩ {w ∈W | ¬Oisat(n) /∈ fcod(x,w)} if x = ci

The evaluation rule for [ci � n]ϕ is then as expected:

M,w |= [ci � n]ϕ iff M ci�n, w |= ϕ

where M is an NC+ model and w a state in it. As before, the following lemma
is an immediate consequence of the fact that the update procedure described
in Definition 7.4.4 does not affect the semantic components needed to evaluate
formulas in LN.

7.4.5. Lemma. Let M be an NC+ model. Then, for any ϕ ∈ LN and w ∈ W ,
M,w |= ϕ iff M ci�n |= ϕ.
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7.4.6. Proposition. Let n ∈ Norms and ci ∈ Codes. For any suitable NC+

model M , the modified update model M ci�n is a suitable NC+ model.

Proof:
(I) The proof that M ci�n is an NC+ model proceeds as the proof of Prop. 7.3.4, except

that now we need to show that the condition of coherence of codes is satisfied. So,

suppose that (1) ¬Ojϕ ∈ f ci�ncod (ci, w) and (2) ϕ ∈ f ci�nnor (n). We need to show that

¬Ojsat(n) ∈ f ci�ncod (ci, w). By (1) and Def. 7.4.4, ¬Ojϕ ∈ fcod(ci, w) ∪ fnor(n). Since

¬Ojϕ /∈ LN and fnor(n) ⊆ LN, (3) ¬Ojϕ ∈ fcod(ci, w). By the condition of coherence

of codes, (3) and (2) imply ¬Ojsat(n) ∈ fcod(ci, w). Hence, ¬Ojsat(n) ∈ f ci�ncod (ci, w)

by the def. of f ci�ncod . (II) Given Lem. 7.4.5 the proof that M ci�n satisfies the condi-

tion NS of norm suitability proceeds as in the proof of Thm. 7.3.7. For the condition

CS of code suitability, we need to consider the case in which ci 6= cj and the case in

which ci = cj . We only present the proof for the latter case (the proof for the former

proceeds in a similar way). Suppose that (1) ϕ ∈ f ci�ncod (ci, w) and (2) w ∈ f ci�nsat (ci).

We need to show that M ci�n, w |= ϕ. By Def.7.4.4, (1’) ϕ ∈ fcod(ci, w) ∪ fnor(n) and

(2’) w ∈ fsat(ci) ∩ fsat(n) ∩ {w ∈ W | ¬Oisat(n) /∈ fcod(ci, w)}. In turn, by the def. of

fcod(ci, w) and fnor(n), (1”) ϕ ∈ LN ∪ {sat(ci)} ∪ O ∪ O. The interesting case is when

ϕ ∈ O. So, let us assume that ϕ has form ¬Ojψ, for some j ∈ Ag and ψ ∈ LN. Since

¬Ojψ ∈ fcod(ci, w) by (1) and w ∈ fsat(ci) by (2’), M,w |= ¬Ojψ, as M is suitable

by hypothesis. By the def. of truth, this means that (3) ψ /∈ fcod(cj). Now, if j 6= i,

then fcod(cj) = f ci�ncod (cj), and so M ci�n, w |= ¬Ojψ, as desired. If j = i, then we also

need to show that ψ /∈ fnor(n). Suppose, toward contradiction, that (4) ψ ∈ fnor(n).

Since we assumed that ¬Ojψ ∈ fcod(ci, w), (4) implies that ¬Ojsat(n) ∈ fcod(ci, w) by

the condition of coherence of codes. But, by (2’), ¬Ojsat(n) /∈ fcod(ci, w) (recall that

j = i). Hence, (5) ψ /∈ fnor(n). (3) and (5) imply that ψ /∈ f ci�ncod (cj) also when j = i,

whence the result. 2

So, as the procedure of code update we had before, the modified procedure of
code update does not bring us outside the class of models under consideration, i.e.,
the suitable NC+ models. The proof of the following theorem is now analogous
to the proof of Theorem 7.3.8.

7.4.7. Theorem. The axiom system DNC+, obtained from the axiom system
DNC by replacing axioms Rsat(cj) and Rsat(ci) with the following axioms R′sat(cj)
and R′sat(ci) is sound and complete with respect to the class of all suitable NC+

models.

(R′sat(cj)) [ci � n]sat(cj)↔ (sat(cj) ∧ ¬Oj¬Oisat(n)), for j 6= i;

(R′sat(ci)) [ci � n]sat(ci)↔ (sat(ci) ∧ sat(n) ∧ ¬Oi¬Oisat(n)).

The new axioms reflect the fact, after a code ci is updated with a norm,
the codes prescribing that agent i ought not to accept that norm are no longer
satisfied.
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7.5 Conclusion

In this chapter, we presented two explicit and dynamic deontic logics, DNC and
its refinement DNC+, for reasoning about the static and dynamic interaction
between normative sources of two different kinds: norms, intended as elementary
and consistent normative sources, and codes of agents, intended as complex and
possibly inconsistent normative sources. The static component of the two systems
allows us to represent several types of normative conflicts (i.e., local, global,
between norms, between codes, between norms and codes) as well as the different
senses in which an agent might accept a norm (i.e., simple acceptance of a norm
vs acceptance of a norm as binding). The dynamic component of DNC and DNC+

allows us to represent the procedure by means of which an agent accepts a norm
as binding in a given situation. As shown by the examples of Antigone and
Gandhi, dynamic operators make it possible to keep track, at least in simple
situations, of which agent generates a normative conflict. This provides us with
a first way to address an issue we left open in Chapter 6: Whose fault is it if
a substandard state is reached? In the case of substandard situations resulting
from the presence of a normative conflict, answering this question is also crucial
to determine how the conflict is to be solved: conflicts generated in different ways,
like those underlying cases of conscientious objection as opposed to cases of civil
disobedience, may require different solutions.

Let us conclude by mentioning some directions for future work. From a purely
logical point of view, one main question is how to generalize DNC+ in a way that
it allows obligation operators to nest arbitrarily and, relatedly, agents to update
their codes with prescriptions concerning what other agents ought to do. The
key problem is to track changes in the satisfaction of a code ci deriving from the
update of another code cj to which ci refers either directly (as in: OiOjϕ) or
indirectly (as in: OiOk1 . . . OknOjϕ).

From a more conceptual point of view, in this chapter, we have focused on a
simple kind of normative conflicts, namely conflicts arising between two agents
and generated by expanding an agent’s code with a norm. Yet, in daily life,
normative conflicts often emerge within groups of more than two agents and,
possibly, as a result of more complex changes to the agents’ codes than merely
“accepting a norm.” Concerning the first issue, representing conflicts among more
than two agents in DNC+ is, by itself, not problematic: the definitions of global
and local conflict between two agents [Definition 7.2.2] can be easily generalized to
any (finite) number of agents. Since we take agents to include not only individual
human beings but also organizations, communities, states, etc. [cf. footnote 1],
a more interesting line of research would be to study how conflicts transfer and
possibly spread from a layer to another of an organizational structure. This, of
course, would require us to represent the relations between agents belonging to
such a structure, as it is done, e.g., in Grossi et al. [2004, 2005, 2007]. Concerning
the second issue, the key point is that, in principle, conflicts might arise from
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procedures of code update that are akin to revision and contraction (rather than
expansion) in the AGM theory [Alchourrón et al., 1985]. In the case of legal codes,
even more complex procedures referring to the so-called “time of a norm” would
be required in order to model changes like legal abrogation or annulments [see,
e.g., Governatori and Rotolo, 2010]. We conjecture that techniques from DEL
designed to model phenomena like forgetting [see, e.g., Fernández–Duque et al.,
2015] may help in improving our dynamic deontic framework in this direction.
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Appendix of Chapter 3

A.1 Completeness of ALOn

In this appendix we prove Theorem 3.2.8. The proof that the axiom system
ALOn is sound with respect to the class of all ALOn frames is a matter of routine
validity check and it is thus omitted. The proof of completeness consists of two
main steps. First, we define a Kripke semantics for LALOn and prove that ALOn is
sound and complete with respect to the class of Kripke models for LALOn (called
pseudo-models). We then show that every formula of LALOn that is satisfiable in
a pseudo-model is also satisfiable in an ALOn model. By adapting the technique
presented in Herzig and Lorini [2010], we do this by showing that every pseudo-
model in which a formula ϕ ∈ LALOn is satisfiable can be turned into an ALOn

model in which ϕ is satisfiable. The intuitive ideas underlying the two steps of
the proof are the same as those discussed in Chapter 2.2.1 and Chapter 2.2.3.
We will adopt the terminology introduced in those sections and keep intuitive
explanations to a minimum in what follows.

A.1.1 Kripke semantics for LALOn

With respect to Kripke models for temporal STIT [see Chapter 2.2.3], pseudo-
models are built from frames featuring a relation RX that represents what happens
next, a function fdo that assigns to every possible state the complete group action
that is performed at that state, and a function f. that assigns to every (individual
and group) action the set of (individual and group) actions that oppose it. As
in Kripke models for temporal STIT, the relation R2 represents the moment-
partition. As usual, for any binary relation R on a set S and any s ∈ S, we define
R(s) = {s′ ∈ S | sRs′}.

A.1.1. Definition (Kripke ALOn frame). A Kripke ALOn frame is a tuple

〈W,R2, RX, fdo, f.〉

201
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where W 6= ∅ is a set of possible states, R2 ⊆ W ×W is an equivalence relation,
RX ⊆ W ×W is the next relation, fdo : W → Ag-Acts is the action function, and
f. : G-Acts→ 2G-Acts is the opposing function. For any w ∈ W and i ∈ Ag, let:

Actswi = {fdo(w′)(i) ∈ Actsi |w′ ∈ R2(w)} be the actions available to i at R2(w);

Actsw =
⋃
i∈Ag Acts

w
i be the individual actions executable at R2(w).

In addition, define RAg ⊆ W ×W by setting: for all w,w′ ∈ W ,

wRAgw
′ iff wR2w

′ and fdo(w) = fdo(w
′).

The elements of Kripke ALOn frames satisfy the following conditions:

1. Properties of RX: for all w,w1, w2 ∈ W ,

Seriality : there is w′ ∈ W such that wRXw
′.

Functionality : if wRXw1 and wRXw2, then w1 = w2.

2. Independence of Agents : for all w ∈ W and α ∈ Ag-Acts, if α(j) ∈ Actsw
for all j ∈ Ag, then there is w′ ∈ R2(w) such that fdo(w

′) = α.

3. No Choice between Undivided Histories : for all w1, w2, w3 ∈ W , if w1RXw2

and w2R2w3, then there is v ∈ W such that w1RAgv and vRXw3.

4. Properties of f.: for all αI , βJ , γK ∈ G-Acts,

Irreflexivity of opposing : αI /∈ opp(αI).

Monotonicity of Opposing : if αI ∈ f.(βJ) and βJ v γK , then αI ∈ f.(γK).

We now define pseudo-models based on Kripke ALOn frames and truth for
formulas from LALDn at a state.

A.1.2. Definition (Pseudo-model). A pseudo-model is a tuple 〈F, ν〉, where F
is a Kripke ALOn frame and ν : Prop→ 2W is a valuation function.

A.1.3. Definition (Kripke semantics for LALOn). Given a pseudo-modelM , truth
of a formula ϕ ∈ LALOn at a state w in M , denoted M,w |= ϕ, is defined recur-
sively. Truth of atomic propositions and the Boolean connectives is defined as
usual. The remaining clauses are as follows:

M,w |= do(ai) iff fdo(w)(i) = ai
M,w |= αI . βJ iff αI ∈ f.(βJ)
M,w |= Xϕ iff for all w′ ∈ W , if wRXw

′, then M,w′ |= ϕ
M,w |= 2ϕ iff for all w′ ∈ W , if wR2w

′, then M,w′ |= ϕ

A.1.4. Theorem. The axiom system ALOn, defined by the axioms and rules in
Table 3.2, is sound and complete with respect to the class of Kripke ALOn frames.
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The proof of soundness is proceeds as usual and it is thus omitted. The proof
of completeness is based on the construction of a canonical model for ALOn. For
any set of formulas Γ ⊆ LALOn and formula ϕ ∈ LALOn , we write `ALOn ϕ if ϕ is a
theorem of ALOn and Γ `ALOn ϕ if there are finitely many formulas ψ1, . . . , ψn ∈ Γ
such that `ALOn ψ1∧· · ·∧ψn → ϕ. We say that Γ is ALOn-consistent if Γ 6`ALOn⊥
and ALOn-inconsistent otherwise. A formula ϕ ∈ LALOn is ALOn-consistent with
Γ if Γ ∪ {ϕ} is consistent (equivalently, if Γ 6`ALOn ¬ϕ) and ALOn-consistent if it
is consistent with ∅. Finally, a set of formulas is a maximally ALOn-consistent
set (henceforth: mcs) if it is ALOn-consistent and any proper superset of Γ is
ALOn-inconsistent. We omit reference to the logic ALOn when it is clear from the
context. The next Lemmas A.1.5 and A.1.6 are standard results about mcs [see
Blackburn et al., 2001, Chapter 4.2], which we will repeatedly use in the proofs
below without explicit mention.

A.1.5. Lemma. For every mcs w of ALOn and ϕ, ψ ∈ LALOn, the following hold:

1. w `ALOn ϕ iff ϕ ∈ w,

2. if ϕ ∈ w and ϕ→ ψ ∈ w, then ψ ∈ w,

3. ¬ϕ ∈ w iff ϕ /∈ w

4. ϕ ∧ ψ ∈ w iff ϕ ∈ w and ψ ∈ w.

A.1.6. Lemma (Lindebaum’s Lemma). Every maximal consistent set can be ex-
tended to a mcs.

Let W be the set of all mcs of ALOn and, for any w ∈ W , let

1. w/� = {ϕ ∈ LALOn |�ϕ ∈ w}, where � ∈ {2,X};

2. pos.(w) = {αI . βJ ∈ LALOn |αI . βJ ∈ w};

3. neg.(w) = {¬(αI . βJ) ∈ LALOn | ¬(αI . βJ) ∈ w}.

A.1.7. Definition (Canonical ALOn model for w0). Let w0 be a mcs. The canon-
ical ALOn model for w0 is a tuple M c = 〈W c, Rc

2, R
c
X, f

c
do, f

c
. , ν

c〉, where

• W c = {w ∈ W | pos.(w0) ∪ neg.(w0) ⊆ w};

• Rc
2 ⊆ W c ×W c is such that, for all w,w′ ∈ W c, wRc

2w
′ iff w/2 ⊆ w′;

• Rc
X ⊆ W c ×W c is such that, for all w,w′ ∈ W c, wRc

Xw
′ iff w/X ⊆ w′;

• f cdo : W c → Ag-Acts is such that, for all w ∈ W c, f cdo(w) = α iff do(α) ∈ w;

• f c. : G-Acts → 2G-Acts is such that, for all αI , βJ ∈ G-Acts, αI ∈ f c.(βJ) iff
αI . βJ ∈ w0;
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• νc : Prop→ 2W
c

is such that, for all w ∈ W c, w ∈ νc(p) iff p ∈ w.

The proof of the following Lemma A.1.8 relies on the next two theorems of
ALOn, which are an immediate consequence of S52, KDX, and of axioms FunX,
Sett. and Fix.:

(Thm1) ¬(αI . βJ)→ 2¬(αI . βJ).

(Thm2) ¬(αI . βJ)→ X¬(αI . βJ).

A.1.8. Lemma (Existence Lemma). For all w ∈ W c and ϕ ∈ LALOn, (a) if ♦ϕ ∈
w, then there is w′ ∈ W c s.t. w/2 ⊆ w′ and ϕ ∈ w′, and (b) if X̂ϕ ∈ w, then
there is w′ ∈ W c s.t. w/X ⊆ w′ and ϕ ∈ w′.

Proof:

We only prove claim (a).1 Let ♦ϕ ∈ w and suppose, toward contradiction, that the

set Γ = pos.(w0) ∪ neg.(w0) ∪ w/2 ∪ {ϕ} is inconsistent. Then, there are finite sets

∆1 ⊆ pos.(w0), ∆2 ⊆ neg.(w0), and ∆3 ⊆ w/2 s.t. `ALOn
∧

∆1 ∧
∧

∆2 ∧
∧

∆3 → ¬ϕ.

Hence, by the logic of 2,

(*) `ALOn
∧
ψ∈∆1

2ψ ∧
∧
χ∈∆2

2χ ∧
∧
ξ∈∆3

2ξ → 2¬ϕ.

Since ∆3 ⊆ w/2, (1)
∧
ξ∈∆3

2ξ ∈ w by the def. of w/2. In addition, every ψ ∈ ∆1

has form αI . βJ for some αI , βJ ∈ G-Acts. By the def. of W c, if αI . βJ ∈ w0, then

αI . βJ ∈ w, and so 2(αI . βJ) ∈ w by axiom Sett.. Hence, (2) 2ψ ∈ w for every

ψ ∈ ∆1. Similarly, every χ ∈ ∆2 has form ¬(αI .βJ) for some αI , βJ ∈ G-Acts. By the

def. of W c, if ¬(αI .βJ) ∈ w0, then ¬(αI .βJ) ∈ w, and so 2¬(αI .βJ) ∈ w by theorem

Thm1. Hence, (3) 2χ ∈ w for every χ ∈ ∆3. It follows from (*), (1), (2), and (3)

that 2¬ϕ ∈ w, and so ♦ϕ /∈ w against the hypothesis. Therefore, Γ is consistent and

can be extended to a mcs w′. Since pos.(w0) ∪ neg.(w0) ⊆ w′, w′ ∈ W c. In addition,

w/2 ⊆ w′. 2

Given Lemma A.1.8, the proof of the next lemma follows the usual pattern
[see Blackburn et al., 2001, Lem. 4.21, p. 201].

A.1.9. Lemma (Truth Lemma). For all w ∈ W c and ϕ ∈ LALOn,

M c, w |= ϕ iff ϕ ∈ w

A.1.10. Lemma. The canonical ALOn model M c is a pseudo-model.

1The proof of claim (b) proceeds as the proof of claim (a) except that axiom Fix. and theorem
Thm2 are used instead of axiom Sett. and theorem Thm1.
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Proof:

Since ALOn includes the axioms of S5 for 2, the axioms of KD for X, and the axiom FunX,

Rc2 is an equivalence relation and RcX is a serial and functional relation by standard

results in modal logic. In addition, it is immediate to check that axioms Act and Sin

ensure that fdo is well-defined, while axioms Mon. and Irr. ensure that M c satisfies the

properties of irreflexivity and monotonicity of opposing. The proof that M c satisfies

the remaining properties of pseudo-models is as follows.

1. M c satisfies the condition of independence of agents.

Consider a mcs w ∈ W c and an action α ∈ Ag-Acts s.t., for all j ∈ Ag, there

is vj ∈ W c s.t. (1) vj ∈ Rc2(w) and f cdo(vj)(j) = α(j). We need to prove that

there is w′ ∈ Rc2(w) s.t. f cdo(w
′) = α. Take any of the vj satisfying (1). Since

f cdo(vj)(j) = α(j), do(α(j)) ∈ vj by the def. f cdo. In addition, since vj ∈ Rc2(w),

♦do(α(j)) ∈ w by Lem. A.1.9. Since, for every j ∈ Ag, there is a vj satisfying (1), it

follows that
∧
j∈Ag ♦do(α(j)) ∈ w. But then ♦

∧
j∈Ag do(α(j)) ∈ w by axiom IAdo. It

follows by Lem. A.1.8 that there is w′ ∈W c s.t. w/2 ⊆ w′ and
∧
j∈Ag do(α(j)) ∈ w′.

Hence, by the def. of w/2 and f cdo, w
′ ∈ R2(w) and f cdo(w

′)(j) = α(j) for all j ∈ Ag.

That is, f cdo(w
′) = α, whence the result.

2. M c satisfies the condition of no choice between undivided histories.

Consider mcs w1, w2, w3 ∈ W c s.t. (1) w1R
c
Xw2 and (2) w2R

c
2w3. By axiom Act,

there is α ∈ Ag-Acts s.t. (3) do(α) ∈ w1. Hence, f cdo(w1) = α by the def. of f cdo. We

have to show that there is v ∈W c s.t.

(i) w1R
c
2v (equivalently: w1/2 ⊆ v);

(ii) f cdo(v) = α (equivalently: do(α) ∈ v );

(iii) vRcXw3 (equivalently: v/X ⊆ w3).

It is an easy exercise to show that v/X ⊆ w3 iff {Xϕ ∈ LALOn |ϕ ∈ w3} ⊆ v. So,

consider any ϕ ∈ w3. Given hypotheses (1) and (2), X̂♦ϕ ∈ w1 by Lem. A.1.9 and

Def. A.1.3. So, do(α)∧X♦ϕ ∈ w1 by (3) and axiom FunX. Hence, ♦(do(α)∧Xϕ) ∈ w1

by axiom UHdo. But then, there is v ∈ W c s.t. w1/2 ⊆ v and do(α) ∧ Xϕ ∈ v by

Lem. A.1.8. Therefore, (i) w1/2 ⊆ v, (ii) do(α) ∈ v, and, since ϕ was an arbitrary

formula in w3, (iii) {Xϕ ∈ LALOn |ϕ ∈ w3} ⊆ v, as it was desired.

2

The previous lemmas suffice to conclude that ALOn is complete with respect
to the class of Kripke ALOn frames. To see this, let ϕ ∈ LALOn be such that
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6`ALOn ϕ. Then, {¬ϕ} is consistent, and so it can be extended to a mcs w0 by
Lindenbaum’s Lemma [Lem. A.1.6]. Let M c = 〈W c, Rc

2, R
c
X, f

c
do, f

c
. , ν

c〉 be the
canonical ALOn model for w0. Since pos.(w0) ∪ neg.(w0) ⊆ w0 by the def. of
pos.(w0) and neg.(w0), w0 ∈ W c. In addition, by the properties of mcs [Lem.
A.1.5], ϕ 6∈ w0. Therefore, M c, w0 6|= ϕ by the Truth Lemma [Lem. A.1.9]. Since
M c is a pseudo-model [Lem. A.1.10], we conclude that ϕ is not valid in the class
of Kripke ALOn frames.

A.1.2 From pseudo-models to ALOn models

Let ϕ0 be an ALOn-consistent formula of LALOn . Then, by Theorem A.1.4 there is
a pseudo-modelM = 〈W,R2, RX, fdo, f., ν〉 such thatM,w |= ϕ0 for some w ∈ W .
We want to show that M can be transformed into an ALOn model in which ϕ0

is satisfiable. The construction requires two preliminary steps. First, we unravel
M [see Blackburn et al., 2001, p. 63] in order to ensure that the relation RX

generates an acyclic ordering on the equivalence classes in the moment-partition.
Second, we force every cell in the moment-partition that is far enough from w
along the relation RX to be a singleton. This will ensure that every state in the
unraveled model will correspond to one and only one index in the ALOn model
built from it.

First preliminary step

A.1.11. Definition (Unraveled model M ′). DefineM ′ = 〈W ′, R′2, R
′
X, f

′
do, f

′
., ν〉

so that:

• W ′ is the set of all sequences −→wn = w1w2 . . . wn such that w1R2w and, for
all 1 ≤ i < n (with n ∈ N), wiRXwi+1;

• R′2 ⊆ W ′×W ′ is such that, for all −→wn,−→vm ∈ W ′, −→wnR′2−→vm iff n = m, wiR2vi
for all 1 ≤ i ≤ n, and fdo(wi) = fdo(vi) for all 1 ≤ i < n;

• R′X ⊆ W ′ ×W ′ is such that, for all −→wn,−→vm ∈ W ′, −→wnR′X
−→vm iff −→vm = −→wnvm

and wnRXvm;

• f ′do : W ′ → Ag-Acts is such that, for all −→wn ∈ W ′, f ′do(
−→wn) = fdo(wn);

• f ′. : G-Acts→ 2G-Acts is such that, for all αI ∈ G-Acts, f ′.(αI) = f.(αI);

• ν ′ : Prop→ 2W
′

is such that, for all −→wn ∈ W ′, −→wn ∈ ν ′(p) iff wn ∈ ν(p)

The following proposition highlights a key fact about the unraveled model M ′.

A.1.12. Proposition. For all −→wn ∈ W ′ and v ∈ W , if wnR2v, then there is
−→vn ∈ W ′ such that vn = v and −→wnR′2−→vn.
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Proof:
The proof is by induction on n. The case for n = 1 is trivial. So, assume that the

claim holds for n and consider a sequence −−−→wn+1 ∈ W ′ such that there is v ∈ W with

(1) wn+1R2v. By the def. of W ′, (2) wnRXwn+1. Since M is a pseudo model, (1) and

(2) entail that there is u ∈W s.t. wnRAgu and uRXv by the condition of no choice be-

tween undivided histories. By the def. of RAg, (3) wnR2u and (4) fdo(wn) = fdo(u). By

the inductive hypothesis, it follows from (3) that there is −→un ∈ W ′ s.t. un = u and (5)
−→wnR′2−→un. Given the def. of R′2, (1), (4), and (5) suffice to conclude that −−−→wn+1R

′
2
−→unv. 2

A.1.13. Proposition. The unraveled model M ′ is a pseudo-model.

Proof:

Since M is a pseudo model, it is immediate to check that Definition A.1.11 ensures that

R′2 is an equivalence relation, that R′X is serial and functional, and that f ′. satisfies the

properties of irreflexivity and monotonicity of opposing. Let us consider the remaining

conditions.

1. M ′ satisfies the condition of independence of agents.

Consider any −→wn ∈ W ′ and α ∈ Ag-Acts s.t., for all j ∈ Ag, there is −→vnj ∈ R′2(−→wn)

s.t. f ′do(
−→vnj ) = α(j). Then, by the def. of R′2 and f ′do, for all j ∈ Ag, there is vnj

s.t. vnj ∈ R2(wn) and fdo(vnj ) = α(j). Since M is a pseudo-model, it follows that

there is u ∈ R2(wn) s.t. fdo(u) = α by the condition of independence of agents. By

applying Prop. A.1.12 and the def. of f ′do, we conclude that there is −→un ∈ W ′ s.t.
−→un ∈ R′2(−→wn) and f ′do(

−→un) = fdo(u) = α.

2. M ′ satisfies the condition of no choice between undivided histories.

Consider −→wn,−→vm,−→um ∈ W ′ s.t. (1) −→wnR′X
−→vm and (2) −→vmR′2−→um. By the def. of R′X

and R′2, wnRXvm and vmR2um. Since M is a pseudo-model, it follows that there

is x ∈ W s.t. wnRAgx (i.e., (3) wnR2x and (4) fdo(wn) = fdo(x)) and (5) xRXum

by the condition of no choice between undivided histories. Since −→wn ∈W ′, from (3)

and Prop. A.1.12 it follows that there is −→xn ∈ W ′ s.t. xn = x and (6) −→wnR′2−→xn. By

(4) and the def. of f ′do, (7) f ′do(
−→xn) = f ′do(

−→wn). (6) and (7) entail that −→wnR′Ag
−→xn.

Finally, it follows from (5) that −→xnR′X
−→um, whence the result.

2

A.1.14. Proposition. Let f : W ′ → W be the mapping defined by setting, for
all −→wn ∈ W ′: f(−→wn) = wn. Then, for all −→wn ∈ W ′ and ϕ ∈ LALOn, M ′,−→wn |= ϕ iff
M, f(−→wn) |= ϕ.
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Proof:

By standard results in modal logic [Blackburn et al., 2001, Prop. 2.14, p. 62], it suffices

to show that the function f is a bounded morphism from M ′ to M . That is, letting

R� ∈ {R2, RX}, we need to check that the following are satisfied for all −→wn,−→vm ∈ W ′,
αI ∈ G-Acts, and p ∈ Prop:

1. if −→wnR′�
−→vm, then f(−→wn)R�f(−→vm);

2. if f(−→wn)R�v, then there is −→vm ∈W ′ s.t. f(−→vm) = v and −→wnR′�
−→vm;

3. f ′do(
−→wn) = fdo(f(−→wn));

4. f ′.(αI) = f.(αI);

5. −→wn ∈ ν ′(p) iff f(−→wn) ∈ ν(p)

The proof follows immediately from Def. A.1.11 in all cases, except for case 2 when �
is 2. But this case coincides with Prop. A.1.12. 2

A.1.15. Corollary. Let −→w be the one-element sequence consisting of w. Then,
M ′,−→w |= ϕ0.

Second preliminary step

We now want to turn M ′ into an ALOn model. The idea is simple [cf. Chapter
2.2.1 and Chapter 2.2.3]: we take equivalence classes determined by R′2 as mo-
ments, and we show that R′X induces a tree-like ordering on moments. But before
doing this we need to take an extra step to ensure that states in the pseudo-
model M ′ and moment-history pairs in the ALOn model built from M ′ are in a
one-to-one correspondence. This will allow us to define a valuation function for
the generated ALOn model from the valuation ν ′ in a straightforward way.

A.1.16. Definition. (Unraveled model M ′′) Let x be the modal X-depth of ϕ0,
i.e., the maximum number of nested X modalities in ϕ0. M ′′ is the tuple obtained
from M ′ by replacing R′2 with the relation R′′2 ⊆ W ′×W ′ defined by setting, for
all −→wn,−→vm ∈ W ′:

−→wnR′′2−→vm iff

{−→wnR′2−→vm if n ≤ x
−→wn = −→vm if x < n

So, in M ′′, all sequences of length n > x belong to a singleton equivalence class
of R′′2. It is immediate to check that M ′′ is still a pseudo-model. In addition,
the next proposition follows straightforwardly from Corollary A.1.15 and from
the fact that states in W ′ that are equivalent under R′2 are separated only at a
R′X-depth that is higher than the modal X-depth of ϕ0.

A.1.17. Proposition. M ′′, w |= ϕ0.
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From M ′′ to a ALOn model

We start by building a DBT structure from M ′′. We write W ′/R′′2 for the quotient
set of W ′ by R′′2 and, for any −→wn ∈ W ′, we write [−→wn] for the equivalence class of
−→wn in W ′/R′′2.

A.1.18. Definition (Generated DBT structure). Let T = 〈Mom,<〉, where

• Mom = W ′/R′′2;

• <⊆Mom×Mom is s.t., for all [−→wn], [−→vm] ∈Mom,

[−→wn] < [−→vm] iff n < m and, for all −→um ∈ [−→vm],−→un ∈ [−→wn]

(i.e., [−→wn] < [−→vm] iff all prefixes of length n of sequences in [−→vm] are in [−→wn]).

A.1.19. Proposition. T is a DBT structure.

Proof:
Since, for all −→wn,−→vm ∈ W ′′, −→wnR′′2−→vm only if n = m by the def. of R′′2, the relation

< is well-defined. That < is irreflexive, transitive, and discrete follows immediately

from the definition. Seriality follows from the fact that R′X is serial. Finally, for past-

linearity consider [−→wn], [−→vm], [−→uk] ∈ Mom s.t. (1) [−→wn] ≤ [−→uk] and (2) [−→vm] ≤ [−→uk], and

suppose, toward contradiction, that (3) [−→wn] 6≤ [−→vm] and (4) [−→vm] 6≤ [−→wn]. Either n ≤ m
or m ≤ n. Suppose the former is the case. Given (3), we can suppose, without any loss

in generality, that (*) it is not the case that −→wnR′′2−→vn. Yet, from (1) and the def. of <,

we get (5) −→wnR′′2−→un and, from (2) and the def. of <, we get (6) −→umR′′2−→vm. Since n ≤ m,

(6) implies that −→unR′′2−→vn by the def. of R′′2. But this, together with (5), implies that
−→wnR′′2−→vn, which contradicts (*). By reasoning in an analogous way, a contradiction is

reached if m ≤ n. Hence, either [−→wn] ≤ [−→vm] or [−→vm] ≤ [−→wn]. 2

The notions of history in T , successor of a moment, index in T , and the
related notation are introduced in the usual way [see Table 3.1].

We now want to show that there is a one-to-one correspondence between
possible states in the pseudo-model M ′′ and indices in T . The key idea is that,
for every index [−→wn]/h ∈ IndT , history h has a “witnessing state” in [−→wn] [see
Chapter 2.2.3 for more on this]. To make this idea precise, let us highlight some
important facts. Given the construction of M ′′, every history h ∈ HistT has a
beginning, namely moment [−→w ]. For any n ∈ N and h ∈ HistT , define h(n)
inductively as follows:

1. h(0) = [−→w ];

2. h(n+ 1) = succh(h(n)).
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Intuitively, h(n) is the n-th moment on h. Any index [−→wn]/h ∈ IndT can then be
re-written as h(n)/h. Recall that x is the modal X-depth of ϕ0. Definition A.1.16
and the functionality of R′X ensure that:

1. for all n > x, h(n) is a singleton – we write −−−→wh(n) for its only element;

2. for all n > x and h, h′ ∈ HistT , if h(n) = h′(n), then h = h′.

A.1.20. Definition. Let ω : IndT → W ′ be the mapping such that, for all
h(n)/h ∈ IndT , ω(h(n)/h) is the prefix of length n of −−−−→wh(n+x).

Intuitively, the function ω finds, for every index h(n)/h, the witness of h in
h(n). It does so by picking a singleton moment on h that occurs later than h(n),
and by selecting the prefix of length n of the unique element of this moment.
Observe that the prefix in question belongs to h(n) by the definition of <: that
is, ω(h(n)/h) ∈ h(n) for all h(n)/h ∈ IndT . It is an easy exercise to prove that
ω is a bijection. We write ω−1 for its inverse. The following facts will be useful
below.

A.1.21. Fact. Let h, h1, h2 ∈ HistT and n ∈ N.

(a) If h1(n) = h2(n), then h1 and h2 are undivided at h1(n) iff h1(n + 1) =
h2(n+ 1);

(b) h1(n) = h2(n) iff ω(h1(n)/h1)R′′2 ω(h2(n)/h2);

(c) ω(h(n)/h)R′X ω(h(n+ 1)/h).

Proof:
(a) Immediate by the def. of h(n). (b) Immediate, as ω(h(n)/h) ∈ h(n) for all

h(n)/h ∈ IndT . (c) By the def. of ω, ω(h(n + 1)/h) is the prefix of length n + 1

of −−−−−−→wh(n+1+x). Let pref(n) be the prefix of length n of this sequence. By the def. of <,

pref(n) ∈ h(n + x). But h(n + x) is a singleton. So pref(n) is the prefix of length n of
−−−−−→wh(n+x). Hence, pref(n) = ω(h(n)/h) by the def. of ω. By the def. of R′X it follows

that ω(h(n)/h)R′Xω(h(n+ 1)/h). 2

A.1.22. Definition (Generated ALOn model). LetM = 〈T , act,opp, π〉, where

• T is defined as in Definition A.1.18;

• act : IndT → Ag-Acts is such that, for all h(n)/h ∈ IndT , act(h(n)/h) =
f ′do(ω(h(n)/h));

• opp : G-Acts→ 2G-Acts is such that, for all αI ∈ G-Acts, opp(αI) = f.(αI);
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• π : Prop → 2Ind
T

is such that, for all p ∈ Prop and h(n)/h ∈ IndT ,
h(n)/h ∈ π(p) iff ω(h(n)/h) ∈ ν ′(p).

A.1.23. Proposition. M is a ALOn model.

Proof:

We have already checked that T is a DBT structure. In addition, it follows immediately

from its definition and the fact that M ′′ is a pseudo-model that opp satisfies the

conditions of irreflexivity and monotonicity of opposing. We prove thatM satisfies the

remaining conditions.

1. No choice between undivided histories.

Take any two histories h1, h2 ∈ HistT such that (1) h1(n) = h2(n) and (2) h1(n +

1) = h2(n + 1). We have to show that act(h1(n)/h1) = act(h2(n)/h2). By Fact

A.1.21(c), (3) ω(h1(n)/h1)R′X ω(h1(n+ 1)/h1). In addition, it follows from (2) that

(4) ω(h1(n + 1)/h1)R′′2 ω(h2(n + 1)/h2) by Fact A.1.21(c). Since M ′′ is a pseudo-

model, (3) and (4) imply that there is −→vn ∈ W ′ s.t. (5) ω(h1(n + 1)/h1)R′′Ag
−→vn

and (6) −→vnR′X ω(h2(n + 1)/h2) by the condition of no choice between undivided

histories. Since ω(h2(n)/h2)R′X ω(h2(n+1)/h2) by Fact A.1.21(c), −→vn = ω(h2(n)/h2)

by the def. of R′X. We can thus replace −→vn with ω(h2(n)/h2) in (5) and obtain that

fdo(ω(h1(n+1)/h1)) = fdo(ω(h2(n+1)/h2)). Hence, act(h1(n)/h1) = act(h2(n)/h2)

by the def. of act.

2. Independence of agents.

Suppose that there is [−→wn] ∈Mom and α ∈ Ag-Acts s.t., for all j ∈ Ag, there is hj ∈
HistT s.t. hj(n) = [−→wn] and act(hj(n)/hj)(j) = α(j). We have to show that there

is h ∈ HistT s.t. h(n) = [−→wn] and act(h(n)/h) = α. Given the hypothesis and the

def. of act, we know that, for all j ∈ Ag, f ′do(ω(hj(n)/hj))(j) = α(j). In addition,

by the def. of ω, ω(hj(n)/hj) ∈ [−→wn] for all j ∈ Ag. Since M ′′ is a pseudo model,

it follows that there is −→vn ∈ W ′ s.t. f ′do(
−→vn) = α by the condition of independence

of agents. Since ω is a bijection, there is h ∈ HistT s.t. −→vn = ω(h(n)/h), where

h(n) = [−→vn] = [−→wn]. By the def. of act, we conclude that act(h(n)/h) = α.

2

A.1.24. Proposition. For all ϕ ∈ LALOn and h(n)/h ∈ IndT , M, h(n)/h |= ϕ
iff M ′′, ω(h(n)/h) |= ϕ.

Proof:

The proof is by induction on the complexity of ϕ. The cases for propositional variables,
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Boolean connective, formulas like do(ai) and αI . βJ are straightforward given Def.

A.1.22. We prove the remaining cases.

1. ϕ := Xψ

M, h(n)/h |= Xψ iff M, h(n+ 1)/h |= ψ (by Def. 3.2.7)

iff M ′′, ω(h(n+ 1)/h) |= ψ (induction hypothesis)

iff for all −→vm ∈W ′ s.t. ω(h(n)/h)R′X
−→vm, M ′′,−→vm |= ψψψψψ

(by Fact A.1.21(c) and functionality R′X )

iff M ′′, ω(h(n)/h) |= Xψ (by Def. 3.2.7)

2. ϕ := 2ψ

M, h(n)/h |= 2ϕ iff for all h′ ∈ HistT s.t. h(n) = h′(h), M, h′(n+ 1)/h′ |= ϕ

(by Def. 3.2.7)

iff for all h′ ∈ HistT s.t. h(n) = h′(h), M,ω(h′(n)/h′) |= ϕ

(by induction hypothesis)

iff for all −→vn ∈W ′ s.t. ω(h(n)/h)R′′2
−→vn, M,−→vn |= ϕ

(by Fact A.1.21 and the fact that ω is a bijection)

iff M,ω(h(n)/h) |= ϕ (by Def. 3.2.7)

2

Since ϕ0 is an arbitrary ALOn-consistent formula, the following corollary suf-
fices to conclude the proof that ALOn is complete with respect to the class of
ALOn frames.

A.1.25. Corollary. There is a ALOn model in which ϕ0 is satisfiable.

Proof:
Since M ′′,−→w |= ϕ0 [Cor. A.1.15], M, ω−1(−→w ) |= ϕ0 by Prop. A.1.24. In addition, M
is an ALOn model by Prop. A.1.23, whence the result. 2

A.2 Logical relations between responsibility op-

erators

A.2.1. Proposition. Where I ⊆ Ag and ϕ ∈ LALOn, the following are valid in
the class of ALOn frames:

1. [I dxstit]ϕ→ [I pres]ϕ
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2. [I sres]ϕ→ [I pres]ϕ

3. [I res]ϕ→ [I pres]ϕ

4. ([I dxstit]ϕ ∧
∨
α∈Ag-Acts(do(α) ∧

∧
K⊂I(¬[αK ]ϕ)))→ [I res]ϕ

5. ([I pres]ϕ ∧
∨
α∈Ag-Acts2(do(αI)→ do(αI)))→ [I dxstit]ϕ

Proof:

Let M be any ALOn model and m/h any index in M. We prove that the above

implications are true at m/h in M.

1. IfM,m/h |= [I dxstit]ϕ, then (1)M,m/h |= do(αI)∧ [αI ]ϕ where αI = act(m/h)I

and (2) M,m/h |= ¬2Xϕ by the def. of [I dxstit]ϕ. Hence, (3) M,m/h |=
2(do(αI) → Xϕ) by the def. of [αI ]ϕ. Since M,m/h |= 2(do(αI) → do(αI)) by

the def. of do(αI), it follows that M,m/h |= 2(do(αI) → Xϕ). So, (4) M,m/h |=
do(αI) �→ϕ by the def. of do(αI) �→ϕ. In addition, (5) M,m/h |= Xϕ follows

from (1) and (3). (1), (4), and (5) suffice to conclude that M,m/h |= [I pres]ϕ.

2. If M,m/h |= [I sres]ϕ, then there is α ∈ Ag-Acts s.t. M,m/h |= but(αI , ϕ) by the

def. of [I sres]ϕ. Hence, M,m/h |= Xϕ by the def. of but(αI , ϕ). Given the def. of

[I sres]ϕ and [I pres]ϕ, this suffices to conclude that M,m/h |= [I pres]ϕ.

3. Analogous to item 2.

4. Suppose that the antecedent is true atm/h. SinceM,m/h |= [I dxstit]ϕ,M,m/h |=
[I pres]ϕ by item 1. Hence, it suffices to prove that M,m/h |= ness(αI , ϕ) where

αI = act(m/h)I . But this is an immediate consequence of the hypothesis, since

M,m/h |= [I dxstit]ϕ implies that M,m/h |= [αI ]ϕ by the def. of [I dxstit]ϕ.

5. Suppose that the antecedent is true at m/h. SinceM,m/h |= [I pres]ϕ,M,m/h |=
¬2Xϕ by the def. of [I pres]ϕ. Hence, it suffices to prove thatM,m/h |= 2(do(αI)→
Xϕ) where αI = act(m/h)I . But this is an immediate consequence of the hypothe-

sis, since M,m/h |= [I pres]ϕ implies that M,m/h |= 2(do(αI)→ Xϕ) by the def.

of [I pres]ϕ and do(αI)�→ϕ.

2

A.2.2. Proposition. Where I ⊆ Ag and ϕ ∈ LALOn, the following are invalid
in the class of ALOn frames:

1. [I sres]ϕ→ [I dxstit]ϕ

2. [I sres]ϕ→ [I res]ϕ
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opp(cs1)={ga2}
opp(es3)={cs1}
opp(ai)=∅
for ai∈Acts\{cs1,es3}
opp(αI)=∅
for αI∈G-Acts

with |I|>1

m1

cs1 so1

es3

gh3

ls2
ga2

h1

Xp

h2 h3 h4 h5 h6

Xp

h7 h8

Xp

Figure A.1: An ALOn model to prove Proposition A.2.2

3. [I pres]ϕ→ [I dxstit]ϕ

4. [I pres]ϕ→ [I res]ϕ

5. [I pres]ϕ→ [I sres]ϕ

6. ([I dxstit]ϕ ∨ [I res]ϕ)→ [I sres]ϕ

Proof:

LetM be the ALOn model depicted in Figure A.1. We check that the above implications

are false at some index in M.

1. M,m1/h1 |= [3 sres]p and M,m1/h1 6|= [3 dxstit]p.

To see thatM,m1/h1 |= [3 sres]p, notice that agent 3 performs action es3 at m1/h1

and that this action is done unopposed at m1/h6 and m1/h8. Since Xp is true at

both the latter indices, (1) do(es3) �→ p is true at m1/h1. In addition, the only

index at which all agents behave as they do at m1/h1 except for agent 3 is m1/h2,

where Xp is false. Since Xp is true at m1/h1, it follows that (2) but(es3, p) is also

true at m1/h1. Finally, at m1/h3 agent 3 performs action gh3 and Xp is false, so

(3) ¬2Xp and (4) ¬2do(es3) are true at m1/h1. (1) to (4) suffice to conclude:

M,m1/h1 |= [3 sres]p.

To see thatM,m1/h1 6|= [3 dxstit]p observe that act(m1/h3)(3) = act(m1/h1)(3) =

es3 andM,m1/h3 6|= Xp. This means that the action performed by agent 3 at m1/h3

does not guarantees the truth of Xp.

2. Let M′ be the ALOn model obtained from M by replacing the actions available

to agent 2 with a vacuous action vc2, i.e., by letting act(m1/h)(2) = vc2 for all

h ∈ Hm1 . Then, M′,m1/h1 |= [3 sres]p and M′,m1/h1 6|= [3 res]p.
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The reasoning to see that M′,m1/h1 |= [3 sres]p is analogous to the reasoning in

item 1. To see that M′,m1/h1 6|= [3 res]p observe that neither es3 (hence, es3vc2)

nor es3c1 (hence, es3c1vc2) are sufficient conditions for p because these actions are

performed at m1/h3 where Xp is false. This means that there is no actual condition

for p that is (minimally) sufficient for p.

3. Since [I sres]ϕ entails [I pres]ϕ by Prop. A.2.1(2), we can infer from item 1 that

M,m1/h1 |= [3 pres]p and M,m1/h1 6|= [3 dxstit]p.

4. Since [I sres]ϕ entails [I pres]ϕ by Prop. A.2.1(2), we can infer from item 2 that

M′,m1/h1 |= [3 pres]p and M′,m1/h1 6|= [3 res]p.

5. M,m1/h8 |= [{1, 2, 3} pres]p and M,m1/h8 6|= [{1, 2, 3} res]p.

To see thatM,m1/h8 |= [{1, 2, 3} pres]p observe that the group of all agents perform

action so1ga2es3 at m1/h8. This action is done unopposed at m1/h8 where Xp is

true. Hence, (1) do(o1ga2es3) �→ p is true at m1/h8. In addition, since Xp is false

at m1/h2, (2) ¬2Xp is true at m1/h8. Given that Xp is true at m1/h8, (1) and (2)

suffice to conclude: M,m1/h8 |= [{1, 2, 3} pres]p.

To see that M,m1/h8 6|= [{1, 2, 3} res]p, observe that the action performed by the

group {1, 2} at m1/h8, namely so1es3, is a sufficient condition for p. In fact, so1es3

is performed at m1/h6 and at m1/h8 and Xp is true at both these indices. Hence,

the action performed by the group of all agents at m1/h8 is not a minimal sufficient

condition for p.

6. M,m1/h8 |= [{1, 3} dxstit]p ∧ [{1, 3} res]p and M,m1/h8 6|= [{1, 3} sres]p.

To see thatM,m1/h8 |= [{1, 3} dxstit]p∧ [{1, 3} res]p, it suffices to see that the ac-

tion so1es3, which is performed by the group {1, 3} at m1/h8, is a minimal sufficient

condition for p. We have seen that this action is a sufficient condition for p in item

5. The fact that so1es3 is a minimal sufficient condition for p follows from the fact

that so1 is performed at m1/h7 and es3 is performed at m1h3 and Xp is false at

these indices.

To see that M,m1/h8 6|= [{1, 3} sres]p observe that cs1es3 is an alternative action

available to group {1, 3} that would guarantee the truth of Xp given what agent 2

does at m1/h8: the global action cs1ga2es3 is performed at m1/h1 where Xp is true.

2
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Appendix of Chapter 4

In this appendix we prove the main propositions from Chapter 4.3.2, i.e., Propo-
sitions 4.3.9 and 4.3.11.

B.1 Proof of Proposition 4.3.9

Let M = 〈Mom,m0, <, act,dev,�, π〉 be either a rewind model or an indepen-
dence model and m/h an index in M. The validity of DisX and DisY is a direct
consequence of the evaluation rule for 2→ [Def. 4.3.1] and the properties of
instants [see pp. 80-81]. We only present the proof for the left-to-right direction
of DisX as an illustration. Recall that, for any h ∈ Hm, succh(m) is the successor
of m on history h and that tm is the instant to which m belongs. The definition
of Inst [Def. 4.2.3] ensures that, for any h ∈ Hm and h′ ∈ Hm′ ,

1. tm = tm′ iff tsucch(m) = tsucch′ (m′).

We will repeatedly use this fact in the proofs below without explicit mention.
The proof of the validity of the left-to-right direction of DisX is as follows:

(DisX, L-R) Suppose that M,m/h |= X(ϕ2→ψ). By the def. of truth [Def. 4.2.6],

M, succh(m)/h |= ϕ2→ψ. By the semantics of 2→ [Def. 4.3.1], there are two cases:

(i) There is no h′ ∈ Hist s.t. M, tsucch(m)/h
′ |= ϕ.

We want to show that there is no h′ ∈ Hist s.t. M, tm/h
′ |= Xϕ. Suppose, toward

contradiction, that there is such h′. Then, by Def. 4.2.6, M, tsucch(m)/h
′ |= ϕ,

against the hypothesis (i). So, there is no h′ ∈ Hist s.t. M, tm/h
′ |= Xϕ. By Def.

4.3.1 (i), we conclude: M,m/h |= Xϕ2→Xψ.

(ii) There is h′ ∈ Hist s.t. M, tsucch(m)/h
′ |= ϕ ∧ ψ and, for all h′′ ∈ Hist s.t.

M, tsucch(m)/h
′′ |= ϕ ∧ ¬ψ, h′′ 6�h h′.

217



218 Appendix B. Appendix of Chapter 4

By Def. 4.2.6, (1)M, tm/h
′ |= Xϕ∧Xψ. Take any h∗ ∈ Hist s.t. (2)M, tm/h

∗ |=
Xϕ ∧ ¬Xψ. We want to show that h∗ 6�h h′. By Def. 4.2.6, (2) implies that

M, tsucch(m)/h
∗ |= ϕ∧¬ψ, and so (3) h∗ 6�h h′ by hypothesis (ii). Given Def. 4.3.1

(ii), (1) and (3) suffice to conclude: M,m/h |= Xϕ2→Xψ.

The proofs that Cen1 and Cen2 are valid are as follows:

(Cen1) Assume that M,m/h |= ♦ϕ ∧ ♦ψ. Then, (1) there is h′ ∈ Hm s.t. M,m/h′ |=
ϕ ∧ ♦ψ. Take any h′′ ∈ Hm. We want to show that M,m/h′′ |= ϕ2→♦ψ. Given (1),

the vacuous case is excluded. So, consider any history h∗ s.t. (2)M, tm/h
∗ |= ϕ∧¬♦ψ.

We want to show that h∗ 6�h′′ h′. Since M,m/h′′ |= ♦ψ and M, tm/h
∗ 6|= ♦ψ, h∗ /∈

Hm, i.e., h∗ branches off from h′′ earlier than m. Since h′ ∈ Hm, this means that

past ov(h′′, h′) ⊃ past ov(h′′, h∗), and so (3) h∗ 6�h′′ h′ by Def. 4.3.3. Since h∗ is an

arbitrary history satisfying (2), (1) and (3) suffice to conclude thatM,m/h′′ |= ϕ2→ψ,

and so M,m/h |= 2(ϕ2→ψ) (as h′′ is an arbitrary history in Hm).

(Cen2) Assume that M,m/h |= ♦ϕ ∧ (ϕ2→2ψ). Then, (1) there is h′ ∈ Hm s.t.

M,m/h′ |= ϕ. Hence, ϕ2→2ψ is not vacuously true at m/h: (2) there is h′′ ∈ Hist
s.t. M, tm/h

′′ |= ϕ ∧ 2ψ and (3) for all h∗ ∈ Hist s.t. M, tm/h
∗ |= ϕ ∧ ¬2ψ,

h∗ 6�h h′′. We want to show that M,m/h |= 2ψ. Suppose, toward contradiction, that

(∗)M,m/h 6|= 2ψ. Then, h′′ /∈ Hm, asM, tm/h
′′ |= 2ψ. That is: h′′ branches off from

h earlier than m. Since h′ ∈ Hm, this means that past ov(h, h′) ⊃ past ov(h, h′′), and

so h′ �h h′′ by Def. 4.3.3. But, by (1) and (∗), M,m/h′ |= ϕ ∧ ¬2ψ, which entails

h′ 6�h h′′ by (3). Hence, M,m/h |= 2ψ.

B.2 Proof of Proposition 4.3.11

We start by proving that Exp2 is valid in any rewind model:

Let M =
〈
Mom,m0, <,act,dev,�R

〉
be a rewind model and m/h any index in M.

Assume that M,m/h |= 2¬ϕ ∧ (ϕ2→2ψ). There are two cases:

(i) There is no h′ ∈ Hist s.t. M, tm/h
′ |= ϕ.

Then, for any h′ ∈ Hm, ϕ2→ψ is vacuously true at m/h′. Hence, M,m/h |=
2(ϕ2→ψ) by Def. 4.2.6.

(ii) There is h′ ∈ Hist s.t. (1) M, tm/h
′ |= ϕ ∧ 2ψ and (2) for all h′′ ∈ Hist s.t.

M, tm/h
′′ |= ϕ ∧ ¬2ψ, h′′ 6�Rh h′.
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t1

t2

t3

a1

b1 c1 b1 c1

p, q q

b1 c1

p

e1 f1 e1 f1

h1 h2 h3 h4

e1 f1 e1 f1

h5 h6 h7 h8

e1 f1 e1 f1

h9 h10 h11 h12

Figure B.1: An independence model not satisfying Exp2.

Take any h∗ ∈ Hm. We want to show that M,m/h∗ |= ϕ2→ψ. By (1), we know

that (3)M, tm/h
′ |= ϕ∧ψ. So, consider any h′′ ∈ Hist s.t. (4)M, tm/h

′′ |= ϕ∧¬ψ.

We prove that h′′ 6�Rh∗ h′. Observe that:

(a) h′′ 6�Rh h′. In fact, M, tm/h
′′ |= ϕ ∧ ¬2ψ by (4), and so h′′ 6�Rh h′ by (2).

(b) Since h, h∗ ∈ Hm, for any m′ < m, h and h∗ are undivided at m′.

(c) past ov(h, h′′) = past ov(h∗, h′′). In fact, M,m/h |= 2¬ϕ by hypothesis,

while M, tm/h
′′ 6|= 2¬ϕ (as ϕ is true at tm/h

′′). Hence, h′′ must branch

off from h earlier than m. But, by (b), any history branching off from h at

m′ < m also branches off from h∗ at m′.

(d) past ov(h, h′) = past ov(h∗, h′): analogous to (c).

(e) num sep(h, h′′) = num sep(h∗, h′′) and num sep(h, h′) = num sep(h∗, h′):

analogous to (c).

By applying Def. 4.3.3, it is easy to see that (a), (c), (d), and (e) imply: h′′ 6�Rh∗ h′.
Since h∗ is an arbitrary history in Hm, we conclude: M,m/h |= 2(ϕ2→ψ).

We now show that there is an independence model on which Exp2 is invalid:

Consider Figure B.1. Assume that: (1) for any agent i ∈ Ag \ {1} and moment m′,

Actsm
′

i = {vci}, (2) for any moment m′ not depicted in the figure Actsm
′

1 = {vc1},
and (3) for any moment m′, dev(m′) = ∅. It is not difficult to check that the defined

structure is an ALDn frame. As shown in the figure, let p be true at t2/h5, t2/h6,

t2/h11, t2/h12 and q be true at t2/h5, t2/h6, t2/h7, and t2/h8. Then, t2/h1 |= 2¬p and

t2/h1 |= p2→2q. In fact, (1) the most similar history to h1 where p is true at time
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t2 is h5, as all unconstrained agents (i.e., all agents) do the same types of action on h1

and h5 at all times, and (2) 2q is true at t2/h5. On the other hand, t2/h1 6|= 2(p2→ q).

Consider, in fact, history h3: The most similar history to h3 where p is true at time

t2 is h11, as all unconstrained agents do the same types of action on h3 and h11 at all

times. Since q is false at t2/h11, t2/h3 6|= p2→ q. Therefore, t2/h1 6|= 2(p2→ q).

B.2.1. Remark. The model depicted in Figure B.1 satisfies the conditions of
uniformity of menus and of identity of overlapping menus [cf. items 1 and 2
on page 100]. Hence, Exp2 remains invalid in the class of independence models
satisfying these conditions.
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1979.

David Lewis. Causal explanation. In Philosophical Papers, Volume II, pages
214–240. Oxford University Press, Oxford, 1986.



BIBLIOGRAPHY 233

David Lewis. Relevant implication. Theoria, 54(3):161–174, 1988.

Fenrong Liu. Reasoning about Preference Dynamics. Number 354 of the Synthese
Library. Springer, Amsterdam, 2011.

Emiliano Lorini. Temporal STIT logic and its application to normative reasoning.
Journal of Applied Non-Classical Logics, 23(4):372–399, 2013.

Emiliano Lorini and Andreas Herzig. A logic of intention and attempt. Synthese,
163(1):45–77, 2008.

Emiliano Lorini and Giovanni Sartor. A STIT logic for reasoning about social
influence. Studia Logica, 104(4):773–812, aug 2016.

Emiliano Lorini and François Schwarzentruber. A logic for reasoning about coun-
terfactual emotions. Artificial Intelligence, 175(3):814–847, 2011.

Emiliano Lorini, Dominique Longin, and Eunate Mayor. A logical analysis of
responsibility attribution: Emotions, individuals and collectives. Journal of
Logic and Computation, 24(6):1313–1339, 2014.

John L. Mackie. Causes and conditions. American Philosophical Quarterly, 2(4):
245–264, 1965.

John L. Mackie. The Cement of the Universe: A Study of Causation. Oxford
University Press, Oxford, 1974.

David Makinson and Leendert van der Torre. Input/output logics. Journal of
Philosophical Logic, 29(4):383–408, 2000.

David Makinson and Leendert van der Torre. Constraints for input/output logics.
Journal of Philosophical Logic, 30(2):155–185, 2001.

Maarten J. Marx. Complexity of products of modal logics. Journal of Logic and
Computation, 9(2):197–214, 1999.

Rosja Mastop. Characterising responsibility in organisational structures: The
problem of many hands. In Guido Governatori and Giovanni Sartor, editors,
Deontic Logic in Computer Science, pages 274–287. Springer Berlin Heidelberg,
Berlin, Heidelberg, 2010.

L. Thorne McCarty. Permissions and obligations. In Proceedings of the Eighth
International Joint Conference on Artificial Intelligence - Volume 1, IJCAI’83,
pages 287–294. Morgan Kaufmann Publishers Inc., San Francisco, CA, USA,
1983.



234 BIBLIOGRAPHY

John-Jules Ch. Meyer. A different approach to deontic logic: Deontic logic viewed
as a variant of dynamic logic. Notre Dame Journal of Formal Logic, 29(1):109–
136, 1988.

John-Jules Ch. Meyer, Wiebe van der Hoek, and Bernardus van Linder. A logical
approach to the dynamics of commitments. Artificial Intelligence, 113(1):1–40,
1999.

Michael S. Moore. Causation and Responsibility: An Essary in Law, Morals, and
Metaphysics. Oxford University Press, 2009.

Michael S. Moore. Causation in the law. In Edward N. Zalta, editor, The Stanford
Encyclopedia of Philosophy. Winter 201 edition, 2019.

Thomas Müller. On the formal structure of continuous action. In Renate Schmidt,
Ian Pratt-Hartmann, Mark Reynolds, and Heinrich Wansing, editors, Advances
in Modal Logic, Volume 5, pages 191–209. King’s College Publications, 2005.

Stephen Mumford and Rani Lill Anjum. Causation: A Very Short Introduction.
Oxford University Press, 2013.

Shaun Nichols and Stephen P. Stich. Mindreading. An Integrated Account of
Pretence, Self-Awareness, and Understanding Other Minds. Oxford University
Press, Oxford, 2003.

Mike Oaksford and Nick Chater, editors. Cognition and Conditionals. Oxford
University Press, Oxford, 2010.

Martin J. Osborne and Ariel Rubinstein. A Course in Game Theory. MIT Press,
Cambridge, MA, 1994.

Eric Pacuit and Olivier Roy. Epistemic foundations of games. In Edward N.
Zalta, editor, Stanford Encyclopedia of Philosophy, 2015.

Xavier Parent and Leendert van der Torre. Input/output logic. In Dov Gabbay,
John F. Horty, Ron van der Meyden, and Leendert van der Torre, editors,
Handbook of Deontic Logic and Normative Systems, chapter 8, pages 241–352.
College Publications, Milton Keynes, 2013.

Rohit Parikh. The completeness of propositional dynamic logic. In Józef
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Samenvatting

Waar verantwoordelijkheid je brengt

Logica’s van agentschap, contrafactische uitspraken

en normen

Dit proefschrift bestudeert logische systemen die inzichten uit de logica van
agentschap, contrafactische implicaties en normen combineren. Het doel is om
instrumenten te ontwikkelen om drie algemene vragen te beantwoorden met be-
trekking tot een formele analyse van causale verantwoordelijkheid (dat wil zeggen,
verantwoordelijkheid voor wat er is gebeurd, ongeacht iemands intenties of over-
tuigingen): Hoe kunnen we de keuzevrijheid van individuen en groepen mod-
elleren met betrekking tot het veroorzaken van bepaalde resultaten in complexe
multi-agent scenario’s? Wat zijn de logische eigenschappen, en kentheoretische
waarde, van contrafactische implicaties over wat er in de loop van tijd gedaan
kan, of had kunnen, worden? Welke regels gelden voor normatief redeneren? De
eerste vraag komt voort uit het feit dat agenten alleen verantwoordelijk zijn voor
wat ze veroorzaakt hebben. De tweede ontstaat omdat causale verantwoordeli-
jkheid doorgaans wordt bepaald door te overwegen wat er zou zijn gebeurd als de
relevante agenten anders gehandeld hadden. De derde komt voort uit het feit dat
agenten alleen verantwoordelijk zijn voor iets als wat ze doen verkeerd is volgens
sommige morele of wettelijke normen.

In dit werk stellen we logische systemen voor om een begin te maken aan het
beantwoorden van de bovenstaande vragen. Kenmerkend voor onze bijdrage is de
centrale rol die de noties van agentschap en actie spelen in de formele kaders die
we voorstellen. Het proefschrift is opgedeeld in twee delen. In deel I ontwikkelen
we logica’s om te redeneren over causale verantwoordelijkheid en om de interactie
tussen agentschap en contrafactisch redeneren te analyseren. Ons uitgangspunt
is één van de meest prominente logica’s van agentschap in de filosofische liter-
atuur: STIT-logica (de logica van ervoor zorgen dat). We beginnen, in hoofd-
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stuk 3, met het verfijnen van STIT-logica om er echte causale noties in op te
nemen. We formaliseren drie sleuteltesten om causale verantwoordelijkheid toe
te kennen, wat aanleiding geeft tot drie overeenkomstige STIT-operators en ge-
bruiken ze om individuele- en groepsverantwoordelijkheid te analyseren in een
aantal voorbeelden. Hoofdstuk 4 breidt het raamwerk uit dat in Hoofdstuk 3 is
gëıntroduceerd en combineert het met een logica van contrafactische implicaties.
We presenteren drie nieuwe vormen van STIT-semantiek voor contrafactische
implicaties en bespreken belangrijke filosofische en logische gevolgen die hieruit
voortvloeien. In Hoofdstuk 5 gebruiken we technieken uit STIT-logica, epistemis-
che logica en onderwerp-semantiek om een model te ontwikkelen van de mentale
activiteit die ten grondslag ligt aan de evaluatie van contrafactische uitspraken,
namelijk verbeelding gëınterpreteerd als realiteitsgerichte geestelijke simulatie.
We evalueren wat de logica van een dergelijke activiteit is, wat de vrijwillige en
onvrijwillige componenten ervan zijn en, gerelateerd, hoe deze kennis genereert.

In deel II bestuderen we deontische logica om de verschillende manieren waarop
het doen van iets ‘fout’ kan zijn te analyseren. Het belangrijkste kenmerk van de
logische systemen die in dit deel worden ontwikkeld, is dat ze zijn gebaseerd op
dynamische logica, d.w.z. logica’s die acties modelleren als overgangen van een
begintoestand (of model) naar een eindtoestand (of model). Hoofdstuk 6 presen-
teert een dynamische deontische logica die wordt gekenmerkt door de noties van
idealiteit en optimaliteit. We gebruiken deze begrippen om een fijnmazige deon-
tische classificatie te geven van toestanden, acties en opeenvolgingen van acties
en om deontische operators te definiëren die zogenaamde feitelijke voorschriften
uitdrukken — voorschriften die gevoelig zijn voor wat er, gegeven de omstandighe-
den, daadwerkelijk gedaan kan worden. Werkelijke voorschriften zijn van groot
belang in situaties waarin agenten niet anders kunnen dan bepaalde normen
overtreden. Hoofdstuk 7 weidt uit over een hoofdcategorie van dergelijke sit-
uaties, namelijk situaties die het gevolg zijn van een normatief conflict. Door
gebruik te maken van de middelen van expliciete modale logica en dynamische
epistemische logica, ontwerpen we een raamwerk om de dynamiek die aanleiding
geeft tot een conflict te modelleren. We laten zien hoe het resulterende systeem
kan worden gebruikt om de agenten die een conflict hebben veroorzaakt bij te
houden en om onderscheidende aspecten van gevallen van gewetensbezwaren en
burgerlijke ongehoorzaamheid vast te leggen.



Summary

Where Responsibility Takes You

Logics of Agency, Counterfactuals and Norms

This dissertation studies logical systems merging insights from logics of agency,
counterfactuals, and norms. The aim is to develop tools to address three general
questions related to a formal analysis of causal responsibily (i.e., responsibility for
what happened, regardless of one’s intentions or beliefs): How can we model the
agency of individuals and groups in causing certain results in complex multiagent
scenarios? What are the logical properties and epistemic value of counterfactuals
concerning what can be, or could have been, done in the course of time? Which
rules govern normative reasoning? The first question derives from the fact that
agents are only responsible for what they caused. The second arises because causal
responsibility is typically determined by considering what would have happened
had the relevant agents acted differently. The third stems from the fact that
agents are responsible for something only if what they did was wrong according
to some moral or legal norms.

In this work, we propose logical systems to begin to answer the aforementioned
questions. A characterizing feature of our contribution is the central role played
by the notions of agency and action in the formal frameworks we advance. The
thesis is organized as follows.

In Part I, we develop logics to reason about causal responsibility and to ana-
lyze the interaction between agency and counterfactual reasoning. Our point of
departure is one of the most prominent logics of agency in the philosophical litera-
ture, namely STIT logic (the logic of seeing to it that). We start, in Chapter 3, by
refining STIT logic in order to include genuinely causal notions in it. We formalize
three key tests to ascribe causal responsibility, giving rise to three corresponding
STIT operators, and use them to analyze individual and group responsibility in
a number of examples. Chapter 4 extends the framework introduced in Chapter
3 and combines it with a logic of counterfactuals. We present three new STIT
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semantics for counterfactuals and discuss important philosophical and logical im-
plications deriving from them. In Chapter 5, we use techniques from STIT logic,
epistemic logic, and subject matter semantics to advance a model of the men-
tal activity that underlies the evaluation of counterfactual statements, namely
imagination intended as reality oriented mental simulation. We consider what
the logic of such activity is, what its voluntary and involuntary components are,
and, relatedly, how it generates knowledge.

In Part II, we study deontic logics to analyze the senses in which doing some-
thing can be “wrong.” The hallmark of the logical systems developed in this
part is that they are based on dynamic logics, i.e., logics modeling actions as
transitions from an initial-state (or model) to an end-state (or model). Chapter
6 presents a dynamic deontic logic characterized by both a notion of ideality and
a notion of optimality. We use these notions to provide a fine-grained deontic
classification of states, actions, and sequences of actions and to define deontic
operators expressing so-called actual prescriptions – prescriptions that are sensi-
tive to what can actually be done, given the circumstances. Actual prescriptions
are of the greatest importance in situations in which the agents cannot avoid
violating some norms. Chapter 7 zooms in on a main category of such situations,
namely those resulting from the presence of a normative conflict. By relying on
the resources of explicit modal logic and dynamic epistemic logic, we design a
framework to model the dynamics that gives rise to a conflict. We show how the
resulting system can be used to keep track of the agents who generated a conflict
and to capture distinctive aspects of cases of conscientious objection and civil
disobedience.
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