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Abstract. We address the problem of specifying a voting rule by
means of a series of examples. Each example consists of the answer to
a simple question: how should the rule rank two alternatives, given the
positions at which each voter ranks the two alternatives? To be able
to formalise this elicitation problem, we develop a novel variant of
classical social choice theory in terms of associations of alternatives
with vectors of ranks rather than the common associations of voters
with preference orders. We then define and study a class of voting
rules suited for elicitation using such answers. Finally, we propose
and experimentally evaluate several elicitation strategies for arriving
at a good approximation of the target rule with a reasonable number
of queries.

1 INTRODUCTION

Voting theory is concerned with the analysis of rules for conduct-
ing an election [10]. In recent years, there has been a marked interest
in voting theory within AI, for two reasons: first, voting is relevant
to AI-related applications such as recommender systems, search en-
gines, and multiagent systems; and, second, techniques developed in
AI and computer science more generally, such as complexity theory
and knowledge representation, turned out to be useful for the analysis
of voting rules [2].

In this work, we consider the problem of identifying an initially
unknown rule that is suitable in a given situation. Consider a com-
mittee that wants to decide on a voting rule to use for some future
decisions it will have to take. How can this committee articulate its
requirements regarding the rule? The literature on voting theory pro-
vides a number of axioms, such as homogeneity or monotonicity, that
are satisfied by some rules and not by others [10]. Following this ap-
proach, the committee could select the voting rule that satisfies the
axioms it considers most important. This might however be difficult
to implement. For example, the committee might choose axioms that
are mutually incompatible or that do not determine a single rule. Con-
sidering the range of surprising paradoxes and impossibility theorems
in social choice theory, it is also likely that they will not fully com-
prehend the implications of adopting a given axiom.

We propose to treat the problem of selecting a voting rule as a
problem of preference elicitation. In classical voting theory, each
voter provides a ranking (a linear order) of the alternatives on the
table. Thus, we can identify each alternative with the vector of ranks
it receives, one for each voter. We shall assume the voting rule our
committee has in mind can be specified in terms of an ordering over
these rank-vectors: an alternative wins if the rank-vector it is asso-
ciated with is not dominated by any other rank-vector occurring in
the election instance at hand (this may be considered a basic axiom
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our committee accepts). To determine which rule is best for our com-
mittee, we ask questions about the ideal behaviour of the rule. Each
question takes the following form: we present two rank-vectors to the
committee and ask which of them they want the voting rule to prefer
or whether they think the rule should remain indifferent between the
two. Every answer is interpreted as a constraint on the rule. For ex-
ample, a committee wanting to favor “consensual” alternatives may
prefer a rank-vector composed only of ranks ٮ and ٦ to one consisting
of ranks ر and .׻

To fully specify a voting rule requires a huge number of queries,
even for moderate numbers of voters and alternatives. We therefore
are interested in approximating the target rule as well as possible by
means of what we call a robust voting rule: the rule returning the
union of the sets of winners of all voting rules compatible with the
constraints elicited at a given point.

In this paper, we introduce and study a class of voting rules suited
for such questioning process.

Our approach is inspired by a similar idea used in multiple criteria
decision aiding [5]. To obtain a model of the preferences of a deci-
sion maker [4, 8], or a group of decision makers [3, 7], looking for a
preference model in some a priori defined class of possible models,
the preference elicitation process asks for constraints given by the de-
cision makers in the form of examples of input and related expected
output of the model. Robust results are then computed by consider-
ing every model of the considered class that is compatible with the
constraints given so far. The process is iterated by asking more ques-
tions and showing intermediate results until the decision makers are
satisfied or some stopping criterion is met.

Preference learning [6] is another field concerned with methods
for obtaining preference models about various kinds of objects, often
preferences of consumers over sets of goods. Our approach, however,
is about eliciting information about something more abstract, namely
a preferred voting rule. Therefore, a crucial part of the problem that
we explore in this paper is to develop away of asking simple questions
that can serve as examples for directing the elicitation process.

The remainder of the paper is organised as follows. Our formal
framework for modelling voting rules is presented in Section 2. In this
framework, we adopt an unusual perspective and describe elections
in terms of mappings from alternatives to rank-vectors rather than
the familiar profiles (which are mappings from voters to preference
orders). In Section 3, we introduce the concept of a voting rule that
is based on either a preorder or a weak order on rank-vectors. We
prove several results that shed light on the structure of these classes
of rules and show how they relate to the rules that are definable by the
answers to the type of questionswe are interested in here. In Section 4,
we propose different strategies for deciding which questions to ask
at what point in an elicitation process and we provide experimental
results on the performance of different elicitation strategies. Section 5
concludes with a brief discussion of future directions.
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Figure 1. A Profile and the corresponding Rank-Profile

2 FORMAL FRAMEWORK
Let ൂ be a finite set of voters, with |ൂ| ׬ ൢ, and let വ be a finite set
of alternatives, with ධവධ ׬ ൡ. We write ੥غവػ ǜ ੩غവ ǌ വػ for
the set of linear orders on വ. Recall that a linear order is a complete,
transitive, and antisymmetric binary relation. We use linear orders to
model preferences over alternatives. A profile is a function ๫ ޱ ൂ ǫ
੥غവػmapping each voter to her preference order.Wewriteെೠ rather
than ๫غ൝ػ for the preference of voter ൝. The set of all possible profiles
is੥غവػ೅. A voting ruleഺ, given a profile onവ, returns a non-empty
subset of വ, which are the winning alternatives according to ഺ :

ഺ ޱ ੥غവػ೅ ǫ ੩غവػ ᓁ ȓȄȔമ (1)

This is the standard model of classical voting theory familiar from the
literature [10]. Let us now change perspective and consider a profile
๫ from the viewpoint of one alternative ൕ Ǽ വ. Each voter ൝ Ǽ ൂ
has ranked ൕ at a certain position in her own preference order. That
is, we can think of ൕ as a function mapping voters to ranks (numbers
between ر and ൡ). When taking this perspective, we shall identify
alternatives with rank-vectors. Formally, a rank-vector is a function
൬ ޱ ൂ ǫ യرַ ൡָ mapping each voter to a rank.2 We write ൬ೠ for
൬غ൝ػ. The set of all possible rank-vectors is യرַ ൡָ೅.

Given a profile ๫ Ǽ ੥غവػ೅ and an alternative ൕ Ǽ വ, the rank-
vector ൬ associated with ൕ by ๫ is defined so that ൬ೠ is the rank of ൕ
according to െೠ, i.e. ൬ೠ ׬ ൟ ق ر where ൟ is the number of alterna-
tives strictly better than ൕ in െೠ. The rank-profile corresponding to a
profile ๫ Ǽ ੥غവػ೅ thus is ຋ฌ ޱ വ ǫ യرַ ൡָ೅ such that ຋ฌغൕػ
is the rank-vector associated with ൕ by ๫. The correspondence be-
tween ๫ and ຋ฌ is illustrated in Figure 1. When the identity of the
alternative to which a rank-vector corresponds is not important, we
denote a rank-vector by ൬ rather than ຋ฌغൕػ.

Note that not all combinations of ൡ rank-vectors are admissible as
rank-profiles. As we only deal with linear orders as basic preferences,
rank-profiles featuring multiple times the same rank for a given voter
are not allowed. The set of admissible rank-profiles is therefore:

ȓ຋ ޱ വ ǫ യرַ ൡָ೅ | ȁ൝ Ǽ ൂയ ൕയ ൖ Ǽ വ ޱ ຋غൕػೠ ޫ ຋غൖػೠȔമ (2)

Note that a rank-profile contains the same information as a profile:
given an admissible rank-profile ຋, there is a unique profile ๫ Ǽ
੥غവػ೅ such that ຋ฌ ׬ ຋, and vice versa. We can therefore con-
sider a voting rule as operating on rank-profiles, rather than on pro-
files. Given a voting rule ഺ, we define the corresponding rank-voting
rule as the function ഺ ƕ that selects the winning alternatives out of
an admissible rank-profile: ഺ ƕغ຋ฌػ ׬ ഺغ๫ػ. Conversely, to each

Ѳ Throughout the text, bracket notation such as യرַ ൡָ designates intervals in
the natural numbers ,ࡧ not in .࡫

rank-voting rule corresponds a unique standard voting rule.3
In this paper, we will only be concerned with voting rules that are

neutral [10], i.e. rules that treat all alternatives symmetrically. Just
as in the standard framework assuming anonymity (symmetry w.r.t.
voters) permits us to model profiles as multisets (rather than vec-
tors) of preferences, in our model neutrality permits us to simplify
notation and to model rank-profiles as sets (rather than vectors) of
rank-vectors. (Observe that we can indeed work with sets rather than
multisets because no rank-profile can include the same rank-vector
more than once.) Thus, we can think of a voting rule as selecting
a subset of rank-vectors from a given set of rank-vectors. We write
ൌ for the set of available rank-vectors in a rank-profile ຋ฌ (i.e. for
ȓ ൬ Ǽ യرַ ൡָ೅ භ Ȃൕ Ǽ വ ޱ ൬ ׬ ຋ฌغൕػ Ȕ), which becomes the in-
put to our voting rule using this simplified notation. We call ൌ a vot-
ing instance. Let ੱ denote the set of all admissible voting instances.
Having a profile๫, withൌ the corresponding voting instance, we de-
fine ຋ฌغൕػ Ǽ ഺ ƕƕغൌػ Ƕ ൕ Ǽ ഺغ๫ػ. There is thus a bijection be-
tween these simplified voting rules selecting subsets of rank-vectors
and neutral classical voting rules. By a slight abuse of notation, we
write ഺغൌػ rather than ഺ ƕƕغൌػ.

When giving examples of rank-vectors, we only use one-digit
ranks. Therefore, instead of writing the rank-vector as a tuple of
ranks, we write it as a string of ranks. For example, instead of writ-
ing ൬ ׬ ٦യغ ػٮ we will write ൬ ׬ .ٮ٦ Furthermore, we will write
ഺе ǜ ഺѲ if ഺеغൌػ ǜ ഺѲغൌػ for every voting instance ൌ Ǽ ੱ.

Let us now define a few classical properties and voting rules that we
will need, all translated into our framework of rank-vectors. Observe
that for two rank-vectors ൬ and ൭, ൬ೠ ര ൭ೠ means that voter ൝ prefers
the alternative associated with ൬ to the alternative associated with ൭.
A Condorcet winner is rank-vector that would beat every other rank-
vector in a given set of rank-vectors in a pairwise majority contest.

Definition 1 (Condorcet winner). Let ൌ Ǽ ੱ. A rank-vector ൬ Ǽ ൌ
is a Condorcet winner if ධȓ ൝ ධ ൬ೠ ര ൭ೠ Ȕධ ല ೥

Ѳ for all ൭ Ǽ ൌ ᓁ ȓ൬Ȕ.

Definition 2 (Condorcet consistency). A voting rule ഺ is Condorcet-
consistent if൬ being a Condorcet winner forൌ impliesഺغൌ׬ػȓ൬Ȕ.

Definition 3 (PSR). A voting ruleഺ is a positional scoring rule (PSR)
if there exists a function ൧ ޱ യرַ ൡָ ǫ ,࡫ mapping ranks to scores,
such that for every voting instance ൌ Ǽ ੱ we get:

ഺغൌػ ׬ ׾ّ֥ ټ֥؟
೯Ɨ೏

௝غ
ೠƗ೅

൧غ൬ೠػػ മ (3)

It is common to require the scores to be non-increasing with increas-
ing ranks. We do not impose this restriction here.

We now define the Bucklin rule. We will use it as an example of
rule that is not a PSR but is included in the class of voting rules de-
fined in Section 3.

Definition 4 (Bucklin rule). Let ൌ Ǽ ੱ. For ൟ Ǽ യڃַ ൡָ and ൬ Ǽ
ൌ, define ൦Źೢغ൬ػ as the number of ranks in ൬ that are better (thus
lower) than, or as good as, ൟ, i.e. ൦Źೢغ൬ػ ׬ ධȓ ൝ Ǽ ൂ ެ ൬ೠ Ǟ ൟ Ȕධ.
The Bucklin threshold ൨ given ൌ is the smallest number such that
some alternative has a majority of ranks at least as good as ൨, thus
൨ ׬ ȓൟئڊ؟ Ǽ ࡧ | Ȃ൬ Ǽ ൌ ޱ ൦Źೢغ൬ػ ല ೥

Ѳ Ȕ. The Bucklin rule is
the voting rule ഺ which, given ൌ Ǽ ੱ, and considering ൨ the Bucklin
Ѫ There are some similarities with the informational approach to social choice
theory using utilities rather than ordinal preferences. In that approach, it is
natural to view an alternative as being associated with a set of numbers,
representing the utilities given by each voter to that alternative [1, 9].
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threshold given ൌ, selects as winners the alternatives that attain the
maximum score as evaluated by ൦Ź೫:

ഺغൌػ ׬ ׾ّ֥ ټ֥؟
೯Ɨ೏

മػػ൬غ൦Ź೫غ (4)

Fact 1. The Bucklin rule is not a PSR.

Indeed, consider the voting instances ൌе ׬ ȓ٦رയ യ׻ٮ യٮ٦ Ȕر׻ and
ൌѲ ׬ ȓررയ യٮٮ ٦٦യ ,Ȕ׻׻ with ൢ ׬ ٮ and ൡ ׬ .׻ Under Buck-
lin, the winners for ൌе are ȓ٦رയ Ȕٮ٦ and the only winner for ൌѲ is
.رر For Bucklin to be a PSR we would need, from the first instance,
൧ػرغ ׬ ൧ػٮغ, which contradicts the second instance.

3 VOTING FROM A PREORDER
In this section we study several new classes of voting rules. We first
introduce two simple classes of voting rules: the preorder-based rules
and the weak order-based rules. We then present two ways of defin-
ing voting rules from answers to the elicitation questions we are in-
terested in. Our goal is to show the links between the rules that can
be defined from the questioning process we propose and the classes
of preorder and weak order-based rules, as well as how these com-
pare to classical voting rules. Specifically, we will show the follow-
ing. First, the class of weak order-based rules is a strict superset of
the PSR’s and a strict subset of the preorder-based rules. Second, the
class of preorder-based rules equals the class of rules that can be de-
fined from our questions. The last result holds for both proposed ways
of interpreting the answers.

A preorder, denoted ጝ, is a transitive and reflexive binary relation.
Its asymmetric part is denoted ᐚ, its symmetric part Ǣ. Let ੳ be the
set of all preorders defined over യرַ ൡָ೅.

Definition 5 (Voting from a preorder). Let ጝ be a preorder on
യرַ ൡָ೅. Givenൌ Ǽ ੱ, the voting ruleഺ኱ returns as winners those
rank-vectors which are maximal under ጝ in ൌ:

ഺ኱غൌػ ׬ ȓ ൬ Ǽ ൌ ඾ ᑈ൭ Ǽ ൌ ޱ ൭ ᐚ ൬ Ȕ മ (5)

A voting rule ഺ is called preorder-based if there exists a preorder ጝ
in ੳ such that ഺ ׬ ഺ኱.

A weak order is a complete preorder. We use the symbol ⪰ to de-
note a weak order over the set of rank-vectors യرַ ൡָ೅, its asymmet-
ric part being denoted ⪲. Let ੰ denote the set of weak orders defined
over യرַ ൡָ೅. Observe that ੰ ǜ ੳ. We call a voting rule weak
order-based if there exists a weak order ⪰ in ੰ such that ഺ ׬ ഺ⪰.
Any voting rule that is weak order-based is also preorder-based. The
following example shows that the converse is not true.

Example 1. Consider the voting instances ൌе and ൌѲ as well as
the preorder ጝ shown below, with ൢ ׬ ,ٮ ൡ ׬ .׻ A down-arrow
represents ᐚ, the transitive closure is left implicit, arrows implied by
reflexivity are omitted and isolated rank-vectors are not shown.

رر... ..

ٮٮ

.. ٦٦..

׻׻
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׻ر
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ر׻
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٦ٮ

..

ٮ٦

ൌе ൌѲ

.رر.. ׻ر
ٮٮ .ٮٮ..

..٦٦. ..٦٦.
׻׻ ر׻

Let ഺ be the preorder-based rule based on ጝ; let us show that it is
not weak order-based. When given the voting instances ൌе and ൌѲ,

ഺ elects the boxed rank-vectors. For any rule ഺ⪰, with ⪰ a weak or-
der, satisfying the instances ൌе and ൌѲ, it must be the case that ⪰ is
indifferent between 11 and 33, and also between 22 and 33. By tran-
sitivity of indifference, ⪰ thus must be indifferent between 11 and 22,
but this is impossible while also ensuring 22 is not a winner for ൌе.

3.1 Relationship to classical voting rules
The class of preorder-based voting rules, including in particular rules
based on weak orders, is certainly an intuitively appealing class to
consider. We will now see that it is a generalisation of the PSR’s, but
not one that is so general as to encompass all voting rules.

Proposition 2. Every PSR is weak order-based.

Proof. Take any PSR ഺ, defined by scoring function ൧. Define the
weak order ⪰ such that ൬ ⪰ ൭ if and only if ∑ೠ ൧غ൬ೠػ ǟ ∑ೠ ൧غ൭ೠػ.
Then ഺ ׬ ഺ⪰ by construction.

Our next result shows that there are weak order-based voting rules
that are not PSR’s (recall that Bucklin is not a PSR by Fact 1).

Proposition 3. The Bucklin rule is weak order-based.

Proof. Given a rank ൟ Ǽ യرַ ൡָ and a number of voters ഁ with
೥
Ѳ ര ഁ Ǟ ൢ, define ൌೢϰ಄ ǜ യرַ ൡָ೅ as the set of rank-vectors
which do not have a majority of ranks lower than ൟ and have exactly
ഁ ranks lower than or equal to ൟ. Thus ൌೢϰ಄ is:

ȓ ൬ Ǽ യرַ ൡָ೅ ඾ ൦Źೢťеغ൬ػ Ǟ ೥
Ѳ and ൦Źೢغ൬ػ ׬ ഁ Ȕ മ (6)

Observe that the sets ൌೢϰ಄ form a partition (a complete and disjoint
covering) of യرַ ൡָ೅. Now define a weak order ⪰ on യرַ ൡָ೅. The
sets ൌೢϰ಄ define the equivalence classes of ⪰, and ⪰ orders these
equivalence classes as follows: ൌೢϰ಄ ⪲ ൌ೗ϰಅ if and only if ൟ ര ൔ
or both ൟ ׬ ൔ and ഁ ല ം.

Now let ൨ be the Bucklin threshold for a given voting instance ൌ
and define ൩ ׬ ೯Ɨ೏ټ֥؟ ൦Ź೫غ൬ػ. Then ൬ is a Bucklin winner if
and only if ൬ Ǽ ൌ೫ϰ೬, which is the case if and only if ൬ Ǽ ഺ⪰غൌػ.
Hence, ഺ⪰ is the Bucklin rule.

Proposition 4. For ൢ ׬ ٦ and ൡ ׬ ,׻ no Condorcet-consistent
voting rule is preorder-based.

Proof. Take any voting rule ഺ that is Condorcet-consistent. Now
consider the following three voting instances (the boxed rank-vectors
are the Condorcet winners).

ൌе ൌѲ ൌѪ

ر٦ٮ ٮر٦ ٦ٮر
ٮ׻٦ ٦ٮ׻ ׻٦ٮ

.٦ٮر.. .ر٦ٮ.. .ٮر٦..
׻ر׻ ׻׻ر ر׻׻

For the sake of contradiction, assume there exists a preorder ጝ in ੳ
such thatഺ኱ ׬ ഺ.ഺmust elect the Condorcet winner ٦ٮر inൌе. To
haveഺ኱غൌеػ ׬ ȓ٦ٮرȔ, wemust have ٦ٮر ᐚ .ر٦ٮ Similarly, from
the instances ൌѲ and ൌѪ we obtain that ر٦ٮ ᐚ ٮر٦ and ٮر٦ ᐚ
.٦ٮر Hence, we get a cycle and ጝ is not a preorder.

Observe that if ൡ ല ,׻ we can construct a similar example: simply
suppose that every voter ranks the ൝th alternative (for ൝ ല (׻ always
in the ൝th position. Also, if ൢ ല ٦ and ൢ is divisible by 3, we can
produce a variant of the above example with three groups of voters of
equal size voting exactly like the three individual voters above.
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3.2 Constraints and robust voting rules
We now want to approach the problem of specifying a weak order-
based voting rule by means of a series of examples provided to us
by a committee that needs to identify a rule they want to employ.
Each example amounts to imposing a constraint on the voting rule,
by fixing the relative ordering of two rank-vectors. Given two rank-
vectors ൬ and ൭, we may say that we want to place ൬ above ൭, that we
want to place ൬ below ൭, or that we want to place them both in the
same indifference class. Formally, we do this by defining two binary
relations, ല಺ and Ǣ಺, on the set യرַ ൡָ೅ of rank-vectors. Given
two rank-vectors ൬ and ൭, ൬ ല಺ ൭ says that ൬ must be strictly better
than ൭, while ൬ Ǣ಺ ൭ says that ൬ must be equivalent to ൭.

Given constraints ഷ ׬ ല಺യغ Ǣ಺ػ, we say that a preorder ጝ Ǽ ੳ
satisfies ഷ if ല಺ ǜ ᐚ and Ǣ಺ ǜ Ǣ. We define ੳ಺ as the set of
preorders satisfying ഷ, and we say that ഷ is consistent if ੳ಺ ޫ Ȅ.
Similarly, ੰ಺ denotes the set of weak orders satisfying ഷ.

Definition 6 (Robust voting rule). For any nonempty set of preorders
േ ǜ ੳ, the robust voting rule ഺೊ returns as winners all those rank-
vectors that win under some rule associated with a preorder in േ:

ഺೊغൌػ ׬ ௠
኱Ɨೊ

ഺ኱غൌػമ (7)

Such a rule is called robust, because we will use it to make sure that
we do not exclude a potential winner, facing incomplete preference
information from the committee about which preorder should be used.
It is thus robust against this kind of information incompleteness.

This gives two ways of defining a robust voting rule, given con-
straints ഷ: the rule ഺਖ਼಺ , considering all preorders satisfying ഷ, and
the rule ഺ੖಺ , considering only the compatible weak orders. We can
think of these rules as an approximation of the voting rule the com-
mittee wants to communicate to us. We now study the relationships
between the preorder-based rules and such robust rules. We first state
without proof some important and useful facts as a lemma. The proofs
follow from the relevant definitions.

Lemma 5. The following facts hold.

ػ൝غ ᐚ ǜ ᐚƕ Ǽ ੳ implies ഺ኱ƕ ǜ ഺ኱.
ػ൝൝غ Ȅ Ǥ േ ǜ േƕ ǜ ੳ implies ഺೊ ǜ ഺೊƕ .

ػ൝൝൝غ ഺƮ኱Ư ׬ ഺ኱ for all preorders ጝ Ǽ ੳ.

Let ൨൦غെػ denote the transitive closure of a binary relation െ and let
െťе denote the inverse of െ. Let λеಲ೤μ೅ו be the identity relation
on യرַ ൡָ೅. For every consistent set of constraints ഷ ׬ ല಺യغ Ǣ಺ػ,
define ጝ಺ Ǽ ੳ as the following preorder:

ጝ಺ ׬ ൨൦غല಺ Ȉ Ǣ಺ Ȉ Ǣ಺ťеػ Ȉ λеಲ೤μ೅ו മ (8)

Fact 6. For any consistent set of constraints ഷ, ጝ಺ is the smallest
preorder satisfyingഷ, meaning thatጝ಺ Ǽ ੳ಺ and for allጝ Ǽ ੳ಺:
ጝ಺ ǜ ጝ and ᐚ಺ ǜ ᐚ.

Wefirst show that a robust voting rule, when considering preorders,
necessarily corresponds to some preorder-based rule.

Proposition 7. Let ഷ be a set of consistent constraints. Then the
robust voting rule induced by ഷ is equal to the voting rule based on
the minimal preorder associated with ഷ:

ഺਖ਼಺ ׬ ഺ኱಺ മ (9)

Proof. As ጝ಺ Ǽ ੳ಺, ഺ኱಺ ǜ ഺਖ਼಺ follows from Lemma 5,
parts ػ൝൝غ and .ػ൝൝൝غ For the other direction, from the definition of
a robust rule we get ഺਖ਼಺ ػൌغ ׬ ⋃኱Ɨਖ਼಺

ഺ኱غൌػ for all voting
instances ൌ. For each of these ጝ, by Fact 6, we have ᐚ಺ ǜ ᐚ;
and thus we get ഺ኱ ǜ ഺ኱಺ from Lemma 5, part .ػ൝غ Hence,
ഺਖ਼಺ ػൌغ ׬ ⋃኱Ɨਖ਼಺

ഺ኱غൌػ ǜ ഺ኱಺ ػൌغ for all ൌ.

Conversely, any preorder-based rules can be defined using some con-
straints.

Proposition 8. Let ጝ Ǽ ੳ be a preorder and let ഷ ׬ ᐚയغ Ǣػ be
the corresponding constraints. Then ഷ is consistent and the robust
rule induced by ഷ is equal to the rule based on ጝ:

ഺਖ਼಺ ׬ ഺ኱മ (10)

Proof. ഷ is consistent as ጝ satisfies it. And as ጝ ׬ ጝ಺, the pre-
order induced by ഷ, the result follows from Proposition 7.

The following proposition shows that our earlier results still hold if
we consider only weak orders instead of all preorders.

Proposition 9. Let ഷ be a set of consistent constraints. Then the
robust voting rule induced by ഷ together with completeness is equal
to the voting rule based on the minimal preorder associated with ഷ:

ഺ੖಺ ׬ ഺ኱಺ മ (11)

Proof. We have ഺ኱಺ ׬ ഺਖ਼಺ from Proposition 7, and as ੰ಺ ǜ
ੳ಺, ഺ੖಺ ǜ ഺ኱಺ follows from Lemma 5, part .ػ൝൝غ

To obtain ഺ኱಺ ǜ ഺ੖಺ , we take ൌ Ǽ ੱ and ൬ Ǽ ഺ኱಺ ,ػൌغ
and show that ൬ Ǽ ഺ੖಺ .ػൌغ We know that no rank-vector ൭ among
those in ൌ is better than ൬ according to ጝ಺. Therefore, a weak order
can be defined over യرַ ൡָ೅, by completing ጝ಺, that satisfies ഷ
and has ൬ as a maximal element among ൌ. That weak order being a
member of ੰ಺, we obtain ൬ Ǽ ഺ੖಺ .ػൌغ

Denoting the set of consistent constraints by ੜ ׬ ȓ ഷ ධ ੳ಺ ޫ Ȅ Ȕ,
Propositions 7, 8, 9 show the equality of the following three classes of
voting rules: the robust rules using preorders, ȓ ഺਖ਼಺ യ ഷ Ǽ ੜ Ȕ; the
robust rules using weak orders, ȓ ഺ੖಺ യ ഷ Ǽ ੜ Ȕ; and the preorder-
based voting rules, ȓ ഺ኱യ ጝǼ ੳ Ȕ. Furthermore, Propositions 7 and
9 provide us with a convenient way to compute winners of a robust
rule, given some constraints ഷ.

4 ELICITING VOTING RULES
Suppose we have been asked to implement a voting rule for the use of
a committee and we need to elicit the views of that committee regard-
ing the rule to be implemented. We shall assume that our committee
has a weak order ⪰ over the set of rank-vectors യرַ ൡָ೅ in mind, so
that their preferred voting rule is ഺ⪰. We call ഺ⪰ the target rule. We
want to define a rule ഺ, as resolute as possible (i.e., returning as few
tied winners as possible), such that ഺ⪰ ǜ ഺ.

Besides being weak order-based, we shall make two further as-
sumptions regarding the target rule. First, we assume the commit-
tee will respect the Pareto principle. Define Pareto dominance over
rank-vectors as ൬ ጺ ൭ iff ַȁ൝ Ǽ ൂ ޱ ൬ೠ Ǟ ൭ೠָ ȋ ַ൬ ޫ ൭ָ.
We assume that ⪰ is an extension of the Pareto dominance relation
(thus ጺ ǜ ⪲). Second, we assume that ⪰ is indifferent to a per-
mutation of the ranks in a rank-vector. Writing ൤غ൬ػ for the rank-
vector resulting from a permutation ൤ of the ranks of a rank-vector
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൬, we have thus that ȁ൬യ ൭ Ǽ യرַ ൡָ೅യ ȁpermutations ൤യ ൥ ޱ ൬ ⪰
൭ ǳ ൤غ൬ػ ⪰ ൥غ൭ػ. We thus start out with a set of constraints ഷ҇
representing these two assumptions: ഷ҇ ׬ ጺയغ ശػ where ശ ׬
ȓ ൬യغ ൤غ൬ػػയ ȁ൬ Ǽ യرַ ൡָ೅യ ȁ permutation ൤ Ȕ.

We then ask questions to the committee to elicit the target rule.
A question is an unordered pair of rank-vectors ൬യغ ൭ػ. They an-
swer each question according to their weak order: ൬ ⪲ ൭, ൭ ⪲ ൬ or
൬غ ⪰ ൭ػ ȋ ൭غ ⪰ ൬ػ. Starting from constraints ഷೢ ׬ ല಺ೢغ യ Ǣ಺ೢ ,ػ
obtained after ൟ answers, we can build ഷೢце as follows. If the an-
swer is ൬ ⪲ ൭, ഷೢце ׬ ല಺ೢغ Ȉ ȓ ൬യغ ൭ػ Ȕ യ Ǣ಺ೢ .ػ If the answer
is that ൬ and ൭ are equivalent, ഷೢце ׬ ല಺ೢغ യ Ǣ಺ೢ Ȉ ȓ ൬യغ ൭ػ Ȕػ.

Having elicited constraints ഷೢ, we can define a robust voting rule
selecting the potential winners according to the preferential informa-
tion known so far. This is by definition ഺ੖಺ೢ

, the rule selecting as
winners all alternatives that win in at least one weak order satisfying
ഷೢ. This process leads to a sequence of embedded voting rules that
get more and more refined, approaching the target rule:

ഺ⪰ ǜ ഺ੖಺ೢце
ǜ ഺ੖಺ೢ

ǜ ޭ ǜ ഺ੖಺҇
മ

We now want to find a good way of asking questions (i.e. of choosing
unordered pairs of rank-vectors) such that the rule ഺ੖಺ obtained at
the end of the questioning process is as “close” as possible to ഺ⪰.

4.1 Elicitation strategies
To determine which question should be asked at a given step (with ഷ
the current set of constraints at that step and ጝ಺ the preorder induced
by ഷ), we define a fitness measure fitغ൬യ ൭യ ഷػ Ǽ ,ц࡫ a heuristic that
indicates how good we expect a question ൬യغ ൭ػ to be. A fitness mea-
sure is defined for all pairs of rank-vectors ൬യ ൭ that are incomparable
in ጝ಺. Pairs for which status is already known in ጝ಺ are assigned
a fitness of zero. An elicitation strategy then simply picks one of the
maximally fit pairs (ties are broken lexicographically). Here are four
strategies, defined in terms of their respective fitness functions.

Optimistic This strategy takes the fitness to be proportional to the
number of rank-vectors dominated by ൬ or ൭, but not both. Define
ᐚ಺غ൬ػ as the set of rank-rectors dominated by ൬ according to the
strict version of ጝ಺. Then, fitoغ൬യ ൭യ ഷػ ׬ ඾ᐚ಺غ൬ػ ᓁ ᐚ಺غ൭ػ඾ق
඾ᐚ಺غ൭ػ ᓁ ᐚ಺غ൬ػ඾ മ

Pessimistic This is a variant of the previous strategy, which makes
use of the min operator rather than the sum: fitpغ൬യ ൭യ ഷػ ׬
ئڊ؟ ȓ ඾ᐚ಺غ൬ػ ᓁ ᐚ಺غ൭ػ඾ യ ඾ᐚ಺غ൭ػ ᓁ ᐚ಺غ൬ػ඾ Ȕ മ

Likelihood The fitness used by this elicitation strategy is propor-
tional to the likelihood of a profile occurring where both ൬ and ൭
are possible winners as determined by the current approximation:
with ൤ being a probability distribution over ੱ, fitlغ൬യ ൭യ ഷػ ׬
∑Ʈ೏Ɨ੗޶೯ಲ೰Ɨಽ੖಺ о೏пƯ ൤غൌػമ

Random This elicitation strategy (used as a basis for comparison)
selects randomly a pair ൬യغ ൭ػ among incomparable pairs in ጝ಺,
using a uniform distribution, using one instance of each class of
permutation-indifferent rank-vectors.

The optimistic elicitation strategy tries to optimise the number of
pairs that become comparable in ጝ಺ೢце as compared to ጝ಺ೢ , thus
after the answer is given. If the answer to the question ൬യغ ൭ػ is that
൬ ⪲ ൭, then ጝ಺ೢце gains at least one pair ൬യغ ൮ػ for every ൮ such
that ַ൭ ᐚ಺ೢ ൮ָȋȃַ൬ ᐚ಺ೢ ൮ָ, thus ൮ Ǽ ȓ ᐚغ൭ػ ᓁ ᐚغ൬ػ Ȕ. (It also
gains new pairs stemming from rank-vectors that dominate ൬, but the
strategy does not consider those.) It implicitly makes the assumption

that, when considering a pair ൬യ ൭, the probability of an answer being
൬ ⪲ ൭ equals the probability that the answer is ൭ ⪲ ൬. The pes-
simistic strategy aims at optimising the number of pairs that become
comparable in the case the answer is the least favorable.

The likelihood strategy considers that we do not only want to aug-
ment the number of pairs we know how to compare in ጝ಺ೢ , we also
want to be able to compare specifically those pairs that often appear in
voting instances and might be incorrectly considered as both winning
in the current approximation. To estimate the probability distribution
൤ of encountering a particular rank-profile, we use the impartial cul-
ture assumption, under which every voting instance is equally likely.
It is well known that real elections do not conform to this assumption,
but it is a useful simplification for our estimations.

Note that when implementing these strategies using the assump-
tions discussed here, it is only necessary to deal with one representa-
tion of each class of permutations of rank-vectors. This is so because
all permutations of a rank-vector play the same role. Fix an arbitrary
ordering ര೅ on the voters ൂ. Then define the set of increasing rank-
vectors ഽ ǜ യرַ ൡָ೅ as the set of rank-vectors whose representa-
tion as a sequence of ranks following that arbitrary ordering is non-
decreasing: ഽ ׬ ȓ ൬ Ǽ യرַ ൡָ೅ භ ȁ൝ ര ൞ Ǽ ൂ ޱ ൬ೠ Ǟ ൬ೡ Ȕ.

4.2 Experimental results
We now want to run an experiment in order to compare these elic-
itation strategies and see how “close” an approximation we can get
depending on the number of questions asked. Recall that ഺ⪰ ǜ
ഺ੖಺ . Thus, ഺ੖಺ ػൌغ contains all the target winners (those given
by ഺ⪰غൌػ), but may also contain supplementary winners, denoted
േ೏ ׬ ഺ੖಺ ػൌغ ᓁ ഺ⪰غൌػ. To measure the quality of the approxi-
mation, we count how many supplementary winners the approxima-
tion gives, and we measure how bad these supplementary winners are
compared to the target winners. We also make use of the impartial
culture assumption in these definitions.

Ratio of number of winners The badness is е
ධ੗ධ ∑೏Ɨ੗

ළಽ੖಺ о೏пළ
භಽ⪰о೏пභ .

Average WO error on a supplementary winner The second bad-
ness measure we use indicates how many equivalence classes be-
low the target winners an average supplementary winner is. Define
the weak order score ൫ൣغ൬ػ Ǽ ࡧ of a rank-vector ൬ as the number
of equivalence classes that ൬ dominates in the target weak order ⪰.
If there areൟ equivalence classes in⪰,൫ൣغ൬ػ Ǽ യڃַ ൟǊָر. Define
ോൃغൌػ, with ൌ a non-empty set of rank-vectors, as the average
weak order score over this set, thus ോൃغൌػ ׬ ∑೯Ɨ೏ ೮೦о೯п

|೏| . Ob-
serve that for a voting instance ൌ Ǽ ੱ, the target winners all have
the same wo score; denote that score by ൨೏ ׬ ോൃغഺ኱غൌػػ.
The badness is ∑೏Ɨ੗ ∑೯Ɨೊ೏

೫೏ť೮೦о೯п
∑೏Ɨ੗ ධೊ೏ ධ മ

We approximate these badness measures by sampling 1000 randomly
chosen voting instances. We also approximate the fitness given by the
likelihood strategy by sampling randomly chosen voting instances.

As target rule, we used the Borda rule and randomly generated
rules. To obtain a random weak order-based rule ഺ⪰, we generate a
weak order ⪰ on the set of increasing rank-vectors ഽ, as follows. We
start with a preorder ⪰҇ ׬ ጺ, the Pareto dominance relation. At step
ൟ, we pick at random, using the uniform distribution over ഽ, a pair of
rank-vectors ൬യغ ൭ػ that is incomparable in ⪰ೢ. We determine how
this pair compares (൬ ⪲ ൭; ൭ ⪲ ൬; or equivalence) with equiprobabil-
ity, one chance in three for each possibility. We add this comparison
to the preorder as well as the comparisons resulting from transitivity,
obtaining ⪰ೢце. We iterate until all pairs are comparable.
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Using our implementation, finding the next question to ask using
any of these elicitation strategies only takes a few seconds on a normal
desktop computer, for the problem sizes we tried.

Table 1 shows the performance of different elicitation strategies on
some representative problem sizes. The two first columns indicate the
problem size; the column “q” indicates the number of questions the
elicitation strategy asked before computing the quality of the approx-
imation; the column “fit” indicates which elicitation strategy that line
is about (o is optimistic, r is random, p is pessimistic, l is likelihood
with a sample size of 1000 and l+ is likelihood with a sample size of
10 000). The next two pairs of columns indicate the quality of the ap-
proximation according to the ratio of number of winners (nb w.) and
according to the average WO error on a supplementary winner (wo
su.). The first two columns of numbers relate to experiments eliciting
the Borda rule; the second pair of columns of numbers indicate the
quality of approximation reached when eliciting a randomly gener-
ated rule (as described above). Those results are averaged over ten
runs. For each problem size, the first line gives an indication of the
difficulty of the elicitation problem, as it indicates the badness of the
robust rule for zero questions.

Table 1. Results of the experiment
Borda Random

n m q fit nb w. wo su. nb w. wo su.
10 4 0 1.5 2.4 1.7 27.3

25 o 1.5 2.4 1.7 26.8
r 1.5 2.1 1.6 23.4
p 1.3 1.7 1.4 19.6
l 1.1 2.1 1.2 19.6
l+ 1.1 2.1 1.2 21.0

99 o 1.5 2.4 1.7 26.9
r 1.3 1.7 1.4 17.0
p 1.1 1.2 1.3 12.7
l 1.0 0.8 1.0 11.2
l+ 1.0 0.2 1.0 15.2

6 6 0 1.9 3.1 2.2 52.4
25 o 1.9 3.0 2.2 52.8

r 1.8 2.7 2.0 44.4
p 1.8 2.6 2.0 45.9
l 1.5 2.1 1.6 33.4
l+ 1.3 2.0 1.7 38.2

99 o 1.9 3.1 2.2 51.4
r 1.7 2.2 1.8 32.0
p 1.6 2.0 1.7 31.5
l 1.1 1.4 1.3 22.5
l+ 1.0 1.5 1.3 28.4

4 10 0 2.3 3.8 2.6 69.9
25 o 2.3 3.7 2.6 68.9

r 2.3 3.4 2.4 61.6
p 2.0 3.0 2.2 53.5
l 2.0 2.9 2.0 51.7
l+ 1.8 2.8 2.1 56.7

99 o 2.3 3.7 2.5 70.2
r 2.0 2.8 2.1 50.3
p 1.8 2.4 2.0 44.1
l 1.4 1.9 1.6 40.1
l+ 1.3 2.2 1.6 43.4

Observe that the approximation using simply Pareto dominance
and indifference to the permutation of rank-vectors (q ׬ (ڃ already
gives results that are surprisingly good, for the problem sizes con-
sidered here. For instance, for elections involving 10 voters and 4
alternatives, out of random elections, the approximation gives only a
factor of 1.5 times the number of true winners. Furthermore, asking
25 questions using the l+ elicitation strategy already achieves sig-

nificant improvement. Asking 99 questions suffices in most of these
(small but realistic) cases to achieve near perfect approximation.

We see that the optimistic heuristic is surprisingly bad, as it per-
forms worse than choosing questions at random. This can be under-
stood as a consequence of its assumption that every answer is equally
likely. Indeed, the pessimistic strategy performs much better that the
optimistic one. The likelihood strategy is the clear winner among the
elicitation strategies considered. Interestingly, its performance does
not strongly benefit from increasing the sampling size to 10 000.

As a side note, it is also interesting to observe that the way used
here to generate random rules yields rules that havemanymore equiv-
alence classes than the Borda rule, as can be observed in the columns
“wo su.” after zero questions.

5 CONCLUSION
Viewing an election in terms of a set of rank-vectors instead of a set
of linear orders raises many interesting theoretical and practical chal-
lenges. This perspective is suitable for elicitation by example, as they
can be naturally expressed in terms of preferences over rank-vectors.
However, finding good elicitation strategies is challenging. Theoret-
ical research, and more experiments, should be conducted in order to
direct the definition and evaluation of new elicitation strategies.

We assumed that the committee has a weak order over rank-vectors
in mind and answers all questions accurately. This could be relaxed.
First, the committee could have a preorder over rank-vectors in mind,
thus it could be the case that they do not know, or do not care, about
the relative positioning of some rank-vectors. Second, the committee
could sometimes give wrong answers to the questions asked. Simi-
larly, the committee could give different types of answers, such as
saying that one rank-vector should not be ranked below another one
but can be ranked above or be considered equally good. Supplemen-
tary theoretical results would have to be developed, in the spirit of the
ones presented in Section 3, in order to determine whether the rules
that can be defined using that type of constraint represent the same
class as the class of robust preorder-based rules.
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