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Abstract

This thesis investigates reasoning about the applicability of legal concepts, a core element in the

application of law, using a variant of propositional dependence logic. The contribution of this work is

two-fold.

The first contribution is the development of a new framework. This framework is based on a team-

based logic called propositional dependence logic with the might-operator PL(=(·),♦). With this new

framework, we demonstrate how PL(=(·),♦) can be applied as a formal model of legal reasoning,

thereby highlighting the utility of team-based logics in a domain to which they have not previously

been applied.

The second contribution concerns the framework’s capabilities, addressing several tasks related to

the applicability of legal concepts. The framework can (i) express legal information regarding the

applicability of such concepts. It introduces a new mechanism capable of (ii) determining whether

a concept is applicable to a case. This thesis examines this mechanism and explores how much

information is needed to determine the applicability of a concept. Further, the framework enables (iii)

reasoning about the stability of predictions. That is, it allows us to analyze whether acquiring more

information about a case would lead to a different judgment regarding the applicability of the concept.

Additionally, the framework provides the means to (iv) investigate which properties determine the

applicability of a concept. Lastly, the framework is capable of (v) predicting the applicability of a

concept to a sequence of cases.
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Chapter 1

Introduction and Background

Anyone who travels by train in the Netherlands will have seen people with bicycles on the platforms

and on the trains. Depending on the bike, a special ticket needs to be purchased in order to travel with

the bike. Let us call these bikes “ticketed bikes”, a concept that refers to bikes allowed on trains and

requiring a ticket. If a train conductor has to decide whether a passenger needs to possess a bike-ticket,

they have to decide whether the passenger’s bike qualifies as a “ticketed bike”.

In this work, we want to investigate legal reasoning of this nature. To be precise, we want to investigate

legal reasoning regarding legal concepts—such as “ticketed bike”, “theft”, “person” and “accident at

work”—and what determines the applicability of such concepts.

The investigation of such reasoning is the subject of extensive research at the interface between law and

AI.1 This research has led to different formal frameworks, such as the reason model by Horty [Hor11]

and the ANGELIC methodology by Al-Abdulkarim et al. [AAB16]. The present thesis proposes a novel

framework for modeling legal reasoning about concept applicability using a variant of propositional

dependence logic.

Propositional dependence logic is a team-based logic. Team-based logics are used in many fields. For

instance, Hannula and Kontinen [HK16] demonstrate their use in database theory, Ciardelli et al.

[CGR18] and Degano [Deg24] illustrate their significance for formal semantics, and Pacuit and Yang

[PY16] show their applicability to the study of computational social choice. This thesis thus extends

the possible applications of these logics by applying them to a new field: the formal analysis of legal

reasoning.

The thesis is structured as follows. In the remainder of this chapter, we will outline the relevant legal

theory on legal concepts (Section 1.1), motivate the simplifications needed to model the applicability

of legal concepts (Section 1.2), and characterize the tasks related to modeling the applicability of legal

concepts (Section 1.3). In Section 1.4, we will provide an overview of relevant approaches to modeling

the applicability of legal concepts and indicate how our framework differs from these frameworks.

In Chapter 2, we will formally introduce the foundational concepts used to model the applicability of

legal concepts. We will present the notions of concepts, conditions, cases, associated knowledge of cases,

and legal possibilities in Section 2.1. In Section 2.2, we introduce concept applicability functions, which

characterize our understanding of how the applicability of legal concepts is specified.

1For an overview of the research on law and AI, see Prakken and Sartor [PS15], Bench-Capon [Ben22], and Villata et
al. [Vil+22].
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Our main contributions are presented in Chapters 3 to 5. In Chapter 3, we demonstrate how proposi-

tional dependence logic with the might-operator PL(=(·),♦), a variant of propositional dependence

logic PL(=(·)), can be used to model the applicability of legal concepts. To this end, we introduce

PL(=(·),♦) in Section 3.1. In Section 3.2, we introduce legal teams, which represent concept applica-

bility functions as models of PL(=(·),♦). We further characterize the formulas of PL(=(·),♦) that a
team must satisfy in order to be a legal team.

In Chapter 4, we investigate how the applicability of a legal concept to a legal case can be derived

from a legal team. A first intuition about the derivation of legal concept applicability is given in

Section 4.1. To derive the applicability of legal concepts, we differentiate between two cases. First, the

legal team possesses explicit information about the applicability of the concept to the case, allowing

the applicability to be directly derived. This is studied in Section 4.2. Second, the legal team lacks

explicit information about the concept’s applicability to the case, requiring a heuristic derivation

instead. Heuristic derivations aim to predict the applicability of legal concepts based on properties

satisfied by the legal team. We formalize this approach in Section 4.3. Furthermore, we characterize

the conditions necessary for a legal team to support such predictions in Section 4.4.

We examine additional challenges associated with the derivation of the applicability of legal concepts

in Chapter 5. Given a prediction about a concept’s applicability to a case, one might ask whether

additional information about the case might alter the prediction. We address this question in Section 5.1.

Additionally, in Section 5.2, we examine sequential predictions of a concept’s applicability across a

sequence of cases. In Section 5.3, we analyze how to determine the conditions that directly affect the

applicability of legal concepts.

Lastly, in Chapter 6, we discuss possible future work.

1.1 Legal Theory on Legal Concept Applicability

To justify the formal study of reasoning about the applicability of legal concepts and to emphasize the

importance of legal concepts, we will now outline the functions of legal concepts in the legal domain.

1.1.1 Legal Concepts and Meaning Postulates

As discussed by Frändberg [Frä87] and Searle [Sea11], legal concepts are used to express the content of

legal norms, and they function as classifications. This is illustrated by the following example.

Example 1.1. Let us investigate the concept of “ticketed bikes” that refer to bikes that are allowed to

be brought onto trains and need a ticket. If we look at the regulations of Nederlandse Spoorwegen,

the Dutch railway company, we will notice that the conditions under which an object is considered a

“ticketed bike” are not straightforward. Besides many other rules, Nederlandse Spoorwegen articulates

for instance that a folded folding bike is not a “ticketed bike”, while a folding bike that is not folded is

a “ticketed bike”. The terms and conditions contain statements as the following:

(1) If a folding bike is not folded, it is a “ticketed bike”.

(2) If a bike is a “ticketed bike”, one ought to possess a bike-ticket to travel with it on trains.

Statement (1) expresses what is classified as a “ticketed bike”. Statement (2) states the legal conse-

quences of the concept “ticketed bike”. △
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Following Pigozzi and van der Torre [PT17], statements like (1) are an example of what we will

call a meaning postulate of “ticketed bike”. We understand meaning postulates of a legal concept as

statements that specify what falls under that concept. In other words, a meaning postulate defines or

clarifies the conditions for the concept’s applicability or non-applicability. (We will elaborate on this

below.)

Furthermore, Example 1.1 indicates that the concept “ticketed bike” instantiates a link between

statements (1) and (2), connecting the factual descriptions given in (1) with the consequences illustrated

in (2) [Ros57].2 This exemplifies that legal concepts bridge the gap between legal consequences and

factual descriptions given by their meaning postulates [Lie87; HPT07; BT12].

Linking factual descriptions to legal consequences might require considering multiple legal concepts.

Rather than being isolated, legal concepts are organized hierarchically within legal systems [PS15]. Thus,

meaning postulates of one legal concept might refer to other legal concepts and factual descriptions. As

a result, the connection between legal consequences and factual descriptions might not be established

by a single legal concept, but by multiple concepts and their associated meaning postulates.

Example 1.2.Consider the following characterization of the concept “theft”, discussed by Pigozzi and

van der Torre [PT17]:

(3) An act is theft if the person exercising the act has taken a movable object from the possession of

another person into their own possession without the consent of the other person or any other

legal authorization.

According to the authors, this meaning postulate provides a definition of the concept “theft” by

referring to more foundational legal concepts. These more foundational legal concepts are “person”,

“movable object”, and “possession of movable object by a person”. These concepts are specified by the

following meaning postulates:

(3a) A person is a born human.

(3b) A movable object is any physical entity that is not a person or a piece of land.

(3c) A person possesses a movable object if the person controls the uses and the location of the

movable object.

Note that the concepts “movable object” and “possession of movable object by a person” refer to

further foundational concepts, whereas the concept “person” is specified solely by referring to a factual

description. △

Statements (1), (3), and (3a) to (3c) specify conditions that are sufficient for the applicability of the

relevant condition. However, meaning postulates can, but do not have to, take this form—we now

examine the various forms they may assume.

First, a meaning postulate for a concept can be given as an exhaustive list of entities that fall under

2This analysis refers to Ross’s famous example “tû-tû” introduced in Ross [Ros57]. This example is based on the
following norms (1) and (2). The first norm states that (1) if someone eats the food of the chief, then they are “tû-tû”.
This norm articulates a specification of “tû-tû” by stating a sufficient condition for its application. The second norm
states that (2) if someone is “tû-tû”, then they ought to undergo a purification ceremony. Thus, this norm articulates
an associated normative consequence. As with the concept of a “ticketed bike”, the concept “tû-tû” functions as an
intermediate link. According to Ross, the normative content of (1) and (2) can be expressed even if this concept is omitted
by the following norm: If someone eats the food of the chief, then they ought to undergo a purification ceremony. Based
on this analysis, Ross argues that legal concepts are meaningless and can be omitted. Sartor [Sar09] and Gizbert-Studnicki
and Klinowski [GK12] discuss this claim, as they still have an inferential function (see Sections 1.1.2 and 1.1.3).
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the classification of the concept [Lin04].

Example 1.3.Assume that there are exactly three bikes in the Netherlands: bike1, bike2 and bike3.

Further, consider the following statement (4):

(4) The following bikes are “ticketed bikes”: bike1 and bike2.

The concept “ticketed bike” is applicable to a given object if this object is one of the listed bikes. Thus,

applicability is assessed by examining whether the situation in question is exactly one of the instances

named in the exhaustive list defining the concept. △

Second, meaning postulates are presented as definitions that specify a legal concept through a set

of conditions. The satisfaction of the conditions implies the applicability or non-applicability of the

concept and hence is sufficient for the applicability or non-applicability [Lie87]. The statements (1),

(3), and (3a) to (3c) are examples of such meaning postulates.

Third, a meaning postulate is constituted by a set of conditions without defining an implicative relation

between these conditions and the applicability of the concept. In this case, the applicability of the

concept is determined by the conditions collectively, without any one of them being decisive on its own

[AB05a; AB05b; Wyn08].

Example 1.4.Consider the following meaning postulate that refers to a list of factual descriptions.

(5) The following conditions are further relevant to determine whether a bike is a “ticketed bike”:

(a) whether the bike is a cargo bike, (b) whether it is a support bike (c) whether it is suitable

for transporting children. If all of these conditions are satisfied, then it is a “ticketed bike”.

Otherwise, it is not a “ticketed bike”.

Unlike the previous meaning postulate, this characterization does not refer to sufficient conditions

for the applicability of a concept. (5) provides a list of factual descriptions, and collectively, these

descriptions determine whether or not the concept is applicable. △

1.1.2 Legal Concepts in Legal Norms

As discussed by Ross [Ros57] and Lindahl [Lin04], legal concepts simplify the representation of legal

norms. Using the authors’ argument, let us assume that b1, . . . , bn are individually sufficient conditions

of the concept “ticketed bike” expressed by some meaning postulates. Further, f1, . . . , fm are legal

consequences that need to be faced if a bike is considered a “ticketed bike”. If the connection between

the conditions and legal consequences is provided directly without referring to “ticketed bike”, this

results in the following presentation:

b1 → f1 b2 → f1 b3 → f1 . . . bn → f1
b1 → f2 b2 → f2 b3 → f2 . . . bn → f2

...
...

...
...

b1 → fm b2 → fm b3 → fm . . . bn → fm

This representation requires to explicitly provide the link between any sufficient condition of “ticketed

bike” and any of its legal consequences. Using the concept “ticketed bike”, these legal norms can be

expressed in a simpler fashion that reduces the number of statements needed to present legal norms.

The first representation without the concept requires n×m many statements, whereas the following

representation based on the concept necessitates only n+m many statements.
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b1
b2
b3
...
bn

f1
f2
f3
...
fm

ticketed bike

Legal concepts can not only be used to simplify certain norms. They also facilitate a simplification

of entire legal systems. For this purpose, they can be used to systematize legal systems, where legal

norms can be compared by examining whether they refer to the same legal concepts. This method of

comparison can be used in general to compare any structure involving legal concepts [Wyn08].

1.1.3 Legal Concepts in Legal Reasoning

Legal concepts not only structure legal norms, but also guide legal reasoning. When legal reasoning

deals with a situation and has to decide which legal consequence this situation entails, the legal

concepts separate this step by first asking which legal concepts are applicable to the case and which

legal consequences they entail [AB05a; AB05b]. The first step involves the question of whether

the considered conditions meet the requirements to be classified by a legal concept.3 For instance,

before a conductor investigates whether a passenger needs a bike-ticket, they investigate whether the

passenger’s bike is a “ticketed bike”. Based on this insight, the conductor then reasons towards the

legal consequence that the passenger might need a bike-ticket.

The conductor’s reasoning whether the passenger’s bike is a “ticketed bike”, is based on the information

the conductor acquires. This means that reasoning about the applicability of concepts gives rise to an

epistemic perspective. A factual situation is subjected to an inquiry that leads to an assessment of

what is known about the situation. In accordance with this knowledge, the concept is determined to

be applicable or not applicable [Kel17].

real world facts about case knowledge about case applicability of conceptacquisition determination

Besides the acquired information, the determination of the applicability of a concept depends on the

meaning postulates specifying the concept. Although legal concepts might be specified by meaning

postulates, it cannot be guaranteed that these postulates define the concept exhaustively. That is,

a legal system cannot explicitly determine whether a concept is applicable to any imaginable and

potentially unforeseeable circumstance [HM18; Fis91].

Example 1.5.Currently, Nederlandse Spoorwegen specifies that cargo bikes used for transporting

goods are not allowed on trains and are therefore not considered a “ticketed bike”. It also states that,

in general, an unfolded folding bike is a “ticketed bike”. Given the existence of folding cargo bikes,

this raises the question of whether an unfolded folding cargo bike qualifies as a “ticketed bike”. This

represents a potential case in which Nederlandse Spoorwegen does not provide explicit information on

the applicability of the concept. △
3This pattern of argumentation corresponds to what is called a legal syllogism. According to the legal syllogism, the

application of a norm, which assigns a legal consequence to a legal classification, to a situation is based on the subsumption
of that situation under the classification. For a characterization of the legal syllogism, see Wróblewski [Wró71; Wró74]
and Joerden and Hilgendorf [JH21]. Further, see Duarte d’Almeida’s [Dua19; Dua21] discussion of legal syllogism.

6



Consequently, the determination of the applicability of a legal concept to a situation might require

a heuristic derivation. This means that the determination of the applicability of a concept to a case

might be solely based on the meaning postulates, but not entailed by them. This highlights a significant

property of legal concepts. They provide some flexibility so that the legal system can reason beyond

what is explicitly defined.

1.2 Towards Modeling Legal Concept Applicability

The analysis of the classification using legal concepts conducted in Section 1.1 provides the foundation

for modeling the determination of the applicability of legal concepts. According to this analysis, the

applicability of a legal concept is determined based on the meaning postulates specifying the concept

and further concepts mentioned in these meaning postulates themselves. As a result, the applicability

of a legal concept can only be determined with respect to the applicability of another legal concept

due to the hierarchical structure of legal concepts within a legal system.

However, for the sake of simplicity, we will focus exclusively on the most fundamental legal con-

cepts—namely, those legal concepts whose applicability is independent of the applicability of other

legal concepts. Consequently, all conditions of these concepts are descriptions of factual information.

The focus on these concepts serves to better illustrate the formalism developed later by making a clear

distinction between legal concepts and conditions that determine their applicability. However, this is

not a limitation of the proposed formalism. In Chapter 6, we will outline how legal concepts whose

applicability depends on other concepts can be formally modeled.

Furthermore, we will simplify the nature of legal concepts, conditions, and cases. We will treat

conditions and concepts as non-negated or negated atomic propositions. In addition, we generalize

the numerous entities to which concepts are applicable and which can satisfy conditions. We will

conceptualize these entities as cases. Cases can be bicycles, individuals, or events, depending on

whether we are considering the applicability of the concepts “ticketed bike”, “person” or “theft”,

respectively.

Recall that legal reasoning is based on an epistemic perspective. Therefore, the determination of a

concept’s applicability to a particular case is guided by the conditions that are known to be satisfied

by the case, rather than the facts that the case actually satisfies. This epistemic position differentiates

between the facts that are true about a case and the acquired knowledge about a case. This means that

knowing that a case satisfies a condition does not imply that the case actually satisfies the condition.

This allows for modeling legal reasoning realistically. Thus, our model accurately depicts real world

legal scenarios, where the system possesses either incomplete or erroneous information, resulting in a

discrepancy between the acquired information and the factual situation.

In summary, our subject of investigation—legal reasoning regarding the applicability of a legal concept

to a case—can be characterized as follows: the determination of the applicability of a legal concept is

based on both the legal information specifying the conditions for its applicability and the information

obtained about the case. The legal information specifies the applicability or non-applicability of the

concept in relation to certain conditions, which are factual descriptions. The information about the

case consists of knowledge about which of these conditions are fulfilled.
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1.3 Tasks of Modeling Legal Concept Applicability

Since we aim to formalize legal reasoning about the applicability of legal concepts, one needs to provide

a formalism that is capable of deriving the applicability or non-applicability based on the meaning

postulates that specify the concept and the obtained knowledge about the case. This objective leads

to several independent tasks. To illustrate these tasks, let us consider the following specification of the

concept of “ticketed bike”.

Example 1.6.According to Nederlandse Spoorwegen, city bikes, including electric ones, are “ticketed

bikes”. Folding bikes, like folding city bikes, are not “ticketed bikes”. However, if a folding bike is not

folded or folded larger than 45 x 86 x 80 cm, then it falls under the category “ticketed bike”. △

This specification of the concept “ticketed bike” provides multiple meaning postulates. The first task,

we are investigating, is to formally represent such legal information.

Task 1: Formally specifying legal information on the applicability of concepts

Meaning postulates of legal concepts indicate the applicability of legal concepts with respect to

conditions. To formally reason about the applicability of legal concepts, we want to represent

this legal information. Importantly, such legal information must be capable of expressing the

dependence on knowledge about satisfied conditions without necessitating a list of individually

decisive conditions.

The legal information conveyed by the meaning postulates of the concept “ticketed bike”, given by

Example 1.6, provides a foundation to reason about whether unknown cases can be subsumed under

this classification. As discussed in Section 1.1, determining the applicability of a legal concept to an

unknown case might require a heuristic derivation of the concept’s applicability. For instance, the

meaning postulates in Example 1.6 do not explicitly determine whether “ticketed bike” is applicable to

an electric bike that, when folded, is larger than 45 x 86 x 80 cm.

Task 2: Direct and heuristic derivation of the applicability of a concept to a case

In order to determine the applicability of a legal concept to a particular case, a comparison must

be made between the information regarding the case and the legal information specifying the

concept’s applicability. This comparison gives rise to two possibilities. The concept’s applicability

to such a case is either explicitly stated or not. If the former is the case, the formalized meaning

postulates can be used to derive directly the applicability or non-applicability of the concept to

the case. Conversely, in the absence of such explicit information, the applicability can only be

derived heuristically. Consequently, it can only be based on the formalized meaning postulates,

and not derived from them. Thus, we want a formalism that is capable of directly or heuristically

determining the applicability of a concept.

The determination of the applicability of a concept to a case is based on the information about the case.

Additional information might result in a revised judgment regarding the applicability of the concept.

Task 3: Determining the stability of a judgment about the applicability of a concept to a case

In determining the applicability of a concept to a case, the question emerges whether the
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applicability of the concept is unstable or stable. In other words, whether additional information

about the case might result in a different judgment about the applicability of the concept.

Consequently, the formalism must be able to reflect on the potential acquisition of knowledge.

For instance, if an object is known to be a city bike, then the concept of a “ticketed bike” is applicable

to it. However, if the information that the object is a folding (city) bike is added, then the concept is

not applicable anymore.

Determining the applicability of a concept is rarely limited to a single case. Often, the applicability of

a legal concept must be assessed across multiple cases. This is addressed in the following task.

Task 4: Derivation of the applicability of a concept to a sequence of cases

To assess the applicability of legal concepts across multiple legal cases, the mechanism that

determines a concept’s applicability must be extended. We want to provide such an extension

that is capable of assessing the applicability of a concept across a sequence of cases. It is

important to note that the decision on the applicability of a legal concept in one case may

influence its applicability in cases decided later. Therefore, this extension must take these

influences into account when deciding subsequent cases.

Lastly, not every condition considered by meaning postulates strictly guides the applicability of a

concept. This is because only some conditions distinguish whether the concept is applicable or not.

Task 5: Determining the conditions guiding the application of the concept

The applicability of legal concepts depends solely on conditions that distinguish applicability

from non-applicability. This highlights the importance of identifying these conditions. Therefore,

it is essential to assess which conditions are relevant to the applicability of a concept. We want

to define and investigate the relevancy of such conditions.

For instance, in Example 1.6, whether the conditions “folding bike” and “folded larger than 45 × 86 ×
80 cm” are met is the only information needed to determine if a bike qualifies as a “ticketed bike”. In

contrast, whether a bike is a “city bike” does not affect this determination.

1.4 Approaches to Modeling Legal Concept Applicability

In this section, we will characterize some influential approaches to model the applicability of concepts

to tasks. To embed our approach in the established literature, we outline our approach and indicate at

the end of this section how it differs from the existing approaches.

The first two approaches present frameworks for case-based reasoning, a subcategory of non-monotonic

reasoning. The third approach examines classificatory rules, while the fourth and fifth present

frameworks for abstract reasoning and machine learning induction, respectively. All these have in

common that they investigate legal classifications.

Approach 1: Case-based reasoning using HYPO and CATO

HYPO and CATO are representations of the conditions influencing a legal concept and of the arguments
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to reason about the applicability of the concept to a situation. They are used to investigate the concept

of trade secret misappropriation [RAB05; Ash17].

HYPO and CATO characterize the factors that determine whether a case constitutes trade secret

misappropriation. HYPO employs a dimensional representation of these factors, where each dimension

favors either the defendant or the plaintiff to varying degrees. HYPO utilizes examples and explanations

of analogous decided cases to argue for the plaintiff or defendant based on a description of a factual

situation. In contrast, CATO does not employ dimensionality to represent factors. It utilizes a binary

representation, indicating either the presence or absence of factors which again influences the presence

or absence of more abstract factors. Thus, these factors are embedded in a hierarchical structure that

illustrates which factors favor the plaintiff or the defendant [Ash17].

Approach 2: Reason and result model

The reason and result models are influential formal frameworks to formalize judicial precedents

and precedential constraints. Doing so, they can be used to represent formal reasoning about the

applicability of concepts and are therefore relevant approaches for our research question.

Horty [Hor11] introduces the reason model of precedent to formalize legal reasoning based on constraints

imposed by precedent cases. The foundation of his analysis is a set of factors F that represent relevant

facts or fact patterns. According to this model, a legal decision expressed in a case favors either the

defendant δ or the plaintiff π. Each factor f ∈ F supports either the defendant or the plaintiff. A case

is represented as a tuple ⟨X, r, s⟩, where X ⊆ F is the fact situation, r is a rule, and s is the outcome.

The rule r takes the form Y → s, where Y ⊆ X and s ∈ {δ, π}. That is, the rule maps a subset of the

fact situation to the outcome, indicating whether the defendant or the plaintiff prevails. Note that a

rule r : Y → s is restricted by the fact that any f ∈ Y needs to favor the outcome s.

Based on these cases, a preference order is introduced. To characterize this preference, let us investigate

Horty’s example. Let X = {f δ1 , f δ2 , f δ3 , f δ4 , fπ5 , fπ6 } be a fact situation where the superscript indicates

whether the factor supports the plaintiff or defendant. Further, let the case be given by the following

tuple ⟨X, r, π⟩ where r : {fπ5 , fπ6 } → π. Due to this characterization, one can conclude that the legal

decision prefers the reasons {fπ5 , fπ6 } over the reasons {f δ1 , f δ2 , f δ3 , f δ4} resulting in a preference order on

sets of factors. Given a set of cases, called case base, the expressed preference orders can be inconsistent.

That is, there is a case such that {fπ5 , fπ6 } is preferred over the reasons {f δ1 , f δ2 , f δ3 , f δ4} while another

case prefers the latter over the former.

A consistent case base Γ can be used to constrain the judgment on undecided cases. Given a fact set X,

the precedential constraints demand that the decision s is based on some rule r such that Γ∪{⟨X, r, s⟩}
is consistent. Since the condition only requires that it does not conflict with the preference orders of

the case base, the rule r does not have to be used in any other case. In fact, the rule r can be any rule

that does not impose a conflicting preference.

The result model, introduced in Horty [Hor04], proposes a strength ordering that compares the strength

of sets of facts relative to their support of an outcome s. Informally, this strength ordering is defined

as follows: A set Y of factors is at least as strong as a set Z of factors for outcome s if and only

if Y contains all the facts supporting s contained by Z, while Z contains all the facts supporting

the opposite of s contained by Y . Given this ordering, Horty defines a fortiori constraints. Such a

constraint requires that a fact set X has to be decided in favor of outcome s if there exists a case such

that X is at least as strong as the facts of the case, and the case is decided in favor of s.
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The reason model and the result model spark active research. The following provides an overview of

current research conducted on the model to offer insight into the ongoing debates.

While Canavotto [Can25] investigates how precedential constraints can be defined when the case base

is inconsistent with respect to preferences over sets of reasons, Horty [Hor19] illustrates how dimensions

can be integrated into the reason and result model. Dimensions refer to an ordered set of values where

the order represents the outcome supported by the specific value. This extension is discussed also by

Prakken [Pra21].

Canavotto and Horty [CH23a] generalize the reason model to include hierarchies of factors. This gener-

alization contains a generalization of precedential constraints to hierarchical precedential constraints

and a flattening technique to reduce hierarchical reason models to standard reason models. Based on

this generalization, the same authors [CH23b] demonstrate the importance of legal concepts.

Furthermore, van Woerkom et al. [Van+23b] provides a generalized result model that integrates

hierarchies of factors. Similar to the generalized reason model by Canavotto and Horty [CH23a], this

generalization allows for reasoning in multiple steps through intermediate steps. Further, van Woerkom

et al. [Van+23a] present a generalized result model that integrates factor hierarchies and dimensions.

These extensions, which can incorporate hierarchies of factors, have been discussed by Bench-Capon

[Ben23; Ben24]. He argues against the use of hierarchies of factors to determine precedential constraints,

favoring the standard models instead.

Approach 3: Formal analysis of counts-as conditionals

Various formalisms have been proposed for modeling counts-as conditionals that are statements of

the form “X counts as Y in context C”. Meaning postulates of legal concepts can be seen as what

counts as a legal concept in a legal system. Therefore, the study of counts-as conditionals provides a

framework to examine this classificatory aspect. To provide a brief introduction to this area of research,

two influential logical formalizations and one algebraic formalization will be outlined. An exhaustive

overview of relevant proposals is given by Grossi and Jones [GJ13].

Jones and Sergot [JS96] aim to formally represent institutional power by examining institutional

classifications. An institutional classification refers to the idea that within an institution, there are

usually rules according to which certain states of one type are considered states of another type. They

introduce a new connective φ⇒s ψ, which is interpreted as “φ counts as ψ in normative system s”. To

characterize the connective ⇒s, they introduce the following validities and rules within a propositional

logic extended by this connective, in addition to the validities of standard propositional logic:

(V1) ((φ⇒s ψ) ∧ (φ⇒s χ)) → (φ⇒s (ψ ∧ χ)) (R1) φ↔ ψ ⊢ (χ⇒s φ) ↔ (χ⇒s ψ)

(V2) ((ψ ⇒s φ) ∧ (χ⇒s φ)) → ((ψ ∨ χ) ⇒s φ) (R2) φ↔ ψ ⊢ (φ⇒s χ) ↔ (ψ ⇒s χ)

(V3) ((φ⇒s ψ) → ((ψ ⇒s χ) → (φ⇒s χ)))

Validity (V1) expresses the conjunction of the consequents of the counts-as conditionals, while (V2)

expresses the disjunction of their antecedents. Further, validity (V3) encodes the transitivity of counts-

as conditionals. Finally, rules (R1) and (R2) ensure that both the antecedent and the consequent of

the connective ⇒s are closed under logical equivalence.

In contrast, Grossi et al. [GMD05; GMD08] provide an analysis of counts-as conditionals using modal

logic. They distinguish between different types of classifications, including counts-as statements as
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constitutive rules that reflect legal classifications. According to their analysis, constitutive classifications

occur as part of a set of rules Γ. In addition to this set Γ, the formalization of counts-as statements

involves modal operators that express different contexts.

A context c is characterized as a subset of worlds Wc ⊆W and corresponds to a modal operator [c],

where [c]φ is satisfied in a model if and only if φ is true in every world of Wc. Additionally, the modal

operator [−c] allows reasoning about worlds that are not part of Wc. That is, [−c]φ is true if and only

if φ is true in every world that is not contained in Wc. Given a set of formulas Γ such that φ→ ψ ∈ Γ,

the constitutive classification of φ as ψ in context c is defined as follows:

φ⇒con
c,T ψ ::= [c]Γ ∧ [−c]¬Γ ∧ ¬[u](φ→ ψ)

where [u] denotes the global context containing all worlds. This definition expresses that a constitutive

classification of φ as ψ is valid if ψ → ψ is an element of Γ, Γ defines the context c and the classification

of φ as ψ is not universally valid. Due to this definition, constitutive classifications are those that are

explicitly articulated by the normative system expressed by Γ.

The algebraic analysis of the classifications of Lindahl and Odelstad [LO06; LO08; LO13] is embedded

in a formalism that captures the intermediary role of legal concepts. For this purpose, they introduce

joining systems. A joining system is a triple ⟨A1,A2, J⟩, where each Ai = ⟨Ai, Ri⟩ is a quasi-ordering,

meaning that Ri is a reflexive and transitive relation on Ai. The relation J relates elements of A1 with

elements of A2, so that J ⊆ A1×A2. While Lindahl and Odelstad interpret the relations R1 and R2 as

implicative relations on the sets A1 and A2, they interpret J as a relation that declares a correspondence

between elements of A1 and A2. Using these joining systems, they specify the intermediary function

of legal classifications. Given three joining systems S1 = ⟨A1,A2, J1,2⟩, S2 = ⟨A2,A3, J2,3⟩, and
S3 = ⟨A1,A3, J1,3⟩, the elements of A2 can be interpreted as intermediaries. Therefore, for each

correspondence ⟨a1, a3⟩ ∈ J1,3, there exists a link through A2. That is, there exists a2 ∈ A2 such that

⟨a1, a2⟩ ∈ J1,2 and ⟨a2, a3⟩ ∈ J2,3.

Such a system represents the intermediate function of legal concepts discussed in Section 1.1. The

elements of A1 are interpreted as facts, while A2 and A3 are interpreted as legal concepts and

consequences, respectively. A classificatory statement is modeled by the relation J1,2, which connects

facts with legal classifications, while the relation J2,3 connects classifications with legal consequences.

Based on this intuition, Lindahl and Odelstad explore properties of such intermediary elements by

introducing further constraints on the joining systems.

Approach 4: ANGELIC and Abstract Dialectical Frameworks

Abstract Dialectical Frameworks (ADFs) were introduced by Brewka and Woltran [BW10] and Brewka

et al. [Bre+13], and they extend Dung’s [Dun95] argumentation framework. These frameworks have

recently been used to provide computational implementations to assist legal reasoning about the

applicability of certain concepts. An ADF is a tuple (S,L, {Cs}s∈S), where S is a set of nodes and L

is a binary relation on S that induces links connecting arguments. If (a, b) ∈ L, then a is a child of b.

Furthermore, V = {0, 1} is interpreted as the set of truth values. The set {Cs}s∈S is a collection of

acceptance conditions given as functions of the form (children(S) → V ) → V . That is, each function

assigns a truth value to a node based on the truth values of the children of S.

Hierarchies of factors can be modeled using ADFs. For this purpose, let the set of nodes S be a
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set of factors. It is easy to see that the hierarchical structure can be stipulated by the relation L.

This property is exploited by the so-called ANGELIC methodology, specified by Al-Abdulkarim et

al. [Al-+18] based on Al-Abdulkarim et al. [AAB16], which uses ADFs to model factor hierarchies

in CATO. Furthermore, they provide a computational implementation of the ADF that is capable of

generating a judgment on the top-level factors if the truth values for the base-level factors are provided.

To exemplify their findings, Al-Abdulkarim et al. [AAB16] provide an analysis of U.S. trade secrets

law, wild animal cases and the Automobile Exception to the Fourth Amendment domain. Collenette

et al. [CAB20; CAB23] extend these findings by demonstrating that the same methodology can be

applied to the legal domain of European Court of Human Rights cases.

Approach 5: Logic for binary classifier

Since the decision on the applicability of a concept is a binary classification, the formal investigation of

these classifiers is of interest. Liu and Lorini [LL21] define a modal-logical framework to model binary

classifiers and investigate the explainability of classifiers. This logic is based on classifier models, which

are tuples ⟨S, f⟩. The set S is a set of states modeled as sets of propositions characterizing which

features are satisfied at this state. The function f : S → Val is a function that assigns values to states

and models the classification. Since Liu and Lorini aim to develop a framework capable of formally

reasoning about the explainability of binary classifiers, they introduce a modal operator [X] to compare

states. Informally, [X]φ is satisfied by a state if φ is satisfied by any state that is indistinguishable with

respect to the propositions in X. Using this modal operator, they characterize whether a classification

of a state is biased, in the sense that there exists another state to which a different value is assigned,

and the two states differ only with respect to protected features that do not permit different treatment.

Furthermore, Liu et al. [Liu+22] show that this logic for binary classifiers is capable of expressing

case-based legal reasoning. They demonstrate that both the reason and the result model are expressible

in this logic. Among other things, they define consistent case bases and constraints using modal logic

formulas based on the operator [X]. Based on these results, modal logic techniques can be applied to

study the base and result model. For example, Di Florio et al. [Di +23] investigate factors for which it

is not yet determined which outcome they favor.

Our approach: Propositional dependence logic with the might-operator

In this work, we will propose a new approach to formalize legal reasoning about concept application.

This approach is based on propositional dependence logic with the might-operator PL(=(·),♦), which
is introduced in Section 3.1. The intuition of this model is given in Sections 2.1 and 2.2 and is logically

characterized in Section 3.2.

Similarly to Approaches 2, 4 and 5, we will characterize concept applicability as a function from some

set of satisfied conditions to the determination of whether a concept is applicable or not. These sets of

satisfied conditions are referred to as factors in Approach 2, as nodes in Approach 4, and as features in

Approach 5. In contrast to the reason and result model formalized in Approaches 2 and 5, we do not

assume that conditions either favor applicability or disfavor applicability.

The representation of the functions specifying applicability will be based on meaning postulates. This

foundation in meaning postulates relates to Approach 3. The presented works of this approach represent

these meaning postulates in the sense that they formalize the connection between conditions and legal

concepts for different classifications. However, our approach does not aim to formally explore different
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kinds of classifications, but rather to determine the applicability of a concept to cases.

In this sense, our approach pursues the same objective as Approaches 1, 2, 4 and 5. However, we

will provide a new mechanism to determine the applicability of a concept to individual cases and to

sequences of cases. This mechanism will be based on properties of sets of satisfied conditions with

respect to concept applicability. This distinguishes our approach from Approaches 2 and 5. Furthermore,

unlike in Approaches 1 and 4, this mechanism can reason beyond the information explicitly represented

in the legal system. That is, it can determine the applicability of a concept to a case even when the

system lacks explicit knowledge about whether the concept is applicable or not.

In addition, our formalism enables the direct handling of further tasks. First, given a judgment about

the applicability of a concept to a case, our approach can determine whether acquiring additional

knowledge about the case would alter the conclusion. Second, it provides sufficient means to identify

which conditions are relevant for the applicability of a concept. These tasks are not directly addressed

by the previously discussed proposals and therefore require extensions of the underlying models. Our

formalism thus offers a unified perspective on these tasks that other formalisms do not directly provide.

Summarizing these aspects, we position our approach relative to the established literature and the

tasks outlined in Section 1.3, as shown in Table 1.1. The tick (✓) indicates that the work in question

explicitly deals with the task, while the cross (✗) means that this is not the case.

[Hor04]
[Hor11]

[CH23a]
[CH23b]

[Van+23b]
[Van+23a]

[JS96]
[GMD05]
[GMD08]

[LO06]
[LO08]
[LO13]

[AAB16]
[Al-+18]
[CAB23]

[Liu+22]
New

Proposal

Representation of
Meaning Postulates

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Derivation of
Applicability

✓ ✓ ✓ ✗ ✗ ✗ ✓ ✓ ✓

Heuristic Derivation
of Applicability

✓ ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✓

Stability of
Prediction

✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓

Derivation for
Sequence of Cases

✓ ✓ ✓ ✗ ✗ ✗ ✗ ✓ ✓

Conditions Relevant
for Applicability

✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓

Table 1.1: Comparison of existing approaches and new proposal by task coverage
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Chapter 2

An Intuition for Modeling Legal

Concept Applicability

This chapter aims to provide intuitions regarding how the applicability of legal concepts can be logically

determined. Legal concepts, conditions, cases, and legal knowledge about cases are characterized

in Section 2.1. Meaning postulates articulating the applicability of legal concepts with respect to

conditions are formalized as concept applicability functions, specified in Section 2.2.

2.1 Legal Concepts, Cases, Conditions and Legal Knowledge

Following Section 1.2, we consider legal reasoning on the applicability and non-applicability of legal

concepts to be concerned with three types of elements: legal concepts, cases and conditions. The

following symbols denote these elements in a formal context:

• C = {c1, . . . , cn} is a finite and non-empty set of legal concepts

• B = {b1, . . . , bm} is a finite and non-empty set of conditions

• A = {a1, . . . , ak} is a finite and non-empty set of cases

• for any a ∈ A, Ka ⊆ B is the associated set of conditions known to be satisfied by case a

For any i, j ∈ N, Bi and Aj denote sets containing some conditions or cases, respectively. That is,

Bi ⊆ B and Aj ⊆ A. Recall that the determination of the legal applicability of a concept to a case is

based on the acquired knowledge about the case. This is why any case a ∈ A is associated with a set

of conditions Ka known to be satisfied by case a.

Conditions and concepts represent non-negated or negated atomic propositions. For instance, let the

conditions bi and bj refer to “city bike” and “not folded”, respectively. The statement that bi ∈ Ka

expresses that it is known that “The a is a city bike”. This does not imply that it is actually the case

that a is a city bike, only that the legal system has concluded that it knows this. Similarly, bj ∈ Ka

does not imply that a is actually not folded. Thus, the epistemic perspective does not allow any

conclusions to be drawn about the real world facts of a case, and merely indicates what the legal system

knows about the case under consideration, without this constituting a guarantee for the correctness of

what is known.

Some conditions can conflict with one another in the sense that the legal system deems it impossible
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that each holds simultaneously for a specific case. Examples of conflicting pairs of conditions include

“folded” and “not folded”; and “inside” and “outside”. The current formalism lacks the capacity to

reason about conflicting conditions. To model conflicting conditions formally, we fix for each bi ∈ B a

set of conditions B⊥
i ⊆ B such that bi /∈ B⊥

i and for any bi, bj ∈ B, bj ∈ B⊥
i if and only if bi ∈ B⊥

j . The

set B⊥
i denotes the set of opposing conditions of bi.

The first property of opposing conditions encodes that opposing conditions are irreflexive, while the

later states that they are symmetric. This implies that if bi opposes bj , then bj opposes bi as well.

Moreover, irreflexivity expresses that no condition can oppose itself. Note that B⊥
i can be empty if B

contains no conditions that oppose bi.

Given a non-empty set of conditions B ⊆ B, the set of opposing conditions of bi relative to B is the set

of conditions B⊥
i defined as B⊥

i := B⊥
i ∩B. Thus, B⊥

i provides a restriction of the opposing conditions

of a condition bi to a set of conditions B.

Example 2.1. From now on, let shirt1 refer to a specific shirt. Let b1 denote “wearing shirt1”, b2

denote “not wearing shirt1”, b3 denote “storing shirt1 in the wardrobe”, and b4 denote “not storing

shirt1 in the wardrobe”. The legal system has determined that B⊥
1 = {b2, b3}. This means that, within

the context of legal system knowledge, it is assumed that b1 and b2 cannot simultaneously hold for a

single case (for instance, a human). That is, a human cannot both wear shirt1 and not wear shirt1 at

the same time. Further, it means that b1 and b3 cannot simultaneously hold for a human, and thus a

human cannot simultaneously wear shirt1 and store shirt1 in the wardrobe. Lastly, this articulates

that b4 does not oppose b1. Thus, the legal system renders it possible that a human wears and does

not store shirt1. △

Legal reasoning is concerned with sets of conditions, such as the set of conditions Ka that a is known

to satisfy. Since the objective is not to model legal reasoning involving conflicting or non-existent

information, it is necessary to restrict the set of possible conditions constituting the set of conditions

known to be satisfied by a case. For this purpose, let us introduce the notion of legal possibilities.

Definition 2.2 (Conflict-free, Informative, and Legal Possibility). Let B ⊆ B be a set of conditions.

• B is conflict-free if and only if there does not exist bi, bj ∈ B such that bj ∈ B⊥
i .

• B is informative if and only if B ̸= ∅.

• B is a legal possibility if and only if B is conflict-free and informative.

Let LP denote the set of legal possibilities. Given a case a ∈ A, Ka is legal knowledge if and only if

Ka is a legal possibility. Thus, legal knowledge about a case satisfies two constraints: the legal system

knows at least something about the case, and the acquired legal knowledge about a case is consistent.

Further, a case a ∈ A is a legal case in our framework if and only if Ka is legal knowledge. This means

that legal cases are these cases where the associated knowledge is legal knowledge.

2.2 Concept Applicability Functions

Approaches 2 and 5 illustrate that legal decisions are, broadly speaking, a function that maps some

sets of facts to a legal outcome. Following this functional understanding of representing legal decisions,

we will characterize the applicability of legal concepts as functions.

Within our setting, meaning postulates express legal decisions. That is, meaning postulates state
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whether a concept is applicable or not applicable to certain sets of conditions. Formally, the meaning

postulates of a concept are collectively represented as a concept applicability function that assigns

Boolean values 1 and 0 to a set of legal possibilities. The Boolean values 1 and 0 are interpreted as

“applicable” and “inapplicable”, respectively.

Definition 2.3 (Concept Applicability Function). Let D ⊆ (P(LP ) \ ∅) be a non-empty set of legal

possibilities. A concept applicability function is a function f : D → {1,0}.

P(LP )\∅ denotes the powerset of the set of legal possibilities, excluding the empty set. Intuitively, this

demands that any legal decision about the applicability of some concept is based on some non-conflicting

knowledge.

Further, the set
⋃
D is the set of ground conditions of f , and every condition b ∈

⋃
D is called a

ground condition of f . For any concept applicability function, the set of all ground conditions might

be a legal possibility mapped to applicability or non-applicability by the function. However, this is

not necessarily the case and the set of legal possibilities might only include several proper subsets of

ground conditions.

Since the meaning postulates of a concept collectively determine its applicability relative to conditions,

they are represented by a concept applicability function. For each legal system containing a concept,

there exists a concept applicability function that formalizes its meaning postulates. Therefore, a legal

system is modeled as a function that assigns a concept applicability function to each legal concept.

Definition 2.4 (Legal System). Let F be the set of concept applicability functions. A legal system is

a partial function l : C → F .

The concept applicability function assigned to a concept c by a legal system l is called the concept

applicability function for c relative to legal system l. Since we are only concerned with the applicability

of legal concepts with respect to a single legal system, the reference “relative to legal system l” is

omitted, and for each concept c ∈ C, there exists exactly one concept applicability function, denoted

by f c : Dc → {1,0}. For any legal possibility X ∈ Dc , we say that the concept c is applicable to X if

f c(X) = 1. Otherwise, we say that concept c is not applicable to X.

The domain Dc of any concept applicability function f c is called the set of decisive legal possibilities

of c, and the elements of Dc are called decisive legal possibilities of concept c. Since we are only

concerned with one legal system, so that for each concept there exists exactly one concept applicability

function, there exists exactly one set of decisive legal possibilities as well. Decisive legal possibilities

are interpreted as sets that contain sufficient information so that the applicability or non-applicability

of a concept is determined.

Example 2.5. Let us consider the concept of “possession of shirt1” denoted by c1. Note that “possession

of shirt1” in the legal sense is not identical to the concept of “ownership of shirt1” and, roughly speaking,

expresses that you have the shirt1 at your disposal. Further, let us consider the following conditions:

“wearing shirt1”, “not wearing shirt1”, “storing shirt1 in the wardrobe”, “not storing shirt1 in the

wardrobe”. They are denoted by b1, b2, b3 and b4, respectively. Further, consider the following concept

applicability function f c1 specifying the applicability of the concept c:

f c1(X) =

1 if X = {b1}, X = {b3}, X = {b1, b4}, or X = {b2, b3}

0 if X = {b2, b4}
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Accordingly, the set of decisive legal possibilities of c1 is Dc1 = {{b1}, {b3}, {b1, b4}, {b2, b3}, {b2, b4}}.
Since {b1} and {b3} are decisive legal possibilities, knowing only that a human (and hence a case)

wears shirt1 or stores shirt1 in the wardrobe provides enough information to determine whether the

legal system can classify this human as possessing shirt1. Similarly, the fact that {b2, b3}, {b1, b4}, and
{b2, b4} are decisive legal possibilities indicates that if a legal system encounters a human about whom

it knows that they wear shirt1 and do not store it in the wardrobe, store shirt1 in the wardrobe and do

not wear it, or neither wear nor store it, then the legal system can infer whether this human qualifies

as a possessor of shirt1.

Also taking into account the Boolean values assigned to the decisive legal possibilities, the concept

applicability function f c1 expresses the following meaning postulates. If someone is known to be

wearing shirt1 or storing it in their wardrobe, then the concept “possession of shirt1” is applicable to

them. Also, if they are known to be wearing it but not storing it in their wardrobe, or storing it but

not wearing it, then the concept “possession of shirt1” is applicable to them as well. Conversely, if it is

known that they neither wear it nor store it in their wardrobe, then the concept “possession of shirt1”

is not applicable to them. △

The relation between legal possibilities and judgment of applicability and non-applicability characterized

by a concept applicability function provides a framework to reason about properties of legal possibilities

with respect to this function. The following definition specifies the properties of sufficiency, exception,

positive necessity, negative necessity and contingency relative to a concept applicability function.

Definition 2.6 (Properties of Legal Possibilities). Let f : D → {1,0} be a concept applicability

function. We say that a legal possibility X ∈ D is

(1) sufficient relative to f if and only if for every Y ∈ D with X ⊆ Y it holds that f(Y ) = 1.

(2) an exception relative to f if and only if for every Y ∈ D with X ⊆ Y it holds that f(Y ) = 0.

(3) positively necessary relative to f if and only if for every Y ∈ D with f(Y ) = 1 it holds that

X ⊆ Y .

(4) negatively necessary relative to f if and only if for every Y ∈ D with f(Y ) = 0 it holds that

X ⊆ Y .

(5) contingent relative to f if and only if there exist Y,Z ∈ D such that f(Y ) = 1, f(Z) = 0 and

X ⊆ Y,Z.

If the concept applicability function is the concept applicability function f c for concept c, then these

propensities characterize properties of decisive legal possibilities with respect to the applicability of

a concept. For instance, the sufficiency of decisive legal possibility relative to f c characterizes the

property of sufficiency for concept c, the negative necessity of decisive legal possibility relative to f c

characterizes the negative necessity for concept c and so on.

Example 2.7. Let c1 denote the concept “possession of shirt1”, b1 refer to the condition “wearing

shirt1”, b2 denote the condition “not wearing shirt1”, b3 refer to the condition “storing shirt1 in the

wardrobe” and b4 refer to the condition “not storing shirt1 in the wardrobe”. Furthermore, let the

decisive legal possibilities and the concept applicability function f c1 be defined as in Example 2.5.

Then, the set of decisive legal possibilities for c is Dc1 = {{b1}, {b3}, {b1, b4}, {b2, b3}, {b2, b4}}.

The decisive legal possibilities {b1} and {b3} are sufficient for c1 because for all Y ∈ Dc1 with {b1} ⊆ Y ,

or {b3} ⊆ Y , it is the case that f c1(Y ) = 1. This means that the concept c1 is applicable to any
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decisive legal possibility of conditions that include either b1 or b3. However, neither {b1} nor {b3} are

necessary for c1 because {b1} ̸⊆ {b3} and {b3} ̸⊆ {b1}. Since for all Y ∈ Dc1 with {b2, b4} ⊆ Y it is

the case that f c1(Y ) = 0, it follows that the decisive legal possibility {b2, b4} is an exception for c1.

Additionally, the decisive legal possibility {b2, b4} is negatively necessary c1 because for any Y ∈ Dc1

with f c1(Y ) = 0 it holds that {b2, b4} ⊆ Y . Therefore, the concept c1 is not applicable to a decisive

legal possibility if and only if the decisive legal possibility contains {b2, b4}. △

Example 2.8. Let c2 be the concept “ticketed bike” which defines the concept of bikes that can be

taken on Dutch trains and that require a ticket. Further, let b1 refer to the condition “city bike”, b2

refer to the condition “electric bike” and b3 refer to the condition “folding bike”. Consider the following

concept applicability function f c2 and the set of decisive legal possibilities Dc2 := P({b1, b2, b3}) \ {∅}.
That is, every non-empty set X ⊆ {b1, b2, b3} is a decisive legal possibility.

f c2(X) =

1 if X = {b1}, X = {b2}, or X = {b1, b2}

0 otherwise

This function illustrates that whenever it is only known that the bike is a city bike or an electric, then

it is considered a “ticketed bike”. However, if it is known that the bike is a folding bike, then the bike

is never a “ticketed bike”. Therefore, the concept c2 does not apply to any decisive legal possibility

that contains the subset {b3}. This illustrates why the decisive legal possibility {b3} is an exception

c2: For any decisive legal possibility X such that {b3} is a subset of it, it is the case that c2 is not

applicable to this decisive legal possibility. Furthermore, the decisive legal possibilities {b1}, {b2} and

{b1, b2} are contingent decisive legal possibilities. To see this, first note that c2 is applicable to these

decisive legal possibilities. Second, consider the decisive legal possibility {b1, b2, b3}. It is the case that

the decisive legal possibilities {b1}, {b2} and {b1, b2} are subsets of {b1, b2, b3} and c2 is not applicable

to {b1, b2, b3}. This means that the decisive legal possibilities {b1}, {b2} and {b1, b2} are subsets of

decisive legal possibilities to which the concept is applicable and subsets of decision sets to which the

concept is not applicable. △

It is important to note that, in general, any decisive legal possibility that is a superset of an exception

is also an exception. The following lists this and other similar facts.

Fact 2.9. Let f : D → {1,0} be a concept applicability function.

(1) If X ∈ D is sufficient (an exception) relative to f , then any Y ∈ D with X ⊆ Y is sufficient (an

exception) relative to f .

(2) If X ∈ D is positively (negatively) necessary relative to f , then any Y ∈ D with Y ⊆ X is is

positively (negatively) necessary relative to f .

(3) X ∈ D is contingent relative to f if and only if X is neither sufficient nor an exception relative

to f .

Proof. Follows immediately from Definition 2.6.

Let us briefly summarize the core notions and their function within our formalism. Conditions, denoted

by b1, . . . , bm, are negated or non-negated atomic propositions. Sets of conditions that are informative

and conflict-free are legal possibilities.
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Cases, denoted by a1, . . . , ak, are associated with sets of conditions. These sets are denoted by

Ka1 , . . . ,Kak and represent the acquired knowledge of the legal system about a case—that is, information

about which conditions the case satisfies. If the associated knowledge of a case is a legal possibility,

the the associated knowledge is legal knowledge and the case is a legal case.

Legal concepts are denoted by c1, . . . , cn. Like conditions, they are negated or non-negated atomic

propositions, and they are applicable to cases, as will be examined in Chapter 4.

The applicability of legal concepts is modeled using concept applicability functions, which assign

Boolean values to sets of legal possibilities. Given a legal system, there exists one concept applicability

function for each concept in the legal system, specifying the applicability of the concept according to

that system. We will provide a logical characterization of concept applicability functions in Chapter 3.
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Chapter 3

A Logic for Legal Concept Applicability

In this chapter, we will address Task 1. We will present a logical framework for modeling legal

information regarding the applicability of concepts based on the previously formalized notions of

concepts, cases, decisive legal possibilities, and concept applicability functions. Legal information is

modeled using a variant of propositional dependence logic. We describe the logic in Section 3.1 and

the modeling of legal reasoning in Section 3.2.

3.1 The Logics PL(=(·)) and PL(=(·),♦)

In our daily lives, functional dependencies are a regular feature: the cost of a train ticket depends on

the age of the passenger or the gas mileage of a car depends on the speed. The fact that the feature

“gas mileage of a car” functionally depends on another feature such as “speed” means that the value of

the second feature determines the value of the first feature. To formally represent these dependencies,

classical logics, like classical propositional and classical first-order logic, are not sufficient. As noted

by Väänänen [Vää07a] and Anttila [Ant25], dependencies demand the investigation of multiple data

points, rather than a single data point. This is the case because if only one data point is considered,

any dependency trivially holds. To illustrate this, let us consider the following data about restaurants.

Restaurant Pizza Salad Pasta

restaurant1 1 1 1
restaurant2 1 1 0
restaurant3 1 1 0
restaurant4 0 0 1

Table 3.1: Data about restaurants

Each restaurant specifies a data point that specifies values for the features “pizza”, “salad” and “pasta”

where 1 indicates that the restaurant offers such a dish and 0 indicates that the restaurant does not

offer such a dish. To say that the feature “pizza” functionally depends on the feature “pasta” means

that there is a function such that it determines whether a restaurant offers pizza solely based on

whether that restaurant offers pasta.

If only one restaurant and thus a single data point is examined, then each of these values depends on

each of the other values. For example, the feature “pizza” depends on the feature “pasta” and vice

versa. However, when each restaurant is considered, resulting in multiple data points, neither of the
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features “pizza” and “pasta” depends on the other. This is because restaurant1 and restaurant4 offer

pasta, but they don’t both offer pizza, nor do they both not offer pizza. Similarly, restaurant1 and

restaurant2 offer pizza, but they don’t both offer pasta, nor do they both not offer pasta.

In addition to these insights, Table 3.1 allows us to examine several other dependencies. Although

the fact that a restaurant offers salad does not depend on whether it offers pasta, it does depend on

whether it offers pizza. This is because every restaurant that offers pizza also offers salad, so there

exists the following function determining whether a restaurant offers salad based only on whether it

offers pizza. This function articulates that a restaurant offers salad if it offers pizza. Analogously, the

fact that a restaurant offers pizza depends on whether it offers salad.

A logic that can express functional dependencies is dependence logic, introduced by Väänänen [Vää07a;

Vää07b]. In comparison to classical propositional logic, dependence logic is based on team semantics

and includes dependence atoms. Further, we will enrich dependence logic with the might-operator. Let

us introduce these components intuitively before defining them formally.

The foundation of the semantics of classical propositional logic is a valuation function. This function

assigns a Boolean value to each atomic proposition. Based on this assignment, the truth value of more

complex propositions is obtained. Importantly, to interpret a formula only one valuation is considered

in classical propositional logic. A team generalizes this idea so that a team is a set of valuation

functions. Within team semantics the truth value of propositions are then discussed with respect to

teams of valuations. This generalization provides a framework to reason about the relationships between

individual valuations and the information they encode. For instance, in Table 3.1 each restaurant

instantiates a valuation assigning values to the discussed features. Based on these valuations, patterns

of dependencies between the features are analyzable.

These patterns of functional dependency are expressible using dependence atoms. Given that x1, . . . , xn

and y are features, the dependence atom =(x1, . . . , xn, y) expresses that the feature y functionally

depends on the features x1, . . . , xn which means that there exists a function from the values of the

features x1, . . . , xn to the value of the feature y. In the previously discussed example, =(pizza, salad)

holds because the value for “pizza” determines the value for “salad”.

To indicate that there exists some restaurant offering pasta, the might-operator, denoted by ♦, can be

used. In Table 3.1, one can state that there exists a non-empty set of restaurants offering pasta using

the might-operator. Therefore, the operator expresses that something might be the case in the sense

that, given that you are in a restauranti but do not know which one, it cannot be ruled out that the

restaurant offers pasta. Thus, the restauranti might offer pasta. In general, the might-operator allows

one to state the existence of a non-empty set of valuations that satisfy certain constraints.4

To formally introduce the dependence atom and the might-operator, we characterize propositional

dependence logic, denoted by PL(=(·)), and propositional dependence logic with the might-operator,

denoted by PL(=(·),♦). Further, we will specify the logic PL, which is team-based classical proposi-

tional logic. Propositional dependence logic PL(=(·)) was introduced by Yang and Väänänen [YV16].

To our knowledge, the logic PL(=(·),♦) has not been studied in the literature, but it is similar to a

logic discussed by Anttila and Knudstorp [AK25].

4For more on the might-operator, see Veltman [Vel96], Hella and Stumpf [HS15], Yan [Yan23], and Anttila and
Knudstorp [AK25].
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Definition 3.1 (Well-formed Formulas). Fix a (countably infinite) set PROP of propositional variables.

We recursively define the set of well-formed formulas of PL, PL(=(·)) and PL(=(·),♦):

α ::= p | ¬α | α ∧ α | α ∨ α PL

φ ::= p | ¬α |=(p1, . . . , pn, q) | φ ∧ φ | φ ∨ φ PL(=(·))
φ ::= p | ¬α |=(p1, . . . , pn, q) | φ ∧ φ | φ ∨ φ | ♦φ PL(=(·),♦)

where p, p1, . . . , pn, q ∈ PROP .

In the following α always denotes a formula of PL. As previously discussed, the dependence atom

=(p1, . . . , pn, q) expresses “q depends on p1, . . . , pn”. Further, the constancy atom =(q) denotes “q is

constant”. The connective ∨ is called the tensor disjunction and generalizes the classical disjunction in

the team-based setting. Lastly, ♦ is the might-operator where ♦φ is interpreted as “might φ”.

We define an implication α→ ψ := ¬α ∨ φ where α ∈ PL and φ ∈ PL(=(·),♦). This means that the

antecedent of the implication has to be a classical formula, whereas the consequent can be any formula

of PL(=(·),♦). This restriction is necessary because the negation is only defined for formulas of PL.

To define the semantics of the dependence atom =(·), the semantics of the connectives ¬,∧,∨ and the

semantics of the might-operator ♦ within team semantics, we first need to define valuations and teams.

Definition 3.2 (Valuation and Team).Given a set of propositional variables P ⊆ PROP , a valuation

v on P is a function v : P → {1,0}, which means that a valuation assigns a Boolean value to the

propositions of P . A team T on P is a set of valuations on P and hence T ⊆ {1,0}P .

The empty team ∅ does not contain any valuation, whereas the full team on P contains every possible

valuation on P .

Team semantics stipulates that the satisfiability of well-formed formulas is defined with respect to

teams rather than individual valuations.

Definition 3.3 (Team Semantics).Given a set of propositions P ⊆ PROP , a team T on P , and a

well-formed formula φ of PL, PL(=(·)), or PL(=(·),♦) such that every propositional variable occurring

in φ is contained in P , the satisfiability of φ in T is recursively defined:

(1) T |= p if and only if for all v ∈ T, v(p) = 1

(2) T |= ¬α if and only if for all v ∈ T, {v} ̸|= α

(3) T |==(p1, . . . , pn, q) if and only if for all vi, vj ∈ T with vi(pk) = vj(pk) for 1 ≤ k ≤ n, it is the

case that vi(q) = vj(q)

(4) T |= φ ∧ ψ if and only if T |= φ and T |= ψ

(5) T |= φ ∨ ψ if and only if there exist subteams T1, T2 ⊆ T with T1 ∪ T2 = T such that T1 |= φ and

T2 |= ψ

(6) T |= ♦φ if and only if there exists a subteam T ′ ⊆ T with T ′ ̸= ∅ and T ′ |= φ

The constancy atom =(q) reduces the satisfiability conditions of the dependence atom to the specification

that T |==(q) if and only if for every vj , vi ∈ T it is the case that vi(q) = vj(q).

If a team T satisfies a formula φ, then φ is said to be true in T. Alternatively, φ is said to hold in

T. In contrast, if φ is not satisfied by a team T, then φ is said to be false in T and to not hold in T.

Further, if a formula φ is satisfied by all teams, then φ is said to be valid.
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To provide some intuition about the semantics of the tensor disjunction, dependence atom and the

might-operator, consider the following example.

Example 3.4. Let us consider the following team T on P = {p1, p2, p3, p4}.

p1 p2 p3 p4

v1 1 0 1 1

v2 1 0 1 1

v3 1 1 1 1

v4 0 0 1 0

Observe that the proposition p3 is constant because for any valuations vi, vj ∈ T it is the case that

vi(p3) = vj(p3) = 1. However, neither the proposition p1, p2 nor p3 is constant because for any

p ∈ {p1, p2, p4}, there exist vi, vj ∈ T such that vi(p) ̸= vj(p). For instance, v1 assigns the value 1 to

proposition p1, whereas v3 assigns the value 0 to proposition p1 so that T ̸|==(p1).

Note that T |==(p1, p3) and T |==(p1, p4). This means that for all valuations of the team with the same

Boolean value assigned to p1, the Boolean value for p3 and p4 are identical. In contrast, T ̸|==(p1, p2)

because v2 and v3 assign the same value to p1 but not the same value to p2.

Consider the following subteams T1 = {v1, v2, v4} and T2 = {v3}. Since for any v ∈ T1 it is the case

that v(p2) = 0, it follows that T1 |= ¬p2. Similarly, since for any v ∈ T1 it is the case that v(p2) = 1 it

follows that T2 |= p2. Due to the fact that T1 ∪ T2 = T, it is the case that T |= ¬p2 ∨ p2.

Lastly, T |= ♦ (p1 ∧ p3). This means that there exists a non-empty subteam T ′ ⊆ T such that T |= p1∧p3.
This holds because v2(p1) = 1 and v2(p3) = 1, so that T ′ = {v2} satisfies these constraints. △

Well-formed formulas of PL(=(·),♦) satisfy certain properties with respect to teams, indicating whether

a formula remains satisfied after set-theoretic manipulation of the team.

Theorem 3.5. Let α be a formula of PL and φ be a formula of PL(=(·)). Let T and T ′ be teams.

(1) ∅ |= φ Empty Team Property

(2) If T ′ ⊆ T and T |= φ, then T ′ |= φ Downward Closure Property

(3) T |= α if and only if for all v ∈ T it is the case that {v} |= α Flatness Property

Proof. Proof by induction on the complexity of α and φ.

The empty team property states that every formula of PL(=(·)) is satisfied by the empty team. Hence,

contradictions like p ∧ ¬p are true in the empty team. The downward closure property states that if a

team satisfies a formula of PL(=(·)), then any subset of that team satisfies the formula as well. The

flatness property articulates that a formula of PL is true in a team if and only if for every valuation of

the team it holds that the formula is true in the singleton team containing only this valuation.

Importantly, the flatness property does not hold for every formula of PL(=(·)) and PL(=(·),♦). This
is the case because any stated dependence is true in a singleton team, but might not hold in a team

containing more than one valuation. Further, the empty team property and the downward closure

property do not hold for formulas of PL(=(·),♦). To see this, observe that any ♦φ where φ is a

well-formed formula of PL(=(·),♦) does not hold in the empty team due to the semantics of the

might-operator.

24



Furthermore, the team-based semantics for PL over singleton teams coincide with the semantics of

classical propositional logic. Let v |=CPL α mean that v satisfies α in the sense of classical propositional

logic. It is easy to prove that the following proposition holds.

Proposition 3.6.Given a formula α of PL and a team T, T |= α if and only if for all v ∈ T, {v} |= α

if and only if for all v ∈ T, v |=CPL α.

Proof. Follows from Theorem 3.5 and induction on the complexity of α.

Proposition 3.6 implies that the set of validities of PL is identical to the set of validities of classical

propositional logic. Thus, validities of classical propositional logic, such as double negation elimination,

can be utilized when working with PL. Furthermore, this means that PL(=(·)) and PL(=(·),♦) are
conservative extensions of classical propositional logic.

3.2 PL(=(·),♦) for Legal Concept Applicability

Legal reasoning about the application of a concept is based on legal information about its application

that is provided by meaning postulates. To represent this information, we will use tables where each

entry of the table characterizes a decisive legal possibility and the information whether the concept is

applicable to this decisive legal possibility. To logically reason about these tables, they will be specified

using propositional dependence logic with the might-operator PL(=(·),♦) based on team semantics.

Definition 3.7 (Propositions).Given the set of concepts C and the set of conditions B, the set of

propositions PROP contains C and B. That is, B ∪ C ⊆ PROP .

This means that we will treat conditions and concepts as propositions of the logic. These propositions

are the foundations of the syntax of PL(=(·),♦).

In a table representation, the conditions and concepts are the columns of our table. In an entry of

the table, these propositions are mapped to a specific value. This mapping is done by a valuation

which specifies a row of the table. A valuation represents a meaning postulate and hence a data point

that specifies the applicability of a concept. According to Definition 3.2, a valuation v on a set of

propositional variables P ⊆ B ∪ C, where C is the set of concepts and B is the set of conditions, is a

function that maps each propositional variable to a Boolean value. That is, v : P → {1,0}. Further,
a team T is a set of valuations on P . Thus, a team T on P is a tabular representation of multiple

data points that indicate the applicability or non-applicability of the concepts c1, . . . , ci relative to the

conditions b1, . . . , bj .

The Boolean values 1 and 0 are interpreted differently with respect to conditions and concepts. Given

a condition b and a valuation v, v(b) = 1 denotes “The legal system knows that b is satisfied” and

v(b) = 0 denotes “The legal system does not know that b is satisfied”. This means that neither v(b) = 1

nor v(b) = 1 have any bearing on whether or not condition b is actually satisfied. As discussed in

Section 2.1, this ensures that the proposed formalism focuses on what the legal system knows instead

of what is actually the case. Further, v(c) = 1 denotes “Concept c is applicable according to the legal

system” and v(c) = 0 denotes “Concept c is not applicable according the legal system”.

To reason about the applicability of legal concepts within PL(=(·),♦), we will proceed as follows.

First, we will provide a translation of concept applicability functions into teams. Second, we will define

25



legal teams as those teams that are translations of concept applicability functions, and third, we will

characterize the properties of legal teams.

Definition 3.8 (Translation of Concept Applicability Function).Given a concept applicability function

f : D → {1,0}, a team T translates f just in case there is some concept c ∈ C such that the domain of

T is
⋃

D ∪ {c} and the following conditions are satisfied:

(1) There exists a valuation v ∈ T with truth set Yv = {b ∈
⋃
D | v(b) = 1} and falsity set

Zv = {b ∈
⋃
D | v(b) = 0} if and only if there exists a legal possibility X ∈ D such that Yv = X

and Zv =
⋃
D \X.

(2) For each valuation v ∈ T with truth set Yv = {b ∈
⋃
D | v(b) = 1}, it is the case that v(c) = 1 if

and only if f(Yv) = 1.

Recall that, according to Definition 2.3, the domain D of any concept applicability function f is a

non-empty set of legal possibilities such that
⋃
D is a non-empty set of conditions. Consequently, a

team T that translates f is a team on B ∪ {c}, where c is a concept and B is a non-empty set of

conditions such that
⋃
D = B.

Based on these translations of concept applicability functions, we can define legal teams.

Definition 3.9 (Legal Team). Let c ∈ C be a concept and B ⊆ B be a non-empty set of conditions.

• A team T on B ∪ {c} is a legal team if and only if there exists a concept applicability function f

such that T translates f . We denote a legal team T on B ∪ {c} by T c .

• Given a legal system l, T cj is the legal team of ci in l if and only if T cj translates l(ci) and ci = cj .

As defined in Definition 2.4, a legal system l is a partial function assigning concept applicability

functions to legal concepts. Thus, there exists (at most) one concept applicability function f ci for ci

relative to this legal system, where l(ci) = f ci . Given this concept applicability function f ci , it is easy

to see that there can be only one legal team T cj such that T cj translates f ci and ci = cj . This is why

we are justified in speaking of the legal team of ci in l. Since we are only concerned with one legal

system, we omit mentioning the legal system when referring to the legal team of a concept.

Given a legal team T c and a valuation v ∈ T c , we say that the legal possibility X, defined as

X = {b ∈ B | v(b) = 1}, is the legal possibility expressed by v. If a legal possibility X is expressed

by some v ∈ T c , we say that the legal possibility X is expressed by T c . If a legal team T c is the legal

team of c, then the legal possibilities expressed by T c are decisive legal possibilities for c.

Further, as for any concept applicability function f : D → {1,0},
⋃
D is its set of ground conditions,

we will call any condition b ∈ B a ground condition of T c where T c is a legal team on B ∪ {c}.

According to Definitions 3.8 and 3.9, legal teams are a tabular representation of a concept applicability

function. To illustrate this, let us consider the following example.

Example 3.10. Let us examine the concept c1 expressing “possession of shirt1”. As before, the set of

conditions includes the condition “wearing shirt1”, the condition “not wearing shirt1”, the condition

“storing shirt1 in the wardrobe”, and the condition “not storing shirt1 in the wardrobe”. These

conditions are denoted by b1, b2, b3, and b4, respectively. Let B⊥
1 = {b2, b3},B⊥

2 = {b1},B⊥
3 = {b1, b4}

and B⊥
4 = {b3} define the sets of opposing conditions. Further, consider the following concept
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applicability function f c1 : Dc1 → {1,0} that specifies the applicability of c1:

f c1(X) =

1 if X = {b1}, X = {b3}, X = {b1, b4}, or X = {b2, b3}

0 if X = {b2, b4}

Next, we turn to the legal team T c1 on B ∪ {c1} where B = {b1, b2, b3, b4}, shown in Table 3.2.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c1

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 1

v3 {b1, b4} 1 0 0 1 1

v4 {b2, b3} 0 1 1 0 1

v5 {b2, b4} 0 1 0 1 0

Table 3.2: Legal team T c1 of the concept “possession of shirt1”

Let us sketch why T c1 translates f c1 and hence is the legal team of c1. First, it is straightforward to

verify that
⋃
Dc1 = B.

Second, note that every truth set of a valuation vi ∈ T c1 and hence every legal possibility Xi expressed

by T c1 is an element of the domain of f c1 . That is, Xi ∈ Dc1 . Further, for each Xi ∈ Dc1 there exists

a valuation vi ∈ T c1 such that Xi is the legal possibility expressed by vi. Moreover, for each valuation

of T c1 the falsity set is the same as the set of ground conditions for c1, excluding the legal possibility

expressed by this valuation. Thus, the first condition of translation is satisfied.

Third, the concept c1 is applicable to a legal possibility according to f c1 if and only if the same legal

possibility is expressed by some valuation of T c1 which assigns the concept c1 the value 1. Therefore,

the second condition of translation is satisfied. △

We now present a key result on legal teams: Legal teams can be precisely characterized by the

satisfaction of conditions corresponding to properties of concept applicability functions.

Theorem 3.11 (Characterization of Legal Teams). Let B ⊆ B be a non-empty set of conditions, c ∈ C
be a concept and T be a team on B ∪ {c} where B = {b1, . . . , bn}. The team T is a legal team if and

only if it satisfies the following constraints:

(1) T |==(b1, . . . , bn, c) (2) T ̸= ∅

(3) T |=
∨

bi∈B
bi (4) for each bi ∈ B, T |= ♦bi

(5) for each bi ∈ B, T |=
∧

bj∈B⊥
i

¬(bi ∧ bj)

where for each condition bi, B
⊥
i is the set of opposing conditions relative to B.

Proof. To show the left-to-right direction, suppose that T is a legal team. Therefore, there exists a

concept applicability function f : D → {1,0} such that T translates f . It needs to be shown that T

satisfies the conditions (1) to (5).

To show that (1) is satisfied, let vi, vj ∈ T be two valuations such that vi(b) = vj(b) for all b ∈ B. It

needs to be shown that vi(c) = vj(c). By Definition 3.8, it follows that there exist Xi, Xj ∈ D such

that Xi = {b ∈ B | vi(b) = 1} and Xj = {b ∈ B | vj(b) = 1}. Since vi(b) = vj(b) for all b ∈ B, it
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follows that Xi = Xj and since f is a function it is the case that f(Xi) = f(Xj). By Definition 3.8, it

follows that vi(c) = vj(c).

To see that T satisfies condition (2), see that due to Definition 2.3 it is the case D is not empty. This

means that there exists X ∈ D. By Definition 3.8, it follows that there exists a valuation v ∈ T. It

follows that T ̸= ∅.

To see that T satisfies condition (3), observe that any X ∈ D is a legal possibility due to Definition 2.3.

By Definition 2.2, for any X ∈ D, X is informative and hence X ̸= ∅. By Definition 3.8, for any

valuation v ∈ T, {b ∈ B | v(b) = 1} ̸= ∅. It follows that for any v ∈ T, {v} |=
∨

b∈B b. Due to the fact

that
∨

b∈B b ∈ PL and by flatness of formulas of PL, T |=
∨

b∈B b.

To prove that T satisfies condition (4), let bi ∈ B be arbitrary. By Definition 3.8, bi ∈
⋃
D. This

means that there exists X ∈ D such that bi ∈ X. By Definition 3.8, there exists v ∈ T such that

{b ∈ B | v(b) = 1} = X. Therefore, {v} |= bi. Since {v} ⊆ T it holds that T |= ♦bi. Since bi was

arbitrary it follows that for any b ∈ B, T |= ♦b.

To see that T satisfies condition (5), let bi, bj ∈ B be two opposing conditions. By Definition 2.3 it is the

case for any X ∈ D, X is a legal possibility. By Definition 2.2, it follows that X is conflict-free and hence

{bi, bj} ̸⊆ X. By Definition 3.8, it is the case that for any valuation v ∈ T, {bi, bj} ̸⊆ {b ∈ B | v(b) = 1}.
It follows that, for any v ∈ T it is the case that {v} ̸|= (bi ∧ bj). It follows that T |= ¬(bi ∧ bj). Since
bi, bj were arbitrary, it follows that for each bi ∈ B, T |=

∧
bj∈B⊥

i
¬(bi ∧ bj).

To prove the right-to-left direction, let T be an arbitrary team on B ∪ {c} where B ⊆ B is a non-empty

set of conditions. Further, suppose that T satisfies the conditions (1) to (5). It is sufficient to show

that there exists a concept applicability function f : D → {1,0} such that T translates f .

Let D be defined as D := {{b ∈ B | v(b) = 1} | v ∈ T}. Further, let f : D → {1,0} be defined as:

f(X) = 1 if and only if v(c) = 1 where X = {b ∈ B | v(b) = 1}. It needs to be shown that f is a

concept applicability function.

Since T |==(p1, . . . , pn, c), it follows that f is a function. Due to the fact that T |=
∨

b∈B b and by

Definition 2.2, any X ∈ D is informative. Further, due to the fact that T |=
∧

bj∈B⊥
i
¬(bi ∧ bj) for any

bi ∈ B and by Definition 2.2, any X ∈ D is conflict-free. By Definition 2.2, it follows that every X

in D is a legal possibility. Since T ̸= ∅ it follows that D ≠ ∅. It follows by Definition 2.3 that f is a

concept applicability function.

Lastly, it needs to be shown that T translates f . To do this, let us first show that
⋃
D = B. To

show that
⋃
D ⊆ B, let bi ∈

⋃
D be arbitrary. As bi ∈

⋃
D, there exist X ∈ D such that bi ∈ X. By

Definition 3.8, there exists v ∈ T such that {b ∈ B | v(b) = 1} = X. Hence, bi ∈ {b ∈ B | v(b) = 1}.
Since {b ∈ B | v(b) = 1} ⊆ B, bi ∈ B. To show that B ⊆

⋃
D, let bi ∈ B be arbitrary. Since for each

b ∈ B it is the case that T |= ♦b, it follows that T |= ♦bi. Thus, bi ∈ {b ∈ B | v(b) = 1} for some

v ∈ T c . By Definition 3.8, bi ∈ X for some X ∈ D. Thus, bi ∈
⋃
D. It follows that

⋃
D = B.

Now, let us show that the conditions (1) and (2) of Definition 3.8 are satisfied.

By the definition of D, there exists a valuation v ∈ T with truth set Yv = {b ∈ B | v(b) = 1} if and

only if there exists a set of conditions X ∈ D such that Yv = X. Further, since
⋃
D = B, it holds

that the falsity set Zv = {b ∈ B | v(b) = 0} = B \ Yv =
⋃
D \X. Therefore, the first condition of

Definition 3.8 is satisfied.

Since f is a function and by its definition, it follows that for each valuation v ∈ T with truth set
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Yv = {b ∈ B | v(b) = 1}, it is the case that v(c) = 1 if and only if f(Yv) = 1. Therefore, the second

condition of Definition 3.8 is satisfied.

By Definition 3.8, it follows that T translates f and hence T is a legal team.

Let us shortly sketch the conceptual implication of these conditions. By Definition 2.3, a concept

applicability function is a function from a non-empty set of legal possibilities to Boolean values. By

Definition 2.2, every legal possibility is informative and conflict-free. Constraints (3) and (5) define

analogous restrictions for legal teams. Constraint (5) states that no valuation of a legal team specifies

that opposing conditions are known to be satisfied. Thus, no legal possibility characterized by a

valuation contains two conditions which oppose each other. This highlights that legal reasoning is not

based on conflicting information.

Constraint (3) expresses that for each valuation, it is the case that the legal system knows that at least

one condition is satisfied. That is, every legal possibility expressed by some valuation v of the legal

team is not empty. This illustrates that the applicability of a concept cannot be determined without

knowing at least something.

Example 3.12. Let shirt1 be a specific shirt, and let us consider the concept “possession of shirt1”,

expressed by c1, and the conditions “wearing shirt1”, “not wearing shirt1”, “storing shirt1 in the

wardrobe”, and “not storing shirt1” that are denoted by b1, b2, b3, and b4, respectively. Table 3.3 defines

a team T1 on B1 ∪ {c}, where B1 = {b2, b3, b4}. Hence, T1 does not contain any information on b1,

so it does not include the information represented in the light gray column. Additionally, Table 3.3

specifies a team T2 on the set B2 ∪ {c}, where B2 = {b1, b2, b3, b4}, that includes information about b1

and therefore contains the information of the light gray column.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c1

v1 {b1} 1 0 0 0 1

v2 {b2, b3} 0 1 1 0 1

v3 {b2, b4} 0 1 0 1 0

Table 3.3: Team T1 and T2 specifying the applicability of the concept “possession of shirt1”

T1 is not a legal team because T1 ̸|=
∨

b∈B1
b. This is due to the fact that v1 specifies a data point

where the applicability of the concept c1 is determined without knowing that any condition is satisfied.

In contrast, this is not the case for T2 because it considers condition b1. Therefore, T2 |=
∨

b∈B2
b. △

Constraint (2) states that any legal team is not empty. In other words, any legal team contains at

least one valuation. This ensures that there is at least some information about the applicability of the

considered concept. This reflects the condition of a concept applicability function that the domain

of the concept applicability function is non-empty. Thus, constraints (2) and (3) encode that the

applicability of a legal concept requires some known information about satisfied conditions.

The constraint (1) articulates a functional dependence between the legal possibilities expressed by

some valuation and the judgment on the applicability. It states that the value of a concept is given by

the values for the conditions so that two identical legal possibilities expressed by some valuations are

mapped to the same value for the applicability of the concept by the valuations. This encodes the

Aristotelian idea of formal equality, which states that equal cases should be treated equally [Ari20].5

5The significance of formal equality for legal reasoning has been intensively debated. Westen [Wes90] and Kelsen
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If this condition is not satisfied by a team representing some information, then this information

characterizes a concept as both applicable and inapplicable to an identical set of conditions that are

known to be satisfied. Then, the requirement of formal equality indicates that there must be some

conditions that, if known to be satisfied, cause the different judgment on the applicability of the

concept. However, this condition is not considered by the team leading to the fact that the constraint

(1) is not satisfied. This is exemplified by the following.

Example 3.13. Suppose that we are investigating a team that appears to specify the applicability of

the concept “ticketed bike”, denoted by c2, of the Dutch train operator. This concept defines bikes

that you are allowed to travel with in trains, but require a specific ticket. The following conditions are

considered: “city bike”, “folding bike” and “folded bigger than 45 x 86 x 80 cm”. These conditions

are denoted by b1, b2 and b3, respectively. Further, consider the following table Table 3.4 sketching

the team T1 on B1 ∪ {c2} where B1 = {b1, b2}. Thus, T1 lacks any information on b3 and hence does

not consider any information provided in the light gray column. Further, Table 3.4 characterizes the

team T2 on B2 ∪ {c2} where B1 = {b1, b2, b3}. Consequently, T2 contains information on b3 and hence

considers the information of the light gray column.

valuation vi legal possibility Xi b1 b2 b3 concept c2

v1 {b1} 1 0 0 1

v2 {b1, b2} 1 1 0 0

v3 {b1, b2, b3} 1 1 1 1

Table 3.4: Team T1 and T2 specifying the applicability of the concept “ticketed bike”

If a conductor wants to reason about the applicability of c2 based on T1, thus using the information

characterized by the table without the column for b3, they realize that this table does not contain

sufficient information about the applicability of c2. Based on the acquired information, a bike is not

a “ticketed bike” if it is known to be a city bike and a folding bike due to v2. However, v3 conveys

the information that a bike is a “ticketed bike” if the same conditions are known to be satisfied. This

illustrates that T1 does not provide information about why the concept is applicable to the latter

but not the former. This is reflected by the fact that T1 ̸|==(b1, b2, c2) so that T1 is not a legal team.

When T2 is considered, these legal possibilities are distinguishable. According to T2, the difference in

applicability is due to the fact that condition b3 is known to be satisfied in the latter, which is not the

case in the former. This exemplifies why T2 |==(b1, b2, b3, c2). △

Lastly, constraint (4) ensures that any condition considered by a legal team is contained within a legal

possibility expressed by some valuation of the legal team. This captures the fact that any concept

applicability function only refers to conditions that are contained within a legal possibility mapped

to a Boolean value. Furthermore, if the legal team translates the concept applicability function of

a concept, then this condition ensures that the set of ground conditions is identical to the set of

conditions considered by the legal team.

Recall that Definition 2.6 defines properties of legal possibilities relative to concept applicability

functions, such as sufficiency or positive necessity, in a set-theoretic fashion. Importantly, these

properties are expressible using formulas of PL(=(·),♦). Proposition 3.14 provides these formulas and

[Kel17; KW24] articulate that formal equality is an insubstantial legal norm without normative effect. In contrast, Alexy
[Ale20] and Somek [Som06] argue that formal equality as a norm prescribes equal treatment as the norm and unequal
treatment as the derogation. Accordingly, there is a burden of justification for unequal treatment.
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shows that they correspond to the relationships of legal possibilities expressed by legal teams.

Proposition 3.14. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions, f : D → {1,0}
be a concept applicability function and T c be a legal team on B ∪ {c} that translates f .

(1) A legal possibility Xi ∈ D is sufficient relative to f if and only if T c |= φXi
suf where

φXi
suf :=

∧
bi∈Xi

bi → c

(2) A legal possibility Xi ∈ D is an exception relative to f if and only if T c |= φXi
exc where

φXi
exc :=

∧
bi∈Xi

bi → ¬c

(3) A legal possibility Xi ∈ D is positively necessary relative to f if and only if T c |= φXi
nec+ where

φXi
nec+ := c →

∧
bi∈Xi

bi

(4) A legal possibility Xi ∈ D is negatively necessary relative to f if and only if T c |= φXi
nec− where

φXi
nec− := ¬c →

∧
bi∈Xi

bi

(5) A legal possibility relative to f Xi ∈ D is contingent if and only if T c |= φXi
con where

φXi
con := ♦

 ∧
bi∈Xi

bi ∧ c

 ∧ ♦

 ∧
bi∈Xi

bi ∧ ¬c


Proof. Proof is given in Appendix A.1.

Note that φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec− ∈ PL, while φXi

con ∈ PL(=(·),♦). Given a legal team T c and a legal

possibility Xi expressed by T c , we say that Xi is sufficient relative to T c if and only if T c |= φXi
suf .

Similarly, we say that Xi is an exception, positively necessary, negatively necessary, or contingent

relative to T c if and only if T c |= φXi
exc, T

c |= φXi
nec+, T

c |= φXi
nec−, or T

c |= φXi
con, respectively.

If a legal team translates the concept applicability function f c specifying the applicability of a legal

concept c, then these properties characterize properties of decisive legal possibilities. In this setting, a

decisive legal possibility is sufficient for c, a decisive legal possibility is an exception for c, and so on.

Since the discussed properties of legal possibilities hold for a legal possibility if and only if the

corresponding formula is satisfied by the team, we derive the following results.

Fact 3.15. Let c ∈ C be a concept and B ⊆ B be a non-empty set of conditions. Further, let concept

applicability function f : D → {1,0} be concept applicability function and T c be a legal team on

B ∪ {c} that translates f . Let Xi ∈ D be a legal possibility expressed by some valuation vi ∈ T c .

(1) If T c |= φXi
suf , then for any legal possibility Xj ∈ Dc expressed by some vj ∈ T c with vj(b) = 1

for all b ∈ Xi it holds that T
c |= φ

Xj

suf
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(2) If T c |= φXi
exc, then for any legal possibility Xj ∈ Dc expressed by some vj ∈ T c with vj(b) = 1

for all b ∈ Xi it holds that T
c |= φ

Xj
exc

(3) If T c |= φXi
nec+, then for any legal possibility Xj ∈ Dc expressed by some vj ∈ T c with vi(b) = 1

for all b ∈ Xj it holds that T c |= φ
Xj

nec+

(4) If T c |= φXi
nec−, then for any legal possibility Xj ∈ Dc expressed by some vj ∈ T c with vi(b) = 1

for all b ∈ Xj it holds that T c |= φ
Xj

nec−

(5) T c |= φXi
con if and only if T c ̸|= φXi

suf and T
c ̸|= φXi

exc

Proof. (1) to (5) follow immediately from Proposition 3.14 and Fact 2.9.

To summarize, in this section we showed how PL(=(·),♦) allows us to model legal information on

the applicability of concepts. This information is modeled using legal teams, which represent concept

applicability functions in PL(=(·),♦). Like concept applicability functions, legal teams specify whether

a concept is applicable to legal possibilities. In Theorem 3.11, we characterized when a team qualifies

as a legal team. This logical framework lays the foundation for reasoning about the derivation of the

applicability of a concept to a case, which is discussed in the next chapter.
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Chapter 4

Derivation of Legal Concept

Applicability

Assessing whether a legal concept is applicable to a case based on some known information leads to

two scenarios. First, the legal team provides explicit information on the applicability of the concept to

the legal case so that the applicability can be directly derived. This is defined in Section 4.2. Second,

the legal team does not contain explicit information about the applicability of the concept to the legal

case, but it might contain information to predict the concept’s applicability. We define a mechanism

capable of determining the applicability based on such information in Section 4.3 and investigate its

requirements in Section 4.4. Together, these mechanisms accomplish the objective of Task 2. Before

formally exploring these mechanisms, we provide an intuition for them in Section 4.1.

4.1 An Intuition about the Derivation of Legal Concept Applicability

Before providing a formal characterization of the proposed mechanisms of direct derivation and heuristic

derivation, let us begin with an informal description using an example.

Example 4.1. Let us examine the concept of “tax relief eligibility”, denoted by c3. Let “employed by

a Dutch company”, “resident in the Netherlands”, “student of a Dutch university”, and “Dutch civil

servant” be conditions, denoted by b1, b2, b3, and b4, respectively. Further, let B = {b1, b2, b3, b4} and

let B⊥
i = ∅ for all bi ∈ B so that none of these conditions oppose one another. Let T c3 on B ∪ {c3}, as

shown in Table 4.1, be the legal team of c3 and hence characterize the applicability of c3.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c3

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 0

v3 {b4} 0 0 0 1 1

v4 {b1, b2} 1 1 0 0 0

v5 {b2, b3} 0 1 1 0 1

Table 4.1: Legal team T c3 for the concept “tax relief eligibility”

Table 4.1 states that if someone is known to be employed by a Dutch company, they are eligible for

tax relief. However, if it is also known that they reside in the Netherlands, they are not eligible. In

contrast, if someone is known to be a student at a Dutch university and resides in the Netherlands,
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they are eligible, but not if it is only known that they are a student at a Dutch university. Lastly, if it

is known that someone is a Dutch civil servant, they are also eligible.

Table 4.1 allows us to deduce certain properties of decisive legal possibilities. It is easy to verify that the

following are the properties possessed by expressed decisive legal possibilities, excluding contingency:

(1) The decisive legal possibility {b4} is sufficient for c3. This means that knowing someone is a

Dutch civil servant is sufficient to conclude that they are eligible for tax relief.

(2) The decisive legal possibility {b1, b2} is an exception for c3. That is, knowing someone is employed

by a Dutch company and resides in the Netherlands is sufficient to conclude that they are not

eligible for tax relief.

(3) The decisive legal possibility {b2, b3} is sufficient for c3. Hence, knowing that someone is a resident

in the Netherlands and a student at a Dutch university is sufficient to conclude that the person

is eligible for tax relief.

Based on these properties, we want to investigate the applicability of c3 to several individuals: a1, a2,

a3, and a4, where Ka1 = {b2, b3}, Ka2 = {b2, b4}, Ka3 = {b1, b2, b3}, and Ka4 = {b2}.

This means that in the case of a1, it is known that they are a resident of the Netherlands and a student

at a Dutch university, while for a2, it is known that they are a Dutch civil servant and a resident of the

Netherlands. Furthermore, in the case of a3, it is known that they are employed by a Dutch company,

reside in the Netherlands, and are a student at a Dutch university. Lastly, for a4, it is only known that

they are a resident of the Netherlands.

The applicability of c3 to a1 can be derived directly. The characterization states that if it is known

about someone that they are a resident of the Netherlands and a student at a Dutch university, then

they are eligible for tax relief. Since this is exactly what is known about a1, one can conclude that c3 is

applicable to this case. That is, this is a scenario in which the legal team contains explicit information

about the applicability of the concept to the considered case.

In contrast, the legal team does not contain explicit information about the cases a2, a3, and a4—namely,

it does not characterize the applicability of the concept to legal possibilities about which the same is

known as about these cases. Thus, these cases constitute a scenario where the legal team does not

contain explicit information about the applicability of the concept. Therefore, the properties of the

legal possibilities must be used to derive applicability. This gives rise to a more fine-grained distinction

among these cases.

According to (1), knowing that someone is a Dutch civil servant is sufficient to conclude that they are

eligible for tax relief. Since it is known about a2 that they are a Dutch civil servant, it is reasonable to

derive, based on (1), that c3 is applicable to a2. Thus, in this situation, we can heuristically derive the

applicability of the concept based on the properties of expressed legal possibilities. However, this is

not the case for the remaining two cases.

Since it is known about a3 that they are employed by a Dutch company, reside in the Netherlands,

and are a student at a Dutch university, we can conclude based on (2) that a3 is not eligible for tax

relief. In contrast, according to (3), we can conclude that they are eligible for tax relief. This is the

case because it is known that a3 satisfies the conditions of both a legal possibility that is sufficient and

an exception for c3. Therefore, we have conflicting information regarding the applicability of c3 to a3,

and we are not in a position to heuristically derive its applicability.
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Lastly, for a4, it is only known that they are a resident of the Netherlands. Importantly, this case does

not fall under any of the legal possibilities discussed in (1), (2), or (3), as it does not satisfy all the

conditions. Consequently, these properties cannot be used to derive the applicability of the concept,

and there is no indication as to how to infer the applicability of c3. In this sense, we do not have

enough information to determine applicability. △

Importantly, this example indicates that an investigation into the applicability of a concept to a

case, based on legal information, can lead to four possible outcomes. First, the applicability may be

directly derived from the legal information. Second, while it cannot be directly derived, it may still be

heuristically derived. Alternatively, the applicability may be neither directly nor heuristically derivable.

This gives rise to two further possibilities: either the legal team contains too little information, or it

contains conflicting information for heuristic derivations.

Given a legal team T c that specifies the applicability of a concept c, we will refer to cases that fall

under the first group of possible outcomes as being determined by T c . If a case falls into the second

group, we will say that c is predictable for this case with respect to T c . If a case qualifies as belonging

to one of the last types of outcomes, it will be said that c is inconsistently unpredictable with respect

to T c if the legal team contains conflicting information, or indeterminably unpredictable with respect

to T c if the legal team lacks sufficient information about the applicability of the concept to the case.

We will formally define these notions in the following sections, and they will serve as the foundation

for the direct and heuristic derivation of legal concept applicability.

4.2 Direct Derivation of Legal Concept Applicability

Direct derivation of the applicability of a concept to a legal case is based on the fact that the

legal information explicitly states whether the concept is applicable to that case. That is, the legal

information includes whether the legal concept is applicable to a legal possibility that contains the same

conditions as the legal knowledge associated with the case. This means that when the applicability of

a legal concept to a legal case is decided by direct derivation, the legal team that provides the legal

information functions as a database against which the legal case is compared.

Definition 4.2 (Determination and Applicability). Let c ∈ C be a concept, B ⊆ B be a non-empty set

of conditions and let T c be a legal team on B ∪ {c}. Further, let a ∈ A be a legal case and Ka the

associated legal knowledge.

• Case a is determined by T c if and only if there exists vi ∈ T c such that Xi = B ∩Ka where Xi

is the legal possibility expressed by vi.

• Concept c is applicable to a relative to T c if and only if there exists vi ∈ T c such that Xi = B∩Ka

and vi(c) = 1 where Xi is the legal possibility expressed by vi.

• Concept c is not applicable to a relative to T c if and only if there exists vi ∈ T c such that

Xi = B ∩Ka and vi(c) = 0 where Xi is the legal possibility expressed by vi.

Let us highlight two important characteristics about Definition 4.2. First, observe that case a is

determined by a legal team T c if and only if the concept c is applicable to a or not applicable to a

relative to T c . Second, note that “c is not applicable to a relative to T c” is not the same as “it is not

the case that c is applicable to a relative to T c”.
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According to Definition 4.2, the conclusion that a legal case is determined by a legal team is based on

the fact that the legal team expresses a legal possibility that is identical to the legal knowledge about

the case relative to the conditions considered by the legal team. If that holds, then the information

stored in the legal team about the applicability of the concept to this legal possibility can be used to

directly derive whether the concept is applicable or not applicable to this legal case.

Example 4.3. Let c1 express “possession of shirt1”, b1 denote wearing shirt1, b2 denote “not wearing

shirt1”, b3 denote “storing shirt1 in the wardrobe”, and b4 denote “not storing shirt1 in the wardrobe”.

Let B = {b1, b2, b3, b4}. Further, let B⊥
1 = {b2, b3}, B⊥

2 = {b1}, B⊥
3 = {b1, b4} and B⊥

4 = {b3} define

the sets of opposing conditions. The following legal team T c1 on B ∪ {c1}, given by Table 4.2, specify

the applicability of c1.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c1

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 1

v3 {b1, b4} 1 0 0 1 1

v4 {b2, b3} 0 1 1 0 1

v5 {b2, b4} 0 1 0 1 0

Table 4.2: Legal team T c1 for the concept “possession of shirt1”

In addition, let b5 denote the condition “wearing hat1” where hat1 is a specific hat. Suppose that b5

and b1 do not oppose each other.

Let us consider the legal cases a1, a2 and a3 where Ka1 = {b1, b5}, Ka2 = {b2, b4} and Ka3 = {b2}.
This means that it is known that a1 wears shirt1 and hat1, a2 neither wears shirt1 nor stores it, and

a3 does not wear shirt1. Case a1 and a2 are determined by T c1
1 because X1 = {b1} = B ∩Ka1 and

X5 = {b2, b4} = B∩Ka2 where X1 and X5 are the legal possibilities expressed by v1 and v5, respectively.

Since v1(c1) = 1 and v5(c1) = 0, c1 is applicable to a1 and c1 is not applicable to a2. In contrast, a3 is

not determined by T c1 because there does not exist a legal possibility Xi expressed by some valuation

vi ∈ T c1 such that Xi = B ∩Ka3 . △

The case a3 illustrates that no conclusions can be drawn about the applicability of a concept to a

legal case if the case is not determined by the legal team. This demonstrates that the mechanism for

assessing the applicability of a concept is robust in the sense that it only derives conclusions based

on information explicitly specified by the legal team. However, it is also limited, as it cannot derive

the applicability of a concept beyond what is explicitly provided. Consequently, there is a need for a

mechanism that extends beyond the explicitly available information, while still being grounded in it.

4.3 Heuristic Derivation of Legal Concept Applicability

The aim of a heuristic derivation of the applicability of a concept to a case is to go beyond the

information explicitly provided about that applicability. Since such a mechanism derives a conclusion

about the applicability of a concept that is not contained in the given information, it effectively predicts

applicability based on that information.

As indicated in Example 4.1, the heuristic derivation of legal concept applicability is based on properties

of legal possibilities, such as sufficiency and negative necessity. Recall that these properties are relative
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to the provided legal information on the applicability of the concept, which is represented by legal

teams. Importantly, these properties might provide essential information about whether applying or

not applying this concept to a legal case is sensible.

A legal possibility might be sufficient for the applicability of the concept according to the provided legal

information, even though the information might be incomplete—namely, it does not specify whether

the concept is applicable to any legal possibility. Predicting the applicability of a concept to a case

that is not explicitly considered by the legal information should align with the sufficiency of this legal

possibility. That is, it is a reasonable inference that this legal possibility should remain sufficient, and

that the information simply did not include all cases.

In this sense, a prediction regarding the applicability of a legal concept to a case must not deviate

from the provided information about the properties of legal possibilities.

To do this, we first integrate the legal case into the legal team. This allows us to investigate whether

the legal team continues to satisfy the properties of being a legal team, and whether it continues to

satisfy the same properties of expressed legal possibilities. This step lays the foundation for predicting

whether a legal concept is applicable. A failure to satisfy these properties allows us to draw conclusions

about whether the applicability or non-applicability is compatible with the given legal information.

To integrate a legal case into a legal team, a translation of a legal case into a valuation with respect to

a concept and a non-empty set of conditions needs to be defined.

Definition 4.4 (Positive Valuation and Negative Valuation). Let c ∈ C be a concept and B ⊆ B be a

non-empty set of conditions. Further, let a ∈ A be a legal case and Ka the associated legal knowledge.

The positive valuation vc+Ka
: B ∪ {c} → {1,0} and negative valuation vc−Ka

: B ∪ {c} → {1,0} of a with

respect to c and B are two functions such that

(i) for all bi ∈ B ∩Ka , v
c+
Ka

(bi) = 1 and vc−Ka
(bi) = 1

(ii) for all bj ∈ B \Ka , v
c+
Ka

(bj) = 0 and vc−Ka
(bj) = 0

(iii) vc+Ka
(c) = 1 and vc−Ka

(c) = 0

The positive valuation vc+Ka
and the negative valuation vc−Ka

of a with respect to a concept c and a

non-empty set of conditions translate the information about the conditions that a satisfies and that are

ground conditions. Further, the positive valuation assigns the Boolean value 1 to the concept, while the

negative valuation assigns the Boolean value 0 to the concept. Thus, the positive valuation captures the

case where the concept is applicable to the legal possibility expressed by a and the negative valuation

illustrates the case where the concept is not applicable to it. Given these valuations, an extension of a

legal team by a legal case can be defined.

Definition 4.5 (Extension of Legal Team). Let c ∈ C be a concept, B ⊆ B be a non-empty set of

conditions and T c be a legal team on B ∪{c}. Further, let a ∈ A be a legal case and Ka the associated

legal knowledge.

(1) A positive extension of T c by a is the team T = T c ∪ {vc+Ka
} where vc+Ka

is the positive valuation

of a with respect to concept c and non-empty set of conditions B.

(2) A negative extension of T c by a is the team T = T c ∪ {vc−Ka
} where vc−Ka

is the negative valuation

of a with respect to concept c and non-empty set of conditions B.

We say that T is an extension of T c by a if it is a positive extension of T c by a, or a negative extension
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of T c by a. This definition of an extension of a legal team by a case does not guarantee that the

extension is itself a legal team. This is because the positive or negative valuation of a case might

contain information that conflicts with the properties required for being a legal team. Consider, for

instance, the following example.

Example 4.6. Let c1 express “possession of shirt1”, b1 denote “wearing shirt1”, b2 denote “not wearing

shirt1”, b3 denote “storing shirt1 in the wardrobe”, b4 denote “not storing shirt1 in the wardrobe” and

B = {b1, b2, b3, b4}. Let B⊥
1 = {b2, b3}, B⊥

2 = {b1}, B⊥
3 = {b1, b4} and B⊥

4 = {b3} define the sets of

opposing conditions. Table 4.3, excluding the last two rows, defines the legal team T c1 on B ∪ {c1}
that specifies the applicability of c1.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c1

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 1

v3 {b1, b4} 1 0 0 1 1

v4 {b2, b3} 0 1 1 0 1

v5 {b2, b4} 0 1 0 1 0

vc1−Ka4
{b1} 1 0 0 0 0

vc1+Ka5
{b2} 0 1 0 0 1

Table 4.3: Legal team T c1 for the concept “possession of shirt1” with extensions by a4 and a5

Furthermore, consider the legal case a4 with associated legal knowledge Ka4 = {b1}. According to

Definition 4.4, the negative valuation vc1−Ka4
of a4 with respect to c1 and B is defined as: vc1−Ka4

(b1) = 1

and vc1−Ka4
(c1) = vc1−Ka4

(b) = 0 for b ∈ {b2, b3, b4}. The negative extension T of T c1 by a4 is defined by

the previous table, including the valuation vc1−Ka4
but excluding the last row.

Observe that v1(b) = vc1−Ka4
(b) for all b ∈ B, and v1(c1) ̸= vc1−Ka4

(c1). Thus, the two valuations assign the

same values to the conditions and different values to the concept. This means that T ̸|==(b1, . . . , b4, c1).

By Theorem 3.11, it follows that T is not a legal team, and hence the negative extension of T c1 by a4

is not a legal team.

Now, let us consider the legal case a5 with associated legal knowledge Ka5 = {b2}. The positive

valuation vc1+Ka5
of a5 with respect to c1 is defined as: vc1+Ka5

(c1) = vc1+Ka5
(b2) = 1 and vc1+Ka5

(b) = 0 for

b ∈ {b1, b3, b4}. Therefore, the positive extension T of T c1 by a5 is defined by the previous table,

including the valuation vc1+Ka5
but excluding vc1−Ka4

. It is easy to verify that this positive extension T is a

legal team. That is, T satisfies all the conditions of a legal team provided in Theorem 3.11. △

Fact 4.7 indicates some conditions under which an extension of a legal team is a legal team as well.

Fact 4.7. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team on

B ∪ {c}. Further, let a ∈ A be a legal case and Ka the associated legal knowledge. Lastly, let Tpos be

the positive extension of T c by case a and Tneg be the negative extension of T c by case a.

(1) Tpos ̸= ∅, Tpos |= ♦bi and Tpos |=
∧

bj∈B⊥
i
¬(bi ∧ bj) for each bi ∈ B.

(2) Tneg ̸= ∅, Tneg |= ♦bi and Tneg |=
∧

bj∈B⊥
i
¬(bi ∧ bj) for each bi ∈ B.

(3) If B ∩Ka = ∅, then neither Tpos nor Tneg is a legal team.

(4) Concept c is applicable to a relative to T c if and only if Tpos is a legal team and Tneg is not a

legal team.
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(5) Concept c is not applicable to a relative to T c if and only if Tpos is not a legal team and Tneg is

a legal team.

(6) Case a is not determined by T c and B ∩Ka ̸= ∅ if and only if Tpos and Tneg are legal teams.

Proof. Proof is given in Appendix A.2.

Statement (6) sketches the circumstances under which the applicability of a concept to a case is

predictable by going beyond what is explicitly stated in the legal team. Such a prediction can occur

when it is known that a legal case satisfies some conditions considered by the legal team, and no

explicit legal information about the applicability of the concept to this case is given.

Recall that a prediction about the applicability of a concept to a case should not change the properties

of the legal possibilities expressed by the legal team. To formalize this idea, a notion of constancy

needs to be defined—one which captures the idea that a prediction preserves these specific features of

the provided legal information.

Definition 4.8 (Constant Extension of a Legal Team). Let c ∈ C be a concept, B ⊆ B be a non-empty

set of conditions and T c be a legal team on B ∪ {c}. Further, let a ∈ A be a legal case. An extension

T of T c by a is a constant extension of T c if and only if the following conditions are satisfied:

(1) T is a legal team

(2) for any legal possibility Xi expressed by some vi ∈ T c , if T c |= ψ, then T |= ψ for ψ ∈
{φXi

suf , φ
Xi
exc, φ

Xi
nec+, φ

Xi
nec−, φ

Xi
con}

This definition states that any constant extension of a legal team preserves any property of a legal

possibility expressed by a valuation of the legal team. This means that the information encoded in a

legal team are preserved under this extension.

Fact 4.9. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team on

B ∪ {c}. Further, let a ∈ A be a legal case, Ka the associated legal knowledge and T be a constant

extension of T c by a. For any legal possibility Xi expressed by some vi ∈ T c , if T |= ψ, then T c |= ψ

for ψ ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−, φ

Xi
con}.

Proof. Proof is given in Appendix A.2.

Definition 4.8 requires that the properties of legal possibilities are preserved if a legal team is extended

to a constant extension. Fact 4.9 investigates the opposite direction. It states that no legal possibility

expressed by a valuation of a legal team gains properties in a constant extension. This means that a

constant extension preserves information in two senses: no properties of legal possibilities expressed by

the legal team are lost or gained through a constant extension.

We can define how to predict the applicability of a concept to a legal case based on this information-

preserving constant extension of a legal team.

Definition 4.10 (Prediction of Applicability). Let c ∈ C be a concept, B ⊆ B be a non-empty set of

conditions and T c be a legal team on B ∪ {c}. Further, let a ∈ A be a legal case, Tpos be the positive

extension of T c by case a and Tneg be the negative extension of T c by case a.

• Concept c is predictable for a with respect to T c if and only if exactly one of Tpos or Tneg is a

constant extension of T c , but not both.
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• Concept c is predicted to be applicable to a with respect to T c if and only if Tpos is a constant

extension of T c , but Tneg is not a constant extension of T c .

• Concept c is predicted to be not applicable to a with respect to T c if and only if Tneg is a constant

extension of T c , but Tpos is not a constant extension of T c .

• Concept c is indeterminably unpredictable for a with respect to T c if and only if Tpos and Tneg

are constant extension of T c .

• Concept c is inconsistently unpredictable for a with respect to T c if and only if neither Tpos nor

Tneg is a constant extension of T c .

If the relevant legal team T c is clear from the context, the reference to this legal team is omitted

when stating the predictability of the (non-)applicability of c to a legal case. Similarly, it is omitted

when stating that c is indeterminably (inconsistently) unpredictable for a case. As an example, “c

is predicted to be (not) applicable to a” means that c is predicted to be (not) applicable to a with

respect to T c .

Note that when a concept c is unpredictable for a with respect to a legal team, there are two cases

to consider. Either the positive and negative extensions are both constant extensions, or neither

the negative nor the positive extension is a constant extension. In the former case, the concept c is

indeterminably unpredictable for a with. This means that the legal team does not contain enough

information to determine whether the concept should be applied to a because the legal team does not

provide enough information to rule out one alternative. On the other hand, In the latter case, the legal

team contains conflicting information, so that neither applicability nor non-applicability preserves the

properties given in the legal team. In such a case, the concept c is inconsistently unpredictable for a.

Fact 4.11. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions, T c be a legal team on

B ∪ {c} and a ∈ A be a legal case. If a is determined by T c , then

(1) c is applicable to a if and only if c is predicted to be applicable to a.

(2) c is not applicable to a if and only if c is predicted to be not applicable to a.

Proof. Proof is given in Appendix A.2.

Fact 4.11 specifies the relationship between the prediction of the applicability of a concept to a legal

case and its applicability to the legal case. Importantly, the prediction of the applicability extends the

applicability, which is illustrated by the following insights. If it is given whether a concept is applicable

to a case, then the prediction follows this judgment. This means that if the concept is applicable to

the case, then it is also predicted that the concept is applicable to the case. Similarly, if the concept

is not applicable to the case, then it is also predicted that the concept is not applicable to the case.

Further, given that a concept is determined by a legal team, a concept is applicable to a case if it is

predicted that the concept is applicable to the case. Similarly, once it is predicted that a concept is

not applicable to a case determined by the legal team, the concept is not applicable.

Example 4.12. Let c1 express “possession of shirt1”, b1 denote “wearing shirt1”, b2 denote “not wearing

shirt1”, b3 denote “storing shirt1 in the wardrobe”, b4 denote “not storing shirt1 in the wardrobe” and

B = {b1, b2, b3, b4}. Let B⊥
1 = {b2, b3}, B⊥

2 = {b1}, B⊥
3 = {b1, b4} and B⊥

4 = {b3} define the sets of

opposing conditions. The legal team T c1 on B ∪ {c1}, given by Table 4.4 excluding the last two rows,

specifies the applicability of c1.
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valuation vi legal possibility Xi b1 b2 b3 b4 concept c1

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 1

v4 {b2, b3} 0 1 1 0 1

v5 {b2, b4} 0 1 0 1 0

vc1+Ka6
{b1, b4} 1 0 0 1 1

vc1−Ka6
{b1, b4} 1 0 0 1 0

Table 4.4: Legal team T c1 for the concept “possession of shirt1” with extensions by a6

Note that this specification of the concept c1 differs from the specification discussed in Examples 4.3

and 4.6 due to the fact that this specification omits v3. It is easy to verify that T c1 |= φX1
suf , T

c1 |= φX2
suf ,

T c1 |= φX4
suf , T

c1 |= φX5
exc and T c1 |= φX5

nec−. In addition, T c1 does not satisfy any other formula defining

a property for any legal possibility expressed by any valuation.

Let a6 be a legal case that is associated with the legal knowledge Ka6 = {b1, b4}. Note that there does

exist a valuation v ∈ T c1 such that {b ∈ B | v(b) = 1} = Ka6 ∩B where B = {b1, b2, b3, b4}. According
to Definition 4.2, this means that a6 is not determined by T c1 .

A positive extension Tpos of T
c1 by a6 is defined as Tpos = T c1 ∪ {vc1+Ka6

}, and the negative extension

Tneg of T c1 by a6 is defined as Tneg = T c1 ∪ {vc1−Ka6
}. Observe that B ∩Ka6 ̸= ∅. Due to this, and the

fact that a6 is not determined by T c1 , it follows by Fact 4.7 that both Tpos and Tneg are legal teams.

Alternatively, one can directly verify that Tpos and Tneg satisfy the properties of legal teams as specified

in Theorem 3.11.

It is easy to verify that Tpos |= φX1
suf , Tpos |= φX3

suf , Tpos |= φX4
suf , Tpos |= φX5

exc and Tpos |= φX5
nec−. Thus,

Tpos is a constant extension of T c1 .

Further, note that Tneg ̸|= ¬b1 ∨ c. Since {vc1−Ka6
} |= b1 and {vc1−Ka6

} |= ¬c1, there does not exist

T1, T2 ⊆ Tneg such that T1 ∪ T2 = Tneg, T1 |= ¬b1 and T2 |= c1. This means that Tneg ̸|=
∧

b∈X1
b → c.

It follows that Tneg ̸|= φX1
suf which implies that Tneg is not a constant extension.

Since Tpos is a constant extension and Tpos is not a constant extension, it follows due to Definition 4.10

that c1 is predicted to be applicable to a6. This means that it is predicted that the individual, who is

known to be wearing shirt1 but not storing shirt1 (case a6), possesses the shirt.

Let us briefly explain why predicting the applicability of c1 to a6 is reasonable. According to Table 4.4,

the legal possibility {b1} is sufficient for the applicability of c1. This means that, if it is known that

someone wears shirt1, then they possess shirt1. Moreover, it is known that a6 wears shirt1 and does

not store shirt1 in the wardrobe. The legal information does not explicitly address this combination of

information. Nevertheless, the information about a6 contains the legal possibility {b1}. Since this legal

possibility is sufficient for the applicability of c1, only the prediction that c1 is applicable to the case is

consistent with the legal information. Thus, this is the only prediction grounded in the obtained legal

information, making it a sensible conclusion. △

4.4 Criteria of Heuristic Derivation of Legal Concept Applicability

In this section, we investigate when the applicability of a legal concept can be predicted with respect

to a legal team. Therefore, we examine what kind of information a legal team needs to articulate so
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that such a prediction can be established.

Intuitively, the legal team must contain some information in order to be able to predict whether

a concept is applicable. This information is necessary so that the concept is not indeterminably

unpredictable for a case. Therefore, we need to establish a lower bound of required information.

However, the legal team cannot contain just any amount of information to surpass this lower bound.

That is, it must be ensured that the legal team does not contain information that renders a prediction

of the applicability impossible in the sense that the concept becomes inconsistently unpredictable.

To characterize the information a legal team needs to possess in order to establish that a concept is

predicted to be applicable (not applicable) to a case, we proceed as follows. Firstly, we will establish

a general result about the satisfaction of properties expressed by a legal team if this legal team is

extended. This will be done in Proposition 4.13. Based on these results, we will characterize the

circumstances under which a concept is unpredictable for a case with respect to a legal team. That is,

we will secondly examine under which conditions a concept is inconsistently unpredictable for a legal

case. This is addressed in Lemma 4.14. Thirdly, we will investigate under which conditions a concept

is indeterminably unpredictable for a legal case. This is done in Lemma 4.15. Based on these results,

we can establish the requirements of predictability and hence the requirements of heuristic derivations

in Theorem 4.16. We will illustrate these results in Example 4.17.

Proposition 4.13. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions, T c be a legal

team on B ∪ {c} and X a legal possibility expressed by some valuation of T c . Further, let a ∈ A be a

legal case and Ka the associated legal knowledge. For any ψ ∈ {φX
suf , φ

X
exc, φ

X
nec+, φ

X
nec−, φ

X
con},

(1a) ✓
pos

denotes that if T c |= ψ, then Tpos |= ψ

(2a) ✗
pos

denotes that if T c |= ψ, then Tpos ̸|= ψ

(1b) ✓
neg

denotes that if T c |= ψ, then Tneg |= ψ

(2b) ✗
neg

denotes that if T c |= ψ, then Tneg ̸|= ψ

where Tpos = T c ∪ {vc+Ka
} is the positive extension of T c by a, Tneg = T c ∪ {vc−Ka

} is the negative

extension of T c by a and X is a legal possibility expressed by some v ∈ T c .

Table 4.5 specifies whether ψ ∈ {φX
suf , φ

X
exc, φ

X
nec+, φ

X
nec−, φ

X
con} remains satisfied by the positive or

negative extension of T c by a, depending on whether X ⊆ B ∩Ka or X ̸⊆ B ∩Ka , assuming that

T c |= ψ.

ψ := φX
suf ψ := φX

exc ψ := φX
nec+ ψ := φX

nec− ψ := φX
con

X ⊆ B ∩Ka ✓
pos

✗
neg

✗
pos

✓
neg

✓
pos

✓
neg

✓
pos

✓
neg

✓
pos

✓
neg

X ̸⊆ B ∩Ka ✓
pos

✓
neg

✓
pos

✓
neg

✗
pos

✓
neg

✓
pos

✗
neg

✓
pos

✓
neg

Table 4.5: Preservation of satisfaction for ψ after extending by a

Proof. Proof is given in Appendix A.2.

Proposition 4.13 analyzes whether a certain property of a legal possibility—expressed by some valua-

tion—remains satisfied when a legal team is extended by a legal case. The table distinguishes between

whether the legal possibility is contained within the legal knowledge associated with the legal case or

not. Assuming the legal team satisfies a given property about the legal possibility, and depending on
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whether the legal possibility is contained in the case’s legal knowledge, each row indicates whether

the positive or negative extension by the legal case also satisfies this property. Importantly, any case

where either the positive or negative extension fails to satisfy the property is marked by a cross (✗).

This result allows us to characterize the conditions under which a concept is inconsistently unpredictable.

Lemma 4.14 (Inconsistently Unpredictable). Let c ∈ C be a concept, B ⊆ B be a non-empty set of

conditions and T c be a legal team on B ∪{c}. Further, let a ∈ A be a legal case and Ka the associated

legal knowledge such that a is not determined by T c . The concept c is inconsistently unpredictable for

a with respect to T c if and only if one of the following conditions is satisfied:

(1) T c |= φXi
suf and T

c |= φ
Xj
exc where Xi and Xj are legal possibilities expressed by some valuations

vi, vj ∈ T c such that Xi ⊆ B ∩Ka and Xj ⊆ B ∩Ka

(2) T c |= φYi
nec+ and T c |= φ

Yj

nec− where Yi and Yj are legal possibilities expressed by some valuations

vi, vj ∈ T c such that Yi ̸⊆ B ∩Ka and Yj ̸⊆ B ∩Ka

(3) B ∩Ka = ∅

Proof. Let Tpos = T c ∪{vc+Ka
} be the the positive extension of T c by legal case a and Tneg = T c ∪{vc−Ka

}
be the the negative extension of T c by legal case a.

For the left-to-right direction, suppose that c is inconsistently unpredictable for a with respect to T c .

This means that neither Tpos nor Tneg is a constant extension. Since a is not determined by T c and due

to Definition 4.8 and Fact 4.7, either (a) B∩Ka = ∅ whence by Fact 4.7 (3) the extensions are not legal

teams or (b) B ∩Ka ≠ ∅ whence by Fact 4.7 (6), the extensions are legal teams, but then because the

extensions are not constant, for each extension there exists one formula ψ ∈ {φX
suf , φ

X
exc, φ

X
nec+, φ

X
nec−,

φX
con} such that T c |= ψ and the the extension does not satisfy ψ where X is a legal possibility expressed

by some v ∈ T c .

If (a) is the case, then condition (3) is satisfied.

If (b) is the case, then there exists ψ1 such that T c |= ψ1 and Tpos ̸|= ψ1 where ψ1 ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+,

φXi
nec−, φ

Xi
con} and Xi is the legal possibility expressed by some vi ∈ T c . Further, there exists ψ2

such that T c |= ψ2 and Tneg ̸|= ψ2 where ψ2 ∈ {φXj

suf , φ
Xj
exc, φ

Xj

nec+, φ
Xj

nec−, φ
Xj
con} and Xj is the legal

possibility expressed by some vj ∈ T c . It needs to be shown that (1) ψ1 := φXi
exc and ψ2 := φ

Xj

suf where

Xi, Xj ⊆ B ∩Ka or (2) ψ1 := φYi
nec+ and ψ2 := φ

Yj

nec− where Yi, Yj ̸⊆ B ∩Ka .

By Proposition 4.13, it follows that ψ1 := φXi
exc where Xi ⊆ B ∩Ka or ψ1 := φYi

nec+ where Yi ̸⊆ B ∩Ka .

Further, ψ2 := φ
Xj

suf where Xj ⊆ B ∩Ka or ψ2 := φ
Yj

nec− where Yj ̸⊆ B ∩Ka .

Note that it cannot hold that ψ1 := φXi
exc and ψ2 := φ

Yj

nec− where Xi ⊆ B ∩ Ka and Yj ̸⊆ B ∩ Ka .

Similarly, it is not possible that ψ1 := φYi
nec+ and ψ2 := φ

Xj

suf where Yi ̸⊆ B ∩Ka and Xj ⊆ B ∩Ka .

This is established in Fact A.1. In contrast, it is possible that ψ1 := φXi
exc and ψ2 := φ

Xj

suf where

Xi, Xj ⊆ B ∩Ka . Likewise, one can have ψ1 := φYi
nec+ and ψ2 := φ

Yj

nec− where Yi, Yj ̸⊆ B ∩Ka . This is

shown in Fact A.2.

Therefore, it follows that ψ1 := φXi
exc and ψ2 := φ

Xj

suf where Xi, Xj ⊆ B ∩ Ka , or ψ1 := φYi
nec+ and

ψ2 := φ
Yj

nec− where Yi, Yj ̸⊆ B ∩Ka . Hence, if (b) holds, then condition (1) or (2) is satisfied.

For the right-to-left direction, suppose that one of the conditions (1), (2) or (3) holds.

First, suppose that T c |= φXi
suf and T c |= φ

Xj
exc where Xi and Xj are legal possibilities expressed by

some valuations vi, vj ∈ T c such that Xi, Xj ⊆ B ∩ Ka . It needs to be shown that neither Tpos
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nor Tneg is a constant extension. Since Xi ⊆ B ∩ Ka and due to Proposition 4.13, it follows that

Tneg ̸|= φXi
suf . Analogously, since Xj ⊆ B ∩Ka and due to Proposition 4.13, it follows that Tpos ̸|= φ

Xj
exc.

By Definition 4.8, neither Tpos nor Tneg is a constant extension.

Second, suppose that T c |= φYi
nec+ and T c |= φ

Yj

nec− where Yi and Yj are legal possibilities expressed

by some valuations vi, vj ∈ T c such that Yi, Yj ̸⊆ B ∩ Ka . It needs to be shown that neither Tpos

nor Tneg is a constant extension. Since Yi ̸⊆ B ∩ Ka and due to Proposition 4.13, it follows that

Tpos ̸|= φYi
nec+. Analogously, since Yj ̸⊆ B∩Ka and due to Proposition 4.13, it follows that Tneg ̸|= φ

Yj

nec−.

By Definition 4.8, neither Tpos nor Tneg is a constant extension.

Last, suppose that B ∩Ka = ∅. Therefore, {vc+Ka
} ̸|=

∨
b∈B b and {vc−Ka

} ̸|=
∨

b∈B b. By Theorem 3.11,

it follows that Tneg and Tpos are not legal teams. By Definition 4.8, neither Tpos nor Tneg is a constant

extension.

Lemma 4.14 states that there are three scenarios in which a concept is inconsistently unpredictable for

a legal case. The first scenario is characterized by a legal team that contains two legal possibilities such

that one legal possibility is sufficient for the concept and the other legal possibility is an exception

for the concept, and the legal case satisfies the conditions given by both legal possibilities. As a

consequence, a positive or negative extension by the legal case results in a violation of the fact that one

legal possibility is an exception or of the fact that the other is sufficient. An example of this scenario is

discussed in Example 4.17.

The second scenario specifies that the legal team contains two legal possibilities such that one is

positively necessary, the other is negatively necessary and the legal case does not satisfy the conditions

of either of these legal possibilities. This implies that any extension of the legal team by the case

invalidates the necessity of one of the legal possibilities—either positively or negatively—for the concept.

The third scenario specifies that it is not known that a case satisfies any condition that is considered

in the legal team. If this is the case, then any extension by this case is not a legal team and hence not

a constant extension.

Next, let us examine the situations where a concept is indeterminably unpredictable.

Lemma 4.15 (Indeterminably Unpredictable). Let c ∈ C be a concept, B ⊆ B be a non-empty set of

conditions and T c be a legal team on B ∪{c}. Further, let a ∈ A be a legal case and Ka the associated

legal knowledge such that a is not determined by T c . The concept c is indeterminably unpredictable

for a with respect to T c if and only if the following conditions are satisfied:

(1) T c ̸|= φXi
suf and T

c ̸|= φXi
exc for any legal possibility expressed by some vi ∈ T c with Xi ⊆ B ∩Ka

(2) T c ̸|= φ
Yj

nec+ and T c ̸|= φ
Yj

nec− for any legal possibility expressed by some vj ∈ T c with Yj ̸⊆ B∩Ka

Proof. Let Tpos = T c ∪{vc+Ka
} be the the positive extension of T c by legal case a and Tneg = T c ∪{vc−Ka

}
be the the negative extension of T c by legal case a.

For the left-to-right direction, suppose that c is indeterminably unpredictable for a. This means that

Tpos and Tneg are constant extensions. By Definition 4.8, it follows that for all ψ ∈ {φX
suf , φ

X
exc, φ

X
nec+,

φX
nec−, φ

X
con} with T c |= ψ, it is the case that Tpos |= ψ where X is the legal possibility expressed by

some v ∈ T c . By Proposition 4.13, it follows that for any legal possibility Xi expressed by some vi ∈ T c

with Xi ⊆ B ∩Ka , T
c ̸|= φXi

exc. Further, for any legal possibility Yj expressed by some vj ∈ T c with

Yj ̸⊆ B ∩Ka , T
c ̸|= φ

Yj

nec+.
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Since Tneg is constant and by Definition 4.8, it follows that for all ψ ∈ {φX
suf , φ

X
exc, φ

X
nec+, φ

X
nec−, φ

X
con}

with T c |= ψ, it is the case that Tneg |= ψ where X is the legal possibility expressed by some v ∈ T c .

By Proposition 4.13, it follows that for any legal possibility Xi expressed by some vi ∈ T c with

Xi ⊆ B ∩ Ka , T
c ̸|= φXi

suf . Further, for any legal possibility Yj expressed by some vj ∈ T c with

Yj ̸⊆ B ∩Ka , T
c ̸|= φ

Yj

nec−. Hence, condition (1) and (2) are satisfied.

For the right-to-left direction, suppose that condition (1) and (2) are satisfied. By Definition 4.8

and Proposition 4.13, it follows that Tpos and Tneg are constant extensions. This means that c is

indeterminably unpredictable for a.

Lemma 4.15 characterizes when a legal team contains too little information to predict the applicability

of a concept to a case. Example 4.17 provides an example of such a situation. To be able to predict

the applicability of a concept, it needs to be known that the case satisfies a sufficient legal possibility

or a legal possibility that is an exception. Alternatively, it needs to be known that the case does not

satisfy a positively or negatively necessary legal possibility.

Based on Lemmas 4.14 and 4.15, we can determine when a concept is predictable for a legal case with

respect to the properties of the legal team and the legal case.

Theorem 4.16 (Predictability of a Concept). Let c ∈ C be a concept, B ⊆ B be a non-empty set of

conditions and T c be a legal team on B ∪{c}. Further, let a ∈ A be a legal case and Ka the associated

legal knowledge such that a is not determined by T c . The concept c is predictable for a with respect

to T c if and only if the following three conditions are satisfied:

(1) The legal case contains enough information with respect to c which means that the following is

satisfied: B ∩Ka ̸= ∅

(2) The legal team contains enough information with respect to a which means that one of the

following conditions is satisfied:

(2a) For some legal possibility Xi expressed by some vi ∈ T c such that Xi ⊆ B ∩Ka , T
c |= φXi

suf

(2b) For some legal possibility Xi expressed by some vi ∈ T c such that Xi ⊆ B ∩Ka , T
c |= φXi

exc

(2c) For some legal possibility Yj expressed by some vj ∈ T c such that Yj ̸⊆ B ∩Ka , T
c |= φ

Yj

nec+

(2d) For some legal possibility Yj expressed by some vj ∈ T c such that Yj ̸⊆ B ∩Ka , T
c |= φ

Yj

nec−

(3) The legal team does not contain conflicting information with respect to a which means that none

of the following conditions are satisfied:

(3a) T c |= φXi
suf and T c |= φ

Xj
exc where Xi and Xj are legal possibilities expressed by some

valuations vi, vj ∈ T c such that Xi ⊆ B ∩Ka and Xj ⊆ B ∩Ka

(3b) T c |= φYi
nec+ and T c |= φ

Yj

nec− where Yi and Yj are legal possibilities expressed by some

valuations vi, vj ∈ T c such that Yi ̸⊆ B ∩Ka and Yj ̸⊆ B ∩Ka

Proof. Follows immediately from Lemmas 4.14 and 4.15 and Definition 4.10.

This theorem specifies the previously established negative results about the predictability of concepts

in a positive way by defining three conditions that a legal team has to fulfill in order for the concept

to be predictable for a legal case. The first condition demands that it be known that a case satisfies

some ground conditions of the legal team. If this does not hold, then the concept is inconsistently

unpredictable for the case, according to Lemma 4.14. While Lemma 4.15 examines when too little
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information is given, the second condition establishes positively how much information is needed to be

able to predict the applicability of a concept. The third condition specifies the circumstances in which

a legal team has conflicting information about the predictability of the applicability of a concept, as

established in Lemma 4.14.

Example 4.17.As before, let the concept “tax relief eligibility” be denoted by c3. Let “employed by a

Dutch company”, “resident in the Netherlands”, “student of a Dutch university”, and “Dutch civil

servant” be conditions, denoted by b1, b2, b3, and b4, respectively. Let B = {b1, b2, b3, b4}. Note that

none of these conditions oppose one another, so that B⊥
i = ∅ for all bi ∈ B. Let the legal team T c3 on

B ∪ {c3}, as shown in Table 4.6, characterize the applicability of c3.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c3

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 0

v3 {b4} 0 0 0 1 1

v4 {b1, b2} 1 1 0 0 0

v5 {b2, b3} 0 1 1 0 1

Table 4.6: Legal team T c3 for the concept “tax relief eligibility”

As illustrated in Example 4.1, the expressed legal possibilities satisfy the following properties, excluding

contingency: T c3 |= φX3
suf , T

c3 |= φX4
exc, and T

c3 |= φX5
suf . As before, let us investigate the applicability of

c3 to several individuals: a1, a2, a3, and a4, where Ka1 = {b2, b3}, Ka2 = {b2, b4}, Ka3 = {b1, b2, b3},
and Ka4 = {b2}.

Observe that a1 is determined by T c3 because {b ∈ B | v5(b) = 1} = B∩Ka1 . This case is not interesting

to exemplify the previous results, which are concerned with legal cases that are not determined by a

legal team. Nevertheless, it is easy to verify that a2, a3, and a4 are not determined by T c3 .

Concept c3 is not indeterminably unpredictable for a2. This is the case because the legal possibility

X3 expressed by v3 is sufficient for c3 and X3 ⊆ B ∩Ka2 . By Lemma 4.15, this means that c3 is not

indeterminably unpredictable for a2. Similarly, c3 is not inconsistently unpredictable for a2. This

is the case because there does not exist another expressed legal possibility Xj such that Xj is an

exception for c3 and Xj ⊆ B∩Ka2 . Further, it holds that there do not exist expressed legal possibilities

Yi and Yj such that the former is positively necessary, the latter negatively necessary for c3, and

Yi, Yj ̸⊆ B ∩ Ka2 . By Lemma 4.14, this implies that c3 is not inconsistently unpredictable for a2.

Therefore, c3 is predictable for a2 due to Theorem 4.16. In fact, it is easy to validate that c3 is predicted

to be applicable to a2.

In contrast, c3 is inconsistently unpredictable for a3. Observe that for the expressed legal possibilities

X4, which is an exception for c3, and X5, which is sufficient for c3, it holds that X4, X5 ⊆ B ∩Ka3 .

According to Lemma 4.14 and Theorem 4.16, this implies that c3 is inconsistently unpredictable for a3

and hence not predictable for a3.

Further, c3 is indeterminably unpredictable for a4. Observe that there does not exist any legal possibility

Xi such that it is sufficient or an exception for c3 and Xi ⊆ B∩Ka4 . Similarly, there does not exist any

legal possibility Yi such that it is positively or negatively necessary for c3 and Yi ̸⊆ B ∩Ka4 . According

to Lemma 4.15 and Theorem 4.16, this implies that c3 is indeterminably unpredictable for a4 and

hence not predictable for a4. △
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Chapter 5

Tasks in the Formal Analysis of Legal

Concept Applicability

In this chapter, we investigate how the proposed formalism and the mechanisms for directly and

heuristically deriving the applicability of legal concepts to cases can address the remaining tasks

introduced in Section 1.3. We proceed as follows. First, we define and examine instability in

applicability derivations in Section 5.1. Second, we explore how a sequence of cases can be predicted

with respect to a legal team in Section 5.2. Lastly, we discuss the conditions relevant to the applicability

of legal concepts, and formally characterize them in Section 5.3. Therefore, these sections address

Tasks 3, 4 and 5, respectively.

5.1 Stability of Derived Legal Concept Applicability

Given a prediction that a concept is or is not applicable to a legal case based on a legal team specifying

the applicability of that concept, one might wonder whether the prediction might be reversed if more

information about the legal case is acquired. Accordingly, it is important to investigate whether the

prediction remains stable as more information is acquired—this addresses Task 3.

We introduce two notions of stability: stability and strong stability. Stability refers to the circumstance

in which no acquired information can lead to a reversed prediction of the concept’s applicability. That

is, given that a concept is predicted to be applicable to a legal case, no further information about the

legal case can lead to the conclusion that the concept is predicted not to be applicable to that legal case.

In contrast, strong stability means that no acquired information can change either the predictability or

the prediction of the applicability of the concept. This means that if further information is acquired

about the legal case, then neither can the prediction of applicability be reversed, nor can the concept

become unpredictable for the legal case.

To formally define these notions, we will formalize notions of instability. Similarly to stability, we

introduce two notions of instability: strong and weak instability. Strong instability refers to the reversal

of the prediction of a concept’s applicability if further information is acquired, while weak instability

denotes the reversal of predictability if further information is acquired. Hence, weak instability means

that further information can result in a concept becoming unpredictable for a legal case after more

information about the legal case is acquired.
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Definition 5.1 (Instability). Let c ∈ C be a legal concept, B ⊆ B be a non-empty set of conditions

and T c be a legal team on B ∪ {c}. Further, let ai ∈ A be a case such that Kai is legal knowledge and

c is predictable for ai with respect to T c .

(1) The prediction of c for ai with respect to T c is strongly unstable if and only if there exists aj ∈ A
such that Kaj is legal knowledge, B ∩Kai ⊆ B ∩Kaj and one of the following is satisfied:

(1a) c is predicted to be applicable to ai and c is predicted to be not applicable to aj with respect

to T c

(1b) c is predicted to be not applicable to ai and c is predicted to be applicable to aj with respect

to T c

(2) The prediction of c for ai with respect to T c is weakly unstable if and only if there exists aj ∈ A
such that Kaj is legal knowledge and B ∩Kai ⊆ B ∩Kaj and c is not predictable for aj with

respect to T c .

We will say that a prediction of concept c for a case a such that Ka is legal knowledge is strongly stable

if and only if the prediction is neither strongly unstable nor weakly unstable. Further, we will say that

a prediction of concept c for a legal case a is stable if and only if the prediction is not strongly unstable.

Hence, a stable prediction might be weakly unstable. Further, it is easy to see that any strongly stable

prediction is a stable prediction. To exemplify these notions, let us consider the following example.

Example 5.2. Let us consider the concept “ticketed bike”, denoted by c2. Further, let b1 refer to the

condition “city bike”, b2 refer to the condition “folding bike”, and b3 refer to the condition “folded

bigger than 45 × 86 × 80 cm”. Let B = {b1, b2, b3} and Let B⊥
i = ∅ for all bi ∈ B. Further, the

following legal team T c2 on B ∪ {c2} given by Table 5.1.

valuation vi legal possibility Xi b1 b2 b3 concept c2

v1 {b1} 1 0 0 1

v2 {b2} 0 1 0 0

v3 {b1, b2} 1 1 0 0

v4 {b2, b3} 0 1 1 1

Table 5.1: Legal team T c2 for the concept “ticketed bike”

Let us consider the case a1, where the legal information is Ka1 = {b1}. Hence, a1 represents a bike

that is known to be a city bike. It is easy to verify that the concept c2 is applicable to a1 and is thus

predicted to be applicable to a1. Suppose that we learn that a1 satisfies b2 as well so that K ′
a1 = {b1, b2}.

It is straightforward to validate that in this situation the concept c2 is not applicable to a1.

Hence, if the legal system acquires the information that a1 is a folding bike, then it is not a “ticketed

bike”. Thus, the prediction that c2 is applicable to a1 is strongly unstable and therefore not stable.

Further, let us consider the case a2, where the legal information is Ka2 = {b2, b3}. Observe that c2

is applicable to a2, so that c2 is predicted to be applicable to a2. This prediction is weakly unstable,

but not strongly unstable. To see this, realize that the only additional information the legal system

could acquire that would affect the prediction in this context is whether a2 also satisfies b1. Thus,

suppose that the legal system acquires the information that a2 is a city bike, so that K ′
a2 = {b1, b2, b3}.

It is easy to verify that, in this case, c2 is inconsistently unpredictable for a2 due to the fact that

T c2 |= φX3
exc, T

c2 |= φX4
suf and X3, X4 ⊆ B ∩K ′

a2 .
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Therefore, if the legal system acquires the information that a2 is a folding bike, then c2 is no longer

predictable for a2. This means that the prediction that c2 is applicable to a2 is weakly unstable, but

not strongly unstable. Thus, the prediction is stable, though not strongly stable. △

Further, let us investigate some properties of strong and weak instability.

Fact 5.3. Let c ∈ C be a legal concept, B ⊆ B be a non-empty set of conditions and T c be a legal

team on B ∪ {c}. Further, let a ∈ A be a case such that Ka is legal knowledge and c is predictable for

a with respect to T c .

(1) If the prediction that c is applicable to a is strongly unstable, then there does not exist a legal

possibility X expressed by some v ∈ T c such that T c |= φX
suf and X ⊆ B ∩Ka .

(2) If the prediction that c is not applicable to a is strongly unstable, then there does not exist a

legal possibility X expressed by some v ∈ T c such that T c |= φX
exc and X ⊆ B ∩Ka .

Proof. Proof is given in Appendix A.3.

Fact 5.3 states that if a prediction about the applicability of a concept to a case is strongly unstable,

then the legal information about the case is not a superset of any legal possibility—expressed by some

valuation of the legal team—that is either sufficient or an exception. In other words, if it is known

that the case satisfies a legal possibility that qualifies as sufficient or an exception, then any prediction

about the concept’s applicability to the case cannot be reversed.

Building on this result, the Proposition 5.4 provides further insights about the situations in which a

prediction about the applicability of a concept to a case can be reversed.

Proposition 5.4. Let c ∈ C be a legal concept, B ⊆ B be a non-empty set of conditions and T c be a

legal team on B∪{c}. Further, let a ∈ A be a case such that Ka is legal knowledge and c is predictable

for a with respect to T c .

(1) If T c |= ♦
(∧

b∈B∩Ka
b ∧ ¬c

)
, then the prediction that c is applicable to a is strongly unstable.

(2) If the prediction that c is applicable to a is strongly unstable and T c ̸|= ♦
(∧

b∈B∩Ka
b ∧ ¬c

)
,

then legal possibilities Yi and Xj exist, expressed by some valuations vi, vj ∈ T c , such that

T c |= φYi
nec− ∧ φXj

exc, Yi ̸⊆ (B ∩Ka) and Yi ∪Xj ∪ (B ∩Ka) is conflict-free.

(3) If T c |= ♦
(∧

b∈B∩Ka
b ∧ c

)
, then the prediction that c is not applicable to a is strongly unstable.

(4) If the prediction that c is not applicable to a is strongly unstable and T c ̸|= ♦
(∧

b∈B∩Ka
b ∧ c

)
,

then legal possibilities Yi and Xj exist, expressed by some valuations vi, vj ∈ T c , such that

T c |= φYi
nec+ ∧ φXj

suf , Yi ̸⊆ (B ∩Ka), and Yi ∪Xj ∪ (B ∩Ka) is conflict-free.

Proof. Proof is given in Appendix A.3.

To illustrate these results, we consider the prediction that a concept is applicable to a case according

to a legal team. Statement (1) states that this prediction can be reversed if the legal team includes a

legal possibility in which the concept is not applicable, and this possibility contains at least as much

information as the legal system has about the case. Example 5.2 illustrates such a situation.

Importantly, this does not mean that every strongly unstable prediction of applicability requires the

presence of such a legal possibility. In fact, some strongly unstable predictions arise even when the

legal team does not include such a legal possibility.
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Statement (2) characterizes these situations. It states that if the prediction can be reversed, but the

legal team does not provide explicit information about a legal possibility that contains the information

about the considered case and to which the concept is not applicable, then the following holds. First, the

case does not meet the conditions of a negatively necessary legal possibility. Second, the information

known to the legal system about the case conflicts neither with the conditions of this negatively

necessary legal possibility nor with those of another legal possibility that constitutes an exception. For

an illustration of such a situation, consider Example 5.5.

The statements (3) and (4) articulate analogous results for predictions that a concept is not applicable

to a case according to a legal team.

Example 5.5. Let us again consider the concept “ticketed bike” and the conditions “city bike”,

“folding bike”, “child bike”, and “electric bike”. These are denoted by c2, b1, b2, b3, and b4, where

B = {b1, b2, b3, b4}. None of these conditions oppose each other, so that B⊥
i = ∅ for all bi ∈ B. Further,

let legal team T c2 , given by Table 5.2, characterize the applicability of the concept.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c2

v1 {b2} 0 1 0 0 0

v2 {b4} 0 0 0 1 1

v3 {b1, b3} 1 0 1 0 1

Table 5.2: Legal team T c2 of concept “ticketed bike”

According to this characterization of ticketed bikes, bikes known to be folding bikes are not “ticketed

bikes”, while any bike known to be a city bike for children is a “ticketed bike”. Furthermore, a bike

that is known to be an electric bike is a “ticketed bike” as well.

Furthermore, it is easy to verify that T c2 |= φX1
nec− ∧ φX1

exc ∧ φ
X2
suf ∧ φ

X3
suf and that no legal possibility

expressed by T c2 satisfies any other property.

Consider the following case a1 with the associated knowledge Ka1 = {b1}. Clearly, a1 is not determined

by T c2 . According to Fact 4.7, this means that the positive and negative extensions of T c2 by a1 are legal

teams. The negative extension of T c2 by a1 is not constant, due to the fact that T c2 ∪ {vc2−Ka1
} ̸|= φX1

nec−.

This follows from the fact that X1 ̸⊆ B ∩ Ka1 and by Proposition 4.13. In contrast, the positive

extension of T c2 by a1 is constant because of Proposition 4.13 and the fact that X1, X2, X3 ̸⊆ B ∩Ka1 .

It follows that c2 is predicted to be applicable to a1 with respect to T c2 .

In addition, T c2 ̸|= ♦(b1∧¬c2). This means that T c2 does not provide explicit information about a bike

that is known to be a city-bike and does not qualify as a “ticketed bike”. Nevertheless, the prediction

that c2 is applicable to a1 is strongly unstable. To see this, consider the legal case a2 with associated

legal knowledge Ka2 = {b1, b2}.

As before, a2 is not determined by T c2 , and Fact 4.7 implies that the positive and negative extensions

of T c2 by a2 are legal teams. However, the positive extension of T c2 by a2 is not constant because

T c2∪{vc2+Ka2
} ̸|= φX1

exc. This is due to the fact that X1 ⊆ B∩Ka2 and by Proposition 4.13. In contrast, the

negative extension of T c2 by a2 is constant because of Proposition 4.13 and the fact that X1 ⊆ B ∩Ka2

and X2, X3 ̸⊆ B ∩Ka2 . It follows that c2 is predicted to be not applicable to a2 with respect to T c2 .

This exemplifies that there is some information one might acquire about a1—namely, that it satisfies

condition b2—which leads to updated legal knowledge Ka2 . This updated knowledge results in a case
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where the concept is predicted to be not applicable, even though the legal team does not provide

explicit information how to handle legal possibilities like Ka2 . △

Further, let us examine weak instability. Since weak instability refers to unpredictability, the charac-

terization of unpredictability, given by Theorem 4.16, can be used to specify this notion.

Proposition 5.6. Let c ∈ C be a legal concept, B ⊆ B be a non-empty set of conditions and T c be a

legal team on B∪{c}. Further, let a ∈ A be a case such that Ka is legal knowledge and c is predictable

for a with respect to T c . The prediction that a is applicable (not applicable) to a is weakly unstable if

and only if there exists ai ∈ A such that Kai is legal knowledge and B ∩Ka ⊆ B ∩Kai and further

that one of the following conditions is satisfied:

(1) c is indeterminably unpredictable for ai

(2) T c |= φXi
suf ∧φ

Xj
exc and Xi, Xj ⊆ B ∩Kai where Xi and Xj are legal possibilities expressed by some

vi, vj ∈ T c

(3) T c |= φYi
nec+ ∧ φYj

nec− and Yi, Yj ̸⊆ B ∩Kai where Yi and Yj are legal possibilities expressed by

some vi, vj ∈ T c

Proof. Proof is given in Appendix A.3.

If this characterization is compared to Theorem 4.16 and Lemma 4.14, one might observe that it refers

only to two conditions under which c is inconsistently unpredictable for a. These conditions are given

by statements (2) and (3). However, it does not address inconsistent unpredictability arising from the

fact that B ∩Kai = ∅. This situation occurs when the legal system does not know that any of the

ground conditions are satisfied by a. This possibility is ruled out because a is predictable.6

5.2 Sequential Derivations of Legal Concept Applicability

Previously, only the decision whether a concept is predicted to be applicable (not applicable) to one

legal case was investigated. To overcome this restriction and to tackle Task 4, it needs to be investigated

how the prediction of the applicability of a concept to a sequence of cases can be determined, where a

sequence of legal cases is defined as follows.

Definition 5.7 (Sequence of Legal Cases). Let A ⊆ A be a non-empty set of legal cases. A sequence

of A is a bijective function seq : {n ∈ N>0 | n ≤ |A|} → A.

For a sequence seq of A, seq(i) denotes the ith legal case of this sequence. As a sequence is a bijective

function, each case occurs exactly once in the sequence.

To determine the applicability of a concept to a sequence, a mechanism that sequentially determines

whether a concept is predicted to be applicable or not applicable for each case is needed. Conceptually,

there are two distinct approaches: either the underlying legal team, specifying the conditions under

which a concept is applicable, is updated after the predictability is decided for a case or the legal team

is not updated. The former means that a previously determined prediction of the applicability of a

concept to a case should influence the prediction of the applicability of another case whereas the latter

rejects this. Due to this characteristic, the latter is referred to as static sequential predictions and the

former as dynamic sequential predictions. Formally, these are defined as the following.

6This is discussed in the proof of Proposition 5.6.

51



Definition 5.8 (Static Sequential Predictions). Let c ∈ C be a concept, B ⊆ B be a non-empty set of

conditions and T c be a legal B team on B ∪ {c}. Further, let A ⊆ A be a non-empty set of legal cases

and seq : {n ∈ N>0 | n ≤ |A|} → A be a sequence of A. For each case seq(i) = ai of the sequence seq

of A, c is statically sequentially predicted to be applicable (not applicable) to ai for the sequence seq of

legal cases A with respect to T c if and only if c is predicted to be applicable (not applicable) to ai

with respect to T c .

This formalizes the intuition that any prediction of the applicability of a concept to a case in the finite

sequence is independent of the decisions made previously and is exemplified by the following example.

Example 5.9. Let us investigate a situation where it needs to be determined whether several individuals

possess shirt1 and the concept “possession of shirt1” is denoted by c1. Further, b1 denotes the condition

“wearing shirt1”, b2 denotes the condition “not wearing shirt1”, b3 denotes the condition “storing

shirt1 in the wardrobe”, and b4 denotes the condition “not storing shirt1 in the wardrobe” so that

B = {b1, b2, b3, b4}. Let B⊥
1 = {b2, b3}, B⊥

2 = {b1}, B⊥
3 = {b1, b4} and B⊥

4 = {b3} define the sets of

opposing conditions. Let the legal team T c1 , given by Table 5.3, specify the applicability of c1.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c1

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 1

v3 {b1, b4} 1 0 0 1 1

v4 {b2, b3} 0 1 1 0 1

v5 {b2, b4} 0 1 0 1 0

Table 5.3: Legal team T c1 of concept “possession of shirt1”

Given this information, the applicability of the concept needs to be determined for a sequence seq

on the following set of legal cases A = {a1, a2} where Ka1 = {b1, b4} and Ka2 = {b2, b3}. Let

seq : {1, 2} → {a1, a2} be defined by seq(1) = a1 and seq(2) = a2. Observe that a1 and a2 are

determined by T c1 and that the concept is applicable to both cases due to v3 and v4. According

to Fact 4.11, c1 is predicted to be applicable to a1 and a2 with respect to T c1 . It follows that c1 is

statically sequentially predicted to be applicable to a1 and a2 with respect to T c1 . △

This example illustrates that static sequential predictions for a sequence of legal cases operate as

independent checks that determine whether or not the concept is predicted to be applicable to these

cases with respect to the underlying legal team.

Since dynamic sequential predictions are based on the idea of updating the legal team to consider

previously made predictions about the applicability of the concept, this updating needs to be defined.

Definition 5.10 (Sequential Update). Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions

and T c be a legal team on B ∪ {c}. Further, let A ⊆ A be a non-empty set of legal cases, Kai the

associated legal knowledge for each ai ∈ A and seq : {n ∈ N>0 | n ≤ |A|} → A be a sequence of A.

The sequential updates of T c by the sequence seq is defined inductively:

(1) T c
0 = T c

(2) T c
i =


T c
i−1∪{v

c+
Kai

}, if c is predicted to be applicable to seq(i)=ai with respect to T c
i−1

T c
i−1∪{v

c−
Kai

}, if c is predicted to be not applicable to seq(i)=ai with respect to T c
i−1

T c
i−1, otherwise
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Hence, a sequential update results in a positive (negative) extension of the legal team by the legal case,

if the concept is predicted to be applicable (not applicable) to the case. Otherwise, the sequential

update does not modify the legal team to be updated. These updates provide sufficient means to

introduce dynamic sequential predictions.

Definition 5.11 (Dynamic Sequential Predictions). Let c ∈ C be a concept, B ⊆ B be a non-empty

set of conditions and T c be a legal team on B ∪ {c}. Further, let A ⊆ A be a non-empty set of legal

cases, seq : {n ∈ N>0 | n ≤ |A|} → A be a sequence of A and T c
0 , . . . , T

c
n be the sequential updates of

T c by seq. For each case seq(i) = ai of the sequence seq of A, c is dynamically sequentially predicted

to be applicable (not applicable) to ai for the sequence seq of A with respect to T c if and only if c is

predicted to be applicable (not applicable) to ai according to T c
i−1.

In contrast to static sequential predictions, the sequentially dynamic predictions of the applicability are

not with respect to the same legal team. After each prediction, this legal team might change. Namely,

the positive or negative valuation of the legal case, over which the prediction was made, might be

added to the legal team. Example 5.15 illustrates how dynamic sequential predictions operate.

Since the underlying legal team might be updated after each prediction, one might wonder whether

the predictions depend on the order of the legal cases in the sequence. Formally, we define order-

independence as follows:

Definition 5.12 (Order-Independence). Let c ∈ C be a concept, B ⊆ B be a non-empty set of

conditions, T c be a legal team on B ∪ {c} and A ⊆ A be a non-empty set of legal cases. Static

(dynamic) sequential predictions are order-independent if and only if for any sequences seqi and seqj of

A and for all a ∈ A, c is statically (dynamically) sequentially predicted to be applicable (not applicable)

to a for the sequence seqi of A with respect to T c if and only if c is statically (dynamically) sequentially

predicted to be applicable (not applicable) to a for the sequence seqj of A with respect to T c .

Based on this definition, the following proposition illustrates that static sequential predictions are

order-independent for any set of conditions, set of legal cases, and legal teams. However, dynamic

sequential predictions are not order-independent. Importantly, there exist some sets of conditions, sets

of legal cases, and legal teams where the order of cases for which the applicability of the concept needs

to be determined will affect the predictions.

Proposition 5.13. Let c ∈ C be a concept.

(1) Static sequential predictions are order-independent for any non-empty set of conditions B ⊆ B,
any legal team on B ∪ {c}, and any non-empty set of legal cases A ⊆ A.

(2) Dynamic sequential predictions are not order-independent, for some non-empty set of conditions

B ⊆ B, a legal team on B ∪ {c}, and some non-empty set of legal cases A ⊆ A.

Proof. Proof is given in Appendix A.3.

According to Proposition 5.13, the order of predicting the applicability of a concept to a legal case

matters when the applicability is dynamically sequentially predicted. Importantly, the impact of

the sequence does not only affect legal cases with distinct legal knowledge relative to the conditions

considered by the case. Since multiple cases can be associated to the same legal knowledge, the

applicability of a concept to cases associated to the same legal knowledge might need to be determined

in a sequence of cases. This is characterized by the following fact.
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Fact 5.14. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team on

B ∪ {c}. Further, let A ⊆ A be a non-empty set of legal cases and seq : {n ∈ N>0 | n ≤ |A|} → A be a

sequence of A. For any two legal cases ai, aj ∈ A such that B∩Kai = B∩Kaj and seq
−1(ai) < seq−1(aj),

the following holds:

(1) The concept c is statically sequentially predicted to be applicable (not applicable) to ai for the

sequence seq with respect to T c if and only if c is statically sequentially predicted to be applicable

(not applicable) to aj for the sequence seq with respect to T c .

(2) If concept c is dynamically sequentially predicted to be applicable (not applicable) to ai for

the sequence seq with respect to T c , then concept c is dynamically sequentially predicted to be

applicable (not applicable) to aj for the sequence seq with respect to T c .

Proof. Follows immediately from Definition 5.8 and Definition 5.11.

Observe how the left-to-right and right-to-left direction for static sequential predictions hold, whereas

the right-to-left direction does not hold for dynamic sequential predictions. This entails an important

property of dynamic sequential prediction. Even if a legal case might not be sequentially dynamically

predictable, another legal case associated to the same legal knowledge (relative to the ground conditions

of the legal team) as the first case might be dynamically sequentially predictable. Hence, dynamic

sequential predictions can lead to the fact that a case becomes predictable. This is characterized by

the following example.

Example 5.15. Let us consider a more fine-grained analysis of the concept “ticketed bike”, denoted

by c2. Let b1 denote the condition “city bike”, b2 denote the condition “folding bike”, b3 denote the

condition “folded bigger than 45 cm wide x 86 cm long x 80 cm high”, b4 denote the condition “not

folded” and B = {b1, b2, b3, b4}. Let B⊥
i = ∅ for all bi ∈ B. Further, consider the following legal team

T c
2 on B ∪ {c2}, as specified in Table 5.4, excluding the last two rows.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c2

v1 {b1} 1 0 0 0 1

v2 {b1, b2} 1 1 0 0 0

v3 {b3, b4} 0 0 1 1 1

v4 {b1, b2, b4} 1 1 0 1 1

v5 = vc2+Ka2
{b1, b3} 1 0 1 0 1

v6 = vc2+Ka3
{b1, b2, b3} 1 1 1 0 1

Table 5.4: Legal team T c2 for the concept “ticketed bike” with extensions by a2 and a3

This means that if a bike is known to be a city bike, then “ticketed bike” is applicable to the bike. If a

bike is known to be not folded and folded larger than 45 cm wide x 86 cm long x 80 cm high, then

“ticketed bike” is applicable to this bike as well. Alternatively, if a bike is known to be a folding city

bike that is folded bigger than 45 cm wide x 86 cm long x 80 cm high, then it is a “ticketed bike” too.

However, if it is only known that a bike is a folding city bike, then “ticketed bike” is not applicable.

Furthermore, it is easy to verify that T c2 |= φX1
nec− ∧ φX2

nec− ∧ φX3
suf ∧ φ

X4
suf and that no legal possibility

expressed by T c2 satisfies any other property besides contingency.

Let a1, a2 and a3, where Ka1 = Ka3 = {b1, b2, b3} and Ka2 = {b1, b3}, be legal cases. Further, consider

the following sequence of these cases: seq : {1, 2, 3} → A defined by seq(1) = a1, seq(2) = a2 and
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seq(3) = a3. Thus, it must be dynamically predicted sequentially whether the concept applies to a

bike known to be a city bike that is folded larger than 45 cm wide x 86 cm long x 80 cm high (a2), and

to bikes known to be folding city bikes that are folded larger than 45 cm wide x 86 cm long x 80 cm

high (a1 and a3).

The dynamically sequential prediction of the applicability of c2 to a1 is determined with respect to T c2 .

It is clearly the case that a1 is not determined by T c2 . Based on Fact 4.7, it follows that the positive

and negative extensions of T c2 by a1 are legal teams. Since X1, X2 ⊆ B ∩Ka1 and X3, X4 ̸⊆ B ∩Ka1 ,

it follows due to Proposition 4.13 that the positive and the negative extension are constant extensions.

Thus, c2 is indeterminably unpredictable for a1.

Consequently, the applicability of c2 is then dynamically sequentially predicted to a2 with respect to

T c2
1 = T c2 . The positive and negative extensions of T c2

1 by a2 are legal teams due to Fact 4.7. Since

X2 ̸⊆ B ∩ Ka2 and by Proposition 4.13, it holds that T c2
1 ∪ {vc2−Ka2

} ̸|= φX2
nec−. This means that the

negative extension of T c2
1 by a2 is not constant. In contrast, it is easy to confirm that the positive

extension of T c2
1 by a2 is constant. Thus, c2 is predicted to be applicable to a2 with respect to T c

1 .

This means that c2 is dynamically sequentially predicted to be applicable to a2.

Further, this means that the applicability of c2 to a3 is dynamically sequentially predicted with respect

to T c2
2 = T c2 ∪{vc2+Ka2

}. This legal team is specified by Table 5.4, excluding only the last row. This legal

team further specifies that a bike known to be a city bike and folded to dimensions larger than 45 cm

wide × 86 cm long × 80 cm high is a “ticketed bike”. In addition, T c2
2 |= φX1

nec− ∧ φX2
nec− ∧ φX3

suf ∧ φ
X4
suf

and T c2
2 |= φX5

suf .

Again, the positive and negative extensions of T c2
2 by a3 are legal teams due to Fact 4.7. Further, the

negative extension of T c2
2 by a3 is not constant, due to the fact that T c2

2 ∪ {vc2−Ka3
} ̸|= φX5

suf . This is a

conclusion of Proposition 4.13 and the fact that X5 ⊆ B ∩Ka3 . In contrast, it can be easily confirmed

that the positive extension of T c2
2 by a3 is constant. It follows that c2 is predicted to be applicable to

a3 with respect to T c2
2 . This means that c2 is sequentially dynamically predicted to be applicable to

a3, inducing the updated legal team T c2
3 . Legal team T c2

3 is specified by Table 5.4 including the last

two rows.

This legal team specifies that bikes known to be folding city bikes, which when folded are bigger than

45 cm wide x 86 cm long x 80 cm, are a “ticketed bike”. This differs from the specification of the

applicability of c2 by T c2 ∪ {vc2+Ka2
} in that the folded measurements now refer to folding city bikes and

not to city bikes in general. △

5.3 Relevant Conditions of Legal Concept Applicability

Given a legal team and its ground conditions, one might wonder whether every ground condition is

used to distinguish between the legal possibilities to which the concept is applicable and those to which

it is not. Thus, we aim to investigate Task 5. To illustrate this task, let us consider an example.

Example 5.16. Let us assume that Nederlandse Spoorwegen only considers the following two meaning

postulates for the concept “ticketed bike”:

(1) A city bike is a “ticketed bike”.

(2) A folding city bike is not a “ticketed bike”.
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These meaning postulates refer to the conditions “city bike” and “folding bike”. However, only the

second condition allows to distinguish between the legal possibility to which the concept is applicable

and the legal possibility to which it is not applicable. That is, the concept is not applicable to legal

possibilities about which it is known that they satisfy the condition of being a “folding bike”, while it

is applicable to legal possibilities about which this is not known. △

This leads to an important conceptual insight about legal reasoning. Even though meaning postulates

might refer to several conditions, not every condition is capable of differentiating the legal possibilities

with respect to concept applicability. Conditions that are capable of such differentiations of legal

possibilities are applicability-relevant conditions.

To identify the applicability-relevant conditions, it is sufficient to identify a function that determines

the applicability of the concept based on a minimal set of ground conditions. This is the case because

the information about the satisfaction of applicability-relevant conditions differentiates between the

legal possibilities to which the concept is applicable and those to which it is not applicable, so that

these conditions constitute a minimal set of ground conditions that determines the applicability of the

concept to these legal possibilities.

To simplify the search for this function, we do not aim to find the function itself, but rather to identify

the existence of a functional dependency that underlies it. Hence, the purpose of determining the

applicability-relevant conditions within a legal team is to find the smallest set of conditions that

establish such a dependency.

For this purpose, we build on the work of Väänänen [Vää07a; Vää07b] and adapt dependency notions

introduced by Väänänen.7 These notions are based on dependency sets, defined as follows: a set of

conditions X = {b1, . . . , bn} is a dependency set of a concept c with respect to a team T if and only if

T |==(b1, . . . , bn, c).

Definition 5.17 (Applicability-Relevance). Let c ∈ C be a concept, B ⊆ B be a non-empty set of

conditions and T c be a legal team on B ∪ {c}.

(1) X ⊆ B is applicability-relevant for c relative to T c if and only if there is some minimal (with

respect to set-inclusion) dependency set Y of c with respect to T c such that X ⊆ Y .

(2) X ⊆ B is applicability-irrelevant for c relative to T c if and only if X is not applicability-relevant

for c relative to T c .

(3) X ⊆ B is totally applicability-relevant for c relative to T c if and only if X is applicability-relevant

for c relative to T c and for every dependency set Y of c with respect to T c it holds that X ⊆ Y .

A condition b is said to be applicability-relevant for c if {b} is applicability-relevant for c. This applies

similarly to the notions of applicability-irrelevant and totally applicability-relevant.

According to Definition 5.17, determining the applicability-relevant sets of conditions focuses on identi-

fying the minimal sets that functionally determine the applicability of the concept under consideration.

Any subset of such a set is applicability-relevant to that concept and might be among the conditions

that guide legal decisions regarding the concept’s applicability. Knowing that such a condition is

satisfied might influence whether the concept is applicable or not, and therefore distinguishes the legal

possibilities to which the concept is applicable from those to which it is not. If a condition is totally

applicability-relevant, then it is certain that knowledge about the satisfaction of this condition affects

7Our notion of applicability-relevant conditions corresponds to Väänänen’s notions of dependence.
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the applicability of the concept. Thus, it is one of the conditions that differentiates between the legal

possibilities to which the concept is applicable and those to which it is not. In contrast, if a condition

is applicability-irrelevant, then knowledge of this condition does not affect the applicability of the

concept and cannot help to differentiate legal possibilities.

Example 5.18. Let us consider the concept “ticketed bike”, denoted by c2. Further, let b1 refer to

the condition “city bike”, b2 refer to the condition “folding bike”, b3 refer to the condition “child

bike” and b4 refer to the condition “folded bigger than 45 x 86 x 80 cm”. Let B = {b1, b2, b3, b4} and

B⊥
i = ∅ for all bi ∈ B. Based on the legal team T c

2 given by Table 5.5, the aim is to investigate the

applicability-relevant conditions.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c2

v1 {b1, b3} 1 0 1 0 1

v2 {b1, b2, b4} 1 1 0 1 1

v3 {b1, b2, b3} 1 1 1 0 0

Table 5.5: Legal team T c2 for the concept “ticketed bike”

Accordingly, if it is known that a city bike is a folding bike and folded bigger than 45 x 86 x 80 cm,

then it is a “ticketed bike”. If it is known that a bike is a city-bike for children, then it is a “ticketed

bike”, but if it is known that a bike is a folding city-bike for children, it is not a “ticketed bike”.

Figure 5.1 characterizes the dependency sets for c2 relative to T c2 and specifies the inclusion order.

{b2, b3} {b2, b4}

{b1, b2, b3} {b2, b3, b4} {b1, b2, b4}

{b1, b2, b3, b4}

Figure 5.1: Set inclusion order on the dependency sets of the concept “ticketed bike”

No other set of conditions is a dependency set for c2 relative to T
c2 . Condition b2 is applicability-relevant

and totally applicability-relevant for c2, because it is contained in any dependency set, including the

minimal dependency sets {b2, b3} and {b2, b4}. The conditions b3 and b4 are applicability-relevant for

c2, but not totally applicability-relevant, as they are only contained in one minimal dependency set

and not in both. Lastly, the condition b1 is applicability-irrelevant for c2 because it is not contained in

any minimal dependency set.

This means that the question of whether the bike in question is a folding bike has, first, an impact on

determining whether this bike is a “ticketed bike”, and second, it is one of the conditions that allows us

to differentiate between the legal possibilities regarding the applicability of the concept “ticketed bike”.

The conditions b3 and b4 might be taken into account when deciding the applicability of this concept.

This means that they might be used to differentiate between legal possibilities. That is, either b2 and

b3 collectively, or b2 and b4 collectively, provide enough information to distinguish between the legal

possibilities to which the concept c2 is applicable and those to which it is not. Hence, the question of

whether the bike is a child bike or folded to a size larger than 45 × 86 × 80 cm might have an impact
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on whether this bike is a “ticketed bike”. In contrast, condition b1 does not affect the applicability of

c2. Thus, the information on whether a bike is a city bike does not help to distinguish between legal

possibilities with respect to the applicability of the concept “ticketed bike”. △

Additionally, let us illustrate some properties about applicability-relevance and applicability-irrelevance.

Importantly, if a concept is constant, which means it is either always defined to be applicable or

inapplicable, then only the empty team is applicability-relevant, whereas any other non-empty set of

conditions is applicability-irrelevant. This is formally shown in Fact 5.19 and illustrates an important

feature of this definition of relevance conditions: If the legal information specified in a legal team does

not contain a specification of the applicability and non-applicability of a concept, then any condition is

applicability-irrelevant.

Fact 5.19. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team on

B ∪ {c}.

(1) If X is totally applicability-relevant for c relative to T c , then X is applicability-relevant for c

and is not applicability-irrelevant for c relative to T c .

(2) ∅ is applicability-relevant for c and totally applicability-relevant for c relative to T c .

(3) c is not constant if and only if there exists some non-empty X ⊆ B such that X is applicability-

relevant for c relative to T c .

Proof. Proof is given in Appendix A.3.

Furthermore, the properties of sufficiency, being an exception, and positive and negative necessity, can

be used to determine the applicability-relevance of ground conditions of a legal team.

Fact 5.20. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team on

B ∪ {c}. Suppose that c is not constant with respect to T c , then the following facts hold:

(1) If a legal possibility X ⊆ B expressed by some valuation of T c is sufficient and positively necessary

relative to T c , then some non-empty set of conditions Y ⊆ X is applicability-relevant for c

relative to T c .

(2) If a legal possibility X ⊆ B expressed by some valuation of T c is an exception and negatively

necessary relative to T c , then some non-empty set of conditions Y ⊆ X is applicability-relevant

for c relative to T c .

Proof. Proof is given in Appendix A.3.

As an immediate consequence of Fact 5.20, any ground condition of a legal team that is sufficient

and positively necessary relative to this legal team is applicability-relevant for the considered concept.

Similarly, a condition is applicability-relevant for the considered concept, if the condition is an exception

and negatively necessary.

Lastly, let us now focus on how this notion of applicability-relevant conditions formalizes the intuition

illustrated at the beginning of this section. For this purpose, let us formally explore Example 5.16.

Example 5.21.The concept “ticketed bike” is denoted by c2. Let the conditions be “city bike” and

“folding bike”. These conditions are denoted by b1 and b2 so that B = {b1, b2}. Further, suppose that
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B⊥
1 = ∅ and B⊥

2 = ∅. Table 5.6 characterizes the legal team T c2 on B ∪ {c2} that specifies the concept

“ticketed bike” according to the meaning postulates given in Example 5.16.

valuation vi legal possibility Xi b1 b2 concept c2

v1 {b1} 1 0 1

v2 {b1, b2} 1 1 0

Table 5.6: Legal team T c2 for the concept “ticketed bike”

According to T c2 , only the sets {b2} and {b1, b2} are dependency sets. This is the case because

T c2 |==(b2, c2) and T
c2 |==(b1, b2, c2), but T

c2 ̸|==(c2) and T
c2 ̸|==(b1, c2). It follows that the only

minimal dependency set is {b2}, so b2 is applicability-relevant and totally applicability-relevant. Since

{b1} ̸⊆ {b2}, it follows that b1 is not contained in any minimal dependency set. Therefore, b1 is

applicability-irrelevant.

This means that information about the satisfaction of b2 differentiates the legal possibilities to which

the concept c2 is applicable and those to which it is not. This captures the intuition that the concept

is not applicable to legal possibilities about which it is known that they satisfy the condition of being

a “folding bike”, while it is applicable to legal possibilities about which this is not known. △

In addition, this example shows that ground conditions of a legal team might not be applicability-

relevant. This leads to a distinction between ground conditions and applicability-relevant conditions,

which is due to their different functions in legal reasoning.

Ground conditions constitute legal possibilities, which means they are the entities that are reasoned

about. In this example, the legal system only provides rules determining the applicability of the

concept c2 with respect to entities about which it is known that they are “city bikes”. Therefore, any

legal possibility contains the information that the condition “city bike” is satisfied. Nevertheless, the

condition “city bike” does not influence the applicability of the concept, as the applicability is solely

determined by information about the applicability-relevant condition “folding bike”.

This exemplifies that the formalism constitutes a two-step process. Ground conditions are used to

determine the legal possibilities, and given these possibilities, (totally) applicability-relevant conditions

determine the applicability of the concept. Since ground conditions might not be applicability-relevant,

a legal system might require more information to establish that something is a legal possibility than

the information required to determine the applicability.
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Chapter 6

Conclusion and Future Work

As AI increasingly influences legal processes, the focus on logical models of legal thinking becomes all

the more critical. These models help to ensure interpretability, accountability, and trust. This thesis

introduced a new framework to reason about the applicability of legal concepts, based on propositional

dependence logic with the might-operator PL(=(·),♦). The thesis not only demonstrated the usefulness

of using this logic for this purpose, but also defined and investigated a new mechanism to determine

the applicability of concepts to a case.

In Chapter 1, an overview of the legal theory on the applicability of legal concepts was provided, and

approaches to model the applicability of concepts were outlined. In Sections 1.1 and 1.2, we clarified

the applicability of a legal concepts to a case is based on the acquired knowledge about the case and on

the meaning postulates that specify the applicability of the legal concept. Furthermore, we motivated

that our formalism is concerned with the applicability of legal concepts whose applicability does not

depend on other legal concepts.

We provided the foundation for modeling this understanding of applicability of concepts in Chapter 2.

We introduced core notions such as legal possibilities (non-empty and non-conflicting sets of conditions)

and legal cases (cases about which it is known that they satisfy some non-conflicting conditions) in

Section 2.1. Further, we defined concept applicability functions in Section 2.2 which are functions

which assigns Boolean values to legal possibilities to illustrate whether a concept is applicable or not.

These concept applicability functions allow us to represent the meaning postulates of legal concepts.

Moreover, we examined properties of legal possibilities with respect to a concept applicability function.

Based on these formalizations, the main contributions of this thesis are presented in the following

chapters.

In Chapter 3, we showed PL(=(·),♦) can be used to model the applicability of legal terms. To

do this, we introduced PL(=(·),♦) in Section 3.1. In Section 3.2, we introduced legal teams that

translate concept applicability functions into teams so that one can reason about these functions

using PL(=(·),♦). Importantly, Theorem 3.11 defined the conditions under which a team translates a

concept applicability function and hence is a legal team. Furthermore, we provide a translation of the

properties of legal possibility relative to a concept applicability function into formulas of PL(=(·),♦).

In Chapter 4, we investigated how the applicability of a legal concept to a legal case can be directly or

heuristically derived relative to a legal team. A mechanism capable of directly deriving the applicability

is presented in Section 4.2. In this mechanism, the legal team functions as a database against which the
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acquired knowledge about a case is compared in order to determine the applicability of the concept to

the case. If the applicability cannot be directly derived, we outlined a mechanism that can heuristically

derive the applicability and hence predict the applicability in Section 4.3. This mechanism is based

on the notion of constant extensions, defined in Definition 4.8. Due to the requirement that any

prediction must be a constant extension, the prediction that a concept is applicable to a case ensures

that it does not violate any properties of the legal possibilities expressed by the legal team. Therefore,

these properties guide the prediction about the concept’s applicability. Further, we examined the

requirements necessary to predict applicability in Section 4.4. A characterization of the requirements

is given by Theorem 4.16.

In Chapter 5, we examined how the proposed formalism is capable of addressing several tasks associated

with legal concept applicability. We investigated the stability of predictions in Section 5.1, whereby

we specified the conditions a legal team needs to satisfy so that a prediction is not stable and

more information about the considered case leads to a different prediction about the applicability.

In Section 5.2, we examined sequences of predictions. This allowed us to characterize how the

order of predictions about the applicability of a concept to cases influences these predictions. This

means that, depending on the position of the case in the sequence, the case might be predicted

differently. Applicability-relevant conditions are investigated in Section 5.3. These conditions allow us

to differentiate between legal possibilities to which a concept is applicable and legal possibilities to

which it is not applicable. In this sense, they are the conditions relevant for the applicability. In this

section, we defined applicability-relevant conditions and discussed why not every ground condition

of a legal team is an applicability-relevant condition. This led to the conceptual insight that certain

conditions are only used to establish an entity about which the legal system can reason.

The proposed framework gives rise to different directions for further research. In the following, we

outline three promising directions.

Research Question 1: Hierarchies of legal concepts

Currently, our formalism is not capable of representing hierarchies of legal concepts. The applicability

of any considered concept does not depend on any other concepts. To overcome this limitation, the

formalism needs to be extended so that concepts can depend on further concepts.

A straightforward extension is a set of states S ⊆ B ∪ C, which is a non-empty set of conditions and

concepts. This allows us to express the dependence of the applicability of a concept on another concept.

For example, consider the following table sketching the applicability of the concepts c1 and c2. Let T

be a team on S ∪ {c2}, where S = {c1, b3, b4}, and let T ′ be a team on S′ ∪ {c1}, where S′ = {b1, b2}.

valuation vi legal possibility Xi b1 b2 concept c1 b3 b4 concept c2

v1 {b1, b3} 1 0 1 1 0 1

v2 {b1, b2, b4} 1 1 1 0 1 0

v3 {b2, b4} 0 1 0 0 1 0

This encodes that c1 is determined by the conditions b1 and b2. Based on the applicability of c1 and

the conditions b3 and b4, the applicability of c2 is then determined. Given a new case, one needs to

first predict the applicability of c1 to be in a position to predict c2.

This intuitively ad hoc extension leads to several interesting questions. First, sets of states need to be

formally defined and constrained. Based on this definition, concept applicability functions and legal
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teams need to be extended accordingly. Second, similar to the work by Canavotto and Horty [CH23a;

CH23b], it needs to be investigated whether hierarchies of concepts can be flattened to the simple

legal teams discussed in this work, and whether hierarchies and flattened hierarchies result in identical

judgments on the applicability of concepts.

Research Question 2: Extending the set of preserved properties of constant extensions

Determining the prediction of the applicability of a concept is based on constant extensions. It is

important that a constant extension not only is a legal team, but also preserves certain properties of

the expressed legal possibilities. The investigated properties are sufficiency, being an exception, positive

necessity, negative necessity, and contingency. These properties by a legal possibility Xi relative to a

legal team are expressed by φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−, and φ

Xi
con, respectively.

There are good reasons to extend this set of properties that are preserved under constant extensions.

A natural extension would be an operator that expresses that a legal possibility Xi satisfies a property

if another legal possibility Xj is not taken into account. Let us call this operator exceptXj
(ψ), where

ψ ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−, φ

Xi
con}. Given that ψ := φXi

suf , this expresses that the legal possibility Xi is

sufficient if Xj is not considered.

This intuitive characterization gives rise to both a strict and a weak formalization of this operator.

The former expresses that only the legal possibility Xj is excluded. The latter states that any legal

possibility that includes Xj is excluded. Given a legal team on a set of conditions B and a concept,

the strict operator can be formalized as:

exceptstrictXj
(ψ) :=

 ∧
bi∈Xj

bi ∧
∧

bj∈B\Xj

¬bj

 ∨ ψ where ψ ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−, φ

Xi
con}

Intuitively, exceptstrictXj
(φXi

suf) expresses that the concept c is applicable to any legal possibility that is

distinct from Xj and includes the legal possibility Xi. Therefore, it expresses that Xi is sufficient,

provided only Xj is excluded.

In contrast, the weak operator allows for the exclusion of more than one legal possibility. This is

because it excludes any legal possibility that includes Xj . The weak operator can be defined as:

exceptweakXj
(ψ) :=

∧
bi∈Xj

bi ∨ ψ where ψ ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−, φ

Xi
con}

Such operators raise several conceptual questions. It must be clarified what properties the weak and

strict operators capture, and based on this understanding, which operator is better suited for the

legal domain. The current formalization only allows the exclusion of one legal possibility. However,

it must be discussed whether this is a sensible assumption. Thus, it should be investigated whether

it is appropriate to define weak and strict exceptions for one or multiple legal possibilities. Based

on these decisions, it is worth investigating how the implementation of such an operator affects the

predictability of a concept’s applicability to a case.

Furthermore, it is worth noting that an except-operator might not be the only viable extension. The

framework provides sufficient flexibility to define new properties and to investigate how these properties

affect the predictability of a concept in relation to a case. Therefore, defining new properties of legal
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possibilities represents a fruitful direction for further research.

Research Question 3: Non-monotonicity and concept applicability

Recently, non-monotonicity has attracted attention from researchers studying propositional dependence

logic.8 Our work does not investigate non-monotonicity explicitly, but it does play an important role

in the modeled legal reasoning. The instability of predictions, discussed in Section 5.1, exemplifies the

non-monotonic character of reasoning about the applicability of a concept. That is, further information

about a case might result in a different judgment on the applicability of a concept.

Since we do not investigate this non-monotonic nature of legal reasoning in depth, an interesting

question is to explore the proposed mechanism in light of the research on non-monotonicity and

propositional dependence logic.

Such an investigation could deepen our understanding of meaning postulates. Currently, the formalism

lacks a mechanism for expressing that a concept is typically, though not always, applicable to a given

legal possibility. As a result, the formalism cannot differentiate between a detailed characterization of

an exception and the general characterization of applicability. Such a distinction would allow for a

more fine-grained analysis of meaning postulates by enabling differentiation between edge cases and

those that reflect regular scenarios. This would lead to a better representation of meaning postulates.

8See, for instance, Sauerwald and Kontinen [SK24a; SK24b].
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Appendix A

Appendix

A.1 Proofs of Chapter 3

Proposition 3.14. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions, f : D → {1,0}
be a concept applicability function and T c be a legal team on B ∪ {c} that translates f .

(1) A legal possibility Xi ∈ D is sufficient relative to f if and only if T c |= φXi
suf where

φXi
suf :=

∧
bi∈Xi

bi → c

(2) A legal possibility Xi ∈ D is an exception relative to f if and only if T c |= φXi
exc where

φXi
exc :=

∧
bi∈Xi

bi → ¬c

(3) A legal possibility Xi ∈ D is positively necessary relative to f if and only if T c |= φXi
nec+ where

φXi
nec+ := c →

∧
bi∈Xi

bi

(4) A legal possibility Xi ∈ D is negatively necessary relative to f if and only if T c |= φXi
nec− where

φXi
nec− := ¬c →

∧
bi∈Xi

bi

(5) A legal possibility Xi ∈ D is contingent relative to f if and only if T c |= φXi
con where

φXi
con := ♦

 ∧
bi∈Xi

bi ∧ c

 ∧ ♦

 ∧
bi∈Xi

bi ∧ ¬c


Proof. To prove the left-to-right direction of (1), suppose that Xi ∈ D is sufficient relative to f . By

Definition 2.6, for every Xj ∈ D with Xi ⊆ Xj it is the case that f(Xj) = 1. According to Definition 3.8,

this means that each legal possibility expressed by some valuation v ∈ T c with Xi ⊆ {b ∈ B | v(b) = 1}
it is the case that v(c) = 1. Now, let T1 = {v ∈ T c | v(bi) = 1 for all bi ∈ Xi} and T2 = {v ∈ T c |
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v(bi) = 0 for some bi ∈ Xi}. Since for all vj ∈ T1 it is the case that Xi ⊆ {b ∈ B | vj(bi) = 1},
it follows that vj(c) = 1. Since the formula c ∈ PL and by Theorem 3.5, it follows that T1 |= c.

Further, by the definition of T2 it follows that for all vk ∈ T2, {vk} ̸|= (
∧

bi∈Xi
bi). This implies that

T2 |= ¬(
∧

bi∈Xi
bi). Since it is clearly the case that T1 ∪ T2 = T c , it follows that T c |= ¬(

∧
bi∈Xi

bi) ∨ c.
This means that T c |= (

∧
bi∈Xi

bi) → c and T c |= φXi
suf .

To prove the right-to-left direction of (1), suppose that T c |= φXi
suf which means that T c |= (

∧
bi∈Xi

bi) →
c and hence T c |= ¬(

∧
bi∈Xi

bi) ∨ c. This implies that there exists T1 and T2 such that T1 ∪ T2 = T c ,

T1 |= ¬(
∧

bi∈Xi
bi) and T2 |= c. Note that for any v ∈ T c such that v(bi) = 1 for all bi ∈ Xi it is

the case that {v} |=
∧

bi∈Xi
bi. This means that it is not the case that {v} ̸|=

∧
bi∈Xi

bi and hence

v /∈ T1. Since T c = T1 ∪ T2, it follows that v ∈ T2 and hence v(c) = 1. This means that for any

legal possibilities Xj ∈ D expressed by some valuation vj ∈ T c such that Xi ⊆ Xj it is the case

that vj(c) = 1. By Definition 3.8, for any Xj ∈ D such that Xi ⊆ Xj it is the case that f(Xj) = 1.

According to Definition 2.6, this means that Xi is sufficient relative to f .

Statement (2) follows by analogous reasoning to (1).

To prove the left-to-right direction of (3), suppose that Xi ∈ D is positively necessary relative to f .

By Definition 2.6 it follows that for every Xj ∈ D with f(Xj) = 1 it is the case that Xi ⊆ Xj . Let

T1 = {v ∈ T c | v(c) = 1} and T2 = {v ∈ T c | v(c) = 0}. It is clearly the case that T1∪T2 = T c . Due to

the construction of T2, it holds that T2 |= ¬c. Further, for any v ∈ T1 it is the case that v(c) = 1. Since

Xi is positively necessary it follows by Definition 3.8 that for all v ∈ T c with v(c) = 1 it is the case that

{v} |=
∧

bi∈Xi
bi. Since the formula

∧
bi∈Xi

bi ∈ PL and by Theorem 3.5, it follows that T1 |=
∧

bi∈Xi
bi.

Therefore, it is the case that T c |= ¬c ∨ (
∧

bi∈Xi
bi). This means that T c |= c → (

∧
bi∈Xi

bi) and hence

T c |= φXi
nec+.

To prove the right-to-left direction of (3), suppose that T c |= φXi
nec+. This means that T c |= c →

(
∧

bi∈Xi
bi) and hence T c |= ¬c ∨ (

∧
bi∈Xi

bi). Therefore, there exist T1 and T2 such that T1 ∪ T2 = T c ,

T1 |= ¬c and T2 |=
∧

bi∈Xi
bi. For any v ∈ T c with v(c) = 1 it is the case that v /∈ T1. It follows that

v ∈ T2. This means that for any v ∈ T c with v(c) = 1 it is the case that {v} |=
∧

bi∈Xi
bi. That is,

v(bi) = 1 for all bi ∈ Xi. By Definition 3.8, it follows that for any Xj ∈ D with f(Xj) = 1 it is the case

that Xi ⊆ Xj . According to Definition 2.6, this means that Xi is positively necessary relative to f .

Statement (4) follows by analogous reasoning to (3).

To prove the left-to-right direction of (5), suppose that Xi is contingent relative to f . According

to Definition 2.6, there exist Xj and Xk such that f(Xj) = 1, f(Xk) = 0 and Xi ⊆ Xj , Xk. By

Definition 3.8, it follows that there exist vj , vk ∈ T c such that vj(bj) = 1 for all conditions bj ∈ Xj ,

vk(bk) = 1 for all conditions bk ∈ Xk, vj(c) = 1 and vk(c) = 0. Since Xi ⊆ Xj and Xi ⊆ Xk, it holds

that vj(bi) = vk(bi) = 1 for all bi ∈ Xi. Now. let T1 = {vj} and T2 = {vk} so that T1 |=
∧

bi∈Xi
bi ∧ c

and T2 |=
∧

bi∈Xi
bi ∧ ¬c. It is clearly the case that T1 ≠ ∅, T2 ≠ ∅ and T1, T2 ⊆ T c . Therefore, it

follows that T c |= ♦(
∧

bi∈Xi
bi ∧ c) ∧ ♦(

∧
bi∈Xi

bi ∧ ¬c). This means that T c |= φXi
con.

To prove the right-to-left direction of (5), suppose that T c |= φXi
con. This means that T c |= ♦(

∧
bi∈Xi

bi∧
c) ∧ ♦(

∧
bi∈Xi

bi ∧ ¬c). It follows that there exist non-empty T1, T2 ⊆ T c such that T1 |=
∧

bi∈Xi
bi ∧ c

and T2 |=
∧

bi∈Xi
bi ∧¬c. Therefore, there exist two valuations vj , vk ∈ T c such that vj(bi) = vi(bi) = 1

for all bi ∈ Xi, vj(c) = 1 and vk(c) = 0. By Definition 3.8, it follows that there exist Xj , Xk ∈ D such

that f(Xj) = 1, f(Xk) = 0 and Xi ⊆ Xj , Xk. Due to Definition 2.6, it holds that Xi is contingent

relative to f .
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A.2 Proofs of Chapter 4

Fact 4.7. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team

on B ∪ {c}. Further, let a ∈ A be a legal case and Ka the associated legal knowledge. Lastly, let Tpos

be the positive extension of T c by case a and Tneg be the negative extension of T c by case a.

(1) Tpos ̸= ∅, Tpos |= ♦bi and Tpos |=
∧

bj∈B⊥
i
¬(bi ∧ bj) for each bi ∈ B.

(2) Tneg ̸= ∅, Tneg |= ♦bi and Tneg |=
∧

bj∈B⊥
i
¬(bi ∧ bj) for each bi ∈ B.

(3) If B ∩Ka = ∅, then neither Tpos nor Tneg is a legal team.

(4) Concept c is applicable to a relative to T c if and only if Tpos is a legal team and Tneg is not a

legal team.

(5) Concept c is not applicable to a relative to T c if and only if Tpos is not a legal team and Tneg is

a legal team.

(6) Case a is not determined by T c and B ∩Ka ̸= ∅ if and only if Tpos and Tneg are legal teams.

Proof. The statements are proven separately.

To prove (1), it needs to be shown that (a) Tpos ̸= ∅, (b) Tpos |= ♦bi and (c) Tpos |=
∧

bj∈B⊥
i
¬(bi ∧ bj)

for each bi ∈ B. Since T c is a legal team and by Theorem 3.11, it follows that T c ̸= ∅. Therefore,

Tpos ̸= ∅ because T c ⊆ Tpos. Furthermore, since T c is a legal team and by Theorem 3.11, it holds that

for each bi ∈ B, there exists a non-empty subteam T ⊆ T c with T |= bi. Since T c ⊆ Tpos, it follows

that T ⊆ Tpos. Thus, Tpos |= ♦bi for each bi ∈ B. Lastly, {vb+Ka
} |=

∧
bj∈B⊥

i
¬(bi ∧ bj) for any bi ∈ B,

because Ka is legal knowledge and hence conflict-free. Additionally, T c |=
∧

bj∈B⊥
i
¬(bi ∧ bj) for any

bi ∈ B because of the fact that T c is a legal team and Theorem 3.11. Since
∧

bj∈B⊥
i
¬(bi ∧ bj) ∈ PL,

Tpos = T c ∪ {vb+Ka
} and by flatness, it follows that Tpos |=

∧
bj∈B⊥

i
¬(bi ∧ bj) for any bi ∈ B.

Statement (2) follows by analogous reasoning to (1).

To prove (3), suppose that B ∩Ka = ∅. This means that vc+Ka
(bi) = vc−Ka

(bi) = 0 for all bi ∈ B. This

means that {vc+Ka
} ̸|=

∨
bi∈B bi and {vc−Ka

} ̸|=
∨

bi∈B bi. Since
∨

bi∈B bi ∈ PL and by flatness, it follows

that Tpos ̸|=
∨

bi∈B bi and Tneg ̸|=
∨

bi∈B bi. According to Theorem 3.11, it holds that neither Tpos nor

Tneg is a legal team.

For the left-to-right direction of (4), suppose that c is applicable to a relative to T c . According to

Definition 4.2, this means that there exists v ∈ T c such that {b ∈ B | v(b) = 1} = B∩Ka and v(c) = 1.

By Definition 4.4, this implies that vc+Ka
= v so that T c = Tpos. Since T

c is a legal team, it follows that

Tpos is a legal team. Further, it is the case that v(b) = vc−Ka
(b) for all b ∈ B and v(c) ̸= vc−Ka

(c) due to

Definition 4.4. This means that Tneg ̸|==(b1, . . . , bn, c) where {b1, . . . , bn} = B. By Theorem 3.11, it

follows that Tneg is not a legal team.

For the right-to-left direction of (4), suppose hat Tpos is a legal team and Tneg is not a legal team. By

Definition 4.2, it is sufficient to show that there exists v ∈ T c such that {b ∈ B | v(b) = 1} = B ∩Ka

and v(c) = 1. Since Tpos is a legal team and by (3), it follows that B ∩Ka ̸= ∅. Since Tneg is not a

legal team, it follows that Tneg ̸|==(b1, . . . , bn, c) where {b1, . . . , bn} = B due to Theorem 3.11 and (2).

This means that there exists v ∈ T c such that {b ∈ B | v(b) = 1} = B ∩Ka and v(c) = 1, as required.

The statement (5) follows by analogous reasoning to (4).

For the left-to-right direction of (6), suppose that a is not determined by T c and B ∩Ka ̸= ∅. By the
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former, it follows that there does not exist v ∈ T c such that {b ∈ B | v(b) = 1} = B ∩Ka . It follows

that Tpos |==(b1, . . . , bn, c) and Tneg |==(b1, . . . , bn, c) where {b1, . . . , bn} = B. By the latter, it follows

that {vc+Ka
} |=

∨
bi∈B bi and {vc−Ka

} |=
∨

bi∈B bi. Since T
c is a legal team,

∨
bi∈B bi ∈ PL and by flatness,

it follows that Tpos |=
∨

bi∈B bi and Tneg |=
∨

bi∈B bi. Due to (1), (2) and by Theorem 3.11, it follows

that Tpos and Tneg are legal teams.

For the right-to-left direction of (6), suppose that Tpos and Tneg are legal teams. By (3), it follows that

B ∩Ka ̸= ∅. Since Tpos and Tneg are legal teams and by Theorem 3.11, Tpos |==(b1, . . . , bn, c) and

Tneg |==(b1, . . . , bn, c) where {b1, . . . , bn} = B. This implies that there does not exist v ∈ T c such that

{b ∈ B | v(b) = 1} = B ∩Ka . By Definition 4.2, it follows that a is not determined by T c .

Fact 4.9. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team

on B ∪ {c}. Further, let a ∈ A be a legal case, Ka the associated legal knowledge and T be a constant

extension of T c by a. For any legal possibility Xi expressed by some vi ∈ T c and the decisive legal

possibility Xi, if T |= ψ, then T c |= ψ for ψ ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−, φ

Xi
con}.

Proof. Let Xi be an arbitrary legal possibility expressed by some vi ∈ T c . It needs to be shown that if

T |= ψ, then T c |= ψ for ψ ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−, φ

Xi
con}. There are two cases to be considered: (1)

ψ ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−} and (2) ψ := φXi

con.

First, let ψ ∈ {φXi
suf , φ

Xi
exc, φ

Xi
nec+, φ

Xi
nec−, φ

Xi
con}. Suppose that T |= ψ. Observe that ψ ∈ PL. Since

T c ⊆ T and by the downward closure property, it follows that T c |= ψ.

Second, ψ := φXi
con. Suppose T |= φXi

con. By Fact 3.15, T ̸|= φXi
suf and T ̸|= φXi

exc. Since T is a constant

extension of T c and due to Definition 4.8, it is the case that T c ̸|= φXi
suf and T

c ̸|= φXi
exc. By Fact 3.15, it

follows that T c |= φXi
con.

Fact 4.11. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions, T c be a legal team on

B ∪ {c} and a ∈ A be a legal case. If a is determined by T c , then

(1) c is applicable to a if and only if c is predicted to be applicable to a.

(2) c is not applicable to a if and only if c is predicted to be not applicable to a.

Proof. To prove (1) suppose that a is determined by T c . For the left-to-right direction of the

biimplication, further assume that c is applicable to a. This means that there exists a valuation v ∈ T c

such that {b ∈ B | v(b) = 1} = B ∩ Ka . By Definition 4.4, vc+Ka
= v and hence T c ∪ {vc+Ka

} = T c .

It follows that T c ∪ {vc+Ka
} is a constant extension due to Definition 4.8. Further, by Fact 4.7, it

follows that T c ∪ {vc−Ka
} is not a legal team. Therefore, T c ∪ {vc−Ka

} is not a constant extension due to

Definition 4.8. According to Definition 4.10, c is predicted to be applicable to a.

To prove the right-to-left direction of the biimplication, suppose that c is predicted to be applicable to

a and that a is determined by T c . Due to the latter and Definition 4.2, it follows that there exists

a valuation v ∈ T c such that {b ∈ B | v(b) = 1} = B ∩Ka . It is sufficient to show that v(c) = 1.

Since c is predicted to be applicable to a and by Definition 4.10, T c ∪ {vc+Ka
} is a constant extension.

According to Definition 4.8, this means that T c ∪ {vc+Ka
} is a legal team. By Theorem 3.11, it follows

that T c ∪ {vc+Ka
} |==(b1, . . . , bn, c) for B = {b1, . . . , bn}. Further, by Definition 4.4, it follows that

vc+Ka
(c) = 1, vc+Ka

(bj) = 1 for all bj ∈ B ∩Ka and vc+Ka
(bk) = 0 for all bk ∈ B \Ka . Therefore, for all
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vi ∈ T c with vi(bj) = 1 for all bj ∈ B ∩Ka and vi(bk) = 0 for all bk ∈ B \Ka , it holds that vi(c) = 1.

Since {b ∈ B | v(b) = 1} = B ∩Ka and hence {b ∈ B | v(b) = 0} = B \Ka , it follows that v(c) = 1.

Statement (2) follows by analogous reasoning to (1).

Proposition 4.13. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions, T c be a legal

team on B ∪ {c} and X a legal possibility expressed by some valuation of T c . Further, let a ∈ A be a

legal case and Ka the associated legal knowledge. For any ψ ∈ {φX
suf , φ

X
exc, φ

X
nec+, φ

X
nec−, φ

X
con},

(1a) ✓
pos

denotes that if T c |= ψ, then Tpos |= ψ

(2a) ✗
pos

denotes that if T c |= ψ, then Tpos ̸|= ψ

(1b) ✓
neg

denotes that if T c |= ψ, then Tneg |= ψ

(2b) ✗
neg

denotes that if T c |= ψ, then Tneg ̸|= ψ

where Tpos = T c ∪ {vc+Ka
} is the positive extension of T c by a, Tneg = T c ∪ {vc−Ka

} is the negative

extension of T c by a and X is a legal possibility expressed by some v ∈ T c .

Table A.1 specifies whether ψ ∈ {φX
suf , φ

X
exc, φ

X
nec+, φ

X
nec−, φ

X
con} remains satisfied by the positive or

negative extension of T c by a, depending on whether X ⊆ B ∩Ka or X ̸⊆ B ∩Ka , assuming that

T c |= ψ.

ψ := φX
suf ψ := φX

exc ψ := φX
nec+ ψ := φX

nec− ψ := φX
con

X ⊆ B ∩Ka ✓
pos

✗
neg

✗
pos

✓
neg

✓
pos

✓
neg

✓
pos

✓
neg

✓
pos

✓
neg

X ̸⊆ B ∩Ka ✓
pos

✓
neg

✓
pos

✓
neg

✗
pos

✓
neg

✓
pos

✗
neg

✓
pos

✓
neg

Table A.1: Preservation of satisfaction for ψ after extending by a

Proof. The statements are proven separately.

(1) Suppose that T c |= φX
suf . This means that T c |= (

∧
b∈X b) → c and T c |= ¬(

∧
b∈X b) ∨ c.

Therefore, there exist T1, T2 ⊆ T c such that T1 ∪ T2 = T c , T1 |= ¬(
∧

b∈X b) and T2 |= c. Thus,

for all v ∈ T1, {v} ̸|=
∧

b∈X b.

(1a) Let X ⊆ B ∩Ka . To show that Tpos |= φX
suf , it is sufficient to show that {vc+Ka

} ̸|=
∧

b∈X b or

{vc+Ka
} |= c. By Definition 4.4, {vc+Ka

} |= c.

To show that Tneg ̸|= φX
suf , it is sufficient to show that {vc−Ka

} |=
∧

b∈X b and {vc−Ka
} ̸|= c. By

Definition 4.4, {vc−Ka
} |=

∧
b∈X b and {vc−Ka

} ̸|= c.

(1b) Let X ̸⊆ B ∩Ka . To show that Tpos |= φX
suf and Tneg |= φX

suf , it is sufficient to show that

{vc+Ka
} ̸|=

∧
b∈X b or {vc+Ka

} |= c and {vc−Ka
} ̸|=

∧
b∈X b or {vc−Ka

} |= c. Since X ̸⊆ B ∩ Ka ,

there exists bi ∈ X such that bi /∈ B ∩ Ka . By Definition 4.4, {vc+Ka
} ̸|=

∧
b∈X b and

{vc−Ka
} ̸|=

∧
b∈X b.

(2) Suppose that T c |= φX
exc. This means that T c |= (

∧
b∈X b) → ¬c and T c |= ¬(

∧
b∈X b) ∨ ¬c.

Therefore, there exist T1, T2 ⊆ T c such that T1 ∪ T2 = T c , T1 |= ¬(
∧

b∈X b) and T2 |= ¬c. Thus,
for all v ∈ T1, {v} ̸|=

∧
b∈X b. Further, for all v ∈ T2, {v} ̸|= c.

(2a) Let X ⊆ B ∩Ka . To show that Tpos ̸|= φX
exc, it is sufficient to show that {vc+Ka

} |=
∧

b∈X b

and {vc+Ka
} |= c. By Definition 4.4, {vc+Ka

} |= c and {vc+Ka
} |=

∧
b∈X b.
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To show that Tneg |= φX
exc, it is sufficient to show that {vc−Ka

} ̸|=
∧

b∈X b or {vc−Ka
} ̸|= c. By

Definition 4.4, {vc−Ka
} ̸|= c.

(2b) Let X ̸⊆ B ∩Ka . To show that Tpos |= φX
exc and Tneg |= φX

exc, it is sufficient to show that

{vc+Ka
} ̸|=

∧
b∈X b or {vc+Ka

} ̸|= c and {vc−Ka
} ̸|=

∧
b∈X b or {vc−Ka

} ̸|= c. Since X ̸⊆ B∩Ka , there

exists bi ∈ X such that bi /∈ B ∩Ka . Consequently, {vc+Ka
} ̸|=

∧
b∈X b and {vc−Ka

} ̸|=
∧

b∈X b.

(3) Suppose that T c |= φX
nec+. This means that T c |= c → (

∧
b∈X b) and T c |= ¬c ∨ (

∧
b∈X b).

Therefore, there exist T1, T2 ⊆ T c such that T1 ∪ T2 = T c , T1 |= ¬c and T2 |=
∧

b∈X b. Further,

for all v ∈ T1, {v} ̸|= c.

(3a) Let X ⊆ B ∩ Ka . To show that Tpos |= φX
nec+ and Tneg |= φX

nec+, it is sufficient to show

that {vc+Ka
} |=

∧
b∈X b or {vc+Ka

} ̸|= c and {vc−Ka
} |=

∧
b∈X b or {vc−Ka

} ̸|= c. By Definition 4.4,

{vc+Ka
} |=

∧
b∈X b and {vc−Ka

} |=
∧

b∈X b.

(3b) Let X ̸⊆ B ∩Ka . This means that there exists bi ∈ X such that bi /∈ B ∩Ka . To show that

Tpos ̸|= φX
nec+, it is sufficient to show that {vc+Ka

} ̸|=
∧

b∈X b and {vc+Ka
} |= c. By Definition 4.4,

{vc+Ka
} |= c. Since there exists b1 ∈ X such that bi /∈ B ∩ Ka , {vc+Ka

} ̸|=
∧

b∈X b due to

Definition 4.4.

To show that Tneg |= φX
nec+, it is sufficient to show that {vc−Ka

} ̸|= c or {vc−Ka
} |=

∧
b∈X b. By

Definition 4.4, {vc−Ka
} ̸|= c.

(4) Suppose that T c |= φX
nec−. This means that T c |= ¬c → (

∧
b∈X b) and T c |= ¬¬c ∨ (

∧
b∈X b).

Therefore, there exist T1, T2 ⊆ T c such that T1 ∪ T2 = T c , T1 |= ¬¬c and T2 |=
∧

b∈X b. For any

v ∈ T1, it holds that {v} ̸|= ¬c and therefore {v} |= c.

(4a) Let X ⊆ B ∩ Ka . To show that Tpos |= φX
nec− and Tneg |= φX

nec−, it is sufficient to show

that {vc+Ka
} |=

∧
b∈X b or {vc+Ka

} |= c and {vc−Ka
} |=

∧
b∈X b or {vc−Ka

} |= c. By Definition 4.4,

{vc+Ka
} |=

∧
b∈X b and {vc−Ka

} |=
∧

b∈X b.

(4b) Let X ̸⊆ B ∩Ka . This means that there exists bi ∈ X such that bi /∈ B ∩Ka . To show that

Tpos |= φX
nec−, it is sufficient to show that {vc+Ka

} |= c or {vc+Ka
} |=

∧
b∈X b. By Definition 4.4,

{vc+Ka
} |= c.

To show that Tneg ̸|= φX
nec−, it is sufficient to show that {vc−Ka

} ̸|= c and {vc−Ka
} ̸|=

∧
b∈X b. By

Definition 4.4, {vc−Ka
} ̸|= c. Since there exists bi ∈ X such that bi /∈ B∩Ka , {vc−Ka

} ̸|=
∧

b∈X b

due to Definition 4.4.

(5) Suppose that T |= φX
con. This means that there exist vi, vj ∈ T c such that vi(b) = vj(b) = 1 for

all b ∈ X, vi(c) = 1 and vj(c) = 0. Since T c ⊆ Tpos and T
c ⊆ Tneg, it follows that vi, vj ∈ Tpos

and vi, vj ∈ Tneg. Therefore, Tpos |= φX
con and Tneg |= φX

con.

Fact A.1. Let c ∈ C be a concept and B ⊆ B be a non-empty set of conditions.

(1) There does not exist T c on B ∪ {c} such that T c |= φXi
suf and T

c |= φ
Xj

nec+ where Xi and Xj are

legal possibilities expressed by some valuations vi, vj ∈ T c and Xj ̸⊆ Xi.

(2) There does not exist T c on B ∪ {c} such that T c |= φXi
exc and T c |= φ

Xj

nec− where Xi and Xj are

legal possibilities expressed by some valuations vi, vj ∈ T c and Xj ̸⊆ Xi.

Proof. To prove (1), suppose for reductio that there exists a concept c ∈ C, non-empty set of conditions
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B ⊆ B and a legal team T c on B ∪{c} such that T c |= φXi
suf and T

c |= φ
Xj

nec+ where Xi and Xj are legal

possibilities expressed by some valuations vi, vj ∈ T c . Further, assume that Xj ̸⊆ Xi. Since T
c |= φ

Xj

nec+,

T c |= c → (
∧

b∈Xj
b) and T c |= ¬c ∨ (

∧
b∈Xj

b). This means that there exist T1, T2 ⊆ T c such that

T1 ∪ T2 = T c , T1 |= ¬c and T2 |=
∧

b∈Xj
b. Thus, for all v ∈ T1, {v} ̸|= c. The fact that T c |= φXi

suf

implies that T c |= (
∧

b∈Xi
b) → c and T c |= ¬(

∧
b∈Xi

b) ∨ c. Therefore, there exist T3, T4 ⊆ T c such

that T3 ∪ T4 = T c , T3 |= ¬(
∧

b∈Xi
b) and T4 |= c. Therefore, for all v ∈ T3, {v} ̸|=

∧
b∈Xi

b.

Since Xj ̸⊆ Xi, there exists some b ∈ B such that b ∈ Xj and b /∈ Xi. It follows that {vi} ̸|=
∧

b∈Xj
b.

Thus, vi /∈ T2. As T c = T1 ∪ T2, it holds that vi ∈ T1. Therefore, {vi} ̸|= c and vi /∈ T4. Since

T c = T3 ∪ T4, this implies that vi ∈ T3. This means that {vi} ̸|=
∧

b∈Xi
b so that the legal possibility

Xi is not expressed by vi. This is a contradiction.

Statement (2) follows by analogous reasoning to (1).

Fact A.2. Let c ∈ C be arbitrary. There exists some non-empty B ⊆ B, legal team T c on B ∪ {c} and

legal possibility Z ⊆ B such that

(1) T c |= φXi
suf and T

c |= φ
Xj
exc where Xi and Xj are legal possibilities expressed by some valuations

vi, vj ∈ T c and Xi ⊆ Z and Xj ⊆ Z.

(2) T c |= φXi
nec+ and T c |= φ

Xj

nec− where Xi and Xj are legal possibilities expressed by some valuations

vi, vj ∈ T c and Xi ̸⊆ Z and Xj ̸⊆ Z.

Proof. Let c ∈ C be arbitrary. To prove (1) and (2), it is sufficient to provide examples.

For (1), let B = {b1, b2}, B⊥
1 = B⊥

2 = ∅ and Z = {b1, b2}. Further, let T c on B ∪ {c} be defined as

in Table A.2. It is easy to verify that T c is a legal team. Further, X1 ⊆ Z and X2 ⊆ Z. To see

valuation vi legal possibility Xi b1 b2 concept c

v1 {b1} 1 0 1

v2 {b2} 0 1 0

Table A.2: Legal team for Fact A.2

that T c |= φX1
suf , let T1 = {v1} and T2 = {v2}. Clearly, T1 |= c, T2 |= ¬(

∧
b∈X1

b) and T c = T1 ∪ T2.
This means that T c |= ¬(

∧
b∈X1

b) ∨ c and hence T c |= (
∧

b∈X1
b) → c. Consequently, T c |= φX1

suf . By

analogous reasoning, it follows that T c |= φX2
exc.

For (2), let B = {b1, b2, b3}, B⊥
1 = B⊥

2 = B⊥
3 = ∅ and Z = {b3}. Further, T c on B ∪ {c} be defined

as in Table A.3. It is easy to verify that T c is a legal team. Further, X1 ̸⊆ Z and X2 ̸⊆ Z. To see

valuation vi legal possibility Xi b1 b2 b3 concept c

v1 {b1} 1 0 0 1

v2 {b2, b3} 0 1 1 0

Table A.3: Legal team for Fact A.2

that T c |= φX1
nec, let T1 = {v2} and T2 = {v1}. Clearly, T1 |= ¬c, T2 |= (

∧
b∈X1

b) and T c = T1 ∪ T2.
This means that T c |= ¬c ∨ (

∧
b∈X1

b) and hence T c |= c → (
∧

b∈X1
b). Consequently, T c |= φX1

nec+. By

analogous reasoning, it follows that T c |= φX2
nec−.
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A.3 Proofs of Chapter 5

Fact 5.3. Let c ∈ C be a legal concept, B ⊆ B be a non-empty set of conditions and T c be a legal

team on B ∪ {c}. Further, let a ∈ A be a case such that Ka is legal knowledge and c is predictable for

a with respect to T c .

(1) If the prediction that c is applicable to a is strongly unstable, then there does not exist a legal

possibility X expressed by some v ∈ T c such that T c |= φX
suf and X ⊆ B ∩Ka .

(2) If the prediction that c is not applicable to a is strongly unstable, then there does not exist a

legal possibility X expressed by some v ∈ T c such that T c |= φX
exc for c and X ⊆ B ∩Ka .

Proof. Statement (1) is proven by contraposition. Suppose that there does exist a legal possibility

X expressed by some valuation v ∈ T c such that T c |= φX
suf and X ⊆ B ∩ Ka . Let ai ∈ A be an

arbitrary case such that Kai is legal knowledge and B ∩Ka ⊆ B ∩Kai . Therefore, X ⊆ B ∩Kai . Due

to Proposition 4.13, it holds that T c ∪ {vc−Kai
} ̸|= φX

suf . By Definition 4.10, it follows that c is predicted

to be applicable to ai or c is unpredictable for ai. Since ai was arbitrary, it follows that for any aj ∈ A
such that Kaj is legal knowledge and B ∩Ka ⊆ B ∩Kaj , c is predicted to be applicable to aj or c is

unpredictable for aj . By Definition 5.1, the prediction of c for a with respect to T c is not strongly

unstable.

Statement (2) follows by analogous reasoning to (1).

Proposition 5.4. Let c ∈ C be a legal concept, B ⊆ B be a non-empty set of conditions and T c

be a legal team on B ∪ {c}. Further, let a ∈ A be a case such that Ka is legal knowledge and c is

predictable for a with respect to T c .

(1) If T c |= ♦
(∧

b∈B∩Ka
b ∧ ¬c

)
, then the prediction that c is applicable to a is strongly unstable.

(2) If the prediction that c is applicable to a is strongly unstable and T c ̸|= ♦
(∧

b∈B∩Ka
b ∧ ¬c

)
,

then legal possibilities Yi and Xj exist, expressed by some valuations vi, vj ∈ T c , such that

T c |= φYi
nec− ∧ φXj

exc, Yi ̸⊆ (B ∩Ka) and Yi ∪Xj ∪ (B ∩Ka) is conflict-free.

(3) If T c |= ♦
(∧

b∈B∩Ka
b ∧ c

)
, then the prediction that c is not applicable to a is strongly unstable.

(4) If the prediction that c is not applicable to a is strongly unstable and T c ̸|= ♦
(∧

b∈B∩Ka
b ∧ c

)
,

then legal possibilities Yi and Xj exist, expressed by some valuations vi, vj ∈ T c , such that

T c |= φYi
nec+ ∧ φXj

suf , Yi ̸⊆ (B ∩Ka), and Yi ∪Xj ∪ (B ∩Ka) is conflict-free.

Proof. To prove statement (1), assume that T c |= ♦(
∧

b∈B∩Ka
b ∧¬c). Hence, there exists v ∈ T c such

that {v} |= (
∧

B∩Ka
b ∧ ¬c), which means that v(c) = 0. Note that X = {b ∈ B | v(b) = 1} is a legal

possibility due to Theorem 3.11. Let ai ∈ A be a case such that Kai = X. It follows that Kai is legal

knowledge. By Definition 4.2, ai is determined by T c and c is not applicable to ai. By Fact 4.11, c is

predicted to be not applicable to ai. As {v} |= (
∧

B∩Ka
b ∧ ¬c), it holds that B ∩Ka ⊆ X and hence

B ∩Ka ⊆ B ∩Kai . By Definition 5.1, the prediction that c is applicable to a is strongly unstable.

To prove statement (2), suppose that c is predicted to be applicable to a, this prediction is strongly

unstable, and T c ̸|= ♦(
∧

b∈B∩Ka
b ∧ ¬c).

Let us first show that that there exists vi ∈ T c such that T c |= φYi
nec− and Yi ̸⊆ B ∩Ka , where Yi is the

legal possibility expressed by some vi ∈ T c .
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For this purpose, let us show that a is not determined by T c . To show this, suppose for reductio that a

is determined by T c . This means that there exists v ∈ T c such that {b ∈ B | v(b) = 1} = B∩Ka . Since

c is predicted to be applicable, it is the case that c is applicable to a due to Fact 4.11. By Definition 4.2,

it follows that v(c) = 1. Further, as c is predicted to be applicable to a and this prediction is strongly

unstable, it follows by Fact 5.3 that there does not exist a legal possibility Xs expressed by some

vs ∈ T c such that T c |= φXs
suf and Xs ⊆ B ∩Ka . It follows that T

c ̸|= φ
B∩Ka

suf . By Proposition 3.14, it

follows that there exists some valuation vk ∈ T c such that {vk} |= (
∧

b∈B∩Ka
b ∧ ¬c). This means that

T c |= ♦(
∧

b∈B∩Ka
b ∧ ¬c). This is a contradiction. Therefore, a is not determined by T c .

Due to the fact that c is predicted to be applicable to a, a is not determined by T c , and due to

Definition 4.2, Proposition 4.13, and Theorem 4.16, it follows that there exists vi ∈ T c such that

T c |= φYi
nec− and Yi ̸⊆ B ∩Ka , where Yi is the legal possibility expressed by vi, or there exists vs ∈ T c

such that T c |= φXs
suf and Xs ⊆ B ∩Ka , where Xs is the legal possibility expressed by vs ∈ T c . Recall

that, since c is predicted to be applicable to a and this prediction is strongly unstable, it follows by

Fact 5.3 that the latter is not the case. It follows that there exists vi ∈ T c such that T c |= φYi
nec− and

Yi ̸⊆ B ∩Ka , where Yi is the legal possibility expressed by vi ∈ T c .

Since the prediction that c is applicable to a is strongly unstable, there exists ai ∈ A such that Kai is

legal knowledge, B ∩Ka ⊆ B ∩Kai , and c is predicted to be not applicable to ai. By Definition 4.2

and Proposition 4.13, it follows that Yi ⊆ B ∩Kai . Furthermore, since T c ̸|= ♦
(∧

b∈B∩Ka
b ∧ ¬c

)
, it

follows by Fact 4.11 that ai is not determined by T c .

Now let us show that that there exists vj ∈ T c such that T c |= φ
Xj
exc and Xj ⊆ B ∩Kai , where Xj is

the legal possibility expressed by vj ∈ T c .

For this purpose, let us show that there does not exist vl ∈ T c such that T c |= φYl
nec+ and Yl ̸⊆ B ∩Kai ,

where Yl is the legal possibility expressed by vl. To prove this, suppose for reductio that such a vl does

exist. Since B ∩Ka ⊆ B ∩Kai , it follows that Yl ̸⊆ B ∩Ka . By Definition 4.2 and Proposition 4.13, it

is the case that c is not predicted to be applicable to a. This is a contradiction. Thus, there does not

exist vl ∈ T c such that T c |= φYl
nec+ and Yl ̸⊆ B ∩Kai where Yl is the legal possibility expressed by vl.

Due to the fact that c is predicted to be applicable to ai, ai is not predicted by T c , and due to

Definition 4.2, Proposition 4.13, and Theorem 4.16, it follows that there exists vl ∈ T c such that

T c |= φYl
nec+ and Yl ̸⊆ B ∩Ka , where Yl is the legal possibility expressed by vl ∈ T c , or there exists

vj ∈ T c such that T c |= φ
Xj
exc and Xj ⊆ B ∩ Kai , where Xj is the legal possibility expressed by

vj ∈ T c . Since the former is not the case, it follows that there exists vj ∈ T c such that T c |= φ
Xj
exc and

Xj ⊆ B ∩Kai , where Xj is the legal possibility expressed by vj ∈ T c .

This means that there exist legal possibilities Yi and Xj expressed by some valuations vi and vj

such that T c |= φYi
nec− ∧ φXj

exc. As previously stated, Yi ̸⊆ B ∩ Ka . By the fact that Yi ⊆ B ∩ Kai ,

Xj ⊆ B ∩Kai , B ∩Ka ⊆ B ∩Kai , Kai is legal knowledge, and hence Kai is conflict-free, it follows

that Yi ∪Xj ∪ (B ∩Ka) is conflict-free.

Statements (3) and (4) follow by reasoning analogous to the proof of statements (1) and (2).

Proposition 5.6. Let c ∈ C be a legal concept, B ⊆ B be a non-empty set of conditions and T c

be a legal team on B ∪ {c}. Further, let a ∈ A be a case such that Ka is legal knowledge and c is

predictable for a with respect to T c . The prediction that a is applicable (not applicable) to a is weakly

unstable if and only if there exists ai ∈ A such that Kai is legal knowledge and B ∩Ka ⊆ B ∩Kai and
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further that one of the following conditions is satisfied:

(1) c is indeterminably unpredictable for ai

(2) T c |= φXi
suf ∧φ

Xj
exc and Xi, Xj ⊆ B ∩Kai where Xi and Xj are legal possibilities expressed by some

vi, vj ∈ T c

(3) T c |= φYi
nec+ ∧ φYj

nec− and T c |= φ
Xj
exc and Yi, Yj ̸⊆ B ∩Kai where Yi and Yj are legal possibilities

expressed by some vi, vj ∈ T c

Proof. For the left-to-right direction, suppose that the prediction of c for a with respect to T c is weakly

unstable. By Definition 5.1, this means that there exists ai ∈ A such that Kai is legal knowledge and

B ∩Ka ⊆ B ∩Kai , and c is not predictable for ai with respect to T c . By Theorem 4.16, it is sufficient

to show that B ∩ Kai ̸= ∅. If a is determined by T c , then by Definition 4.2 and Theorem 3.11, it

follows that B ∩Ka ̸= ∅. If a is not determined by T c , it follows by Theorem 4.16 that B ∩Ka ̸= ∅
because c is predictable for a. Since these cases are exhaustive, it follows that B ∩Ka ≠ ∅. Since

B ∩Ka ⊆ B ∩Kai , it is the case that B ∩Kai ̸= ∅.

The right-to-left direction follows immediately from Theorem 4.16.

Proposition 5.13. Let c ∈ C be a concept.

(1) Static sequential predictions are order-independent for any non-empty set of conditions B ⊆ B,
any legal team on B ∪ {c}, and any non-empty set of legal cases A ⊆ A.

(2) Dynamic sequential predictions are not order-independent, for some non-empty set of conditions

B ⊆ B, a legal team on B ∪ {c}, and some non-empty set of legal cases A ⊆ A.

Proof. Statement (1) follows immediately from Definition 5.8. To prove (2), it is sufficient to provide a

counterexample such that the predictions differ due the different order of the finite sequence of legal

cases. Consider the following example.

Let c ∈ C be a concept, let B = {b1, b2, b3, b4} and such B⊥
i = ∅ for all bi ∈ B. Further, let T c on

B ∪ {c} be defined as in Table A.4.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 0

v3 {b4} 0 0 0 1 0

v4 {b2, b3} 0 1 1 0 0

Table A.4: Legal team T c

It is easy to verify that T c is a legal team, T c |= φX1
suf ∧ φ

X1
nec+ ∧ φX2

exc ∧ φX3
exc ∧ φX4

exc and that no legal

possibility expressed by T c satisfies any other property.

Consider the following two legal cases a1 and a2 with associated legal knowledge Ka1 = {b2} and

Ka2 = {b1, b2}. Additionally, let seq1 : {1, 2} → {a1, a2} be defined by seq1(1) = a1 and seq1(2) = a2

and let seq2 : {1, 2} → {a1, a2} be defined by seq2(1) = a2 and seq2(2) = a1.

Let us consider seq1. Since there does not exist v ∈ T c such that {b ∈ B | v(b) = 1} = B∩Ka1 and due

to Fact 4.7, it follows that T c∪{vc+Ka1
} and T c∪{vc−Ka1

} are legal teams. Further, since X1 ̸⊆ B∩Ka1 and

by Proposition 4.13, it follows that T c ∪ {vc+Ka1
} ̸|= φX1

nec+. Furthermore, due to the fact X1 ̸⊆ B ∩Ka1
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and by Proposition 4.13, it follows that T c ∪ {vc−Ka1
} |= φX1

suf ∧ φ
X1
nec+ ∧ φX2

exc ∧ φX3
exc ∧ φX4

exc. This means

that T c ∪ {vc+Ka1
} is not a constant extension and T c ∪ {vc−Ka1

} is a constant extension. According to

Definition 4.10, c is predicted to be not applicable to a1 with respect T c . By Definition 5.11, this

means that c is sequentially dynamically predicted to be not applicable to a1 for the sequence seq1

with respect T c . The sequential update results in T c
1 = T c ∪ {vc−Ka1

} which is specified by Table A.5.

valuation vi legal possibility Xi b1 b2 b3 b4 concept c

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 0

v3 {b4} 0 0 0 1 0

v4 {b2, b3} 0 1 1 0 0

v5 = vc−Ka1
{b2} 0 1 0 0 0

Table A.5: Sequential update of T c according to seq1(1) = a1

Observe that T c
1 |= φX1

suf ∧ φ
X1
nec+ ∧ φX2

exc ∧ φX3
exc ∧ φX4

exc and it is easy to verify that T c
1 |= φX5

exc. Further,

no legal possibility expressed by T c
1 satisfies any other property. According to Definition 5.11, the

applicability of c to a2 is then dynamically sequentially predicted based on T c
1 . Since X1 ⊆ B∩Ka2 and

by Proposition 4.13, T c
1 ∪{v

c−
Ka2

} ̸|= φX1
suf . Further, T

c
1 ∪{v

c+
Ka2

} ̸|= φX5
exc because of Proposition 4.13 and of

the fact that X4 ⊆ B ∩Ka2 . This means that T c
1 ∪{vc+Ka2

} and T c
1 ∪{vc−Ka2

} are not constant extensions.

According to Definition 4.10, c is not predictable to a2 with respect to T c
1 . By Definition 5.11, c is not

dynamically sequentially predictable to a2 for seq1 with respect to T c .

Next, let us consider the sequence seq2. Since there does not exist v ∈ T c such that {b ∈ B | v(b) =
1} = B ∩ Ka2 and due to Fact 4.7, it follows that T c ∪ {vc+Ka2

} and T c ∪ {vc−Ka2
} are legal teams.

Further, since X1 ⊆ B ∩Ka2 and by Proposition 4.13, it follows that T c ∪ {vc−Ka2
} ̸|= φX1

suf . Further

T c ∪ {vc+Ka2
} |= φX1

suf ∧ φX1
nec+ ∧ φX2

exc ∧ φX3
exc ∧ φX4

exc because of X1 ⊆ B ∩ Ka2 , X2, X3, X4 ̸⊆ B ∩ Ka2

and Proposition 4.13. This means that T c ∪ {vc+Ka2
} is a constant extension and T c ∪ {vc−Ka2

} is not a

constant extension. According to Definition 4.10, c is predicted to be applicable to a2 with respect T c .

By Definition 5.11, this means that c is sequentially dynamically predicted to be applicable to a2 for

the sequence seq2 with respect T c .

The sequential update results in T c
1 = T c ∪ {vc−Ka2

} which is specified by Table A.6. According to

Definition 5.11, the applicability of c to a2 is then dynamically sequentially predicted based on T c
1 .

valuation vi legal possibility Xi b1 b2 b3 b4 concept c

v1 {b1} 1 0 0 0 1

v2 {b3} 0 0 1 0 0

v3 {b4} 0 0 0 1 0

v4 {b2, b3} 0 1 1 0 0

v5 = vc+Ka2
{b1, b2} 1 1 0 0 1

Table A.6: Sequential update of T c according to seq2(1) = a2

Observe that T c
1 |= φX1

suf ∧φ
X1
nec+ ∧φX2

exc ∧φX3
exc ∧φX4

exc and it is easy to verify that T c
1 |= φX5

suf . Further, no

legal possibility expressed by T c
1 satisfies any other property.

Since there does not exist v ∈ T c
1 such that {b ∈ B | v(b) = 1} = B∩Ka1 and due to Fact 4.7, it follows

that T c
1 ∪{vc+Ka1

} and T c
1 ∪{vc−Ka1

} are legal teams. Further, since X1 ̸⊆ B∩Ka1 and by Proposition 4.13,
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it follows that T c
1 ∪ {vc+Ka2

} ̸|= φX1
nec+. Furthermore, due to the fact that X1, X5 ̸⊆ B ∩ Ka2 and by

Proposition 4.13, it follows that T c
1 ∪ {vc−Ka1

} |= φX1
suf ∧ φ

X1
nec+ ∧ φX2

exc ∧ φX3
exc ∧ φX4

exc ∧ φ
X5
suf . This means

that T c
1 ∪ {vc−Ka2

} is a constant extension and T c
1 ∪ {vc+Ka1

} is not a constant extension. According to

Definition 4.10, c is predicted to be not applicable to a1 with respect T c
1 . By Definition 5.11, this

means that c is sequentially dynamically predicted to be not applicable to a1 for the sequence seq2

with respect T c .

Since c is dynamically sequentially predicted to be not applicable to a2 for the sequence seq2 of A

with respect to T c and c is not dynamically sequentially predicted to be not applicable to a2 for

the sequence seq2 of A with respect to T c , it follows due to Definition 5.12 that dynamic sequential

predictions are not order-independent for some non-empty set of conditions B ⊆ B, a legal team on

B ∪ {c}, and some non-empty set of legal cases A ⊆ A.

Fact 5.19. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team

on B ∪ {c}.

(1) If X is totally applicability-relevant for c relative to T c , then X is applicability-relevant for c

and is not applicability-irrelevant for c relative to T c .

(2) ∅ is applicability-relevant for c and totally applicability-relevant for c relative to T c .

(3) c is not constant if and only if there exists some non-empty X ⊆ B such that X is applicability-

relevant for c relative to T c .

Proof. Proposition (1) immediately follow from Definition 5.17. Proposition (2) follows immediately

follows from Definition 5.17 and the fact that ∅ ⊆ X for any X ⊆ B.

For the left-to-right direction of (3), assume that c is not constant. Thus, T c ̸|==(c) and ∅ is not

a dependency set for c. Further, T c |==(b1, . . . , bn, c) where B = {b1, . . . , bn} due to T c being a

legal team and Theorem 3.11. This means that B is a dependency set. Therefore, B is a minimal

dependency set for c with respect to set inclusion, or there exists a non-empty X ⊆ B which is a

minimal dependency set for c with respect to set inclusion. It follows in both cases that there exists a

non-empty set of conditions which is applicability-relevant for c relative to T c .

The right-to-left direction of (3) is proven by contraposition. Suppose that c is constant. Thus,

T c |==(c). Therefore, ∅ is a dependency set. Note that for any non-empty set of conditions X ⊆ B,

X ̸⊆ ∅ and ∅ ⊆ X. Thus, ∅ is the only minimal dependency set for c. This means that there does not

exist a non-empty X ⊆ B such that X is applicability-relevant relative to T c .

Fact 5.20. Let c ∈ C be a concept, B ⊆ B be a non-empty set of conditions and T c be a legal team

on B ∪ {c}. Suppose that c is not constant with respect to T c , then the following facts hold:

(1) If a legal possibility X ⊆ B expressed by some valuation of T c is sufficient and positively necessary

relative to T c , then some non-empty set of conditions Y ⊆ X is applicability-relevant for c

relative to T c .

(2) If a legal possibility X ⊆ B expressed by some valuation of T c is an exception and negatively

necessary relative to T c , then some non-empty set of conditions Y ⊆ X is applicability-relevant

for c relative to T c .
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Proof. Suppose that c is not constant. Hence, T c ̸|==(c) so that ∅ is not a dependency set for c.

To prove proposition (1), suppose that X ⊆ B is a legal possibility expressed by some valuation of

T c . Assume that X is sufficient and positively necessary relative to T c . Let us first show that X is a

dependency set for c.

Since X is sufficient relative to T c , T c |= φX
suf . This means that T c |= (

∧
b∈X b) → c and hence

T c |= ¬(
∧

b∈X b) ∨ c. Therefore, there exist T1, T2 ⊆ T c such that T1 ∪ T2 = T c , T1 |= ¬(
∧

b∈X b) and

T2 |= c. Thus, for all v ∈ T1, {v} ̸|=
∧

b∈X b. Note that for any vi ∈ T c such that vi(b) = 1 for all

b ∈ X, {vi} |=
∧

b∈X b. Consequently, vi /∈ T1 and hence vi ∈ T2. Therefore, (a) for any valuation

vi ∈ T c with vi(b) = 1 for all b ∈ X, vi(c) = 1.

Additionally, since X is positively necessary relative to T c , T c |= φX
nec+. This means that T c |= c →

(
∧

b∈X b) and hence T c |= ¬c ∨
∧

b∈X b. Therefore, there exist T3, T4 ⊆ T c such that T3 ∪ T4 = T c ,

T3 |= ¬c and T4 |=
∧

b∈X b. Thus, for all v ∈ T3, {v} ̸|= c. Note that for any vj ∈ T c with vj(c) = 1,

vj /∈ T3 and hence vj ∈ T4. Therefore, (b) for any valuation vj ∈ T c with vj(c) = 1, vj(b) = 1 for all

b ∈ X.

By (a) and (b) it follows that for any valuation v ∈ T c , v(c) = 1 if and only if v(b) = 1 for all b ∈ X.

Consequently, for any valuations vi, vj ∈ T c with vi(b) = vj(b) for all b ∈ X, vi(c) = vj(c). This

implies that T c |==(b1, . . . , bn, c) where X = {b1, . . . , bn}. Thus, X is a dependency set. Since ∅ is

not a dependency set, either X is a minimal dependency set or there exists a non-empty minimal

dependency set Y ⊆ X. It follows in both cases that there exists a non-empty set of conditions Y ⊆ X

which is applicability-relevant for c.

By analogous reasoning, it follows that proposition (2) is the case.
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