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The original versionof this text appeareds’'L'Art et la Logique de la Conversation’,
"Dossier Logique", EditionBour la Science2005, Paris, 68 — 7Fhe currentversion
hasbeenupdatedto include somerecentdevelopmentsWe showhow modernlogic
attempts to deal with a wide rangeimtelligent interaction,crossingbetweenacademic
disciplinesfrom the humanitiesto the social and natural sciences.Topics include
mathematicaproof, information flow by communicationor observation,and game-
theoretic strategies, leading to a cognitive account of what makes us intelligent agents.

Logical proof steps When thinking of logic, most people have an image of

inescapablénferenceghat force anyone pauperor king, to accepttheir conclusions.
Often theseinvolve implications,of the form "if A, thenB", or in logical notation,an

arrowA—B. A famous example is this rule, going back to Greek Antiquity:

Modus Ponens from given premise8 andA—B, draw the conclusioB
And once we see one such rule, we see others. A famous relative of Modus Ponens is
Modus Tollens from A—B, andnot-B, conclude tonot-A

The latter helps refute an opponent who claiisy derivingsomefalse implication B
from A. Logical inferences like these involve steps on available evidbatare forced
upon us. And though eachsingle logical step may be obvious— and indeed, a bit
boring — the cumulativeforce of many consecutiveonesmay acquirethe force of a
torrent. This calculus of assertions undergsple everydayreasoningSupposeyou
want to throw a party, respecting people's incompatibilities. You know that:

(@  John comes if Mary or Ann comes.
(b)  Ann comes if Mary does not come.
(c) If Ann comes, John does not.

Can you invite people in a way that respects this? Logical mini-steps show the way:

By (c), if Ann comesJohndoesnot. But by (a), if Ann comes,Johndoes.Thisis a
contradiction,so Ann doesnot come.But then, by (b), Mary comes.So, by (a) once
more, John must come. Indeed, a party {John, Mary} satisfies all three requirements.

Indeed, millions of similar steps are used in modern automated theorem provers.



This proof-based view of logic, and its quést absolute
certainty, is intimately connectedwith the history of

IHE ELESIENTS OF BUCLIT

- mathematicsSince Antiquity, a dominant paradigm of
reasoninghas been mathematicalproof in axiomatic
systemsas in Euclid's "Elements". This view of proof
and axiomatic organizationis also the backboneof the
classicalfoundations of mathematics,where logicians
havetried to show that the major mathematicatheories
are secure, i.e., free from provable contradictions.

Dialectical sources of logic But the originsof logic are more diversethanthis!
Another image from Antiquity is that of debate and controversy in the Greek polis.

Studentsof philosophyrememberthe sophists,and the
dialectical natureof Platonic dialogues,where Socrates
corners hisopponentdy clevermovesat the right time.
Hereis a picture demonstratinghis style of reasoning,
painted by Rubeng/ou shouldcountfive philosophers:
four alive, and one dead).This other view of logic and
argumentations much more like a game There are
many players, what they s&yin responsdo eachother
— and debates can typically have biger tasteof losing,

just because you timed your moves in the wrong order.

Logic and computation Overthe centuriesjogic alsobecameassociatedvith
computationand machines.Leibniz' famous recommendatiorfor resolving logical
disputeswas "Calculemus".Partieswould code their differencesof opinion into
formulas, after which the right evrong of the mattercould be settledby merebinary
arithmeticon code. Note that this againreducesa multi-agentdebateto the lonely
workings of acomputingdevice.Anyway, computingmachineshavecomeabout,and
to-day's digital computers are the direct descendants of the "Tonadgnesproposed
in the 1930s for analyzing the scope and limits of mathematical computation.

Interestingly, one of the earliest key results was a
negative one. Some simple questions,such as that
whether a given machingill halt on a certaininput — or
whether your computer will 'freeze' followirggparticular
key stroke of yours — turnealt undecidable Therejust
is no guaranteed method finding out the right answer!




Similar limitative resultsaboutthe scopeof formal proof were discoveredin Gédel's
famousincompletenes¥heoremsEvenso, mathematicalogic and computerscience
have thrived in the 20th century, finding all sorts of computatiorpanaf devicesthat
underlie the revolutionary information processingof to-day. Indeed, when TIME
Magazine published a list of "Twenty most influential intellectualg\@®20th Century,

it included Turing, Godel, and Wittgenstein, the most congenial philosopher to all this.

Back to conversation And yet, the old dialecticalpicture seemsas alive as ever!
Drawing a conclusion is just one of many ways of obtaiimifgrmation. We canalso
see andoftenjust ask A questionplus answerare the simplestmulti-agentinforma-
tional episode, and it, too, has clear logical features. Consider the following scenario:

Q "Is this building the Louvre?"
A "Yes, itis."

We do these thingthousandof timesin our lives. But notice the subtleinformation
flow. Normally, the questioneiQ indicatesthat he doesnot know whetherthis is the
Louvre. But also, by addressiAg he makes it clear he thinksat she might know the
answer. We convey information about fattst also aboutwhat we know aboutother
people. Next, when the answer is giv&moesnot just conveythatthis is the Louvre.
She now also knows th@knows,andQ knowsthat, and so on to further iterations.
In a term used by modern philosophers, linguists, and game theQrestsl A achieve
common knowledgaf the Louvre fact. If you think athis just epicycles,maginethat
you have found out my bank code. If you know that | do not knowythaknow, you
will be tempted to empty my account. But if you know that | know yoatknow, then
you will probably stay honest. Our behaviour is kept in place by mutual information...

In daily life, we are quite good at manipulating mixed forms of information.

Jury memberg, 2, 3must select candidafeor Q. Each writes his choice on

a slip of paper, and a vote teller sees them all. Now the teller says "There is no
consensus". Nex shows his slip td without showing 31 sighs he still does

not know which candidate was elected. Who knows the outcome of the vote?

This mix of assertiondjalf-hiddenactions,and sighssufficesfor 3, but not the other
members! After the tellespeaksgveryoneknowsthe vote wasAAQor AQQ. If 1, 2
had votedalike, 1 would know the outcomeafter seeing2's paper.As he did not, 3's
vote is decisive. Everyone can follow this reasonind,, &xo know thaB knows.

This interactivereasoningwith diversesourcespermeate®ur lives, and we like it so
much that we even continue at night, playing parlour gameslike "Cluedo" with
complex moves. Such games are a gold-mine of information and a challenge to logic:



Knowledge and many-agent systems Conversatiorabandonghe loneliness
of a single prover, and focuses on groups of agents, just like modern cosgeree.
It is crucialthat we maintaininformationaboutother people— and evenmore,groups
have specialforms of knowledge,not reducibleto what separateagentsknow. Just
think of a groupfinding out things new to all its membersby sharinginformation.
Modernepistemic logichiandle these phenomena by keeping track of assertions

K¢ agent knows thatp,
C.o ¢ is common knowledge in group.

Reasoning about epistemic notions turnstouie as preciseasin mathematicalogic,

and complete axiom systems are known. But there is also the dynamics to be studied!

Dynamics of communication Naturallanguages really a devicefor cognitive
programming.Each successivespeechact modifies the currentinformation state of
hearersand speakersWe can model this in a simple manner.Considerour Party
Puzzle again. At the start, no information was present, and all 8 options remained:

{MAJ, MA-J, M-AJ, M-A-J, -MAJ, -MA-J, -M-AJ, -M-A-J}

Now the three given premisapdatethis initial information state, byemovingoptions
incompatible with them. In successive steps, we get the following reductions:

@M™MorA)—=J newstate {MAJ, M-AJ, -MAJ, -M-AJ, -M-A-J}
(b) not-M — A new state  {MAJ, M-AJ, -MAJ}
(c) A = not-J new state  {M-AJ}

The same mechanism works in multi-agent settisgshas card games Cards‘red’,
‘white’, ‘blue’ are dealt to playergs:, 2, 3,0ne each. Each sees his own aamty. The
real distribution ovet, 2, 3is red, white, bluervb). We draw the information state:

rwb T rbw

bwr 3 wbr

N

brw 2 wrb




Here,lines encodeuncertainty viz. which dealsplayersfind possible.E.g., the 1-line
betweerrwb andrbw shows playel cannot distinguish these deals, widiland 3 can
(they have different cards in them). Now the following two moves take place:

2 asks 1 “Do you have the blue card?’and 1 answers truthfully “No”.
Who knows what then? Here is the effect in words:

Assuming the question is sincePandicates that she does not know the answer,
and so she cannot have the blue card. Thisltelonce what the deal was. But

3 does not learn, since ladreadyknew that 2 doesnot haveblue. When 1 says
she does not have blue, this now t2ltee deal3 still does not know even then.

We now give the updates in the diagram, making all these considerations transparent:

After 2's question: After 1's answer:
[ rwo
bw\
brw——2—wrb b

We see at once in the final diagram tha2 know the deal, as thdyaveno uncertainty
lines left. But 3 still doesnot know, but shedoesknow that1, 2 know — andin fact,
this is common knowledge. Similar analysesexist by now for other conversation
scenarios, and indeed, for a wide variety of puzzles and games, including "Cluedo".

L ogics of programs But conversation involves much more thgingle assertions.
If you need a raise fromour boss,you makesureto saythe right thingsin the right
order. First praise his inspired leadership, then asthéomoney— not the otherway
round. This is compositionof programs.Dependingon whetherhe looks upsetor
relaxed, you choose the righords. This is like anIF THEN ELSEin programming.
And if onedoseof flattery doesnot work, you keepapplyingit until it works: this is
the crucial WHILE DO instruction. Thus, conversationaktrategiesnvolve all major
sequentialstructuresfrom computerscience.And even more sophisticatedparallel
constructions occur, like making studeatsweryour questionsimultaneouslyThus,
not surprisinglydynamic logicof programsdevelopedn computersciencesincethe
1970shavebeenenlistedfor analyzingcommunicationWhile theselogics originally
dealtwith numericalprogramsandthe analysisof their behaviourthey now describe
any sort of structured action where information flows.



This is one oimanyrecentinstancesvherefundamentaideasfrom computerscience
(rather than some practical desktop device) are affecting other disciplines in Academia.

Dynamic-epistemic logic Combining epistemi@and dynamiclogics givesrise to
logical systems with joint assertions which describe effects of communicative actions:
[AIK ¢ after a public statement thatis the case, agemtknows thatp

By now, complete axiom systems are known, as well as a lot of furtheratetatithe
expressivepower and complexity of dynamic-epistemidanguages.Purely as an
illustration, we print the axioms of one such system, which is coming into wide use:

['Alp < A-p for atomic facts p
[A!]—! qf) Lo A= —I[A!] (;IJ

[AI(p&YW) ¢ [AI9&[A]y

[AIK i & A K(AS[Ale)

[AICs# &  CuA [Al ¢)

These axioms analyze complex effects of public asseiamsermsof simplerones.
Suchsystemdor describingmulti-agentinformationflow are as exactand legitimate
as any earlier ones. Thegndealwith manysortsof puzzles,suchasthe knowledge
puzzlesfor cardsthat you get for free on somecell phones.When adding known
axioms for program operations, they solve famous puzzles going far back into history:

After playing outside, two of three children have mud on their foreheads.
They all see the others, but not themselves, so they do not know their own
status. Now their Father comes and says: “At least one of you is dirty”.

He then asks: “Does anyone know if he is dirty?" The children answer
truthfully. As this question—answer episode repeats, what will happen?

In general, with k muddy children, k—1 rounds of announcingignorance occur,
after which common knowledge sets in of which children are dirty.

Email, hiding, and lying Muddy Childreninvolvesonly public statementsput
in the open.But actualcommunicatiorcan be much more complex. For instance,in
our committee example, showing the slip with ygaote to your neighbour,evenwhen
done in public view, gives different informationddferent membersNon-neighbours
only seghatyou communicate your vote, n@hatit is. And one step furthehanthis,
genuinemisleadingoften takesplace.Considera wonderfulnew medium like email
When you send a message, thttoncc will makeits contentcommonknowledgein
your group, as it turns the message into a public announcement. Bufinaudiiends
of information and ignorance are achieved by the 'blind carbon bofgh bcg which



sends the message to a subgroup only, unbeknownst to the others. Edjeraheid-
epistemiclogics have beendevelopedin the pastfew yearswhich can describeand
analyze such more complex forms of communication. Htiéytransforminformation
diagrams, buin muchmore subtleways— andthesediagramsmay evenincreasethe
size as a situation gets complicated. This is often the cgseneswheremid-play is
more complex informationally than the early stages, or the end game.

Yet one more complexitythresholdis crossedvhenwe considercheatingand lying.
Many parentsthink their children speakthe truth becauseof their angelic character.
But the real reason is that these subtler logical social skills are only mastered by adults.

More complexity: conversation planning A further sourceof complexity

in theselogic systemsis the earlier program structure of conversationalkstrategies.
When we turn from just analyzingjven scenariogo planningnew assertionsn such

a way that certain desired effects aohievedthe samesort of complexity strikesthat
was already knowior Turing machineslt wasshowna few yearsagothat planning
conversationwith public announcemenand sequentialprogramconstructionsis an
undecidablgask in general. That does not mean we cannot perform it wefbetjave

do — but it requires creative skill at times. There is no guaranteed automatic thathod
will get you your raise, or makes you the King or Queen of Conversation.

Belief revision Theseobservationsare not the end of logic in its multi-agent
dynamicmode,but only the beginning! Beyond updatinginformation, many further
cognitive processeplay a role in communicationWe are often surprisedby new
observations, or we amntradictedby others,andthenwe haveto reviseour beliefs
In all we do, we live in a cocoonof expectationsaboutfacts, and about others, that
guide our thinking and acting— which are constantlymodified to keep us attunedto
reality. A nice example of such a scenario with information processing agents is this.

One very typical feature of societiesof informational
agentsis their diversity Not everyone has the same
knowledge,or processingcapacitiesWe operateunder
certain assumptions, that may have to be revisedcilhe
movie Mementas a nice example.The protagonistGuy
Peirce has lost hieng-termmemory,making him more
like a finite automaton thanBuring Machine.Evil other
agents, like Carrie-Ann Moss, leatims to their surprise,
and then start taking advantage of his special nature.




Games and strategies Anotherrecentdevelopmentakesthe interactionbetween
different agentsseriouslyin itself. The most pregnantmodel for such longer-term
interactionare games For instance,many communicativesettingsnaturally suggest
'knowledgegamesof varioussorts. Gamesalso have much to do with logic, as we
alreadypointedout that argumentatioritself is a sort of game.It involves a kind of
sequential give-and-take, where one's best move depeamagcedingonesby others.

Here is a simple scenario, which illustrates the response character of playing a game:

Save the TreasurelYour tribe's favourite Idol is coveted by an American
archeologistA with a long whip, and you must saveAtis at the white
location left in the following diagram, and the Idol at the gray flower:

Eachline givesa possibleconnectionand the gameunfolds as follows. You
start by cutting a link, then the archeologist moves along a path, andGaron.
you prevent him from reaching the Idol, or can he always get there?

You may wantto 'block’ A straightawayat the white point. But thenyou will lose! If
you cut the upper path, moves to the lower black dot, so ymwustthen cut the lower
path. But then he moves diagonally upward, and you are too late to cut the two
remaining paths toward the Idol. And so on. Still, ylmhave a winning strategy by
first cutting one of the pathsto the right, and then keep cutting pathsto the Idol
depending on wher& moves. If you do thisvell, time is on your side (just), andyou
will eventually make the Idol inaccessible to him. (But watch out for that long whip...)

Strategicinteractionhasbeenthe typical domainof gametheory. Indeed,one of the
oldest results in the area is Zermelo's Theorem (1913), which say#) fivate games
of the sort described here, one of the two players must aleagsa winning strategy
l.e., a guaranteednethod for winning againstthe opponent.Zermelo himself was
interested in Chess, where his analysis shows that githi¢e hasa winning strategy,
or Black has a 'non-losing strategy'. Unfortunately, a century later, we still #@oowet
which —asthe full gametree of Chessis stupendouslyarge.Zermelo'stheoremwas
rediscovered by the only world champion in Chess ever producedrimywn country:
actually,Max Euwe publishedthe sameresultin 1929. But the real patron saint of
game theory is John Nash, whose tragic life inspired the movie "A Beautiful Mind":



Of course.eversinceNashandhis predecessorgon Neumannand Borel, real game
theoryalsoinvolves utilities, and computationof strategicequilibria betweenplayers
having more refined goals over time than just winning or losing. All this further
structureis relevantto understandingnulti-agentinteraction,and interfacesbetween
fields are broadening. For instance, a new GermanHeisenberdgCentreis devotedto

the game-theoreti@analysisof linguistic communicationand how meaningsemerge
betweenspeakersand hearersas stableequilibria in communicationgames.At the
openingceremonyJohnNash' co-Nobel Prize winner ReinhardSeltenspoke,since

his recent interests have turned to language, decision making and cognitive science.

This trend toward placing multi-agentinteractionat centrestagecan also be observed

in modern logic, irstudiesof suchdiversetasksas argumentationpr constructingor
comparing formal mathematical models. Conversely, modern logysté¢mshavealso
been used to analyze tfmindationsof gametheory. Therethey provide muchricher
modelsfor the detailedactionsand deliberationsof playersthanthe simple 'matrices’
from Von Neuman& Morgensternthat may still come to mind to most readers.
Indeed, last year's economics Nobel prize winner Rahertan hasbeena pioneerin
introducing techniques from the above-mentioned epistemic logic into game theory.

In particular,in recentyears,part of the emphasishas shifted from finite gamesthat
model terminatingactivities to infinite evolutionary games describingsome stable
practice in a community in the lomgn. Suchanalyseshavebeenappliedto predator-
prey populationsin biology, but also to the evolution of cooperationin human
societies. Buthey apply very well alsoto the 'operatingsystem'underlyinglinguistic
or logical practices.More technically, this still longer temporalperspectivesits well

with so-calleddynamicandtemporallogics of infinite processes computerscience,
and game semantics for contemporary ‘linear logic'.

Cognitive science Our presentatiorof currentdevelopmentshas beenmostly a
priori: mathematicalogical, and computational.But what do peoplereally do, in
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conversationcommunicationor games?At the start of the foundationalera, such
empirical information was deemautkelevant,and brushedasideby Frege— just at the
time when psychologystartedgettinginteresting.By now, Frege'sTaboo has played
itself out. Logiciansare gettingintrigued by datafrom cognitive scienceabout actual
performance, since these data are not so muckcandof humanfallaciesandfollies
as an inspiring set of stable and effective practices that demand explanation.

Indeed, intelligent interaction seems a somewlegtectedocusin empirical cognitive
scienceso far. Turning on the just-acquiredexpensivemagnet,one poresinto the
brainsof individual observerslearnersor reasonersand measuresvhat clicks, boils,
and flickers there. But what often remam# of scopeis the fact that mostintelligent
activities involve the interplay of several agents speakersand hearersin a
conversation, students and teachera classroomacademiaesearcherg a seminar,
and so on. Intelligence is not just an individual, but also a social phenomenon!

Metaphors and reality Theresulting settingfor modernlogical researchis a
Triangle. Thereis of courselogical theory, thereis the empirical reality of existing
reasoningand updating practices,but intriguingly, there is also a third vertex of
designednew practices often virtual, usually inspired by computationalideas. And
ideascan flow freely betweenall three points. For instance,our dynamic-epistemic
logics suggest deep analogies betwamnputatiorandconversationlin thatlight, the
earlier-mentioned undecidability result for conversation planning really says this:

The computing power of groups of agents equals that of universal computers!

The four philosophersn Rubens'painting rival Turing's machine depicted earlier.
Once you realize this, your view of crowded Paris cafés will never be the same again...

But thesemetaphorsio not just help us reinterpretreality, they can also changeand
enrich it. Email wasone intriguing new social practiceengenderedy computation A
more ambitiousresearctprogramis called social software the designof new social
practiceswith logical-computationamethodology.This requiresan understandingpf
algorithms-under-uncertaintyf the sort describedabove.Whetherthesebrave new
practices will 'grip’, is up to the cognitive scientists again.

Here is a nice example of seamless interpletyveenold-fashionedand virtual reality.
Sylvia Nazartells that John Nash really appreciatedhe movie "A Beautiful Mind".
When he remarried hisstrangedvife Alicia someyearsago, he managedo kiss her
several times at the moment supreme of the ceremony. Wékexwhy, he answered:
"l amsurethat Russell Crowe also stagedseveraltakesof that scenewith Jennifer
Conolly". The once lonesome Nash had become a multi-agent system:
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WE A
BEAUTIFUL
MIND

From secur e foundations to dynamic repair It is time to closethe circle of
this presentationModern logic startedits greatflowering in the questfor absolute
certainty, and securefoundationsfor mathematicsBy now, it is clearthat no such
foundationsexist. The true stability and succes®f our cognitive practiceshasto do
with the dynamic interactive ways which we processnformation,and the quality of
our adaptivemechanismgor correctingbeliefs oncethey becomeproblematic.Thus,
logic is not just theguardianof eternalsafetyin a world that hasbeensanitizedof all
contradictions. It is just as much about hee correctourselvesmostly in interaction
with others. Thus, logic is rather the dynamic and sauiaune system of the mind
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