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Preface

The Amsterdam Graduate Philosophy Conference—Meaning and

Truth—was organised by the Department of Philosophy and the

Institute for Logic, Language and Computation (illc) of the Univer-

siteit van Amsterdam. The organisers were Dora Achourioti, Edgar

Andrade, and Marc Staudacher.

The conference was dedicated to exploring new ideas on what

has been and remains a fundamental theme in the philosophy of

language, namely, the relation between meaning and truth. The

papers that appear in these proceedings come from researchers who

have an original contribution to make regarding the role of truth in

a theory of meaning, the role of meaning in a theory of truth, or

even the question of whether meaning and truth are actually related

in an interesting way.

The conference was motivated by the ongoing debates and dis-

cussions that pose new challenges on how to conceive of meaning

and of truth, and the relation between them. Some areas of interest

here included: truth-functional vs. proof-theoretic semantics; seman-

tic theories of truth; the role of context in interpretation; semantic

normativity; deflationism; meaning as use; inferentialism; composi-

tionality; vagueness; the semantics-pragmatics interface; language

evolution.

The conference organisers have consulted: Dr. Maria Aloni, Dr.

Paul Dekker, Dr. Catarina Dutilh Novaes, Prof. Dr. Jeroen Groe-

nendijk, Prof. Dr. Wolfram Hinzen, Prof. Dr. Michiel van Lambal-

gen, Dr. Benedikt Löwe, Dr. Robert van Rooij, Prof. Dr. Martin

Stokhof, and Prof. Dr. Frank Veltman.
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The organizers are most grateful to the following sponsors for

their support: Institute for Logic, Language, and Computation—

ILLC, Leerstoelgroep Logica en Taalfilosofie, NWO-Project “The
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Varieties of Contextualism

François Recanati (Institut Jean Nicod/Arché)

recanati@ens.fr

I Introduction

What defines contextualism is the generalization of context-

sensitivity. Context-sensitivity (or context-dependence) is the prop-

erty in virtue of which a given expression, with its conventional

meaning fixed by the rules of the language, may nevertheless carry

different contents in different contexts. (This formulation rules out

a trivial form of context-dependence characteristic of sounds or ins-

criptions as opposed to expressions, viz. language-dependence: the

dependence of the content of an inscription upon the language it is

contextually taken to belong to. I take ‘expressions’ to be individu-

ated in terms of the language they belong to.)

In this talk, I will distinguish three varieties of contextualism:

methodological contextualism, modulation-based contextualism, and

radical contextualism.

II Methodological Contextualism (MC )

Methodological Contextualism is what we get when we reject a

certain presumption which was still prevalent twenty years ago and

which we may call the ‘Literalist presumption’. Let us start from

the following (uncontroversial) premiss:

� There is a ‘basic set’ of expressions whose content is known to

depend upon the context in a systematic manner: the indexicals.
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The presumption which mc rejects can now be stated as follows:

Literalist presumption: Expressions not in the basic set are

(by default) assumed to be context-insensitive.

The Literalist presumption is explicit in the writings of so-called

‘semantic minimalists’, but it is also implicitly at work in a number

of fallacious arguments using Grice’s ‘Modified Occam’s Razor’, or

an equivalent principle of parsimony, to demonstrate that a seman-

tic analysis in terms of conversational implicature is preferable to

an account in terms of truth-conditional content proper (Recanati,

1994, 2004, pp. 155-58). Classic examples involve the use of Modified

Occam’s Razor against Strawson’s (1952) view of the contextually

varying truth-conditional contributions of ‘and’ (in Introduction to

Logical Theory), or against Donnellan’s (1966) view of the contextu-

ally varying truth-conditional contributions of definite descriptions.

In each case, the possibility that the relevant expression (which seems

to carry different contents in different contexts) might be context-

sensitive even though it does not belong to the basic set is ignored,

in virtue of the Literalist presumption, and the argument proceeds

as if the only options available to account for the data were lexical

ambiguity, on the one hand, and conversational implicature, on the

other hand (with Modified Occam’s Razor being used to rule out the

former option).

Methodological Contextualism rejects the Literalist presumption.

According to mc, we don’t know in advance which expressions are

context-sensitive and which aren’t. For all we know, every expres-

sion might be context-sensitive. Here the universal quantifier takes

scope over the epistemic modal, so what generalizes is the possibil-

ity of context-sensitivity. For every expression e—including ‘and’ or

definite descriptions—it may be that e is context-sensitive and con-

tributes different contents in different contexts (even though e is not

ambiguous). As a result, we need to draw a general distinction be-

tween linguistic meaning and propositional content, while allowing

for special cases in which they will be identical, instead of doing

the opposite (i.e., equating conventional meaning and propositional

content, while allowing for exceptions—the expressions in the ‘basic

set’).
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III Substantial contextualism (in general)

It also considers the possibility that every expression might be

context-sensitive, but the universal quantifier now takes narrow scope.

The possibility that is being considered is the possibility that: for

every expression e, e is context-sensitive. Here what tentatively gen-

eralizes is (actual) context-sensitivity, not the possibility of context-

sensitivity.

IV Two types of (substantial) contextualism

In the case of indexicals the propositional contribution made by

an expression depends upon the context and is not fully determined

by the (context-independent) meaning which the expression (type)

possesses in virtue of the semantic rules of the language. Contextual-

ism generalizes that feature to ‘ordinary’ expressions. It holds that,

in general, the propositional contribution of an expression is not fully

determined by the invariant meaning conventionally associated with

the expression type.

Two versions, more or less radical:

(mbc): The linguistic meaning of an (ordinary) expression need not

be what the expression contributes to propositional content.

[Example: ‘There is a lion in the middle of the courtyard’—

the meaning of ‘lion’ is pragmatically modulated]

(rc): It cannot be what the expression contributes to propositional

content. [‘wrong format’ view]

mbc and rc can be characterized in terms of a certain assumption

I call the ‘Fregean assumption’. Both mbc and rc reject it, though

for different reasons.

V The Fregean assumption

Let us assume that utterances express ‘propositions’ or ‘thoughts’,

and that these propositions/thoughts are made out of, or can be anal-

ysed into, certain building blocks or constituents, to be called senses.

The standard assumption in the literature stemming from Frege is

that:
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(fa): what an expression contributes, when it is used (together with

other expressions) in making a complete utterance, is the sense

which it independently possesses in virtue of the conventions

of the language.

This presupposes that the conventions of the language associate

expressions with senses. Call this the ‘Fregean presupposition’ (fp).

Is fp tenable? rc, the more radical of the two forms of contextualism,

rejects it. mbc accepts it but still rejects the Fregean assumption.

VI Is FP tenable?

Consider the most frequently used expressions, those which ex-

hibit a high degree of polysemy. What do they mean? A number

of scholars believe their meaning is schematic and has to be fleshed

out on any particular use. This suggests that, perhaps, their con-

ventional meaning is not a fully-fledged sense. Can we argue that

they are ambiguous between a number of distinct senses? That is

not obvious because it does not seem that there is a discrete list of

such senses available but, rather, a continuum of possible senses to

which one can creatively add in an open-ended manner. That is not

to say that the meaning of such an expression reduces to an abstract

schema: the expression is undoubtedly also associated in memory

with conventional ways of using it in collocations with (more or less)

determinate senses. All this—the abstract schema or schemata, the

collocations, the senses—arguably goes into the linguistic meaning

of the expression, which starts looking rather messy. On such a view,

the meaning of an expression does not have the right ‘format’ to be

what the expression contributes to propositional content. In other

words, linguistic meanings are not senses (though they may involve,

inter alia, senses): the Fregean presupposition must therefore be re-

jected. That is also the conclusion one can draw from Putnam’s

(1975) considerations regarding another class of expressions, namely

natural kind terms and, more generally, lexical items with a refer-

ential dimension (those which cannot be defined but serve as labels

for aspects of the environment). According to Putnam, the context-

independent meaning of such terms is a ‘vector’ consisting of a bunch

of elements, including a ‘semantic marker’ and a ‘stereotype’ which
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itself consists of various pieces of encyclopedic information. This

does not look like a sense at all. So, in these two types of (arguably

central) cases, the conventional meaning of an expression (type) is

either too rich or too poor to be what the expression (token) con-

tributes to content.

The views I have just mentioned may well be wrong, of course.

When it comes to lexical semantics, nearly everything is up for grabs.

That, however, is precisely my point. As theorists, we have an idea

what senses are, i.e., what words contribute when we speak. We

know, more or less, how to model that. But we know very little about

what words themselves mean and what relation there is between

word meaning and contributed sense. In view of the limits of our

knowledge, it is reasonable to give up the simplifying assumption

FP we inherited from Frege, in order at least to start making serious

enquiries in that area.

VII Does RC threaten systematic semantics?

As we have just seen, the Fregean assumption presupposes that

linguistic meanings are senses, i.e., propositional constituents. If we

give up that presupposition, we are left with the idea that lexical

meanings plays some role in determining the sense which is an ex-

pression’s contribution to the thought expressed. This idea can be

expressed as follows:

(ca): Sense contributed by expression e=f(lexical meaning of e, x)

where ‘x’ is whatever, in addition to lexical meaning, is needed to

determine sense. If, as seems very likely, ‘x’ includes the context in

which the expression is tokened (and in particular the most impor-

tant among contextual factors: what one is talking about), then we

get a form of contextualism that ‘generalizes indexicality’. That isrc.

How detrimental is acceptance of rc to the project of systematic

semantics? Very little, I think. Indexicality does not prevent us from

systematically mapping semantic values for the parts to semantic

values for the wholes in which they occur. The only qualification

induced by indexicality is that the semantic values for the parts

may not be given in a context-independent manner; they may not

5



Varieties of Contextualism

be determined solely by the conventions of the language. Thus, in

a truth-theoretic framework, the theorems of one’s semantic theory

have to be conditional T-sentences whenever the sentence at issue

contains indexicals (Burge, 1974; Higginbotham, 1988). Generalizing

indexicality, as rc does, simply means that the theorems will always

be conditional T-sentences.

VIII Modulation-based Contextualism (MBC)

In contrast to rc, mbc accepts that the conventions of the lan-

guage associate expressions with senses. mbc nevertheless rejects

the Fregean assumption that the senses which are the meanings of

expressions are also what these expressions contribute when they are

used (together with other expressions) in making a complete utter-

ance. mbc holds that an expression may, but need not, contribute

its sense—i.e., the sense it independently possesses in virtue of the

conventions of the language; it may also contribute an indefinite

number of other senses resulting from modulation operations (e.g.,

free enrichment, predicate transfer, sense-extension, etc.) applied to

the proprietary sense. This is a form of contextualism, because mod-

ulation itself is context-sensitive: whether or not modulation comes

into play, and if it does, which modulation operation takes place,

is a matter of context. It follows that what an expression actually

contributes to the thought expressed by the utterance in which it

occurs is always a matter of context.

IX Objection to MBC

In contrast to the contextual assignment of values to indexicals,

modulation is not driven by the linguistic meaning of words. Nothing

in the linguistic meaning of the words whose sense is modulated tells

us that modulation ought to take place. Modulation takes place

purely as a matter of context, of ‘pragmatics’; what drives it is the

urge to make sense of what the speaker is saying. So mbc raises the

following objection: as soon as one accepts ‘free’ pragmatic processes,

interpretation (content recovery) is no longer driven by the grammar:

it is pragmatic through and through and does not significantly differ

from “the kind [of interpretation] involved in interpreting kicks under

the table and taps on the shoulder” (Stanley, 2000, p. 396).
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X Response to the objection

Semantic interpretation remains grammar-driven even if, in the

course of semantic interpretation, pragmatics is appealed to not only

to assign contextual values to indexical and free variables but also to

freely modulate the senses of the constituents in a top-down manner.

Let us distinguish between the literal sense of a simple expression,

namely its semantic interpretation, and its modulated sense. The

modulated sense of an expression (in context) results from applying

the contextually appropriate modulation function to its semantic

interpretation. So far, so good. Now mbc differs from standard

frameworks in letting the semantic interpretation of a complex ex-

pression be a function of the modulated senses of its parts and the

way they are put together. The semantic process of composition and

the pragmatic process of sense modulation are therefore irreducibly

intertwined. For simple expressions, their semantic interpretation is

their literal sense, but for complex expressions pragmatic modula-

tion is allowed to enter into the determination of semantic content.

In this framework, even though free pragmatic processes are allowed

to enter into the determination of truth-conditional content, they

come into the picture as part of the compositional machinery. On

this view semantic interpretation is still a matter of determining the

sense of the whole as a function of the (possiby modulated) senses

of the parts and the way they are put together.
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Abstractions and Idealisations:

The Construction of Modern

Linguistics

Martin Stokhof and Michiel van Lambalgen
(ILLC/Universiteit van Amsterdam)∗

m.j.b.stokhof@uva.nl and M.vanLambalgen@uva.nl

I Introduction

In many ways, modern linguistics is one of the most remarkable

and successful scientific innovations of the twentieth century. The

rise of generative grammar in the fifties and sixties produced an

atmosphere of intellectual excitement that seemed to be reserved

for fundamental developments in the natural sciences. And the ex-

citement was not restricted to linguistics as such, it stretched out

to other disciplines, such as philosophy, the emerging disciplines of

computer science and cognitive psychology, anthropology and liter-

ary studies. And to the present day modern linguistics is held up as a

model of scientific innovation to other disciplines in the humanities.

A satisfactory account of this remarkable development will have

to factor in a number of things. The role of the natural sciences and

the formal sciences as a ‘standard model’ of scientific inquiry is one

of them. Another is the way in which modern linguistics appears

to tie in with internal, disciplinary developments in other fields. So-

ciological factors, such as the way in which the discipline organises

∗A Dutch version of this paper is under submission with Tijdschrift voor
Filosofie.
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itself, are also relevant.1 And then there is the way in which linguis-

tics appears to have succeeded to conceptualise its central objects of

study so as to fit a particular methodology.

In this paper we deal with this last issue, i.e., with the question

how modern linguistics has constructed its objects of study, such as

‘language’, ‘grammar’, ‘competence’, ‘meaning’, ‘rule’. Apparently,

a major factor that explains the success and prestige of modern lin-

guistics is that it has succeeded to come up with scientific character-

isations of its core concepts that have allowed linguists to develop

theories that are both descriptively and explanatory adequate. In

what follows we focus on a particular aspect of this complicated

process that, we feel, has not received adequate attention in the lit-

erature to date, viz., the nature of the kind of constructions that

modern linguistics employs.

There are two things we would like to mention at the outset. First

of all, in what follows we use the phrase ‘modern linguistics’ mainly

as an indication of what is still a dominant approach, viz., the gen-

erative tradition. And secondly, our considerations primarily have a

‘meta’-character, i.e., the observations that follow are not intended

as arguments pro or con particular positions, although they could

have such repercussions. But the spelling out of such consequences

is beyond the scope of this paper.

II The state of the art

As we noted above, the rise of modern linguistics, its success

and influence, and its enormous intellectual prestige, as such are

intriguing phenomena, that call for an explanation. But also from

an internal perspective, i.e., from the perspective of linguistics itself,

its present state is one that raises a number of questions.

One of these is, that despite the solid reputation that linguistics

has as a successful discipline, many of the expectations have not (or

not yet?) been realised. If we look at the description of individual

languages, we can note that complete and explicit grammars are still

1A thorough, empirical sociological study of the development of modern lin-
guistics does not exist, as far as we know. For studies that are more of the nature
of a ‘history of ideas’, cf., e.g., Newmeyer (1986); Harris (1993).
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far off. In the area of typology many studies have been done, but

it remains to be seen how much of that work actually depends on

the methodology of modern linguistics. Little or no explanations

of properties of natural languages exist that are accepted generally,

i.e., across theoretical boundaries. When it comes to applications,

especially computational ones, we can observe that the theoretical

models of modern linguistics, based as they are on the concept of a

grammar as a rule system, in general are less successful than stochas-

tic approaches. And with regard to psycholinguistic investigations

and research into the neurophysiological processes that underly lan-

guage and language use, it appears that modern linguistics in general

is unable to come up with leading questions and hypotheses.2

Another observation regarding the present state of modern lin-

guistics, and one that definitely calls for further study, is the sub-

stantial diversity in approaches and models, and even in definitions

of central concepts, that has become a distinctive feature of linguis-

tics to date. With the rise of generative grammar, as proposed and

developed by Chomsky and others, modern linguistics seemed to be

heading towards a remarkable uniformity vis à vis its goals, method-

ology, and central concepts. At least this appeared to hold for core

disciplines such as syntax, morphology, and phonology. In semantics

a similar development occurred at the end of the sixties when formal

semantics appeared on the scene. ‘Montague grammar’ apparently

developed into a generally accepted model for semantic description

and explanation. But the uniformity and consensus that at some

point seemed almost natural have disappeared: there is an enor-

mous variety of approaches, theoretical models, methodologies, and

even with regard to the goals of linguistics and its very object of

investigation there are fundamental differences of opinion.3

These observations give rise to a fundamental question with re-

gard to linguistics as such: Could modern linguistics perhaps be an

2To be sure, this is not just a problem for modern linguistics. Quite gen-
erally, it is difficult to derive from theories concerning macroscopic phenomena
predictions regarding the underlying neurophysiology due to the absence of clear
bridging principles that link the often disjoint conceptual systems.

3Cf., Kamp and Stokhof (2008) for a description of this development, and an
attempt to explain what drove it, for the case of formal semantics.
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example of a ‘failed discipline’? As was already noticed above, the

adoption of the models and methodologies of the natural sciences

and the formal sciences was one of the keys to the success of modern

linguistics. Moreover, especially in Chomsky’s views a clearly nat-

uralistic goal can be discerned: according to him linguistics studies

what in the end is an aspect of human biology. Is this naturalism per-

haps one of the causes of the present, confusing situation? Is it that

modern linguistics, knowingly or unknowingly, follows a naturalistic

approach to phenomena, —language and linguistic competence—,

that are of a fundamentally different nature?

This last question is too complex to be even properly articulated

in the context of this paper, let alone that it can be answered here.

However, we do feel that the observations about abstraction and

idealisation as constructive processes that are the subject of what

follows do present reasons to think that the question just formulated

touches on a central problem with regard to the status of modern

linguistics as a scientific discipline. And if we are correct in thinking

so, then it is also the case that, precisely because modern linguistics

has functioned as a model for other disciplines in the humanities

for more than four decades, the relevance of this question extends

beyond linguistics as such.

III Examples of constructions

To give the reader some idea of the kind of constructions4 we

have in mind, here are a few examples.

At first sight, ‘language’ appears to be the most central con-

cept of linguistics. Be it specific natural languages, such as English

or Quechua or Rennellese, or natural (human) language in general,

language seems to be the core phenomenon that linguists want to

describe and explain. Now, from an observational point of view

language is first and foremost language use: spoken or written utter-

ances.5 For the child that acquires its mother tongue, language use

4What follows will make clear that the term ‘construction’ is used here not in
its linguistic sense, but as a term that belongs to the vocabulary of philosophy
of science.

5Obviously, spoken language is primary vis à vis written language, not just
historically but also ontogenetically. Yet in linguistics, as is the case in most
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is what it encounters in its environment, for adult language users

language is what they use to communicate with each other.

In modern linguistics6 the intuitive concept of language, viz., that

what is encountered in everyday use, has been replaced by the logical,

mathematical (algebraic) concept of a language, viz., that of a poten-

tially infinite set of well-formed expressions generated by a finite, or

finitely characterisable, set of rules (i.e., a grammar).7 Not only does

this concept emphasise the formal aspect of language, and hence the

focus on written language, it also introduces a notion of ‘structure’

that can be tested against actual linguistic material only indirectly,

and partially.8 Another immediate consequence of the shift towards

a formal construction of the concept of language is that expressions

are being studied at the level of types, not tokens, with regard to

both their form as well as their meaning. Obviously, the historically

contingent availability of writing is instrumental in this change.

A related move is that linguistic competence, i.e., the ability of

humans to use language, actively in production and passively in in-

terpretation and understanding, is being studied in terms of a compa-

rable construction. Here the well-known distinction between ‘compe-

tence’ and ‘performance’ plays a key role. Knowledge of a language

is conceived as the availability of a grammar, and competence as the

ability to use that grammar to distinguish well-formed expressions

from non well-formed ones, to assign the former an interpretation,

philosophical treatises on language, the focus is mainly on written language, not
on speech. Cf., Kraak (2008) for a recent study of the effects of this shift.

6What follows applies not just to the generative tradition, but also the many
approaches it has helped shape in this respect. But there are other approaches
in which the construction described here does not play a role, or at least not in
the same way.

7Cf., Tomalin (2006) for an extensive study of the role that the developments
in logic in the first half of the twentieth century have played in Chomsky’s early
work.

8In the light of this, one particular development in modern linguistics becomes
more easy to understand, viz., the fact that one of the most central notions, that
of ‘syntactic structure’, has been subjected to many, and radical, changes. This
constant re-conceptualisation and re-modelling of a core notion makes sense only
if we keep in mind its mainly theoretical nature (and that of related notions, such
as ‘rule’, ‘constituent’, and so on). Cf., Stokhof (2002) for a discussion of similar
observations with regard to the central notion of semantics, viz., ‘meaning’.
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and then to use them both actively and passively. This linguistic

competence, though an individual capacity in the sense of being as-

cribable to an individual as such, is not introspectively accessible to

the individual that has it.9

Another phenomenon, that is closely related to the idea of com-

petence as an individual ability and that has strongly influenced

contemporary thought about language, and hence also the goals of

modern linguistics, is the so-called ‘problem of creativity’ (or ‘com-

positionality’). It is the ‘observation’10 that a language consists of

a potentially infinite number of wellformed expressions that some-

how has to be represented in a finite manner in the finite individual

human brain. In a certain sense this ‘problem’ is generated directly

by the shift towards the logical, mathematical characterisation of the

core concept of a language. Closely related is what Kraak in his afore-

mentioned book calls ‘the myth of representation’, viz., the idea that

language, and in particular written language, serves as a medium of

representation of internal, mental contents. If we assume that hu-

mans are capable of a potentially infinite number of thoughts (and

desires, and conjectures, and questions, and so on), then the myth of

representation inevitably leads to the conclusion that the language we

use to express such contents also has to have a unlimited character.

These constructions, and others like them, lead to a relative ne-

glect of both the actual use of language as well as the context in

which that actual use appears: the physical, social and cultural en-

vironment, both synchronically as well as diachronically. Whenever

attention is being paid to language use, it is always as complemen-

tary to the idea of language as characterised by the form and (lit-

9This creates what Jackendoff (Jackendoff, 1987, p.20) calls ‘the mind – mind
problem’. On the one hand, we can be clearly and consciously aware of what
we do with language (we may consciously opt for a certain interpretation of an
utterance, or for a certain formulation of what we want to say, we may be at
a loss as to the meaning of what is being said, or object to a certain choice of
words for a number of reasons), but, on the other hand, the mechanisms that are
postulated to constitute the essence of our competence are in principle shielded
from direct inspection.

10In scare quotes because in fact of any natural language only a finite number
of utterances will ever be observed. Cf., Groenendijk and Stokhof (2005) for
further discussion.
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eral) meaning of its expressions. Almost all theories about what it

is that people do with language start from these very assumptions

about what language and linguistic competence are. The result is

very much an abstract and individualistic picture: linguistic com-

petence is an individual ability, and language use is a process in

which autonomous and competent individuals exercise their linguis-

tic competence. That language use has a social nature, in which

communication plays a central role, is, of course, not something that

many linguists would like to deny. But, so the leading idea pro-

claims, the language that is being used and the competence that is

being applied in that social process, can be described, characterised

and explained as such, and quite independently from language use.11

Behind this is the fundamental assumption that in the end language

and linguistic competence can be understood as phenomena that are

anchored in human biology, and that it is only via the methodology

of the natural sciences that we may acquire insight into their nature

and function.

This, admittedly concise, sketch of some core moves in the con-

struction of the central concepts and goals of linguistics gives reason

to believe that modern linguistics has been decisively influenced by

ideas and developments in other disciplines, notably the formal and

the natural sciences, but also philosophy. As for the influence of

the latter, Chomsky’s rationalism is an obvious and explicit exam-

ple, but at other points it is more subtle and therefore perhaps less

often noticed.12 In what follows we will not so much be concerned

with the actual details of such constructions, but rather focus on the

nature of the process as such. In doing so, our central question is the

following: Are these constructions like the abstractions we are famil-

iar with from the natural sciences, or are they of a different nature?

And if the latter turns out to be the case, what are the consequences

for the status of linguistics?

11This is very much the dominant view, one that can be found explicitly in the
work of Chomsky, and one that has gone unchallenged for a long time. Recently
other views have started to emerge, in the concluding section we will briefly
mention some of them.

12Cf., Stokhof (2002, 2007, 2008) for an analysis of various philosophical dis-
tinctions and goals that have shaped and continue to guide formal semantics.

15



Abstractions and Idealisations

IV Abstractions as constructions

Abstraction is a well-known tool for turning a natural phenomen-

on into a ‘suitable’ object of scientific investigation. Standard ex-

amples are the frictionless plane in classical mechanics, the perfect

vacuum, pure chemical substances, and so on. Whereas in reality

moving objects always are subject to friction, a perfect vacuum does

not exist and can not be created, and chemical substances almost

always contain contaminations from other substances, these facts,

when considered from the point of view of studying certain central

natural phenomena, are complications which are either deemed irrel-

evant or too complex or intractable to be captured in a theory, at

least for the time being. The latter phenomena in particular are in-

teresting if we want to determine what exactly is that an abstraction

is, and does.

The physical theory of tides provides another illustrative example.

Newton’s theory of 1687 gave an explanation of the frequency and

amplitude of tidal waves based on his theory of gravitation, in terms

of the combined gravitational pull on the earth exercised by the sun

and the moon. His calculations assumed that the entire surface of

the earth is covered by one ocean and that this ocean has no inertia

of its own. These two assumptions meant that, first of all, local

circumstances on the earth could not play a role, and, second, that

the earth’s rotation was not taken into account. Also, the effect of

other celestial bodies, such as the planet Venus, was disregarded.

Of course the reality of the phenomena that did not fit into this

model was not denied. In fact, further work on the theory pro-

duced a model in which these phenomena can be accounted for,

using both physical calculations as well as observations of the lo-

cal circumstances at locations where the actual tidal heights needed

to be calculated. (Relevant factors include the depth of the ocean,

the form of coast lines, the presence of pack ice, and so on.) The

more accurate model is analogous to that of a vibrating violin string:

the timbre of the sound it produces is determined by the many fre-

quencies, each with its own amplitude, that co-occur with the basic

tone. Analogously, the periodic process of tidal waves is determined

by many frequencies, some of which are determined by astronomic
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laws, others by local circumstances.13 But even in this more complex

model one is forced to abstract, since some frequencies, such as the

disturbances caused by moving sand banks, are too difficult to pre-

dict. However, the reality of the factors from which one abstracts, is

never denied, and in principle the model is capable of incorporating

them.

This is a crucial feature of the way in which abstraction in the

natural sciences works: the phenomenon from which we abstract is a

real one, and its reality is acknowledged in the theory or in the model

that is based on the abstraction. After all, in factual observations

and experiments these phenomena inevitably occur. One of the main

reasons for nevertheless abstracting from them is that by doing so

one is able to come up with a better explanation of the underlying

causal mechanisms while keeping the predictions of the theory based

on the abstraction within certain acceptable limits of accuracy.

This means that there is a real and acknowledged interaction

between the theory, i.e., the explanation it provides of a certain phe-

nomenon together with the predictions it delivers, and reality as it

occurs in observations and experiments. Another example of this is

provided by the concept of a perfect vacuum. In physics so-called

‘free space constants’, such as the speed of light and the magnetic

constant, play a key role. The quantitative values of these constants

is theoretically determined with reference to a perfect vacuum. In

reality, in which a perfect vacuum does not occur, these constants

always have slightly different values, but the differences can be ap-

proximated with sufficient precision to make the predictions of the

theory practically useful. (And in many cases the differences are so

small that they can be safely ignored.) So what we see is that the-

ory based on abstraction and observation and experiment without

abstraction remain intimately connected, both conceptually as well

as practically.

And the reason that this is a crucial feature of the way in which

abstraction in the natural sciences works is that it explains why

13In fact, in the case of tidal waves the model is somewhat more complex, since,
unlike in the case of the vibrating string, there is more than one basic tone at
work at the same time.
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theories that make use of abstractions still work: they do not ‘re-

conceptualise’ the phenomena.

V Abstraction in linguistics?

In modern linguistics, too, we often find appeals to abstraction

when it comes to explaining how a linguistic theory is related to

observable reality. The following quote from Chomsky (1980, p. 219)

illustrates what is at stake:

Any serious study will [. . . ] abstract away from variation tentatively
regarded as insignificant and from external interference dismissed
as irrelevant at a given stage of inquiry. [. . . ] It should come as no
surprise, then, that a significant notion of ‘language’ as an object
of rational inquiry can be developed only on the basis of rather
far-reaching abstraction.

What Chomsky is suggesting here is that abstraction in linguis-

tics is the same process as in the natural sciences. It allows us, he

claims, to concentrate on the core of the phenomenon, disregarding

those aspects that are deemed ‘insignificant’ or ‘irrelevant’. As such

this is a remarkable statement, because as we have seen above, in

the natural sciences abstraction usually does not concern irrelevant

or unimportant aspects of phenomena, but features that for one rea-

son or another can not (yet) be incorporated into the theory because

they are too complex or intractable. Note also that in this passage

Chomsky does not provide any argument why for example the phe-

nomenon of language can be studied only via abstraction. What is

it that he means by a ‘serious study’ or a ‘rational inquiry’ that it

can only be done on the basis of far-reaching abstractions?14

For Chomsky, then, it is apparently obvious that the fact that lan-

guage and linguistic competence, certainly at first sight, are different

kinds of phenomena than movement of physical bodies or chemical

reactions, constitutes no reason to think that abstraction could not,

and should not, play the same role as it does in the natural sciences.

Thus he writes in Chomsky (1995, p. 7):

. . . it is a rare philosopher who would scoff at its [i.e., physics’]
weird and counterintuitive principles as contrary to right thinking

14For an incisive criticism of Chomsky’s often heavily rhetorical writing, cf.,
Paul Postal’s essay ‘Junk Ethics’ in Postal (2004, Part 2).
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and therefore untenable. But this standpoint is commonly regarded
as inapplicable to cognitive science, linguistics in particular. Some-
where between, there is a boundary. Within that boundary, science
is self-justifying; the critical analyst seeks to learn about the crite-
ria for rationality and justification of scientific success. Beyond that
boundary, everything changes; the critic applies independent crite-
ria to sit in judgment over the theories advanced and the entities
they postulate.

But this really rest on a misrepresentation of how things are done

in the natural sciences. No physicist, for example, would be of the

opinion that any aspect of a physical theory is ‘self-justifying’, in-

cluding the abstractions on which the theory is based. The final

judgement always resides with observational and experimental veri-

fication and explanatory adequacy. In other words, the last word is

spoken, not by the physicist (and, of course, also not by the philoso-

pher), but by reality itself.15

Apart from this misrepresentation, what is intriguing about this

passage is that Chomsky apparently thinks that criticism of the con-

structions that define modern linguistics is not justified because the

mechanism employed there does not differ from that in the natural

sciences. To put it differently, Chomsky does not differentiate crit-

icism of the process from criticism of the result. But the question

is whether that is justified in this particular case. In order to see

whether it is, we take a bit more systematic look at the essential

features of abstraction in the next section.

VI Features of abstraction

There is some discussion in the literature about the role of ab-

straction in the natural science,16 but that by and large concentrates

on the modelling of this mechanism (in terms of formal models of

15No doubt there are concrete instances in the development of the natural
sciences where one might observe a difference between ideology and practice, e.g.,
when empirical observations are neglected in favour of a theoretically motivated
judgement. But that is not what is at stake here. What counts is that in the end
one is willing to let the facts, such as they are to the best of one’s knowledge, to
have the final say. And that principle stands also in the case of theories that are
founded on abstractions.

16Cf., e.g., Jones (2005).
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theories, theoretical vocabularies, and so on). Though interesting

and important these are not the aspects we are concerned with here.

Our primary interest concerns those features of abstraction that may

settle the question whether abstraction plays, or should play, a role

in linguistics.

From the examples we have briefly discussed in section III the

following features of abstraction emerge:

� Object: a quantitative parameter of a phenomenon that is sub-

ject to abstraction, is assigned a specific value (zero, infinite,

. . . )

� Result: a model of a phenomenon in which the parameter that

is being abstracted over is still present

� Motivation: primarily methodological and practical

The quantitative nature of the object of abstraction does not

come as a surprise: most theories in the natural sciences aim for a

description and explanation of phenomena in terms of interactions

and causal connections between quantitative features (speed, mass,

spin, magnetic force, and so on). Relevant candidates for abstraction

then are those quantitative features of which the exact actual values

are irrelevant or too complex to determine. Examples of the former

are the exact values of the afore-mentioned physical constants, keep-

ing in mind that the question of ‘(ir)relevance’ ultimately depends

on the application of the theory. Examples of the latter we may find

for example in the theory of tidal waves, in fluid dynamics and in

the study of other semi-chaotic physical systems.

As for the result of abstraction, what is crucial there is that

abstraction is not the same as negation. What is being neglected is

the actual value of a parameter in a concrete situation, but not the

parameter itself. For example, if we employ the concept of a perfect

vacuum we assume that there are no particles with mass, but not

that mass is not a relevant concept.17 In this sense abstraction is

17As another example, cf., how negation functions in the law of inertia: ‘If the
vector sum of all forces (that is, the net force) acting on an object is zero, then
the acceleration of the object is zero and its velocity is constant’.
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conservative: in the resulting model the features that we abstract

over, are still present. In other words, abstraction does not change

the ontology of the phenomena, and that make it possible, at least

in principle if not always in practice, to ‘undo’ an abstraction. This

is also evident from the fact that the predictions we derive from

a theory based on an abstraction can actually be compared with

observations and the outcomes of experiments.

And in the end, that is what we actually want, since it is only

through observation and experiment of the phenomena as they actu-

ally present themselves that we can evaluate our theories and gauge

their explanatory power. In other words, abstraction first and fore-

most is a means to an end, it is there to enable us to start theorising

by lifting some of the epistemological burden. In sum: abstraction

is methodologically and practically motivated, not ontologically or

ideologically.

VII Features of idealisation

As we will illustrate in this section, the type of construction that

is used in linguistics and that is often taken for abstraction as it is

used in the natural sciences, differs from the latter on a number of

fundamental points. In particular, in linguistics the objects lack the

quantitative nature that is so characteristic for objects of abstraction

in the natural sciences. What we are dealing with in linguistics are

rather qualitative features of phenomena that are being ignored. In

order to terminologically distinguish the two types of construction

we will reserve the term ‘abstraction’ for the process that we know

from the natural sciences, and use the term ‘idealisation’ to refer to

the kind of construction that occurs in linguistics.18

Distinctive features of what we call idealisations are the following:

� Object: a qualitative feature of a phenomenon that is being

ignored

� Result: a model of a phenomenon in which the feature that is

being idealised is missing

� Motivation: primarily ideological and theoretical

18Do note that both terms, ‘abstraction’ and ‘idealisation’, are used in the
literature also in other ways. Cf., the afore-mentioned Jones (2005).
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One of the reasons that idealisation differs from abstraction is that

whereas the objects of study in the natural sciences are defined

(mainly) quantitatively, those in the humanities are (primarily) char-

acterised in qualitative terms. A definition of, say, ‘epic poetry’, or

‘the western christian tradition’, but also of such objects as ‘mean-

ing’ or ‘subject’, determines an object (almost) completely in terms

of qualitative properties. Consequently, a scientific study of such ob-

jects focusses on those properties and their relationships with other,

similarly qualitative features. Quantitative features (such as determi-

nations of time, location, and so on) may play a role also, of course,

but usually they are not really essential, neither for the definition

of the object of study as such, nor for the explanations that one is

after. What is important to note is that leaving one or more of such

qualitative features out of consideration, is not abstraction in the

sense in which we discussed that in the previous section. It does not

concern a quantitative parameter the value of which is fixed, but a

qualitative feature that is left out.

One consequence of this fundamental difference is that the result

of an idealisation is likewise fundamentally different from that of an

abstraction: in the resulting model the phenomenon in question has

turned into something essentially different from the original one. In

other words, in the case of idealisation we are dealing with an onto-

logical change, rather than with an epistemological one, as is the case

with abstraction. Obviously, this has repercussions for the relation

between the idealisation and the original phenomenon: that relation

is not longer ‘symmetrical’. A simple example may serve to illustrate

the point. If in a study of the western christian tradition one limits

the object of study to the church, and leaves out aspects that are

related to lay people, lay communities and the like, then one actually

studies a different (in this case, more restricted) phenomenon, and

one can not expect that explanations and connections that are un-

covered in the limited model extend to the broader phenomenon. In

fact, the limited model will simply not make any predictions ‘beyond

its scope’ whatsoever.

The motivation for a particular idealisation may very well be

practical in nature (as in the simple example just given), and as

long as one remains aware of the implied restrictions it may be an
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unobjectionable move. However, quite often the motivation is not so

much practical as ideological. Then certain features of a phenomenon

are left out because one wants to apply a specific methodology to

the idealised result. That is a move that is based on ideological

reasons having to do with the conviction that only certain methods

lead to scientifically reputable results. As we will illustrate below,

idealisations in linguistics are often motivation by such ideological

concerns.

It is worth noting that methodological considerations may play

two, essentially different roles. In some cases the choice for a par-

ticular methodology is justified by an assessment that the use of a

particular method increases the chance of a successful investigation,

where what count as ‘successful’ is determined independently of the

methodology as such. But one may also choose a particular method-

ology on ideological grounds, in which case what counts as ‘success’

is changed by the methodological choice (partly because it changes

the nature of the object of study). Abstraction is a methodologi-

cal choice of the former kind, idealisation, in so far as it is (also)

motivated by ideological concerns, one of the latter.

VIII Idealisation in linguistics: an example

One of the most prominent and well-known examples of construc-

tion in modern linguistics is the ‘competence – performance’ distinc-

tion. in his ground-breaking book Aspects of the Theory of Syntax

(Chomsky, 1965, p. 3) Chomsky introduces the distinction in the

following way:

Linguistic theory is concerned primarily with an ideal speaker-listener,
in a completely homogeneous speech-community, who knows its lan-
guage perfectly and is unaffected by such grammatically irrelevant
conditions as memory limitations, distractions, shifts of attention
and interest and errors (random or characteristic) in applying his
knowledge of the language in actual performance.

What happens here is that competence, regarded as the proper

object of study of linguistics, is constructed from what we can ob-

serve, i.e., everyday use of language, by stripping it from a number

of features, such as memory limitations, mistakes, (communicative)

goals, attention shifts, and so on. In other words, Chomsky con-
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structs from observable language use a concept of linguistic compe-

tence by simply ignoring a number of its actual, real properties. In

that way a new object of study is created, i.e., an object that has an

ontological status that differs from that of the original one.

The reasons for this construction are not given in the passage

quoted, it is just being asserted that the features that are left out

by the idealisation are ‘grammatically irrelevant’. In other words,

it is claimed that in the study of language, grammar, and linguistic

competence, no attention needs to be paid to such factors as memory,

attention, goals, and the like. But note that this claim does not rest

on a comparison of (the study of) two independently given objects,

viz., idealised competence and actual language use. Rather, one

of the two, competence, is being constructed on the basis of this

claim, and hence whatever results studying it provides cannot give

independent evidence that justifies the construction in the first place.

This is a strong indication that we are dealing with an ideologically

motivated claim.

That this idealisation actually creates a new object is also evident

from the fact that the relation between the original phenomenon, of

observable language use, and the new idealised object, competence,

creates new issues:

To study actual linguistic performance, we must consider the inter-
action of a variety of factors, of which the underlying competence
of the speaker-hearer is only one.

This passage, also from Aspects (p. 4), illustrates that an ideali-

sation raises additional epistemological questions, viz., how the ide-

alised object and the original observable phenomenon can be related

to each other. This is quite different in the case of an abstraction,

where the relation between the abstraction and the phenomenon re-

ally boils down to a specification of actual values of quantitative

parameters, a procedure that, though sometimes hard to carry out

in practice, does not introduce any new epistemological problems.

This complication is a real one. For example, if we construct

a competent language user by idealisation as an individual with im-

plicit knowledge of the grammar of his/her I-language,19 we leave out

19Cf., Chomsky (1986) for the introduction of the concept of ‘I-language’. For
a thorough criticism from a broadly Wittgensteinian perspective, cf., Stein (1997,
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many of the features that are characteristic of actual language users:

the already mentioned memory limitations, the fact that language is

used in order to reach certain goals (most of the time non-linguistic

ones), the social environment in which language is used, but also for

example the fact that language users are embodied subjects. Such

factors, precisely because they are ‘idealised away’, are no longer

present in the model of the competent language user (a competent

user is ‘disembodied’), and the resulting model by itself does not con-

tain any suggestion or clue as to how it could be related in the end to

what we can in fact observe. In that sense, idealisations don’t make

life any easier, on the contrary, they create a lot of extra work.20

IX Abstraction versus idealisation: characteristics and
backgrounds

Abstraction and idealisation, then, are two radically different

ways in which objects of scientific investigation can be constructed.

In the table 1 we summarise their various characteristics:

Abstraction Idealisation

Methodological Ontological

Symmetric Asymmetric

No ontological consequences Additional epistemological task

Quantitative Qualitative

Table 1: Abstraction versus Idealisation

An obvious question is why abstraction works in the natural sci-

ences, but not in linguistics. It appears that this is no coincidence

but something that is intimately related with the nature of the re-

spective enterprises and with the nature of their respective domains

of inquiry.

chapter 3).
20Another illustration of this effect, connected with the construction of an ideal

competent user, has to do with the ‘knowledge’ such a user is supposed to have
of language. The postulated mental state lacks several characteristic features of
what knowledge is, and hence requires the introduction of yet another idealised
concept: the competent user ‘cognises’ language.
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By way of illustration table 2 lists some differences between re-

search in the natural science and research in linguistics that are

pertinent to this issue:

‘Natural science’ Linguistics

Experimental design Hardly any experiments

Natural ontology Hybrid ontology

Quantitative differences between

theory and application

Qualitative differences between

theory and application

Deterministic explanation, Interpretative explanation,

causal laws no strict laws

Table 2: ‘Natural science’ versus Linguistics

That the natural sciences21 are intrinsically based on an exper-

imental design is closely related to the symmetric nature of the re-

lation between a theory based on abstractions and the natural phe-

nomenon we investigate via observation and experiment. It is due

to the experimental design that there are the necessary ‘checks and

balances’ on the relation between theory and practice, and due to

their quantitative nature abstractions respect those constraints. In

its turn, this relates to the primarily methodological nature of ab-

stractions: they do not change the nature of the object of study. This

means that a theoretical prediction can be tested by means of an ap-

plication on the original, natural phenomenon, precisely because the

parameter which the abstraction fixes at a certain value, has been

preserved in the theory. Linguistics lacks an experimental design,

and hence everything that come with it.22

21‘Natural science’ here represents a number of central characteristics of various
disciplines, such as physics, biology, chemistry, and so on. Of course we are well
aware that a characterisation of the differences between various fields of science is
an enormously complicated and, at points, questionable enterprise, and that what
is listed in table 2 needs to be extended and nuanced in many ways. However,
for our present purposes this rough indication suffices.

22To be sure, in psycho(patho)linguistics experiments are being conducted, but
these are (almost) never experiments that attempt to test two alternative linguis-
tic theories.
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Unlike abstractions, idealisations are not methodological but on-

tological in nature. They change the object of study, and one of the

consequences of this is that there no longer is an immediate relation

between the idealised object and the original, natural phenomenon.

And that means that predictions derived from the theory can not,

at least not as such, be tested by means of an application to the

phenomenon. We always need an additional ‘bridging’ theory that

connects the idealised object and the natural phenomenon. Not only

is creating such a bridging theory an additional epistemological task,

because of the theoretical nature of the idealised object it is very

hard to base such a bridging theory on empirical data. And that

compromises the empirical nature of the theory based on the ideali-

sation as such.

A possible, and we think plausible, explanation of this difference

between natural science and linguistics comes from the nature of

their respective ontologies. The natural sciences deal with ontologies

consisting of natural phenomena that are subject to strictly deter-

ministic23 causal laws that can be formulated in quantitative terms.

Linguistics, on the other hand,24 are concerned with an ontology

that is not purely natural in the same sense. The phenomena that

linguistics studies admittedly have physical, biological, and psycho-

logical features, but at the same time they are also historical, social

and cultural phenomena. It is the hybrid nature of the ontology

that explains why abstractions as we know them from the natural

sciences do not occur in linguistics. It also explains why attempts at

abstraction result in idealisations, with all the consequences we have

outlined above.

If this is right, or at least in the right direction, as we believe

it is, it has important consequences for the nature and the goals of

theories in linguistics. More about that in section XI.

X Some more examples of idealisations in linguistics

The competence – performance distinction is by far not the only

example of an idealisation by means of which modern linguistics has

23We disregard the indeterministic nature of quantum physical phenomena,
because that is not relevant for the issue at hand.

24And more generally, many of the humanities and social sciences.
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defined itself as a scientific discipline. Many of the consequences

indicated in section III appear to have characteristic features of ide-

alisation, and not those of abstractions.

The idea of language as an infinite object, for example, is closely

related to the competence – performance distinction. Modelled after

concepts from the formal sciences (mathematical logic, mathematics,

computer science)25 this idea is based on the assumption that actual

limitations on the use of, for example, embedding constructions (in

terms of memory limitations, finite computational resources, and so

on) are not intrinsically part and parcel of what language is. So

what can be observed in reality, viz., that such limitations exist,

is not considered to be an actual feature of the object ‘language’,

but is taken to be ‘merely’ the result of intervening factors that as

such are not intrinsically tied to the object. Language as we can

observe it in actual use (in production and in interpretation) is a

phenomenon in which unlimited recursion does not occur. Yet, it is

being transformed into an ontologically different kind of object, for

which there is no limit to recursive processes.26

Another example that was already mentioned is the characteris-

tic, and almost exclusive, emphasis on written language. This also

relates to the modelling of the object of modern linguistics on con-

cepts from the formal sciences.27 From a certain perspective the

emphasis on written language seems quite justified: from a practical

point of view written language is an object that is much easier to deal

with than spoken language. Before the advent of sound registration

equipment writing was the only tool that could be used to collect

speech and to share observations and analyses of it. In that light,

traditional grammars can be considered as compact, codified reports

on what could be observed in the field: speech. This is clearly a

non-ideological, practical use of a methodological constraint. How-

ever, in modern linguistics such practical considerations are clearly

25Cf., the afore-mentioned book by Tomalin (Tomalin, 2006).
26Cf., Fitz (2009) for extensive discussion, and a neural net model that is able

to learn limitations of embedding constructions without an appeal to recursion.
Cf., also Pullum and Scholz (2005).

27Cf., e.g., Harris (2000) and the already mentioned Kraak (2008) for extensive
discussion.
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not the only, or even the most important ones. The emphasis on

written language also serves to treat ‘language’ as a well-defined,

clearly delineated object. Speech is momentary, context-dependent,

and seldom comes alone: prosody, gestures, facial expression, simul-

taneous interactions with elements of the non-linguistic context, it

all occurs and happens at the moment of speaking, and that makes

it difficult28 to isolate as an object of study. Of course we can distin-

guish between sound and other components, but in particular when

questions of meaning and interpretation are at stake that is in many

cases not the relevant distinction: all components may contribute to

the determination of what is being said. Hence, in so far as writ-

ten language simply ignores these components, the transition from

language as speech to language as writing is a clear example of an

idealisation.

Along with this idealisation come yet others. One of them is

the idea that competent language users can be considered as ‘disem-

bodied’ individuals. Of course, embodiment is an essential property

of human subjects, and moreover one that is in many respects con-

nected with their being linguistic creatures. The body not only is

an important intermediary with our physical environment,29 it also

plays a crucial role in determining the contents of large parts of our

mental vocabulary, and it is a reservoir of all kinds of knowledge

and abilities that are an integral part both of our linguistic com-

petence, and of the way in which, and the ends to which, we use

language. But neglecting embodiment has more effects than leaving

out these essential features. The idealised competent language user

whose linguistic competence is the central object of study of mod-

ern linguistics, is not just accidentally a disembodied subject, it is

principally without a body. As was already noticed above, nothing

in a theory about the resulting entity contains any lead as to how

embodiment might be ‘added’ to it: the theory about the competent,

disembodied language user is supposed to be a complete theory of

28And according to some even impossible; cf., Wittgenstein’s concept of a ‘lan-
guage game’ that explicitly united both verbal and nonverbal elements (Wittgen-
stein, 1967, section 7).

29Something that is revealed in language in many ways, for example in spatial
indexicality.
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human linguistic competence. From that perspective embodiment is

not some real phenomenon from which we abstract, but an irrelevant

property of human subjects.

A last example concerns semantics and pragmatics as branches of

linguistic theory, and the central role played by the concept of ‘propo-

sitional content’. The dominant paradigm here relies on a principled

distinction between propositional content as semantic meaning, and

the use of expressions with such contents that results in pragmatic

meaning. With the distinction comes a hierarchical relation: propo-

sitional content is independent from pragmatic meaning, whereas the

latter needs the former as the base from which it is derived. This

is the Gricean model and certainly within linguistics it is still the

most used one.30 In the philosophical literature the distinction as

such has been subject of some debate.31 However, what is relevant

to note here is that ‘radical contextualism’, the view that rejects

the distinction, does not seem compatible with the goals of mod-

ern linguistics. And that indicates that the concept of propositional

meaning as such is yet another example of a construction that is not

so much an abstraction as an idealisation.

XI Consequence of idealisation

We hope that the foregoing discussion has made clear that the re-

lationship between, on the one hand, the objects of study that mod-

ern linguistics has constructed via idealisations, and, on the other

hand, language and linguistic competence as everyday, observable

phenomena, is a complicated one, to say the least. This is something

that Chomsky seems to recognise as well, as the following passage

from Chomsky (1995, p. 20) shows:

At the conceptual-intentional interface [between sound-meaning pairs
of I-language and actual language use] the problems are even more
obscure, and may well fall beyond human naturalistic inquiry in
crucial respects.

30Of course there are different views on what exactly the propositional content
of an expression is, on how it is to be determined, and, consequently, where
exactly the dividing line between semantics and pragmatics is to be drawn. But
those discussions still operate within the assumption that the distinction, and
the hierarchical relation between the two concepts of meaning, make sense.

31Cf., various contributions in Preyer and Peter (2007).
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The construction of competence and the accompanying concept

of an I-language (roughly, the ‘internal language’ which the idealised

competent language user ‘cognises’) has distanced the object that

according to Chomsky is the proper object of study so far from

everyday language and its users that, as he himself acknowledges

in this passage, it is not even clear which problems need to be solved

in order for us to be able to relate them again. To put it differently,

not only is there no bridging theory, it is not even clear what that

theory is supposed to do. No doubt this aporetic situation is a direct

consequence of the fact that it is not clear at all whether the idealised

object puts any empirical constraints on such a theory, and if it does,

what these might be.

To those who are primarily interested in language as an empiri-

cal phenomenon Chomsky’s conclusion will no doubt sound quite de-

featist. But Chomsky sees things differently. That, too, is clear from

the passage just quoted: it is shown by his use of the qualification

‘naturalistic’.32 The use of this term reveals both a background ideol-

ogy and an escape from this apparent impasse that Chomsky deems

possible. What Chomsky aims at is not just some theory of language

and linguistic competence, but one that is naturalistic through-and-

through. Language and linguistic competence, as Chomsky sees it,

are purely natural phenomena, of the same stature and nature as

other human biological capacities and phenomena. For Chomsky

the notorious claim ‘Language is an organ’ is not a metaphor (useful

or not), but a factual statement. In the same way, and for the same

reasons, that we study the human perceptual apparatus, the human

motor system, and other biological capacities, with the means of the

natural sciences, we can not but study human linguistic competence,

and hence human language in the same manner.

So what motivates the idealisations Chomsky defends, is, as we

have indicated before, a ideological position with regard to science

and scientific method. It is scientistic naturalism, plain and simple.33

That such a choice for a strictly naturalistic methodology actually

brings about a fundamental shift in ontology, is a consequence that

32As for the qualification ‘human’ in ‘human naturalistic inquiry’: we don’t
need to take that too seriously, we think.

33Cf., also Lappin et al. (2000) on this issue.
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Chomsky is apparently willing to accept, as the following passage

from Hauser et al. (2002, p. 1570) shows:

The word ‘language’ has highly divergent meaning in different con-
texts and disciplines. In informal usage, a language is understood
as a culturally specific communication system [. . . ] In the vari-
eties of modern linguistics that concern us here, the term ‘language’
is used quite differently to refer to an internal component of the
mind/brain [. . . ] We assume that this is the primary object of in-
terest for the study of the evolution and function of the language
faculty. [emphasis added]

But we do well to note that in this passage more is at stake than

accepting the consequence that a naturalistic approach of language

and linguistic competence studies a different object than another,

more humanities-based approach. Apparently, the point is not to

state that there are two (or more) alternative methodologies that we

can choose from (and that we perhaps may provide arguments for

a particular choice). Rather, what is claimed is that there is only

one scientific approach possible in the first place, viz., the naturalistic

one. Language and linguistic competence as they present themselves

to us in real life, in observations about actual language use, simply

are not phenomena that qualify for a scientific investigation.34

A last observation concerning the position that is defended here

by Chomsky and his associates concerns the scope of the resulting

theory. That the linguistic competence of human is rooted also in

aspects of their biology is something no-one would doubt. That is a

minimal rejection of an ontological dualism that seems quite gener-

ally accepted. The real question whether a theory that reduces the

relevant core concept to biological entities and that accepts only a

naturalistic methodology, will be able to come up with insightful ex-

planation of properties of the original object of study. As the passage

just quoted also illustrates, that seems to be a goal that Chomsky

c.s. apparently are not willing to give up on. Their concern is ‘the

34It is also interesting to note that in this passage the authors speak of ‘the
varieties of modern linguistics that concern us here’. Apparently, the present-
day diversity of approaches (cf., section II) is something that the authors do
acknowledge, if only by stating that alternative approaches do not ‘concern’ them.
Cf., also footnote 14.

32



M. Stokhof and M. van Lambalgen

study of the evolution and function of the language faculty’ [empha-

sis added]. Despite the pessimism that Chomsky displayed in the

earlier cited passage from Chomsky (1995), the ambition to account

for the function of language has not been abandoned, it seems. But

in view of the ontological rift that the idealisations that are used

have created, it certainly appears doubtful that this ambition can be

realised.

XII Consequences of these consequences

What are the consequences for linguistics when its object of study

is constructed via idealisation? Of course, it is not possible to answer

this question fully and definitively. But what is clear is that the

approach that modern linguistics has pursued over the last decades

runs into a number of serious difficulties, difficulties that by the way

also provide a partial explanation for the curiously diversified state

in which linguistics finds itself today (cf., section II).

As was argued in the above in some detail, idealisation results in

an ontological shift and creates an additional epistemological task,

viz., the formulation of an adequate bridging theory. This leads

to a number of problems. First of all, empirically motivated ade-

quacy criteria for the bridging theory are very hard to come by: the

idealised object itself does not deliver them, and observations with

regard to the original phenomenon can not function as such without

further ado. This is a characteristic feature of idealisation, since,

as we have seen, abstraction does not run into this problem. The

second problem, which is an immediate consequence of the first one,

is that there is a serious lack of empirical validation of the theory

about the idealised object. Apart from the fact in the case of lin-

guistics the original phenomenon is hard to fit into an experimental

design, there is the problem that, without an independently verified

bridging theory, no theory about the idealised object will lead to

predictions that can be tested on the original phenomenon (via ob-

servation or by other means). And thirdly, as a result of that, the

intuitive plausibility of the theory is seriously hampered.

Looking at the state of the art in applied linguistics, we see the

consequences of this problematic situation clearly emerging. As the

theoretical models of the generative tradition, based as they are on
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the notion of a grammar as a system of explicit rules, failed to de-

liver in applications such as machine translation, question-answer

systems, and the like, people started to use other constructions of

central concept such as ‘language’, ‘meaning’, and so on. Often these

new constructions were based on stochastic properties and patterns

derived from large corpora of actual text (and, later, speech). These

constructions were based on other, often less far-reaching idealisa-

tions, i.e., they stayed closer to the original phenomenon and hence

were more amenable to empirical testing. This development, how-

ever, is clearly motivated and steered by practical, pragmatic consid-

erations, rather than by theoretical and explanatory ones. Theory,

so it appears, lags behind practical application, which is also why

we can observe a certain proliferation of theoretical models that are

strongly influenced by very concrete, often also quite limited prac-

tical applications. To that extent, we might say that theory has

become ad hoc.

In other contexts where linguistics touches on empirical research,

another trend is visible. Language and linguistic competence are

also important objects of study in the rapidly developing cognitive

neurosciences. Inspired by a long tradition of psycholinguistic re-

search, in particular research on language disorders, linguists have

taken up the challenge provided by new, non-invasive techniques of

studying the brain. The problems that occur here are partly related

to the strongly naturalistic and reductionistic nature of a lot of neuro-

physiological and brain research, partly they are due to the inherent

limitations of the kind of experiments that the new techniques allow.

One of the consequences is a reinforcement of the kind of idealisation

that we have discussed in the foregoing, in particular the individual-

istic nature of the competent language user, and an accompanying

diminishing possibility of linguistic theory to come up with leading

hypotheses and testable predictions.

XIII Conclusions

What conclusions can be drawn from these observations? Obvi-

ously, more research into the way in which linguistics, especially in its

present-day diversity, copes with its central concepts, is needed. But
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one question will be central: Is naturalism in linguistics a methodol-

ogy that is forced upon us by the nature of the phenomena it studies?

Or is it a choice? The observations and considerations put forward

in this paper strongly suggest that the latter answer is the correct

one: the naturalism that is so characteristic for modern linguistics, in

particular, but not exclusively, for the generative tradition, is based

on a scientistic ideology. Note that as such, that does not imply that

the resulting methodology is necessarily the wrong one. (It could be

the right choice made for the wrong reasons.) But it does show along

which lines further research in this area should be conducted: it is the

consequences of this choice that need to be thoroughly scrutinised.

Should it turn out, as we strongly suspect it will, that the ide-

ologically motivated choice for naturalism severely hampers the ex-

planatory power of the resulting linguistic theory, then that by itself

provides a clear pointer to the direction in which one may look for

alternatives. For that a naturalistic approach that is not ideologi-

cally motivated may lead to interesting and, to some extent, testable

results is shown by various alternative theoretical frameworks that,

partly as a response to the deficiencies of work done in the generative

tradition, have been developed over the last decade or so. Examples

are cognitive linguistics35, stochastic linguistics,36 and approaches in

which neuronal models of language acquisition and language use are

studied.37
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I Introduction

A common way of spelling out a factualist conception of mean-

ing, what appears to be the canonical option, is Semantic Realism.

I shall not discuss Semantic Realism in general, but a crude version

of it, one that holds that there is 1) exactly one relation between

proper names and objects (the word-referent relation), 2) that this

relation is paradigmatic for semantics, and 3) that the relation is

not normative, i.e., does not entail what one should say if it holds.

According to this view, the prime fact about meaning is the word-

referent relation which Frege had introduced for complete expressions

minus a specific conception of linguistic normativity that often goes

together with it. In the first section, Semantic Realism and linguis-

tic normativity will be introduced in George Wilson’s (1994) terms.

Crude Semantic Realism will then be explained as a departure from

these specific notions. The second section will present linguistic con-

siderations against it. The third section will present philosophical

considerations which attempt to show that Crude Semantic Realism

cannot fully explain the fundamental character of meaning. The

fourth, and last, section draws a moral for the agenda of Semantic

Realism.
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II A Guide to Descending into Crude Semantic Realism

In 1982 Saul Kripke presented a sceptical challenge for any possi-

ble conception of meaning (Kripke, 1982). He argued that the chal-

lenge can be gathered from various writings of Ludwig Wittgenstein

and that there is also a solution for the challenge. The ’sceptical’ so-

lution that Kripke presents us with has usually been read as a form of

non-factualism about meaning. Colin McGinn (1984), Paul Boghos-

sian (1989) and Crispin Wright (1984; 2001, ch 4) have championed

this reading and Alexander Miller (2009) has resourcefully defended

its general gist against George Wilson’s dissenting view by present-

ing an amended non-factualist reading. The present discussion does

not depend on details about Kripke’s challenge, his solution, or the

debate it has produced. Rather, it will take the intuition behind the

dissent and independently assess a specific elaboration of it.

George Wilson (1994) has argued that Kripke’s solution features

a factualism about meaning. The reason why the standard reading

is wrong is because it fails to identify the exact target of the sceptical

challenge. At the heart of Wilson’s alternative reading lies the view

that Kripke’s sceptic assumes Classical Realism about meaning-facts,

whereas Kripke’s Wittgenstein does not. In other words, Kripke’s

Wittgenstein uses the sceptical challenge to reject Classical Realism,

which Wilson (1994, p. 244) exemplifies as follows—call this instance

‘Semantic Realism’:1

Let ‘a’ denote an object o, ‘φ’ a property φ and let F be the (pos-
sible) state of affairs of o’s being φ. Then:

(1) ‘a is φ’ is true if and only if F obtains

The reason why, according to Wilson (1994, p. 239), Kripke’s

Wittgenstein wants to reject Semantic Realism is because it leads

to a substantial scepticism together with the intuition that meaning

is normative. The Classical Realist has the following conception of

linguistic normativity—call it ‘Ns’:

1Note that I have changed Wilson’s notation. I am indebted to Kai Büttel
for suggesting the alternative, he also helped improving the notation of the other
definitions.
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If X means something by a term ‘φ’ or ‘a’, then there is a set of
properties P1 . . . Pn of at least one o in the domain that govern the
correct application of ‘φ’ or ‘a’ for X.

The reason why linguistic normativity and Semantic Realism go

together well is that the normativity thesis explains what is special

about the relation between word and referent: the relation governs

correctness and, ultimately, explains meaning because meaning is

inherently normative, i.e., the properties governing correct applica-

tions entail prescriptive rules for applications of terms. Furthermore,

only because of the fact that meaning is inherently normative does

the word-world relation turn out to be primitive, for prescriptions

are commonly assumed not to be reducible to descriptions.

It does not matter for present purposes how Ns and Semantic

Realism give raise to a sceptical challenge and whether this is an

accurate reading of Kripke (or Wittgenstein). What is important

is that one might want to preserve some form of Semantic Realism.

After all, ‘The banana is green’ is true iff the banana is green and false

if, for example, it is already yellow (or brown). One might find this

intuition very powerful and, therefore, accept that Ns does not hold

in order to save it from scepticism. This amounts to Crude Semantic

Realism—the position that Classical Semantic Realism is true and

that meaning is not normative, that Ns is false if it is read as entailing

any prescriptive rules. The resulting position is crude, because it

dispenses with the idea that the word-referent relation is primitive

due to the normativity of meaning. The question then is whether

Crude Semantic Realism can, without significant alterations, make

sense of the word-referent relation in a way that is substantial enough

to fully explain meaning. Before we come to that assessment, let me

introduce a proposal that classifies as Crude Semantic Realism.

Paul Boghossian (2005) and Anandi Hattiangadi (2006, 2007)

have, amongst others, forcefully argued against the normativity of

meaning and have, thus, adopted Crude Semantic Realism. Only

Hattiangadi’s proposal will play a role here in order to keep the

argument concise and illustrate the general strategy against Crude

Semantic Realism.

Hattiangadi (2007, pp. 179–180), after having presented an in-

sightful discussion of most of the debate on the fundamental issues
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that Kripke had raised, introduces a distinction which, if applied

to Wilson’s definition of linguistic normativity, reveals an ambiguity.

The word ‘govern’ in Ns can mean two things: 1) X applies ‘φ’ or

‘a’ correctly, 2) X should apply ‘φ’ or ‘a’ correctly. On the first read-

ing it implies, at best, a constitutive rule, while it clearly implies a

prescription on the second reading. On Hattiangadi’s view, the first

reading is plausible, but the second one has a bogus result: scepti-

cism about meaning. To get rid of prescriptive rules in semantics,

she introduces a new notion, one which only allows constitutive rules:

‘Linguistic Norm-Relativity’:2, 3

(2) X means φ by ‘φ’→∀o(X applies ‘φ’ correctly to o ↔ o is φ)

As far as the sceptical challenge is concerned, Hattiangadi seems,

for reasons not to be rehearsed here, warranted in assuming that

Crude Semantic Realism is a plausible conception of meaning.

So far, Crude Semantic Realism has been introduced and the

motivation for it has been sketched. An assessment on independent

grounds follows in the next two sections. The leading question is: can

Crude Semantic Realism make sense of the word-referent relation in

a way that is substantial enough to fully explain meaning?

III Spanish DOM and Japanese Occurrence

In order to formulate the linguistic considerations against Crude

Semantic Realism, more details on Hattiangadi’s position are needed.

It seems useful to start with her general reasons for rejecting seman-

tic non-factualism. The worry here is that it is hard to make sense

of a substantial conception of meaning without basing the idea that

somebody means something on the assumption that ’the judgements

or statements of our semantic discourse [i.e., the practice of ascribing

meaning] are legitimate in some sense—either true in a weakly defla-

tionary sense or justified’ (Hattiangadi, 2007, p. 102). After all, if it

was not usually the case that people are right in meaning something

2From here on I shall only talk about the application of predicates like ‘φ’ to
properties, I assume that the lessons for naming can easily be draw from this.

3Note that I have altered Hattiangadi’s notation as well.
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rather than nothing, one could hardly claim that the underlying con-

ception of meaning was substantial enough, because meaning any-

thing, then, would be arbitrary. In other words, without anything

like Linguistic Norm-Relativity or another conception of correctness,

a notion of meaning can hardly be said to be interesting at all.

Semantic non-factualism must, thus, appear incoherent, as it

seemingly requires a notion of correctness without presupposing that

there is anything that can be correct or incorrect beforehand. There

must be a content that can be true or false behind every statement

or judgement in semantic discourse if semantic discourse is not to be

arbitrary. Hattiangadi is therefore committed to the idea that judge-

ments and statements always have a semantic content, one that can

be true or false. So far so good.

Consider what she says about judgements. In her discussion

of answers to the sceptical challenge she assesses Crispin Wright’s

judgement-dependent account of meaning and intention (cf. Wright,

2004), according to which the extension of the truth-predicate for

claims about what we mean or intend depends on the form of judge-

ment we base these claims on. Such judgements are therefore called

’extension-determining’. Her objection to this proposal is as follows:

The problem, quite simply, is that Wright appeals to my judge-
ments, and the sceptic can always question the contents of those
judgements. The sceptic can accept that John’s intention to [θ] is
constituted by his judgement that he intends to [θ], she can still
ask what makes it true that John judges that he intends to [θ] (Hat-
tiangadi, 2007, p. 159).

Hattiangadi supposes here a difference between the constitution

of semantic content and its actual interpretation, the truth (or false-

hood) of any ‘θ’ that has semantic content. This amounts to the

claim, if seen together with the definition of Semantic Realism, that

semantic content must be constituted independently of what is actu-

ally true.4 In other words, there is a semantic content which refers to

states of affairs in virtue of containing names and predicates which,

considered by themselves, refer to objects and properties—reference

4See also Hattiangadi (2007, pp. 12–13) where she explicitly makes the inde-
pendence claim.
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(the word-referent relation) is the bridge between the two uncon-

nected shores: content and states of affairs. On that view, an a

priori covariation of some judgement that one intends to θ (or any

other candidate content of judgement) and some states of affairs, as

Wright proposed, is never licit.

Now, Wright claims that there is a class of judgements for which

there is no difference between constitution of content and interpreta-

tion of content. Such a content must, under ideal circumstances, be

actual if it is possible at all—which is to say that it must be neces-

sary. If there are necessarily true judgements, the constitution of the

semantic content and its interpretation happen at once. Compelling

examples, ideally not restricted to any idiosyncratic philosophical

account of judgement (such as Wright’s), are needed to suggest that

there is more about semantic content and, thus, meaning, than Crude

Semantic Realism can handle. Finding such examples and arguing

for their relevance will require a few linguistic examples:

(3) Jorge
George

besó
kissed

a
to(dom)

Lućıa
Lucia

“George kissed Lucia”

(4) Pedro
Peter

besó
kissed

el
the

retrato
picture

“Peter kissed the picture”

(5) Kasa
Umbrella

ga
(subject-marker)

arimasu
there-is

“There is an umbrella”

(6) Neko
Cat

ga
(subject-marker)

imasu
there-is

“There is a cat”

The linguist George Bossong has introduced the concept of ‘differ-

ential object marking’ (dom), a linguistic feature of more than 300

languages (Bossong, 1984). Examples (3) and (4) are well-formed

sentences in Spanish. (3) contains the dom ‘a’ which marks ‘Lućıa’

as a living being, (4) does not require such a marker, because pic-

tures are not living beings. If Lucia was a sports car, there would
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be no marker in (3) either. Of relevance here is that every semantic

content has a syntactic structure, it must be (at least) well-formed

to be true or false. In both examples, the well-formed sentence con-

veys semantic information to anybody who understands Spanish by

using one grammatical form rather than another. In the Japanese

sentences (5) and (6) we find a similar grammatical feature. The oc-

currence of living beings (such as cats) requires the predicate ‘imasu’,

while the occurrence of an object requires ‘arimasu’.5

Based on such examples, philosophers of language and theoretical

linguists rooted in recent developments of Chomskian grammar have

argued that such grammatical findings do tell us something about

conceptual capacities.6 They argue that the conceptual capacity to

distinguish, for example, between living and non-living beings is a

feature of our grammatical capacities. More specifically, Wolfram

Hinzen (2007) has argued that certain lexical items, amongst which

we may want to include the predicate ‘living being’, have an internal

structure which determines how the item is to be combined with

others when well-formed expressions in a language are built, but

that structure itself is said to have no compositional semantics—i.e.,

it must be taken as primitive. I shall explore this line of thought

with as few Chomskian assumptions as possible in order to come up

with a counterexample to Hattiangadi.

Since Noam Chomsky’s first mention of language acquisition in

relation to grammatical form (Chomsky, 1965), it has become in-

creasingly well corroborated that grammatical features are, by and

large, innate. But what does ‘innate’ mean here? The notion does

not require much work if we follow Gabriel Segal:

The work is done by the negative clause: ‘not acquired by a psy-
chological process’. Thus empiricists propose that their chosen ex-
planandum is acquired by: induction, abduction, deduction, per-
ception, statistical inference, conditioning etc... Nativists, say: no,

5Note that trees and plants in general do not count as living being when it
comes to the grammatical distinction between animate and inanimate objects.
One might, thus, prefer to say that there is a grammatical distinction between
sentient and non-sentient beings. I shall, however, not make use of those terms.

6I write from a minimalist point of view as introduced in Lasnik and
Uriagereka (2005), but I hope that other views associated with Noam Chomsky
find that my arguments pass muster.
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it was acquired some other way. It has to be considered primitive
from the psychological point of view—something that we assume
that the learner has before the process of learning begins. If alien
scientists programmed us with UG [Universal Grammar] when we
were foetuses, then I take it that nativists come out as more nearly
right than empiricists (Segal, 2008, p. 91).

If this is true, dom and any other grammatically realised animate-

inanimate distinction like the ’imasu’/’arimasu’ distinction in Japanese

are innate as well, because they are grammatical features. The argu-

ment for this is standard (this is an adapted version of the argument

in Segal, 2008):

1. All normal first-language speakers of Spanish and Japanese

acquire dom or the ‘imasu’/‘arimasu’ distinction during their

childhood.

2. Children acquire dom or the ‘imasu’/‘arimasu’ distinction via

general purpose learning mechanisms (viz. induction, abduction,

deduction, perception, statistical inference, conditioning) or those

features are, at least partially, innate.

3. The stimuli are too poor to provide children with the empirical

basis sufficient for acquiring dom or the ‘imasu’/‘arimasu’ distinc-

tion.

4. Children do not learn dom or the ‘imasu’/‘arimasu’ distinction

via general purpose learning mechanisms.

5. dom or the ‘imasu’/‘arimasu’ distinction are, at least partially

innate.

The reason why premise 3 holds is that the evidence for syntactic

structures in general is strong enough that it seems safe to assume it

true for dom or the imasu/arimasu distinction.7 Now suppose that 1)

syntax constrains referring expressions, because only well-formed ex-

pressions can refer at all and that 2) a syntactic distinction between

living and non-living beings will inform every explicit reference to

7See (Boeckx, 2006, §2.3) for a general wording of the argument and a bibli-
ography.
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living and non-living being. Under these assumptions, we can hold,

tentatively approximating Hinzen’s position, that the conceptual ca-

pacity to distinguish between living and non-living is somehow in-

scribed into the innate capacity to build grammatically well-formed

sentences. It does not really matter if the conceptual distinction has,

maybe even after a genuine learning process, informed the lexicon

from which the syntactic operations construct grammatical sentences

containing dom or the ‘imasu’/‘arimasu’ distinction. What matters

is that the conceptual distinction informs the generating process of

linguistic content without any influence from experience during the

generating.

This amounts to the commitment that there are two categorically

different ways of referring to objects: one relates a name and a living

being (e.g., ‘neko’ and cats), the other a name and an object (e.g.,

‘kasa’ and umbrella). It also entails that the syntactic distinction is

innate in native speakers of English, even though it does not show up

in the structure of actual sentences in English. How does that help

in finding a counterexample for the conception of judgement that is

implied by Crude Semantic Realism?

If the linguistic consideration is correct, expressing the thought

‘The cat is a living being’ in any language is, under the assumption

that ‘The cat’ actually refers, the sort of counterexample we need.

Grammar tells us that forming a sentence about any cat must in-

volve that cats are living beings; if the predicate is ‘is a living being’,

the sentence is true in virtue of its grammatical form whenever its

subject ‘The cat’ actually refers to a cat. Meaning that the cat is

a living being by saying so is a case which Crude Semantic Realism

cannot handle, because it poses an a priori independence between

constitution of content and its interpretation. It is the sort of coun-

terexample needed against Hattiangadi.

The linguistic examples and their interpretation suggest that sen-

tences are not only true because they successfully track states of

affairs (and simply reflect them). It seems that truth does also de-

pend, at least partially, on a structural affinity between sentences

and states of affairs: of actual cats being living things in every state

of affairs and in every linguistic content we form in order to refer to

actual cats.
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The problem for Crude Semantic Realism is clear: by stripping off

all normative force from the word-referent relation it became possible

to relocate the source of correctness in the syntactic constitution of

semantic content and states of affairs rather than in their relation.

Doing so showed us that there are meaningful sentences, like ‘The

cat is a living being’ (when referring to an actual cat), where we

cannot uphold the sort of independence between content and states

of affairs upon which any Semantic Realism is built. We can now

argue that Crude Semantic Realism cannot explain the meaning of

certain grammatical sentences which obviously do have a meaning.

I shall elaborate this point in the next section.

IV Explaining the Possibility of Meaning

Meaning φ by saying ‘φ’ can be explained in different ways. It

was assumed here that trying to find the right meaning-facts is a

good strategy. Crude Semantic Realism adduces one sort of fact:

meaning φ by ‘φ’ amounts to whether ‘φ’ refers to a property which

is part of a possible state of affairs that actually obtains or not. The

crucial word here is ’refers’. Any spawn of Classical Realism gives

reference a prime role.

How does Crude Semantic Realism explain meaning? The expla-

nation it proposes seems to be complete once one has a conception of

reference which does not entail any normative properties or relations

and according to which reference is supposed to be primitive and also

the right meaning fact. Does this suffice? The crucial point is that

it can be questioned whether this view can account for the consti-

tution of semantic content and the state of affairs it corresponds

to: reference presupposes that there is a ‘φ’ which can be related

to some property which partakes in a (possible) state of affairs. In

other words, by assuming that reference is primitive, Crude Seman-

tic Realism cannot explain how reference is possible at all: it cannot

fend of calls for reducing reference to some further fact, as claiming a

primitive notion of reference is not based on the claim that meaning

is normative and, hence, irreducible. Now, under the assumption

that there is no such thing as semantic normativity, any explanation

of how ‘reference’ is be understood here would contain an account of
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what can be related and how such a relation works—but it turned

out (in section 2) that different things are related in different ways.

Suggesting, as the definition presented in section 1 does, that some

paradigmatic sort of word referent relation is the right prototype

does, hence, not suffice.

Crude Semantic Realism is no full-fledged factualism about mean-

ing, because it does not offer us a story about how the (allegedly)

relevant meaning-fact constitutes meaning. The argument that deny-

ing this leads to a contradiction is rather simple (note, premise 4

results from the interpretation of the linguistic consideration):

1. Crude Semantic Realism is a factualism about meaning.

2. Every factualism about meaning assumes some basic fact.

3. Classical Semantic Realism assumes reference as the basic fact.

4. Reference in Crude Semantic Realism is not a basic fact, because

it must partially rely on how linguistic content is syntactically

constrained.

5. Therefore, Crude Semantic Realism is not a Classical Semantic

Realism.

6. Therefore, Crude Semantic Realism is not a factualism about

meaning.

The way out is to provide a suitable basic fact. I have, follow-

ing Hinzen, suggested that working out the syntactic constraints on

the correct application of terms can turn out to close the gap. A

positive account of how linguistic content is generated can explain

the structural affinities between content and states of affairs that

the realistic doctrine of independent constitution has problems with.

Meaning-theories based on an understanding of generative syntax

are readily available and it is unclear why the Crude Semantic Re-

alist should not want to join that camp.8 If such an assimilation is

8Cf. Larson and Segal (1995) for how to assimilate truth-conditional semantics
to Universal Grammar. See also Pietroski (2005) for a more recent proposal.
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accepted and worked out in detail, some refined version of Seman-

tic Realism might become possible—but choosing a crude version as

one’s starting point misses the real issue.
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I Introduction

It is widely held that truth and reference play an indispensable

explanatory role in theories of meaning. By contrast, so-called de-

flationists argue that the functions of these concepts are merely ex-

pressive and never explanatory. Robert Brandom has proposed both

a variety of deflationism—the anaphoric theory—, and a theory of

meaning—inferentialism—which doesn’t rely on truth or reference.

He argues that the anaphoric theory counts against his (chiefly re-

ferentialist) rivals in the debate on meaning and thereby paves the

way for inferentialism.

In this paper, I give a friendly reconstruction of anaphoric de-

flationism (section II) and point to a distinguishing feature of the

theory with respect to other deflationist proposals. While Brandom

simply assumes, but doesn’t earn this feature, I propose a natural

argument to justify it (section III). Then, however, I point out a

subtle but clear sense in which truth and reference can play a role

in explaining meaning, even if the anaphoric theory holds. Thus,

anaphoric deflationism will turn out to be neutral in the debate on

meaning (section IV).
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II Anaphoric deflationism

While there is some disagreement over how best to define de-

flationism, I take it that the most fruitful proposal relies on distin-

guishing two kinds of questions (compare Armour-Garb and Beall

2005).

The substantial questions What is truth? What is reference?

The functional questions What is the conceptual role of truth

and the linguistic role of ‘true’ and related expressions? What

is the conceptual role of reference and the linguistic role of

‘refers to’ and related expressions?

Traditionally, philosophers take both kinds of questions seriously.

They give an account of what truth and reference are, and then

employ this account to explain their role in thought and talk. I will

call these proposals ‘substantial theories of truth and reference’ or

‘substantivism’. By contrast, deflationists think that asking what

truth and reference are is at least uninteresting and maybe even

deeply misguided. Rather, answering the functional questions is the

only interesting thing to do. In shrugging their shoulders at the

substantial questions, deflationists are local metaphysical quietists:

As for the alleged nature of truth and reference, they don’t undertake

any ontological commitment whatsoever.

Deflationary theories differ in how to make sense of the functional

roles of truth and reference. As its name already reveals, the ana-

phoric theory relies on anaphoric mechanisms. 1 That is, it relies on

relations between linguistic expressions that allow some expression

tokenings, anaphoric dependents, to anaphorically inherit the mean-

ings of other expression tokenings, anaphoric antecedents. Pronouns

are paradigmatic examples for anaphoric expressions. Consider the

following example.

(1) Even though a friend of mine strongly believes in him, she

could never convince me to believe in God myself.

1For the original presentation and development of the theory, compare Grover
et al. 1975, Brandom 1984, 1988, 1994 and 2002.
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Here, the tokening of ‘she’ is anaphorically dependent on its an-

tecedent ‘a friend of mine’. It inherits its meaning by referring back

to that antecedent. Also, the tokening of ‘him’ is dependent on its

antecedent ‘God’. In this case, the anaphoric dependent refers forth

to that antecedent and thereby inherits its meaning.2

II.1 Truth

The main idea of the anaphoric account of truth is to treat com-

plex expressions formed with expressions like ‘is true’ as prosentences.

When concerned merely with truth and not with reference, anaphoric

deflationism is therefore also often referred to as ‘prosententialism’.

Prosentences are anaphorically dependent sentences that inherit

their meanings from other sentence tokenings. Truth talk, the claim

goes, does not involve attributions of a property to, say, sentences

or propositions. Rather, truth talk relies on a unique anaphoric

prosentence-forming operator.

Consider the following example of ordinary truth talk.

(2) Sarah’s self-description is true.

(2) is understood as a prosentence which inherits its meaning from

a claim by Sarah, a sentence tokening picked out by the expression

‘Sarah’s self-description’. For example, in a context where Sarah has

said ‘I am a maverick’, (2) means

(3) Sarah is a maverick.

Other instances of truth talk add a quantificational dimension to the

story. For example, (4) is understood as (5) and (6) as (7).

(4) Some of these provocative remarks are actually true.

(5) There are some sentence tokenings ‘t’ such that (i) ‘t’ is among

these provocative remarks, and (ii) actually, t.

(6) Everything John just said is true.

2Linguists call the latter phenomenon ‘cataphora’ and reserve the term ‘anaph-
ora’ for ‘forwards’ cases like the former. Cataphora and anaphora are, in turn,
subclasses of endophora. Thus, strictly speaking, the theory is endophoric rather
than anaphoric.
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(7) For all sentence tokenings ‘t’, if John just said ‘t’, then t.

Given the occurrence of the variables both inside and outside of quo-

tation marks, the quantifiers have to be understood substitutionally.

Prosentences are generic. That is, any sentence tokening can be

the antecedent of a prosentence, given that it is specified uniquely,

e.g., by description or quotation. Prosentences inherit their mean-

ings from the set of their anaphoric antecedents—a singleton in ‘lazy’

cases like (2) as opposed to quantificational cases like (4) and (6).

Prosentences can occur free-standing or embedded in logically com-

plex sentences, e.g., as antecedents of conditionals.3

But what are prosentences good for? The answer is that they

enable speakers to say things they couldn’t say otherwise. For exam-

ple, one can blindly endorse or reject claims, as in (8), one can reject

one from a set of claims without specifying which, like in (9), and

one can endorse large or even infinite sets of claims in one breath, as

in (10).

(8) What the editorial of tomorrow’s Times will say is true.

(9) At least one of Brandom’s claims is false.

(10) All theorems of first-order logic are true.

Finally, the anaphoric theory also implies an important scheme:

Truth scheme ‘φ’ is true just in case φ.

The left hand side of this biconditional is interpreted as a prosentence,

and if the sentence quoted on the left is the one used on the right,

they will share their meaning by anaphoric inheritance and thereby

validate the biconditional.

II.2 Reference

The main idea of the anaphoric account of reference is to treat

complex expressions formed with expressions like ‘refers to’ as in-

direct definite descriptions. These are anaphorically dependent sin-

gular terms which inherit their meanings from other singular term

3This implies that the Liar is a prima facie admissible prosentence. Grover
(1977) has attempted a prosententialist dissolution of the Liar, but I cannot
discuss these issues here.
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tokenings. Reference talk, the claim goes, does not involve attribu-

tions of a relation between linguistic expressions and objects. Rather,

reference talk relies on a unique anaphoric pronoun-forming opera-

tor.

Take this example to help clarify the idea:

(11) What you referred to as ‘that cat’ was actually a fox.

Here, the indirect definite description ‘what you referred to as

‘that cat” inherits its meaning from the addressee’s latest tokening

of ‘that cat’. Assuming a suitable context, it is therefore a way of

saying

(12) What we saw in the garden was actually a fox.

Like prosentences, indirect definite descriptions can be used quantifi-

cationally:

(13) All of these names refer to friends of mine.

(14) I referred to Plato earlier.

Like quantified truth talk, (13) and (14) are elaborated as the fol-

lowing substitutionally quantified statements:

(15) For all singular term tokenings ‘t’, if ‘t’ is among these names,

then the one referred to by ‘t’ is a friend of mine.

(16) There are some singular term tokenings ‘t’ with the property

that (i) I uttered ‘t’ earlier and (ii) the one referred to by ‘t’

is Plato.

What are indirect definite descriptions good for? Just like prosen-

tences, they enrich the expressive resources of a language. Chiefly,

they allow for speakers to continue any anaphoric chain of singu-

lar term tokenings, as long as the antecedent tokening is specified

uniquely. This includes both tokenings of a type-substitution invari-

ant expressions, such as proper names, and expressions not cotyp-

ically substitutable, such as pronouns. Furthermore, in the quan-

tificational cases, one may use, say, (13) in order to avoid giving
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all the names in question. And one may employ (14) regardless of

whether one has used the expression ‘Plato’ or ‘Aristotle’s teacher’

or anything like that.

Finally, the anaphoric theory also implies an important scheme:

Reference scheme ‘φ’ refers to ψ just in case φ is ψ.

Changing merely what is focused on rather than its meaning, the left

hand side of this scheme is reformulated as an identity statement:

Reference scheme* The one referred to by ‘φ’ is ψ just in case φ

is ψ.

Now, the expression ‘the one referred to by ‘φ” is interpreted as

an indirect definite description which inherits its content from some

previous tokening of ‘φ’. The scheme is thereby validated whenever

the ‘φ’ quoted on its left hand side is the one used on its right.

Obviously, this includes all type-substitution invariant expressions

‘φ’, e.g., proper names.

III Anaphoric operators

On the anaphoric theory, prosentences are defined as the unique

expression type formed by the truth operator, and indirect definite

descriptions as the one formed by the reference operator. How should

these anaphoric operators be understood?

III.1 The need for demarcation

Let me elaborate why this question is crucial for proponents of

the anaphoric theory.

A standard way to support the idea, against deflationists, that

substantive accounts of truth and reference are called for, is to say

that since ‘is true’ and ‘refers to’ are predicates, there have to be

underlying properties which substantive accounts of truth and refer-

ence need to analyze. Other varieties of deflationism react to this

argument by saying that the properties in question are merely defla-

tionary or purely logical. Or they deny that there are properties at

all underlying the predicates in question. By contrast, the anaphoric

theory is more radical. It denies that truth and reference talk are
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predicative at all and holds that it involves unique anaphoric oper-

ators instead. This strategy blocks the move from language use to

properties from the outset.

Moreover, it also comes in handy elsewhere: Michael Devitt

(2002) has argued that deflationism has hidden metaphysical com-

mittments. He holds that metaphysics is “explanatory prior” to

language (Devitt, 2002, pp. 61, 63), and argues that

an anti-realist metaphysics is needed to motivate the revisionist
view of language [...]. If there were not something problematic
about the area of reality that ‘true’ [..] appear[s] to concern why
suppose that [it] does not have the standard semantics of a descrip-
tive predicate? (Devitt, 2002, p. 65)

But this complaint is based on the premise that ‘is true’ is a

predicate. Thus, if the anaphoric theory can account for truth talk

in terms of an anaphoric operator rather than a predicate, Devitt’s

criticism misfires. Analogous arguments apply to ‘refers to’.

III.2 Defining the operators

I have argued that the anaphoric theory relies heavily on the

distinction between the analysis of truth and reference talk as pred-

icative and their analysis as anaphoric. But what accounts for this

distinction? Brandom explicitly defines the reference operator and

thus distinguishes reference talk from predication. Surprisingly, how-

ever, he remains silent about the truth operator. In what follows, I

will argue that a suitable definition of the latter can be modeled on

the former.4

Brandom claims that an expression qualifies as an instance of the

reference operator % just in case it satisfies the following criterion

solely in virtue of its meaning.

Iteration condition (reference) Let [φ] be the type of φ and

([φ]) a token of the type [φ]. Then %([φ]) = %([%([φ])]).

4In a response to a paper by Mark Lance, Brandom can be read as already
hinting at this idea. But even if so, what he explicitly says about this is far from
clear (compare Brandom 1997).

58
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Using ‘refers’ as the paradigm of the reference operator % and

stipulating that this alone suffices to pick out some previous utter-

ance uniquely, the criterion states:

(17) the one referred to as ‘φ’ = the one referred to as ‘the one

referred to as ‘φ”

According to this definition, expressions like ‘the one denoted by ‘φ”

also qualify as instances of the reference operator. But expressions

like ‘the one praised as ‘φ” or ‘the one insulted by saying ‘φ” are

excluded. For example, one may pick up the meaning of a tokening

of the expression ‘this important philosopher’ by saying ‘the one

praised as ‘this important philosopher”. But saying ‘the one praised

as ‘the one praised as ‘this important philosopher”’ might well fail

to continue this anaphoric chain. Reporting and expressing praise

don’t coincide.

My proposal for an amendment of prosententialism, the ana-

phoric account of truth, is strictly analogous. I propose to treat

an expression as an instance of the truth operator ϑ just in case it

satisfies the following criterion solely in virtue of its meaning.

Iteration condition (truth) Let [φ] be the type of φ and ([φ])

a token of the type [φ]. Then ϑ([φ]) if and only if ϑ([ϑ([φ])]).

Using ‘true’ as the paradigm of the truth operator ϑ, and stip-

ulating that this alone suffices to pick out some previous utterance

uniquely, this second criterion states:

(18) ‘φ’ is true if and only if “φ’ is true’ is true.

On this definition, expressions such as ‘It is the case that φ’ or,

arguably, “φ’ is a fact’ will turn out to be instances of the truth

operator. Other expressions, by contrast, are excluded, e.g., ‘It is a

pity that φ’. For it might well be a pity that my favorite team lost

since victory would have been a great reward for a season of hard

work. But that doesn’t mean that it is a pity that it is a pity that

they lost, since their defeat’s being a pity doesn’t itself have any bad

consequences.
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III.3 The opposition to predicates

How do these criteria underwrite the claim that truth and refer-

ence talk are not predicative?

For a start, the iteration conditions would have to be reinter-

preted to fit predicative cases. A truth predicate T , for example,

would be defined as holding of any x just in case it also holds of

T (x). And a relational reference predicate R would be defined as

holding between any x and y just in case it also holds between x

and the unique z which stands in R to y. However, even if this can

be somehow made to work, the anaphoric theory rules out such an

interpretation. Let me show this for the truth operator and keep an

analogous argument about the reference operator implicit.
Take three sentences like the following.

(19) Dogs bark.

(20) ‘Dogs bark’ is true.

(21) “Dogs bark’ is true’ is true.

On the anaphoric theory, (20) inherits its meaning from (19) and

(21) from (20). Thus, they all have the very same meaning. By

contrast, if truth talk is understood as predicative, (19) is about

dogs, (20) about a sentence about dogs and (21) about a sentence

about a sentence about dogs. Thus, there is a difference in meaning

after all, a difference one may describe in terms of three levels of

semantic ascent, from non-semantic in (19) to semantic in (20) to

meta-semantic in (21). On the anaphoric theory, this ascent is an

illusion. The semantic ‘ladder’ is horizontal. Thus, the iteration

condition implies that truth talk cannot be predicative.

This last point brings out that the above iteration conditions, to-

gether with the rest of the anaphoric theory, don’t merely have to be

fulfilled solely in virtue of the meanings of the candidate expressions.

After all, the expression ‘is a quotable expression’ arguably also ful-

fills both of them in virtue of its meaning.5 Rather, the resultant

expressions, too, have to share their meanings, as their respective

roles in the anaphoric chain ensures.

5I am indebted to Miguel Hoeltje for confronting me with this example.
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This feature is often criticized: Couldn’t somebody accept that

‘Dogs bark’ is true without knowing the meaning of ‘Dogs bark’?

How, then, are these supposed to share their meanings? But it is en-

tirely possible to accept a prosentence without being able to identify

its antecedent. This is even one of the expressive advantages of the

truth operator: blind endorsements like (8) on page 55.

IV Substantivism and theories of meaning

I have argued that proponents of the anaphoric theory can coher-

ently shrug their shoulders at the substantive questions what truth

and reference consist in. However, what does this mean for the an-

swers actually proposed by substantivists and for explanations of

meaning in terms of truth and reference?

IV.1 Substantivism

I take it that substantial accounts in general can be characterized

by the claim that there is some substantial property— T , say— had

by everything and only what is true, and that whatever is referred

to by some expression stands is some substantial relation to it— say,

R. Thus, the position can be expressed as follows:

Substantivism ‘φ’ is true just in case ‘φ’ has the substantial prop-

erty T .

‘φ’ refers to ψ just in case ‘φ’ stands in the substantial relation R

to ψ.

The first and crucial thing to note about Substantivism is its logical

independence from the anaphoric theory. Recall that the anaphoric

theory validates the following schemes:

Semantic schemes ‘φ’ is true just in case φ.

‘φ’ refers to ψ just in case φ is ψ.

On the anaphoric theory, these schemes are true in virtue of the

meanings of the expressions formed with ‘true’ and ‘refers’. For

example, ‘φ’ is true just in case φ because “φ’ is true’ means that

φ. Thus, the anaphoric theory implies that Substantivism means

Substantivism*:
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Substantivism* φ just in case ‘φ’ has the substantial property T .

φ is ψ just in case ‘φ’ stands in the substantial relation R to ψ.

However, Substantivism* is a claim without any use of truth and ref-

erence talk. Thus, it should be clear that it is logically independent

from the anaphoric theory.

Mark Lance (1997) has already discovered half of this result, the

part concerning truth talk only. He concluded that

the anaphoric theory is not incompatible with any currently pop-
ular account of truth, charitably understood . . . [N]o one has yet
succeeded even in offering a theory incompatible with the anaphoric
account, much less a refutation (Lance, 1997, pp. 283, 297).

However, Lance is too quick with the expression ‘charitably un-

derstood’. If substantive accounts should be understood as maxi-

mally plausible from the point of view of anaphoric deflationism, he

is certainly right. But we should also seek a charitable reading of

the substantivists’ ideas which takes their self-description as actually

contradicting deflationism seriously.

What Lance fails to see is that Substantivism turned out to be

compatible with anaphoric deflationism because it was stated as a

purely extensional claim about expressions like “φ’ is true’ and “φ’

refers to ψ’ rather than about their meanings, or intensions. Full-

blown substantivists hold that truth and T on the one hand and

reference and R on the other don’t merely coincide, but that truth

is T and reference is R. In contrast with the above characterization

of Substantivism, this idea can be expressed as follows:

Full-blown Substantivism “φ’ is true’ means that ‘φ’ has the

substantial property T .

“φ’ refers to ψ’ means that ‘φ’ stands in the substantial relation R

to ψ.

This, however, collides with anaphoric deflationism. The iteration

conditions employed to define the truth and reference operators clearly

show that “φ’ has the substantial property T ’ is not an instance of

the truth operator, and that ‘the one standing in the substantial rela-

tion R to ψ’ is not an instance of the reference operator. Even if they
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were to fulfill thir respective iteration conditions, the resultant ex-

pressions would fail to share their meaning.6 Thus, these expressions

are predicates, the anaphoric operators are not.

Thus, there is a clear disagreement between anaphoric deflation-

ism and substantivism, after all: However the property T and the re-

lation R are understood exactly, substantivists claim and anaphoric

deflationists deny that ‘true’, ‘refers’ and cognates mean T and R,

respectively.

However, this is indeed all there is to the disagreement. In order

to reject Full-blown Substantivism, the anaphoric deflationist needs

additional arguments against T and R. And in order to reject ana-

phoric deflationism after Full-blown Substantivism has already fallen,

the substantivist needs additional arguments against its functional

anaphoric analysis of truth and reference talk. This is where their

debate should continue.

IV.2 Meaning

Let me now discuss the implications of these insights for theories

of meaning. Brandom thinks that the anaphoric theory makes it

impossible to explain meaning in terms of truth or reference. He

tries to establish this claim with what I call his Argument from

Anaphora:7

1. If the anaphoric theory is true, then truth and reference are ex-

plained in terms of anaphora.

2. Anaphora can only be explained in terms of meaning, namely in

terms of inheritance of meaning.

3. For all concepts, if α is explained in terms of β, and β can only

be explained in terms of γ,then γ cannot be explained in terms

of α.

6Colin McGinn (2002) takes up this dialectical position about truth when
he claims that the disquotational nature of truth fails to support deflationism,
but reveals its nature as “a device of ontological leapfrog”. He even defines the
substantial property of truth by something like the iteration condition.

7Compare Brandom 1994 and 2002. The literature on deflationism and mean-
ing is full of cognate arguments. Their shared structure can be made explicit by
substituting, say, ‘disquotation’ for ‘anaphora’ in the argument presented here.
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4. Therefore, if the anaphoric theory is true, then meaning cannot

be explained in terms of truth or reference.

However, this argument is far from a refutation of the idea that

substantive accounts of truth and reference can be employed to ex-

plain meaning. True, the anaphoric theory precludes truth and ref-

erence from playing any explanatory role, but it is entirely neutral

on what substantivists claim truth and reference consist in. If the

anaphoric theory is correct, the substantivist has to sacrifice Full-

blown Substantivism, but nothing more. When claiming that truth

and reference explain meaning, one can simply give away the words

‘truth’ and ‘reference’, but maintain that the substantial properties

T and R explain meaning.

Let me spell this out for the referentialist family of substantivist

proposals, which Brandom is at most pains to reject. Referentialism,

I take it, is the conjunction of a correspondence theory of truth and

a causal-historical theory of reference. Thus, referentialists replace

‘T ’ in the above schemes with, say, ‘corresponds to a truth-maker’

and ‘R’ with ‘is causal-historically connected to’.

Crucially, whenever a referentialist appeals to what she calls

‘truth’ and ‘reference’, there will be a clear sense in which she actually

appeals to correspondence and causal-historical connectedness.

Traditionally, the situation is this: Truth and reference are sup-

posed to explain meaning, truth is correspondence, and reference is

causal-historical connectedness. But explanatory relations are tran-

sitive. Thus, at the ground level, it is correspondence and causal-

historical connectedness which explain meaning.

By contrast, if the referentialist buys into the anaphoric theory,

drops Full-blown Substantivism and contents herself with Substan-

tivism*, this argument becomes superfluous. Rather, the claim that

truth and reference explain meaning becomes a potentially mislead-

ing shorthand for saying that, from the outset, the actual explanans

is correspondence and causal-historical connectedness.

Thus, Brandom cannot invoke the anaphoric theory in order to ar-

gue against referentialist or other substantivist explanations of mean-

ing. And likewise, one cannot invoke such an explanation of meaning

in order to reject the anaphoric theory (like Schantz 2002 and many
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others). The anaphoric theory is logically independent from theories

of meaning such as referentialism and inferentialism.

V Conclusion

I have argued, first, that the anaphoric theory can account for

its most radically deflationary claim that ‘truth’ and ‘reference’ are

operators as opposed to predicates. Second, I have shown how sub-

stantivists can accept the anaphoric theory if they are willing to give

away the words ‘truth’ and ‘reference’ and content themselves with

the claim that truth and reference coincide with certain substantial

properties. Thus, the explanatory value of those substantial proper-

ties is untouched by anaphoric deflationism and the debate over the

explanation of meaning remains undecided.

However, these results shouldn’t be taken to suggest that the

debate between deflationism and substantivism is over. Instead, we

should continute to discuss the functional analyses of truth and ref-

erence talk proposed by deflationists. As for anaphoric deflationism,

we are now in a position to assess its distinctive and controversial

characteristic, the claim that ‘truth’ and ‘reference’ are operators as

opposed to predicates. Further, we should discuss the plausibility

and explanatory power of Full-blown Substantivism in comparison

with its more modest cousin Substantivism*. But, one way or the

other, theories of meaning are independent from the outcome of this

debate.8
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I Compositionality and Contextualism

Forty years have passed since the publication of “Truth and

Meaning” (1967). In this classic essay Davidson argued that a recur-

sive theory of truth is the proper format for a compositional theory

of meaning. The requirement of compositionality led Davidson to

see the concept of truth as the foundation of meaning theories. But

why is a theory of truth an appropriate instrument to reveal the

compositional structure of a language? The main virtue of such a

theory lies in its capacity to exploit the logical forms of sentences

in order to derive truth conditions, and truth-values, from the inter-

pretations of sentence constituents. Davidson was captivated by this

trait of Tarski-style theories of truth. It is then not surprising that

the study of logical form in natural language has played a key role in

the development of the so-called Davidsonian program in semantics.

Beginning with Frege, the semanticist tradition in the philosophy

of language has established a deep connection between the notions

of truth and meaning by means of compositionality. Philosophers

of this tradition have regarded compositionality as a basic test for

any satisfactory theory of meaning; a test so demanding that truth-

conditional theories are the only ones able to pass it.
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However, in the last decades the compositional picture depicted

in “Truth and Meaning” has been challenged by a group of prag-

matic oriented philosophers interested in the context-sensitivity of

language. Roughly, members of this tradition hold that truth condi-

tions cannot be expressed without the contribution of certain prag-

matic factors that go beyond those recognized by semanticist theo-

ries. A sentence can be used to express different truth conditions

in different contexts of use, and this is not merely due to the fact

that it contains indexicals, or other linguistically governed slots, but

rather to the fact that various pragmatic processes, besides those

required for semantic completion, are involved in the specification

of the truth conditions. For brevity, let us call this view ‘contextu-

alism’. Prima facie it seems that contextualism is a threat to the

compositionality of truth-conditional content. If some pragmatically

relevant contextual factors are required to express truth conditions

in uttering a sentence, those truth conditions cannot be determined

just by the logical form (or the syntactic structure) of the sentence

plus the conventional meanings of its constituents. The indispens-

ability of such contextual factors suggests that we need more than

lexical meanings and linguistic structure in order to ascribe truth

conditions to a truth-vehicle. Some prominent contextualist philoso-

phers have said things that point in this direction. Consider what

Charles Travis says about his well-known example of Pia’s Japanese

maple:

A story. Pia’s Japanese maple is full of russet leaves. Believing
that green is the colour of leaves, she paints them. Returning, she
reports, ‘That’s better. The leaves are green now.’ She speaks
truth. A botanist friend then phones, seeking green leaves for a
study of green-leaf chemistry. ‘The leaves (on my tree) are green,’
Pia says. ‘You can have those.’ But now Pia speaks falsehood.

If the story is right, then there are two distinguishable things to be
said in speaking [‘the leaves are green’] with the stipulated seman-
tics. One is true; one false; so each would be true under different
conditions. That semantics is, then, compatible with semantic va-
riety, and with variety in truth-involving properties. So what the
words of [‘the leaves are green’] mean is compatible with various
distinct conditions for its truth (Travis, 2008, pp. 111–112).

Here, according to Travis, two conversational situations deter-

mine different ways to assess when the leaves of Pia’s tree count as
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green, but the meanings of the words in the sentence remain constant

in both situations. The same meanings, the same logical form, and

different truth conditions expressed. John Searle comes to a similar

result in his discussions about the concept of background.

The simplest way to see that representation presupposes a nonrepre-
sentational Background of capacities is to examine the understand-
ing of sentences. [. . . ] The same literal meaning will determine
different conditions of satisfaction, for example, different truth con-
ditions, relative to different Background presuppositions, and some
literal meanings will determine no truth conditions because of the
absence of appropriate Background presuppositions (Searle, 1992,
p. 178).

The suggestion here is that literal meanings determine truth con-

ditions only against a background of nonintentional capacities and

social practices. Recall Searle’s remarks about the verb ‘cut’. We

rely on our current social practices to understand the satisfaction

conditions of an imperative utterance like ‘cut the grass’. These

background practices allow us to specify the particular manner of

cutting the grass that is relevant to obey the imperative. If the back-

ground were different, for example, if we cut the grass in the way we

cut cakes, the satisfaction conditions would be different, and with-

out some background there would be no satisfaction conditions. Such

modifications of background, according to Searle, do not require a

change in the meanings of the words that compose the sentence, or

a change in its linguistic structure. So, the truth conditions (propo-

sitional contents) that determine the alluded satisfaction conditions

can vary while the meanings of the component words remain un-

changed.

In a similar spirit, François Recanati has held that we arrive from

literal meanings at expressed truth conditions only trough a kind of

pragmatic process called ‘modulation’. Modulation is the creation

of new meanings from encoded linguistic material by means of op-

tional processes of interpretation. Modulated meanings fit to the

conversational context making interpretation possible. In his book

Literal Meaning, Recanati argues that the phenomenon of modula-

tion undermines traditional truth-conditional theories. According

to Recanati, modulation of literal meanings takes place at the sub-
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sentential level, and for this reason the literal truth conditions that

semanticist theories compose do not play any role in communication.

A compositional theory that derives these literal truth conditions,

also called minimal propositions, is simply useless.

In short, current contextualism threatens the truth-conditional

conception of compositionality that we inherited from the semanti-

cist tradition. But what is the fate of compositionality in the hands

of contextualists? Can we preserve the idea of compositionality in

a contextualist philosophy? Recanati (2009) has suggested that, de-

spite the appearances, the pragmatic influences of context upon truth

conditions do not conflict with compositionality. In order to sustain

this suggestion, he adopts a two-step model of semantic interpre-

tation, in which primitive expressions and syntactic operations are

first interpreted in the standard semanticist way and then the result-

ing semantic values are modulated by means of optional pragmatic

processes. This two-step model was formerly introduced by Peter

Pagin and Jeff Pelletier (2007), as an attempt to develop a moderate

version of contextualism that makes compositional semantics com-

patible with the contextualist framework of Literal Meaning. In the

rest of this paper we aim to criticize the two-step model. In section

2 we will present Recanati’s version of the model. In section 3 we

will put forward our criticisms to this model, exploring briefly the

consequences of its rejection.

II The two-step model of semantic interpretation

Following the semanticist orthodoxy, Recanati characterizes com-

positionality in terms of two types of rules: (1) lexical rules to in-

terpret simple expressions and (2) compositional rules to interpret

complex expressions recursively. In a Kaplanian framework, these

rules are adapted to context-sensitive expressions in the following

way: (1) If α is a simple context-sensitive expression, the associated

lexical rule establish that the interpretation I of α in a context c

is the value f(c) of a function f that maps contexts into semantic

values. If the simple expression is context-insensitive, f delivers a

constant semantic value for all contexts. (2) If ∗(α1, . . . , αn) is a

complex expression, governed by a syntactic operation ∗ applied to
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the constituent expressions α1, . . . , αn, the associated compositional

rule establishes that the interpretation I of ∗(α1, . . . , αn) is the value

f∗(I(α1), . . . , I(αn)) of a function f∗ that maps sequences of seman-

tic values into semantic values. In short:

1. If α is a context-sensitive simple expression: I(α)c = f(c). If α

is a context-insensitive simple expression, then f(c) = m for all

contexts c; so that I(α)c = f(c) = m.

2. If ∗(α1, . . . , αn) is a complex expression, then I(∗(α1, . . . , αn)) =

f∗(I(α1), . . . , I(αn))

In this theory, the content of a complex expression is a function

of the contents of its constituents and its mode of combination, and

so standard compositionality is satisfied. But, at the same time, the

content of a simple expression is relative to context. Besides, the the-

ory is restricted to expressions that are context-sensitive in the way

in which indexicals are context-sensitive. The theory only accounts

for the context-sensitivity of expressions that, in virtue linguistic con-

ventions, are in need of saturation. However, Recanati claims that

there are contextual influences on truth-conditional content that go

beyond saturation:

Consider, as an analogy, the Rumelhart example I discuss in Literal
Meaning:

(9) The policeman stopped the car

We naturally interpret this as meaning that the policeman stopped
the car by addressing an appropriate signal to the driver, just as we
naturally interpret ‘John cut the cake’ as meaning that John sliced
it. As Rumelhart points out, however, a different interpretation
emerges if we imagine a context in which the policeman is the driver
of the car: such a context provides for a totally different ‘manner
of stopping the car’ on the policeman’s part [. . . ] Transitive ‘stop’
means CAUSE TO STOP, and this can be fleshed out in all sorts
of ways, yet the fleshing out process is different from the saturation
process mandated by indexicals and other expressions whose stand-
ing meaning is gappy and requires contextual completion. Indeed
we can construct a context in which (9) would mean that the police-
man stopped the car in some way or other, indifferently. No such
opinion exists for indexicals or under-specified expressions, which
do not carry a definite content unless the free variable is assigned
a definite value in context (Recanati, 2009, p. 19).

71



Do We Still Need Compositionality in a Contextualist Framework?

A semanticist might feel tempted to argue that the transitive uses

of ‘cut’ and ‘stop’ introduce hidden variables ranging over manners

of cutting and manners of stopping. Similarly, he might argue that

‘green’ introduces a variable for ways of count as green. If this analy-

sis were correct, all of these words would be interpreted by means of

saturation. Generalizing this line of thought, the semanticist could

try to reduce every influence of context on truth conditions to sat-

uration.1 In contrast, Recanati asserts that many forms of context-

sensitivity, including the use of transitive verbs, call for a different

mechanism, namely modulation. In interpreting an ordinary utter-

ance of ‘The policeman stopped the car’ we enrich appropriately the

meaning of the verb ‘stop’, obtaining the manner of stopping that

is contextually salient. There is no saturation involved. So, we need

to distinguish the mandatory processes of saturation through which

indexicals and free variables in logical form are assigned a contextual

value from the optional processes of modulation through which an

expression’s semantic value is mapped into a distinct semantic value.

Recanati suggests that we can make room for modulation by defining

a function M of modulated-interpretation. The compositional and

lexical rules are then reformulated as follows:

1. If e is a simple expression, M(e) = gi(I(e)c), where gi is some

pragmatic function determined as relevant in the context c.

2. If ∗(ei, . . . , en) is a complex expression, then M(∗(ei, . . . , en)) =

gi(f
∗(M(e1), . . . ,M(en))) for some pragmatic function gi.

In this formulation, the I-interpretation of a simple expression

e is subject to a modulation process represented by the function gi.

This pragmatic function delivers a modulated semantic value for e.

For a complex expression ∗(ei, . . . , en), the interpretation function

f∗ takes a sequence constituted by the modulated semantic values

of ei, . . . , en and delivers a semantic value. Finally, this semantic

value is subject to a modulation given by the function gi. The re-

sult is a two-step model in which each expression is interpreted by

a traditional interpretation function I and then the output of this

1For a general defense of this strategy, see Stanley (2007).
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function serves as input for the modulation function M . As an illus-

tration, consider again Searle’s example. In the sentential context

‘cut the grass’, we interpret the verb ‘cut’ as we do because the syn-

tactic complement ‘the grass’ makes salient a particular manner of

cutting given a relevant background of social practices. The linguis-

tic context and the extra-linguistic background specify a function gi
that takes as input the literal semantic value of ‘cut’ and delivers as

output the contextually salient manner of cutting. Thus, the prag-

matic functions g are sensitive to the influences of both linguistic

and extra-linguistic context.

III Logical forms and literal semantic values

Traditionally, semantic interpretation has been seen as a unidi-

rectional bottom-up process, going from the interpretations of the

parts to the interpretation of the whole. The meaning of the whole

is determined by the meanings of its parts, but the meaning of a

part cannot be determined by its linguistic surroundings. This tradi-

tional view excludes the possibility of whole-to-part (top-down) and

part-to-part (lateral) semantic influences. Recanati emphasizes that

his model has the virtue of admitting this kind of semantic flexibil-

ity while at the same time preserving the compositionality principle.

In this model, although the modulated meanings of constituent ex-

pressions can be affected by linguistic and extra-linguistic influences,

the modulated meaning of a complex expression is a function of

its modulated semantic structure and the modulated meanings of

its constituents. Now, since compositionality is here located at the

level of modulated meanings, one might wonder why it is necesarry

to posit a level of unmodulated semantic interpretation.

In our view, Recanati’s Literal Meaning displays an inconsistent

attitude toward literal semantic values. While Recanati strongly crit-

icizes semantic approaches that make use of minimal propositions,

there is no analogous complaint against minimal semantic values of

simple expressions. The assumption that simple expressions, in con-

trast to sentences, have unmodulated semantic values runs through

the whole book. Even the use of the term ‘modulation’ is symp-

tomatic of this assumption, because minimal semantic values are the
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things that are supposed to be modulated in modulation processes.

The assumption is an integral part of the two-step model sketched

in the previous section, where the pragmatic functions g, applied to

simple expressions, take as inputs the unmodulated contents deliv-

ered by the function I. Can we consistently reject literal semantic

values at the sentential level and accept them at the sub-sentential

level? This alternative, we want to argue, goes against the spirit of

contextualism. From a contextualist point of view, it does not make

sense to say that words have a definite semantic value independently

of the context of utterance. To see why let us focus on the following

passage of Literal Meaning:

Or consider the paradigmatic example I gave in the last section:
the adjective ‘red’. There is no particular incompleteness in the
linguistic meaning of that word—it means something like ‘being of
the colour red’ or ‘having the colour red’. Insofar as ‘red’ refers
to a specific colour (and it does) this, it seems, expresses a definite
property—a property that could, in principle, go into the interpreta-
tion of a sentence in which the adjective ‘red’ occurs. (For example:
‘Imagine a red surface.’) But in most cases the following question
will arise: what is it for the thing talked about to count as having
that colour? Unless that question is answered, the utterance ascrib-
ing redness to the thing talked about (John’s car, say) will not be
truth-evaluable (Recanati, 2004, pp. 138–139).

In emphasizing the indispensability of modulation Recanati says

that the adjective ‘red’ expresses a definite property. Such a property

is supposed be the literal semantic value that the function I assigns

to ‘red’. The crucial question, however, is: what property is this? If

there is a property associated with ‘red’, there must be a—probably

vague—set of objects that are the instances of that property. But

which objects are these? Let us return to the case of Pia’s Japanese

maple. Are the leaves of Pia’s tree instances of the literal property

assigned to ‘green’? If we answer affirmatively, the understanding of

‘green’ in which painted leaves count as green would receive a privi-

leged status. If we answer negatively, the understanding of ‘green’ in

which painted leaves do not count as green by the mere fact that they

were painted green would receive a privileged status. There is no rea-

son to privilege one understanding over the other. Since the question

of what count as being green does not have a definite answer prior
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to the context of utterance, as Recanati himself acknowledges in the

quoted passage, there cannot be a fixed set of objects that are the

instances of the context-independent property of being green, and

there cannot be a context-independent function that maps green ob-

jects into truth values, or a context-independent satisfaction relation

that connects sequences of green objects with the open sentence ‘x is

green’ (see Travis, 2008, p. 121). If Recanati is right in thinking that

we require modulation in order to specify relevant ways of being red,

he must be wrong in thinking that ‘red’ has a literal semantic value.

It is not difficult to conceive of new cases in which modulation is re-

quired to determine which actions count as cuttings, or as stoppings,

or as hangings, or which objects count as red, or as philosophers,

or as Republican senators. For a contextualist this is not merely a

matter of vagueness. In different contexts of use modulation give us

different criteria to apply a given word, and usually there is no way

to privilege one criterion over the others. Contextualism leads us

to the conclusion that there are no metaphysical facts of the matter

about context-independent semantic values.

At this point, it seems that we have arrived at a very radi-

cal conclusion: if contextualism is right, and truth conditions are

expressed only in contexts of use, then sub-sentential expressions

cannot have unmodulated semantic values. The semantic values of

primitive words vary from one context to another, and there is no

neutral literal value that serves as an input to the pragmatic pro-

cesses of modulation. Of course, if simple expressions do not have

context-independent semantic values, it is not possible to apply a

Tarskian theory of truth to a language. These theories require a sat-

isfaction relation that connects linguistic expressions with domain-

objects, so that we can state the satisfaction conditions of such ex-

pressions. However, our previous conclusion was that semantic re-

lations like satisfaction and reference could not be established in a

context-independent way.

Given that there is no possibility to apply standard truth-theories,

must we reject formal semantics as a legitimate enterprise? We don’t

think so. As we remarked in the beginning of this paper, the core

idea behind the Davidsonian program lies in the notion of logical

form. Even if we have semantic values assigned to sub-sentential
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expressions only in pragmatic contexts, we can still study the way

in which those semantic values give rise to truth-conditional struc-

tures. In order to undertake this study, we need no more than logical

forms, because logical forms reveal the kinds of semantic contribu-

tions corresponding to expressions of different types. It seems to us

that most valuable work in formal semantics can be interpreted as

work on logical forms. A semantic theory of logical form is needed if

we want to understand how truth-conditional contents emerge from

modulated meanings. But if we assign logical forms to sentences—

or to sentences in context—, we are forced to recognize a truth-

conditional compositional structure. Because we cannot dispense

with a theory of logical form, it is necessary to preserve a notion of

truth-conditional compositionality.
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Glüer and Pagin (2003) argue that the existence of a subset of

speakers on the autistic spectrum, a group of speakers that have a

sophisticated level of language but have problems with attributing

beliefs and thoughts to other people and themselves, present a coun-

terexample to Grice’s analysis1 of “nonnatural meaning” in terms of

higher order thoughts (e.g., beliefs about beliefs).2 However, Grice

takes this type of meaning to be related to communication, and it

has been argued (Reboul, 2006) that the communicative problems

that this group of speakers have indicates that these speakers can’t

exemplify this particular type of meaning, and that therefore these

speakers do not pose a counterexample to his analysis. I argue that

the way Reboul mounts her attack rests on a misunderstanding of

Glüer and Pagin’s argument (and that it is therefore not successful).

Nevertheless, I believe that Glüer and Pagin do not make a sufficient

case that the meaning of autistic speakers is a matter of nonnatural

meaning, and so their argument, as it stands, is left open to attacks

of a similar kind. To ensure the claim that (a subset of) autistic

speakers are a counterexample to Grice’s analysis an assessment is

required of the intuitions we have concerning the applicability of the

1See for example Grice (1989a).
2Glüer and Pagin (2003, pp. 25f) note that Stephen Laurence made this sug-

gestion before they did, albeit without working it out at length, in his Laurence
(1998, pp. 209f).
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term “meaning” in different circumstances (the intuitions that Grice

refers to in his analysing process), and additional data on the gram-

matical ability of the subset of autistic speakers who are not (yet)

able to attribute beliefs. I believe that with this addition, Glüer and

Pagin’s argument still stands.

Autistic spectrum disorder, which incorporates both Autism and

Asperger Syndrome,3 is a neuro-developmental disorder,4 currently

diagnosed on the basis of selective qualitative impairments in the ar-

eas of communicative, social and imaginative abilities, accompanied

by patterns of restricted interests and repetitive or stereotyped be-

haviour.5 The spectrum character of the disorder consists in the fact

that expression of these impairments (and also further symptoms not

currently incorporated in the diagnosis) varies significantly between

individuals and also within individuals over time. Here we focus on

linguistic ability and the ability to attribute representational mental

states such as beliefs.

About twenty percent of children on the autistic spectrum do

not develop functional language.6 At the other end of the spectrum

there are children whose linguistic development may be delayed,7

but follows roughly the same path as the linguistic development of

typically developing children, when we concentrate on formal8 or

3Asperger Syndrome will be classed as part of the Autistic Spectrum in the
forthcoming Diagnostic and Statistical Manual of Mental disorders (DSM-V) of
the American Psychiatric Organisation, although this is not the classification the
current Handbook adheres to (the DSM-IV: APA, 2000).

4As evidenced by brain dysfunction and structural and functional differences
in regions of the brain (Surian et al., 1996).

5According to DSM-IV: (APA, 2000).
6Tager-Flusberg et al. (2005). In the past, the proportion of verbal versus

nonverbal individuals on the autistic spectrum was thought to be 50/50 (Bryson
et al., 1988).

7Or not—children with Asperger’s do not have a specific language delay (APA,
2000).

8In particular: children on the autistic spectrum that develop functional lan-
guage show the same learning curve in syntactic development as typically develop-
ing children (the same range, and the same developmental ordering of grammat-
ical structures). Generally sentences are grammatically intact. There are also
no specific problems with mastering questions, active passive transformations,
negation, and clausal complement construction, for example. See Tager-Flusberg
et al. (1990) for an overview. For a minority of autistic children, problems with
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semantic9 aspects of language. However, these High-Functioning

Autistic or Asperger’s children remain challenged in ‘pragmatic’ as-

pects of communication, even as adults:10 They may have difficulty

sustaining a conversation (as shown by abrupt terminations or shift

in topics, and an inability to give and receive conversational cues, for

example), they may have difficulty taking into account information

that a conversational partner can be expected to have and not to

have, are very literal minded, and may not understand jokes, irony

and sarcasm, except through a conscious workaround.11

Both the pragmatic problems children on the autistic spectrum

exhibit, and the impairments in the use12 and understanding13 of

mental state terms such as “belief,” “think,” “know” and “pretend”

past tense constructions are found, but it is hypothesised that these children form
a specific subgroup that have SLI (“Specific Language Impairment”) co-morbid
with their autism (Tager-Flusberg and Joseph, 2003).

9It is now thought that semantic organization is not significantly different from
the semantic organization of typically developing children (Paul et al., 2007), al-
though studies in this area have been few. For example; autistic children use
semantic groupings in typical ways to categorize and retrieve words (Ungerer
and Sigman, 1987; Lewis and Boucher, 1988). They are able to match a typical
exemplar with a less typical exemplar (Tager-Flusberg, 1985), and they show
the same pattern of overextension and underextension in relation to a prototype,
as typically developing children do (Minshew et al., 2002). See also Toichi and
Kamio (2001) for a more subtle priming study showing similar semantic relation-
ships between words.

Vocabulary building also follows a roughly similar path as vocabulary building
in typically developing children: autistic preschoolers imitate words in advance
of naming things, their word comprehension is in advance of word production,
and gesture production is used as a bridge between the two (Charman et al.,
2003). Different word types, such as common nouns, predicates, and so on, are
acquired in the same proportion to total vocabulary size as is the case with
TD’s (Charman et al., 2003). On the whole, the order of emergence of predicate
categories in ASD children follows roughly the path as in typically developing
children (Peralejo, 2008).

10For an overview of the research, see Tager-Flusberg et al. (2005).
11See in particular Happé (1993) and Surian et al. (1996) for autistic children’s

problems with certain kinds of pragmatic inferences.
12e.g., Tager-Flusberg (1992).
13e.g., the use of ‘to know that such and such’ without the understanding that

this implies that such and such is true, or the use of “to believe that such and
such,” without understanding that this doesn’t imply that such and such is true,
or is false (Dennis et al., 2001).
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(a notable exception to the fact that semantic development in autism

compared to typically developing children is overall similar)14 sug-

gest that autistic children have problems with attributing mental

states. These problems are well documented,15 although the under-

lying reasons for the impairments are being debated, e.g., whether it

is due to a conceptual deficit—no possession of the concept of belief

or thought16—or mainly due to profound performance factors.17 One

of the most widely researched impairments is an impairment to at-

tribute false beliefs. False Belief Tasks are designed to show whether

a child is able to attribute a false belief to themselves or another

person when this is demanded by context.18 If a child is able to, she

14There are other exceptions, for example, the use of affective terms, problems
with the use of deictic term (this,that), personal pronouns (“you want candy”)
and the use of articles: this can be shown alongside correct usage of pronouns).
For an overview of the research, (Tager-Flusberg et al., 2005).

15To name just a few indications: autistic children show impairments in areas
where belief attribution is arguably required, such as the understanding of decep-
tion. e.g., (Baron-Cohen, 1992) and surprise (Baron-Cohen et al., 1993), complex
causes (such as beliefs) of emotion (Baron-Cohen, 1991) spontaneous pretend play
(Lewis and Boucher, 1988) and the appearance/reality distinction (Baron-Cohen,
1989). There are also impairments in areas that are likely to be precursors to the
ability to attribute beliefs, such as joint attention behaviours, (Charman et al.,
2000), the understanding that something looks different from one viewpoint than
from another (Hamilton et al., 2009), and the understanding that seeing implies
knowing and not seeing ‘ignorance’ (Baron-Cohen and Goodhart, 1994).

16Some versions of the “Theory of Mind” Deficit Account of autistic spectrum
disorders may posit this: they may for instance say that there is no “concept”
because the module responsible for attributing beliefs has not yet matured or is
faulty.

17Some versions of the Executive Function Deficit account of Autistic Spec-
trum Disorder may posit this: they may claim that there is (or there might) be a
concept of belief, but that it can’t be employed because it would require, for in-
stance, too much control over one’s attention span or ask too much of the memory
system, or the calculations required to reason with it could be too difficult. (Note
that executive function problems may also be thought to impair the formation of
a concept of belief, depending on one views on concept development.)

18A typical False Belief Task involves presenting a situation to the child being
tested where one of the protagonists is not privy to some information that the
child is privy to. For instance, Sally leaves her marble in a certain location and
then leaves the room. While she is away, Ann moves her marble from the first
location to a second location. The child who witnesses these events is then asked,
when Sally returns, where will she look for her marble? Success on the task
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passes the task, and this is taken to be unambiguous proof that the

child really is attributing a mental state, a belief, to the other person

rather than just base her predictions of other people’s behaviour on

the basis of the state of the world or on the basis of her own belief

about the world.19 Failure to attribute false beliefs does not by itself

indicate that mental states are not being attributed—theoretically

it’s possible that children might be failing the task because they mis-

takenly attribute a true belief;20 but there is no evidence that might

make this plausible as a general rule.21 And so, when one interprets

depends on whether the child will predict the Sally’s behaviour correctly—on
the basis of the belief Sally has (that the marble is in the first location) which
is different from the child’s own belief, who has witnessed the moving of the
marble and so knows that its in the second location instead. The classic False
Belief Task was devised by Wimmer and Perner (1983), taking up a suggestion
by Dennett (1978). See for the first variant of this task administered toautistic
children (Baron-Cohen et al., 1985).

19Some may think that a prediction of other’s behaviour based on the state
of the world is also a kind of content attribution. However, such an attribu-
tion is done without an implicit or explicit understanding of the representational
character of mental states. Grice’s analysis of meaning requires not just that
one attributes content, but that one intends to produce a belief in the audience
(and even more than that): and this requires that one implicitly or explicitly
understands the representational character of belief.

20My approach differs slightly from Glüer and Pagin, who in part seem to use a
philosophical argument to establish the credibility of False Belief Task failure to
delineate the subset of autistic speakers: “[...]the problem is not that there is only
a problem with attributing false beliefs. The problem is that understanding what
it is to have a false belief is an essential part of understanding what it is to have a
belief at all.” (Glüer and Pagin, 2003, p. 37) and: “to understand the difference
between being true and being believed to be true, one must understand that a
belief can be false, and this understanding is manifested by means of the ability
to ascribe beliefs one takes to be false” (Glüer and Pagin, 2003, p. 27). This may
be true, but it doesn’t help to pinpoint an impairment in belief attribution (if
that is what Glüer and Pagin mean here) because what is required is knowing
when this understanding is not available (not when it is). False belief test failure
in itself only suggests an impairment in explicit False Belief attribution, not an
impairment in the understanding that beliefs are representational.

21At least, not until False Belief Tasks are almost passed. There is evidence
that ‘Diverse Belief’ tasks (tasks that test for the understanding that different
people may have different beliefs about the same situation at the same time—and
therefore supposedly test for the understanding that beliefs are representational—
without having to attribute a false belief) are passed just before passing False
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False Belief Task failing from within the wider context just outlined

above, one can assume that failing such tasks means (near enough)22

that beliefs are not yet being attributed.23, 24

Glüer and Pagin use the data on False Belief Task performance to

home in on a subset of autistic speakers who speak on a sophisticated

level, and yet are not able to attribute mental states to other people.

Such a group of speakers are likely to be a counterexample to Grice’s

analysis of meaning, given that Grice’s analysis posits that in order

to mean something, a speaker must intend to produce beliefs in their

audience:

Grice’s aim is to analyse our concept of “Meaning,” in all its

forms. In order to be capable of setting up an analysis, one must

already be capable of applying the concept in particular cases. A

Belief tests in autistic children (Peterson et al., 2005), and one therefore has to
be careful to interpret the transition from failing to passing False Belief Tasks as
exactly pinpointing an understanding of the representational character of mental
states. But there is no general evidence that would suggest an explicit or implicit
understanding of the representational character of mental states in autistic chil-
dren well before passing these tests. For instance, simplified False Belief Tasks
are not passed before standard False Belief Tasks (Surian and Leslie, 1999), and
nonverbal (or implicit) False Belief Tasks are not passed before standard False
Belief Tasks. (Senju et al., 2009, ress). Also, False Belief Task failure should
be interpreted in the context of the other evidence for impairments in the at-
tribution of beliefs (see footnote 15), and lastly, there is specific evidence that
spontaneous (untrained) passing of standard False Belief Task is correlated with
enhanced pragmatic abilities (Eisenmajer and Prior, 1991), enhanced social skills
in a naturalistic setting (Astington and Jenkins, 1995; Frith et al., 1994) and in-
creased use and better understanding of mental state terms (Ziatas et al., 1998);
although many impairments remain even after passing, on a more subtle level.

22With the caveat of footnote 21 kept in mind.
23I present a more thorough defence that False Belief Task failure can be so

interpreted in my thesis (Plug, 2010).
24Autistic children are not alone in having problems with the attribution of

false beliefs at a certain point in development. Typically developing children
are unable to pass False Belief Tasks before the age of around 3.5. However,
typically developing children are not likely to pose a problem for Grice’s analysis
of meaning because on the one hand, their language is not yet very accomplished
(and is of a much lower level than the language of the autistic children considered
in this paper). And on the other hand, it is far less clear in the case of typically
developing children that False Belief Task failure is indicative of problems with
the attribution of mental states such as belief.
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conceptual analysis utilises one’s intuitions concerning these cases to

arrive at necessary and sufficient conditions for the concept to apply.

Some of our intuitions regarding use are obvious. Grice seems to

believe this is the case with a distinction between two ways in which

we use the term “meaning” in our ordinary talk.25 According to

him it is reasonably clear, intuitively,26 that we can distinguish our

use of the term “meaning” in cases we might call “natural meaning;”

a sense which is closely related to something being a natural sign

for something else (e.g., “clouds mean rain”), from our uses of the

term in cases we might call “nonnatural meaning,” (e.g., “ ‘the cat

is on the mat’ means that the cat is on the mat”)which is “related to

communication.”27 It is the second type of meaning that he subjects

to a more careful conceptual analysis.

I will discuss some of the intuitions regarding use that Grice re-

flects while analysing nonnatural meaning later. The end result of

the analysing process, is that the most fundamental type of non-

natural meaning, Speaker Meaning, has the following necessary and

sufficient conditions:

For a speaker S, an utterance U , a response R and time

t:

S means something at t by uttering U , iff for some audi-

ence A, S uttered U intending

1. A to produce a particular response R.

2. A to think (recognize) that S intends 1.

3. A to fulfill 1. on the basis of the fulfillment of 2.28

In the case of the making of statements (rather than orderings

for example)—and in our discussion we will limit ourselves to Grice’s

analysis of statements29—the response the speaker intends to pro-

duce in the audience must be a particular belief (the content of which

25See Grice (1989a, p. 214) and Grice (1989b, p. 291).
26Grice (1989b, p. 291).
27Ibid.
28This is roughly the formulation of Grice’s initial analysis (Grice, 1989c, p. 92).
29Because the threat the existence of certain autistic speakers pose to Grice’s

program is easiest to present by focusing on his analysis of statements, and also
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supplies the content of the statement).30 Grice is aware that speak-

ers seem to speak quite automatically, and are normally not aware

that they possess the higher-order intentions (intentions about be-

liefs about intentions about beliefs) he proposes they possess. There-

fore, Grice must take these intentions to be unconscious, tacit, or

implicit. Nevertheless, speakers must have these intentions; the in-

tentions must be attributable to the speaker.31

We have seen that autistic children who do not yet pass False Be-

lief Tasks, are not able to attribute beliefs,32 and therefore in their

turn can’t be attributed the intentions required: they can’t intend

to produce a particular belief in the audience on the basis of the

audience’s recognising that they intend to produce this belief in the

audience.33 Nevertheless, Glüer and Pagin argue that a subset of

because the analysis of statements is central to any analysis of meaningful speech.
I set out the threat to his analysis of orderings etc. elsewhere (Plug, 2010). Such
an argument follows similar lines, but must also refer to the difficulty a subset of
autistic speakers have with second order intentions.

30According to Grice: “to ask what U meant is to ask for the intended effect”
(Grice, 1989a, p. 220). In later writings, the intended effect is suggested to be a
particular thought, an activated belief, a belief about a belief of the speaker, or
an activated belief about the belief of the speaker, and so on (for an overview,
see Neale, 1992, p. 38). There have been other variations on the formulation
of the analysis (e.g., in later writings, the self-referential nature of the earlier
formulation is replaced) but in all the proposed refinements at the core of the
analysis remains the intended production of a thought or belief.

31There is some debate about what Grice believes the exact conditions to be
under which one can attribute an intention to a speaker (or in other words, the
conditions under which a speaker possesses the intention). One may for instance
interpret Grice as supposing that it is not necessary that meaningful speakers
must be able to form explicit intentions of the kind mentioned at the time at which
something is meant, as long as it is possible to form these intentions at a later date
and it is also recognised or in some exceptional cases “decided” (Grice, 1989a,
p. 222) at that later date that these type of intentions were formed implicitly
at the earlier date. If this reading of Grice is correct, additional empirical data
on autistic children is required for Glüer and Pagin’s argument to go through. I
discuss this in my thesis (Plug, 2010).

32See footnote 19.
33The formation of such an intention also requires higher order thought: it

requires thinking about the audience’s thinking process, because Grice believes
that the audience’s recognition of the intention of the speaker is not just a cause
for the audience but also a reason (Grice, 1989a, p. 221), and Grice believes one
can’t in general “form intentions to achieve results which one sees no chance of
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these children who do not pass False Belief Tasks, have a “sophisti-

cated”34 linguistic ability. They cite a large metastudy by Francesca

Happé that has shown that that some autistic children require the

verbal age of a typically developing 9 to 11-year-old35 in order to pass

these tasks (this is of course with IQ and other possible influences

partialled out).36 Glüer and Pagin believe that it would be absurd to

deny, on the basis of their linguistic level, that these speakers mean

something37 when they speak38 and that they are communicators.39

Are Glüer and Pagin correct to infer that autistic speakers mean

something, from the data on linguistic development and ability that

they put forward?

It is clear that autistic speakers mean something, in our ordinary

sense of “meaning” (before reflecting on which types of meaning

should be distinguished in our ordinary use). For instance, because

vocabulary measures test for the correct usage of words,40 it can

achieving” (Grice, 1989c, p. 98).
34Glüer and Pagin (2003, p. 47).
35To put it like this is slightly misleading, because the grammar and vocabulary

measures are typed on large random groups that may also include some speakers
with autism. But it is true near enough; these language measures have been
checked extensively for reliability.

36Happé (1995).
37Glüer and Pagin phrase it differently: they say that it would be absurd to

deny that these speakers are language users. Because Grice does not analyse
what it is to be a language user, but what it is to mean something, Glüer and
Pagin must take the ability to speak meaningfully (in the nonnatural sense, see
below) to be entailed by being a language user. To avoid this issue I focus directly
on whether, from the data presented, it can be concluded that autistic speakers
mean something (in the nonnatural sense).

38In this paper I colloquially refer to autistic speakers “meaning something
with their words,” or meaning something “when they speak” but I do not want
to suggest with this that Grice thought that speakers mean things only when they
use words and sentences (that is, that Speaker Meaning is exhausted by linguistic
meaning) or that Word Meaning is more fundamental than Speaker Meaning. It
is only that in this paper, we happen to assess the fact that autistic speakers
mean something on the basis of linguistic competence.

39Glüer and Pagin are aware that the claim that autistic speakers are commu-
nicators requires more argument than referencing linguistic ability. I will discuss
their argument below.

40On the Peabody Picture Vocabulary Test - III (PPVT) (Dunn and Dunn,
1997) or its British equivalent, the British Picture Vocabulary Scale (BPVS)
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hardly be maintained that these words as spoken by them have no

content. But it is a different question whether this sense of mean-

ing is the sense that Grice analyses. As we mentioned above Grice

distinguishes two different uses of the term “meaning” in our day to

day speech: “natural meaning” and “nonnatural meaning,” which

is “related to communication.”41 To make this distinction doesn’t

require a lot of reflection: Grice talks about it as a “reasonably

clear intuitive distinction”,42 and he offers a couple of “recognition

tests”43 that allow one to see with what type of meaning one is deal-

ing with, if in doubt. These are, firstly, that in the case of nonnatural

meaning, unlike in the case of natural meaning, there is always some-

one or somebody meaning something. Secondly, that in the case of

nonnatural meaning the ‘something’ that is meant is “nonfactive”:

what Grice means with this is that it would not be absurd to say

that someone means something, but that it is not the case (or false).

Lastly, what is meant can be paraphrased using quotation marks in

the case of nonnatural meaning, but this can’t be done with natural

meaning.44

If some speakers would use their words in the right context, but

not implicitly or explicitly understand that their words are repre-

sentations, and that therefore sentences containing them could be

either true, or false, it would not be unlikely that their “meaning

something” would mainly consist in a correlation between the words

and things in the world. If this was the case with our autistic speak-

ers, it could be argued that they only mean something in the natural

sense.45 The data that Glüer and Pagin present, does not rule out

(Dunn et al., 1982), the two vocabulary tests referred to, lexical comprehension
is tested by presenting an auditory word and asking the participant to point to
or state the number of the corresponding picture (depicting objects, actions, etc.)
from an array of four (numbered) pictures.

41Grice (1989b, p. 291).
42Ibid.
43Ibid. See also Grice (1989a, p. 214).
44There is one more recognitions test: In the case of natural meaning (and not

nonnatural meaning), what is meant can be restated beginning with the phrase
“the fact that. . . ”

45An argument of that sort would have to deal with conflicting intuitions: for
instance, the tension between our intuition that this is a case of “someone meaning
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this possibility (the only studies cited that correlate verbal ability

with False Belief Task performance are standard vocabulary mea-

sures, which only test object-“meaning” correlations)46—but Glüer

and Pagin are aware that it must be ruled out, firstly, because they

present vocabulary performance data in the context of other studies

that suggest that linguistic development is overall comparable to the

development of typically developing children (although delayed).47

Secondly, they cite additional data suggesting that there are autistic

speakers that understand negation and affirmation.48 And thirdly:

they cite additional data that vocabulary age in autistic speakers

is in general correlated with grammar age49—in short, they aim to

argue that when we are talking about a group of autistic children

with a vocabulary age of 8, say, this group will on average have a

general verbal age of 8 (and that this includes an understanding of

negation, etc).

However, the problem with these three sets of data is that they

concern the linguistic development of autistic speakers in general.

The subset of autistic speakers we are concerned with, a set of so-

phisticated speakers who do not (yet) pass False Belief Tasks, could

be a group of speakers with an exceptional linguistic development.50

In particular, from the data it couldn’t be ruled that despite their

something” and our intuition that words are close to signs for those who do not
understand the representational character of words, suggesting that the meaning
involved is natural.

46e.g., the large metastudy by Happé (1995) only investigates correlations be-
tween British Picture Vocabulary Scale level and False Belief Task performance.

47Glüer and Pagin (2003, p. 29).
48Glüer and Pagin (2003, p. 33).
49Ibid.
50Note that the subset of autistic speakers that is considered to be a coun-

terexample to Grice’s analysis is not a diagnostic subgroup in autism. This is
why studies that investigate the correlations between grammar and verbal ability
can’t be expected to test this specific subset for alternative language profiles. For
example, the study that Glüer and Pagin refer to (Jarrold et al., 1997) does not
do so. Also, the subset is relatively small, and so a divergent language profile
of language attainment in the subset would still be compatible with a relatively
uniform profile of language attainment for autistic children in general. Lastly,
the fact that linguistic development in general is similar, although delayed, does
not help because we want to home in on a specific timeframe: linguistic ability
before passing False Belief Tasks.
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high vocabulary age, the speakers in our subset do not yet use nega-

tion and affirmation correctly, since precisely those children who do

not yet pass False Belief Tasks could be deficient in this understand-

ing. And so, there could be an exception to the rule that vocabulary

age matches grammar age precisely in those children who have not

yet passed False Belief Tasks.51

To rule out that the children in the subset mean something in the

natural sense, it is necessary to present data on grammar develop-

ment and ability in relation to False Belief Task performance. Such

data exist: there are children with a grammar level of typically de-

veloping 6 to 9-year-old, that do not (yet) pass False Belief Tasks.52

This level of grammar does not differ in fundamentals, from adult

grammar,53 and it means specifically that negation and embedded

sentences have already been mastered (as these are in place in typ-

ically developing children from six years onwards).54 Such a high

level of grammar suggests that it is understood that words and sen-

tences are representational, and that sentences can be true or false.

Granted, if the only contexts in which the terms “true” and “false”

were used correctly were simple contexts, this would not suggest rep-

resentational understanding (because these words could be referring

to other concepts than truth and falsity). But sustained cor-

51There are children with autism with exceptional rote memory skills. There-
fore, children who have excellent vocabulary age before passing False Belief Task
(rather than the reverse) may have acquired a large vocabulary “associatively”
by rote memory learning.

52See Tager-Flusberg and Sullivan (1994); Fisher et al. (2005). Note that be-
cause of the fact that Diverse Belief tasks are passed a little before False Belief
Tasks (see footnote 21), it is best to go with a conservative choice in delineating
the subset and considers autistic speakers that do not pass False Belief Tasks
with a grammar age of 7, rather than 9, as a putative counterexample. As far as
I am aware, there are no studies (yet) that test Diverse Belief correlations with
linguistic ability.

53Grammar does not stop developing after age 6 or 7, but the grammatical
constructions that are learned in middle childhood (between 6 and 10) are often
exceptions, and are relatively infrequent, involving access to more than one type
of grammatical knowledge (Goodluck, 1991, p. 98).

54In typically developing children, mature forms of negation appear after the
age of four. After the age of five, there is an increase in the amount of com-
plex sentences (e.g., embedded sentences) produced relative to simple sentences
(Tager-Flusberg et al., 2005, p. 338).
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rect usage of the terms in complex situations, and especially correct

usage in context of talk about talk (about what is said or about

the sentences uttered) rules out that these children are using the

term ‘false’ to mean something other than false, and shows that

the representational character of sentences is understood. Therefore,

autistic children with a grammar level of a typically developing 6

to 9 year old understand the representational character of language;

(because they must have already mastered negation and embedded

sentences). To corroborate this, there is also specific evidence that

the use of negation in combination with communication verbs (such

as “saying”) is mastered before false belief tests are passed, in some

autistic children.55 It is clear, then, that no case can be made that

these children must mean something with their words in the natural

sense, when they speak.

The speakers in our subset do not mean something in the natural

sense with their words, but from this it cannot be inferred without ar-

gument that they mean something nonnaturally: Grice distinguishes,

on immediate intuitive grounds, two senses of meaning in our day to

day use of the term, but this doesn’t mean that more careful reflec-

tion on our use of the term would not distinguish a third (or even

more) type(s) of meaning. A third type of meaning might be implicit

in our use, of which we might not be immediately aware. Careful

reflection might bring it out. That this is not a ridiculous proposi-

tion becomes clear when one realises that Grice offered at least some

reason to suppose that nonnatural meaning might be partly charac-

terised on the basis of a notion of communication. This reason is not

a good reason—I am going to argue against it. But I think it cannot

be dismissed out of hand, and that therefore an argument against

this possibility should be added to Glüer and Pagin’s argument.

What reason may one have to suppose that nonnatural meaning

should be partly characterised on the basis of a notion of communica-

tion? First of all, as noted above, Grice sees it as intuitively clear that

one of two uses of meaning is “related to communication” (namely,

nonnatural meaning), and it is clear that on the analysis of the most

fundamental type of nonnatural meaning (“Speaker Meaning”), a

55Tager-Flusberg and Joseph (2003).
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speaker meaning something with her words entails that the speaker

intends to communicate with the hearer (in an intuitive sense of com-

munication). Also, Grice’s systematic reflection on the intuitions

regarding the use of the term “meaning” while analysing, suggests

that the idea of communication was kept in mind during this process

(as we will see below). So, it would not be farfetched to believe that

nonnatural meaning is partly characterised on the basis of a notion

of communication. This possibility needs to be further evaluated,

especially because autistic speakers, and certainly speakers that do

not yet pass false belief tests, have trouble with communication, in-

cluding linguistic communication (as evidenced by their pragmatic

problems, for instance). Therefore, the autistic speakers in our sub-

set may not mean anything nonnaturally if doing so requires one to

communicate, or requires having a sophisticated concept of commu-

nication, or requires having the intention to communicate.

One person who criticises Glüer and Pagin’s argument on the

basis of the communicative problems autistic speakers are known to

have, is Ann Reboul (2006). Reboul argues that autistic speakers’

communicative problems show that they do not mean (in Reboul’s

words: “do not assert”56) in the same way as typically developing

speakers. Behind Reboul’s argument, is the fact that she takes Glüer

and Pagin to be arguing that “[h]igher order intentions [...] do not

play a role in the process [of linguistic communication].”57 She be-

lieves that Glüer and Pagin look at particular instances of assertion

(something that is arguably both a matter of meaning something and

of communication),58 and aim to show that that particular instance

could have taken place without the speaker possessing the required

higher order intentions. So, Reboul suggests, their argument is anal-

ogous to “other epiphenomenal”59 arguments such as Chalmers’: in

his argument for the epiphenomenal character of qualia, Chalmers

56Reboul (2006, p. 592).
57Reboul (2006, p. 590) does not properly explain why she interprets Glüer

and Pagin’s argument in this manner; but she observes it right after noting that
Glüer and Pagin do not claim that typically developing speakers do not “have
higher order intentions when they communicate” (Reboul, 2006, p. 590).

58Reboul (2006, p. 588).
59Reboul (2006, p. 591).
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invites people to conceive of “twin earth,” which is a world that is

micro-physical identical to ours, and to conceive of our counterparts

in it, who are behaviourally indistinguishable from us but who do not

experience qualia. That such a world is conceivable, and therefore

possible, implies that qualia are not causally effective in the produc-

tion of behaviour, or so the argument goes very roughly. However—

Reboul’s argument continues—because Chalmers describes a hypo-

thetical situation, he can stipulate that the behaviour in the two

instances (on earth and on Twin Earth) is the same. Whereas, be-

cause Glüer and Pagin are describing a real situation, they have to

argue that the particular instances of assertion are similar. But, fo-

cusing just on syntactic form, a sentence of that form may mean

one thing coming out of the mouth of one person and another thing

coming out the mouth of another.60 To assess similarity, it becomes

necessary, then, to refer to content, she says: the question is whether

a sentence of a particular form would fulfil the same role in commu-

nication when spoken by autistic speakers as it would have done if

it had been spoken by typically developing speakers. But the com-

municative problems show that for autistic speakers, assertions do

not play the same role, and therefore, Glüer and Pagin’s argument

doesn’t go through.

I agree with Reboul only that Glüer and Pagin offer a conceptual

“possibility” that happens to be an actuality (the conceptual possi-

bility would have been a sufficient counterexample), and that they

therefore can’t stipulate that what is meant by autistic speakers is

meant “in the same way” as what is meant by typically developing

children—it requires argument that they mean in the same way. But

it is not necessary, for Glüer and Pagin’s argument, that there is a

similarity between particular assertions that autistic speakers make

and typically developing children (would) make: that these asser-

tions have the same content, play the same role, or whatever—what

matters is that in both types of cases something is meant (in the

nonnatural sense). Also, nothing Glüer and Pagin say entails that

higher order intentions do not play a role in communication (they

60Reboul (2006, p. 592).
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address Grice’s analysis of meaning only61). Nor do they imply that

higher order intentions could not play a role in the process whereby

a speakers comes to mean something, or even in the act of a speaker

“meaning something”.62—it is just that nonnatural meaning cannot

be analysed in the way proposed, if the counterexample is successful.

So, it is not that particular contents of the speech of autistic

speakers and typically developing speakers need to be the same, but

they need to be of the same type. Communicative problems may

well show that particular contents are dissimilar, but we have yet to

establish whether communicative problems have a bearing on what

type of meaning autistic speakers exhibit.

Glüer and Pagin themselves are sensitive to the suggestion that

communication is relevant to meaning something nonnaturally. They

describe Grice’s distinguishing between natural and nonnatural mean-

ing in the following way: “In an effort to separate out nonnatural

meaning from mere causal regularities Grice correctly turned to the

intention to communicate [...].”63 However, they say, even if an in-

tention to communicate (partly) characterizes meaning something

nonnaturally, this does not mean that autistic speakers don’t mean

nonnaturally. Although the autistic speakers in the subset do not

possess the same concept of communication as typically developing

speakers, they nevertheless can distinguish communicative situations

on the basis of perceptual similarity, Glüer and Pagin argue, and so

may want to create new situations of that perceptual kind.64 And,

autistic speakers do indeed initiate conversations,65 and so it seems

that they do intent to communicate in the more minimal sense just

outlined.

However, Grice’s notion of communication is not a minimal no-

tion. When he discusses his theory of communication, he talks about

the goals of communication (such as the giving and receiving of in-

61Although they sometimes write as if they are also addressing his theory of
communication, see for instance Glüer and Pagin (2003, p. 47).

62A conceptual analysis of “swimming” may not refer to fins or arms, and yet
fins or arms may play a role in a particular act of swimming.

63Glüer and Pagin (2003, p. 47).
64Glüer and Pagin (2003, p. 48).
65Glüer and Pagin (2003, p. 47).
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formation, influencing and being influenced by others) as goals that

are recognised by each participant in a communicative situation as

a shared goal: involving a joint purpose, a mutually accepted direc-

tion.66 What reason is there to assume that it is a minimal notion of

communication that is related to nonnatural meaning, rather than

Grice’s own more substantial notion? I believe that whether and

which notion of communication plays a part in the analysis of non-

natural meaning can only be settled by taking into account the in-

tuitions concerning our use of the term “meaning” that come to the

fore when one is analysing meaning. Since Grice offers an analysis,

we can use the references he makes to intuitions during his analysis

as a guide to see whether nonnatural meaning is to be characterised

in terms of communication and if so, whether the intuition is reliable.

Firstly, although as we saw it is “intuitively clear,” according

to Grice, that nonnatural meaning is related to communication, by

itself this doesn’t imply that meaning is characterised in terms of

communication (just that it is related to it). Secondly, because the

distinction between natural meaning and nonnatural meaning is so

intuitively clear, Grice is able to identify the “recognition tests” al-

most immediately, before subjecting the intuitions regarding the use

of the word “meaning” to a more systematic analysis. As can be

seen from the list mentioned above, none of these tests for nonnatu-

ral meaning refer to the intention to communicate, or explicitly use

the concept of communication, or implicitly describe communication.

So, Grice doesn’t refer (before commencing on a more system-

atic reflection) to any intuitions that might imply that nonnatural

meaning is to be characterised in terms of communication. Now we

need to establish whether he does while engaged in the more careful

conceptual analysis (and what this entails about the correct charac-

terisation of meaning): During the analysing process, Grice system-

atically tests our intuitions regarding the use of the term ‘meaning’

(in the nonnatural sense), by offering specific hypothetical scenarios

and asking in each case whether one would or wouldn’t want to apply

66See Grice (1989d, p. 28) for Grice’s view that talk is adapted to serve a
particular purpose, Grice (1989d, p. 26) for Grice’s idea that participants in a
talk exchange recognise a common purpose or mutually accepted direction, and
Grice (1989d, p. 30) for what these purposes are.
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the term “meaning” (in the nonnatural sense); all in the service of

moving towards a general characterization of one’s use of the term

“meaning.”67

Looking at Grice’s analysing process, it’s clear that Grice doesn’t

explicitly refer to communication, but his choice of starting point

does suggest that the idea of communication (I take it that this idea

always involves the idea of others as receivers, so to speak) is on his

mind: Grice starts out asking whether intending to cause a belief in

someone is sufficient to mean something.68 Counterexamples show

that it isn’t, but the condition is retained as a necessary condition

in the analysis of meaning (as related to the making of statements

and the like, not orderings). However, Grice offers no systematic

investigation into the necessity of this condition: he has offered no

crucial hypothetical scenarios that suggest (directly) that we would

indeed be inclined to withhold the term “meaning” in every case

where the condition is not fulfilled.

It could be of course, that the necessity of the condition can

be (indirectly) deduced from our intuitions regarding the use of the

term “meaning” that are being highlighted by the hypothetical cir-

cumstances that Grice does consider. For example, Grice finds he

wants to withhold applying the term “meaning” in a case where

someone leaves a handkerchief of a particular person near a scene of

a murder (in order to produce in the mind of the police the belief

that that person is the murderer). Or, when someone shows a hus-

band a photograph of his wife having an affair (in order to produce

in the husband the belief that his wife is having an affair). On the

other hand, Grice finds he doesn’t feel reluctant to withhold the term

“meaning” in a case where someone shows the husband a drawing of

his wife having an affair (in order to etc.). Grice finds that what pre-

vents him from applying the term “meaning” in the first two cases,

is that the belief would have been produced in the audience anyway,

even if there had not been an accompanying intention by the speaker

(if the photograph had been lying around by accident, for instance).

This leads him to add as a condition that the belief production in the

67Grice (1989a).
68Grice (1989a, p. 217).
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audience must proceed via the recognition that the speaker intends

to produce that belief in them.69

However, our intuitions to withhold applying the term “meaning”

in the first two counterexamples, can also be explained in another

way. I want to suggest that if it were possible for a speaker to present

a photograph as being true (which requires the possibility that it

could be false), or the handkerchief as being true, then we would not

feel inclined to withhold the application of the term “meaning” in

these cases. In such a case it would not be possible for the handker-

chief or the photograph to be causing beliefs in the audience just by

lying around—they would only do so if presented as true. I am not

offering this as a step in an analysis of my own (I am not suggesting

all matters of meaning nonnaturally are a matter of presenting as

true or as false), but simply as an observation that, although Grice

seem to have been led by the idea of communication in his analysis,

it is not necessary to interpret our intuitions concerning the use of

the term “meaning” as involving an idea of communication.

So, neither in making the intuitive distinction between natural

meaning and nonnatural meaning, and offering recognition tests, nor

in the more careful analysis of nonnatural meaning, have intuitions

regarding the use of the term ‘meaning’ become apparent that would

suggest that meaning is to be characterised in terms of communica-

tion. I believe it can therefore be concluded that nonnatural meaning

is not to be characterised in terms of communication.

Should another type of meaning be distinguished in our use of

the term “meaning,” apart from the natural sense, the nonnatural

sense, and the now rejected “nonnatural sense characterised in terms

of communication”? Since nonnatural meaning is related to commu-

nication in general, there was some reason to think that nonnatural

meaning should be characterised in terms of a notion of communi-

cation. But it is unlikely that another type of meaning should be

distinguished in our use of the term ‘meaning’ that has so far com-

pletely avoided detection (and, incidentally, it is unlikely that Grice

69Grice (1989a, pp. 217–219). I pass over a step in Grice’s argument: namely
that the second counterexample shows that the belief production must proceed
via the intention recognition and that the first counterexample just shows that
there must be intention recognition. These details do not affect the argument.
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himself would think this is a possibility, given that he proposed that

one should not multiply senses beyond necessity):70 because if the

autistic speakers somehow did not fit comfortably in either the “nat-

ural” meaning or the “nonnatural” meaning category, there may be

a reason to suspect that a third distinction was implicit in our use,

applicable to the autistic speakers in our subset, but this is not the

case: all the recognition tests that have been offered with regard to

nonnatural meaning, comfortably fit the autistic speakers.

We have established that, without being able to communicate in

Grice’s substantial sense, or form the intention to so communicate

(whether minimal or substantial), autistic speakers can understand

that sentences that are uttered can be true or false, and can them-

selves utter sentences that they understand to be either true or false.

It is just as difficult to establish whether autistic speakers are in fact

presenting sentences as true, or as false, rather than just mouthing,

or using words purely “associatively,” as it is for any speaker—this

depends on context. But if they do, it can be concluded that they, as

speakers, mean something, that what is meant can be paraphrased

in a sentence using quotation marks, and that it would not be absurd

to say things like “she (the autistic speaker) means that the cat is

on the mat, but the cat is not on the mat.”

I have argued that Reboul’s contention that the communicative

impairments of the autistic speakers in our subset suggest that their

particular assertions do not have the same meaning or do not play

the same role in communication as syntactically identical sentences

would have had, if they had been uttered by typically developing

speakers, is not relevant to Glüer and Pagin’s argument, because

Glüer and Pagin aim to offer a counterexample to a Grice’s analysis

of a meaning type (not an argument that higher order intentions play

no role in the formation of particular instances of meaning). How-

ever, I have tried to argue that the idea that autistic speaker’s com-

municative impairments suggest that autistic speakers may not mean

in the nonnatural sense, in other words, may not mean in the sense

of meaning that Grice analyses, needs to be dealt with; it is not obvi-

ous that a speaker with a vocabulary age of between 9 and 11 means

70Grice (1989e, p. 47).
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something nonnaturally, and therefore not obvious without further

argument that autistic speakers pose a counterexample to Grice’s

analysis of nonnatural meaning. A subset of autistic speakers show

advanced grammatical ability before being able to attribute beliefs,

an ability that does not differ significantly from adult grammar, and

where in particular correct use (in context) of negation and affirma-

tion are in place, in embedded sentences such as “She said that x, but

it is not true that x.” I have argued that this rules out the hypoth-

esis that the speakers in the subset mean in the natural sense. The

same grammatical data also show that the autistic speakers’ type of

meaning perfectly passes the recognition tests, proposed by Grice to

help one decide with which type of meaning one was dealing, if in

doubt. No other intuitions, suggesting either that nonnatural mean-

ing should be characterised in terms of communication, or that some

other type of meaning should be distinguished alongside natural and

nonnatural meaning, have been revealed by contemplating Grice’s

analysing process, and I have therefore concluded that the subset of

autistic speakers do indeed mean nonnaturally, and therefore form

a counterexample to Grice’s account. And so, we can conclude that

Glüer and Pagin’s argument still stands.
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Glüer, K. and Pagin, P. (2003). Meaning theory and autistic speakers.

Mind and Language, 18(1):23–51.

Goodluck, H. (1991). Language acquisition: A linguistic introduction.

Blackwell Publishers, Oxford.

Grice, P. (1989a). Studies in the Ways of Words, chapter Meaning,

pages 213–223. Harvard University Press, Cambridge, Mass.

Grice, P. (1989b). Studies in the Ways of Words, chapter Meaning

revisited, pages 283–303. Harvard University Press, Cambridge,

Mass.

Grice, P. (1989c). Studies in the Ways of Words, chapter Utterer’s

meaning and intentions, pages 86–116. Harvard University Press,

Cambridge, Mass.

Grice, P. (1989d). Studies in the Ways of Words, chapter Logic and

conversation, pages 22–40. Harvard University Press, Cambridge,

Mass.

Grice, P. (1989e). Studies in the Ways of Words, chapter Further

notes on logic and conversation, pages 41–57. Harvard University

Press, Cambridge, Mass.

99



Autism as a disproof of Grice on Meaning

Hamilton, A. F. C., Brindley, R., and Frith, U. (2009). Visual per-

spective taking impairment in children with autistic spectrum dis-

order. Cognition, 113(1):37–44.

Happé, F. (1993). Communicative competence and theory of mind

in autism: A test of relevance theory. Cognition, 48(2):101–119.
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I Introduction

Depending on one’s notion of meaning, a Liar sentence is con-

sidered to be either meaningful or meaningless. An argument for

the latter position may be that the Liar sentence is lacking meaning

because it is useless. For instance, one might hold that the mean-

ing of a sentence is to be explained by its canonical use in language,

which is to make a statement, and that the Liar sentence fails to

deliver a statement and is without meaning accordingly. Declaring

the Liar to be meaningless is a way to escape its paradoxical conse-

quences and to stay faithful to our naive theory of truth under the

assumption that only statement sentences are to be plugged in into

Tarksi’s biconditionals. This meaning-error approach to the Liar was

predominant among Medieval scholars and is nowadays defended by,

for example, Goldstein and Blum (2008) and Thalos (2005).

In contrast, the truth-error approach is typically taken by philoso-

phers who feel that whether or not a certain sentence type, such as,

e.g., the Liar sentence, is meaningful depends on more general, mean-

ing constitutive notions such as reference and extension. And from

this more structural approach it is hard to see what exactly is wrong

with the Liar. It cannot be the involved self-reference, for there are

also unproblematic self-referential sentences nor can it be any reason

∗Thanks to Reinhard Muskens, the participants of agpc09 and to Frank Velt-
man, who commented on this paper during agpc09.
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purporting only to intrinsic features of the Liar for, as Kripke (1975)

observed, the paradoxality of “Liar-like sentences” such as ‘Most

things Nixon said about Watergate are false’ depend on empirical

circumstances. In fact, the truth-error approach holds that from the

perspective of meaning nothing is wrong with the Liar. Rather, ac-

cording to this approach, the Liar reveals that it is our naive theory

of truth that is in error. An adherent of the truth-error approach

may regard the Liar as useful in the sense that an anomalous mea-

surement result is useful in discrediting an otherwise plausible theory.

However, this sense of usefulness—useful in teaching us something

about (the truth fragment of our) language—is radically different

from the sense in which we used ‘usefulness’ in the first paragraph—

useful within language. In the latter sense then, the Liar seems to

be useless on the truth-error approach as well. That the distinc-

tion between meaningful and meaningless sentences is independent

of the distinction between useless and useful sentences seems to be

recognized by the late Wittgenstein—whose thoughts are often sum-

marized by philosophers via the slogan ‘meaning is use’—as the fol-

lowing words testify.

If the question is whether this [The Liar] is a statement at all, I
reply: You may say that it is not a statement. Or you may say that
it is a statement, but a useless one (Wittgenstein, 1939, p. 209).

In this paper I will show that this widely shared conviction that

the Liar and other ungrounded sentences1 are useless is wrong.

The setting in which this claim is established involves an agent

(Section IV) who asks yes-no questions to an omniscient being, called

an oracle (Section III), in order to gain information that fills his

epistemic lacunas. I call such situations query structures (Section II)

and I will prove that query structures can be solved more efficiently

in the presence of ungrounded sentences than without such resources

(Section V). Thereby, I illustrate the usefulness of such sentences or,

in other terms, I establish the fact that self-referentiality increases

computational power.

1Ungrounded sentences are those sentences that do not receive a truth value
in the minimal fixed point of Kripke’s fixed point construction.
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II Query structures and resources

For sake of definiteness, L will denote a fixed language whose vo-

cabulary consists of the set P = {p1, p2, . . .} of sentential atoms

together with the set {¬,∧,∨} of sentential connectives. Its set

of sentences Sen(L) is constructed in the usual way. We use `⊆
P(Sen(L))× Sen(L) to denote the standard sentential consequence

relation. Throughout the paper, W will denote the set of all subsets

of P . Members of W can be thought of as models for L, which we

will also call possible worlds. A central notion in this paper is that

of a query structure.

Definition 1. Query structure

We say that a pair Q = 〈B, T 〉, consisting of the background knowl-

edge B and the target knowledge T of an agent, is a query structure

just in case:

1. B, T ⊆ Sen(L). B ∪ T is consistent. |T | is finite.

2. ∃σ ∈ T : B 6` σ and B 6` ¬σ. (non-triviality)

The agent tries to solve a query structure, by which we mean

that he tries to determine the truth value of all the sentences of

his target knowledge T , i.e. he tries to decide T . In order words,

he tries to extend his background knowledge B to, say B∗, where

B∗ is such that for every σ ∈ T : B∗ ` σ or B∗ ` ¬σ. The non-

triviality condition imposed on query structures ensures that the

agent’s background knowledge by itself does not decide T . In order

to decide T , the agent queries an oracle or, equivalently, he asks

yes-no questions—modeled as declarative sentences—to the oracle.

The yes-no questions that an agent is allowed to ask the oracle in

order to solve a query structure are called the agent’s resources. We

will study how the resources of the agent influence his ability to

solve query structures. The agent’s classical resources are given by

Sen(L). The fun begins when we are more liberal in the allotment

of resources to the agent; in general, the resources of an agent will

consist of the sentences of a referential T -enrichment of L.

Definition 2. Referential T -enrichments

A T -enrichment LC of L enriches the vocabulary ofLwith a finite
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(possibly empty) set of constant symbols C—called ‘the non quota-

tional constants of LC ’—and a unary truth predicate symbol ‘T ’.Its

set of sentences Sen(LC) is jointly defined with its set of constants

Con(LC), which are the smallest sets2 that satisfy the following con-

ditions.

� P ⊆ Sen(LC), C ⊆ Con(LC).

� α ∈ Sen(LC)⇒ [α] ∈ Con(LC).

� t ∈ Con(LC)⇒ T (t) ∈ Sen(LC).

� α, β ∈ Sen(LC)⇒ ¬α, (α ∧ β), (α ∨ β) ∈ Sen(LC).

A referential T -enrichment L = 〈LC , π〉 is a pair consisting of a

T -enrichment LC and a function π : Con(LC) → Sen(LC), called a

reference list that satisfies

π([σ]) = σ for all σ ∈ Sen(LC)

With L=〈LC , π〉 we let Con(L)=Con(LC). Lbasic has C={λ, τ},
with π(λ) = ¬T (λ) and π(τ) = T (τ). Thus Lbasic contains a (strength-

ened) Liar sentence, ‘¬T (λ)’ and a Truthteller, ‘T (τ)’.

III The oracle

The oracle is omniscient, by which we mean that he knows the

truth value of each atomic sentence—equivalently, that he knows

which world w ∈ W is actual. The answer of the oracle to a ques-

tion σ ∈ Sen(L) is a truthful report of the oracle’s abilities to fulfill

the assertion respectively denial commitments of σ. Those assertoric

commitments for the oracle with respect to σ ∈ Sen(L) are deter-

mined by the assertoric rules of L. The assertoric rules of L are

mirrored, so to speak, by the inference rules of L. We explain the

idea of an assertoric rules that is mirrored by an inference rule via

the following schematically depicted rule.

2 Sentences that are constructed using connectives in {→,↔} are officially in
the meta-language; the translation of them to “official sentences” is achieved in
the usual manner.
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(1)
(α ∧ β)

α, β

An inferential reading of (1) would be along the following lines:

“from (α∧ β) you may infer α as well as β” An assertoric reading of

(1) is as follows: “if one asserts (α ∧ β) then one is committed to be

able to assert α as well as β”. Denying a conjunction (α ∧ β) also

brings with it assertoric commitments. L’s assertion rule (a∧) and

denial rule (d∧) for conjunctions are stated, in suitable notation, as

follows:

(a∧)
A(α∧β)

Aα, Aβ
(d∧)

D(α∧β)

Dα | Dβ

Note that (d∧) testifies that we are considering assertoric rules for

an oracle; a non-omniscient entity may very well deny a contradiction

p∧¬p without being committed to be able to deny p or ¬p. With the

assertoric rules for conjunction already stated, the other assertoric

rules for L are stated below, where t ∈ Con(L).

(a¬)
A¬α
Dα

(d¬)
D¬α
Aα

(a∨)
A(α∨β)

Aα | Aβ
(d∨)

D(α∨β)

Dα, Dβ

(aT )
AT (t)

Aπ(t)
(dT )

DT (t)

Dπ(t)

Thus, the assertoric rules are the usual tableau rules for ∧,∨,¬ in

terms of signed statements (see Smullyan (1995)), augmented with

rules that govern the sentences of L which have the truth predicate

as their main logical symbol. Expressions of form Xσ with X equal

to A or D and with σ ∈ Sen(L) we call assertoric sentences.

The assertoric rules state the commitments involved with assert-

ing respectively denying the compounded sentences of L. The com-

mitments involved with asserting (denying) the atomic sentences in

P are not stated in terms of the abilities of the oracle to assert or

deny further sentences, but are stated in terms of his knowledge of
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the truth value of the atomic sentences. In asserting p ∈ P , the

oracle is committed to know that p is true, and in denying p ∈ P ,

the oracle is committed to know that p is false. Before the oracle

reaches the conclusion that he can or cannot fulfill the assertion (de-

nial) commitments of σ, he goes through a process of reasoning that

is governed by the assertoric rules. In order to keep track of the

process we introduce assertoric trees.

By the assertoric trees of σ we mean its assertion tree TσA and

its denial tree TσD. TσA keeps track of the assertion commitments σ

while TσD keeps track of σ’s denial commitments. Assertoric trees

have occurrences of assertoric sentences as their points; TσX is the

assertoric tree which has Xσ as its origin and which is obtained from

its origin by a “tree expansion process” that follows the assertoric

rules of L. This tree expansion process does not differ from familiar

tree-constructions based on (inferential) rules and is illustrated by

the following example.

Example 1. Assertoric trees

Below we depict TγA and TγD, where γ := (¬T (λ)∧ p1) ∈ Sen(Lbasic).

A¬T (λ)∧p1

A¬T (λ)

Ap1

DT (λ)

D¬T (λ)

AT (λ)

D¬T (λ)∧p1

D¬T (λ)

AT (λ)

A¬T (λ)

DT (λ)

Dp1

The example illustrates that, due to the finiteness C, an asser-

toric tree is a finite object.

The oracle can fulfill the assertion commitments of σ just in case

TσA is open relative to the actual world w@ ∈W and he can fulfill the

denial commitments of σ just in case TσD is open relative to w@. The
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notion of an assertoric tree being open/closed relative to a world is

defined as follows.

Definition 3. Closure conditions for assertoric trees

Let σ ∈ Sen(L), let TσX be an assertoric tree of σ, let w ∈W and let

B be a branch of TσX . B is closed in w iff 1. or 2. holds.

1. ∃ σ ∈ Sen(L) : Aσ ∈ B and Dσ ∈ B.

2. ∃ p ∈ P : (Ap ∈ B and p 6∈ w) or (Dp ∈ B and p ∈ w)

B is open in w iff B is not closed in w. TσX is closed in w iff all

its branches are closed in w and TσX is open in w iff TσX is not closed

in w. A branch B is said to be closed (open) a priori iff it is closed

(open) in every w ∈ W . An a posteriori branch is a branch that is

neither open nor closed a priori. We write Clw(TσX) and Ow(TσX) to

denote that TσX is closed, respectively open in w.

The oracle is truthful, by which we mean that his answers to yes-

no questions disclose his (dis-)abilities to fulfill the assertoric commit-

ments of the associated sentences. As the assertoric commitments

of a sentence divide into the assertion and denial commitments, the

oracle needs to have available four distinct reactions in his answering

repertoire in order to be able to answer truthfully. For each w ∈W
and σ ∈ Sen(L), the answering function returns the (code for the)

answer that the oracle would give to σ if w were the actual world.

Definition 4. The answering function

Let w ∈ W . The answering function Aw:Sen(L)→{0, 1} × {0, 1}
returns the answer given by the oracle in w to σ ∈ Sen(L). A

pair (x1, x2) reflects whether the assertion tree of the sentence under

consideration is open (x1 = 1) or closed (x1 = 0) and whether the

denial tree is open (x2 = 1) or closed (x2 = 0). That is:

1. Clw(TσA) and Ow(TσD) ⇔def Aw(σ) = (0, 1) (‘no’)

2. Ow(TσA) and Clw(TσD) ⇔def Aw(σ) = (1, 0) (‘yes’)

3. Clw(TσA) and Clw(TσD)⇔def Aw(σ) = (0, 0) (‘neither’)
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4. Ow(TσA) and Ow(TσD)⇔def Aw(σ) = (1, 1) (‘both’)

Our answering function resembles the (Dunn-Belnap) valuation

function familiar from work on four-valued logics (see for example

Muskens (1999) ) to some extent. However, in sharp contrast to this

valuation function, our answering function is not compositional, as

is illustrated by the following example.

Example 2. Non-compositionality

As the reader may verify, for every w ∈ W we have that Aw(T (τ))

= (1, 1) and that Aw(¬T (τ)) = (1, 1). Also, we have that Aw(T (τ)

∧T (τ)) = (1, 1) whileAw(T (τ)∧¬T (τ)) = (0, 1) andAw(T (τ)∨T (τ))

= (1, 1) illustrating that the answering function is not “answer com-

positional”.

IV The agent

The agent can faultlessly apply the assertoric rules of L, knows

that the oracle is omniscient and that it provides truthful answers of

which the agent knows the meaning, e.g., he knows that the answers

‘yes’ to σ indicates that the oracle can fulfill σ’s assertion commit-

ments while he cannot fulfill σ’s denial commitments. The essential

difference between the agent and the oracle is that the oracle knows

which world is actual, whereas the agent does not. The oracle’s an-

swers to σ reveal whether the assertoric trees of σ are open /closed

and this information can be converted into information about the

truth value of sentences of L. The latter information is used by the

agent to update his knowledge. We will define a knowledge update

function U , mapping each question-answer pair to the associated up-

date.

With p ∈ P , we let (Ap)
+=p, (Dp)

+=¬p, (Ap)
−=¬p and (Dp)

−

= p. Let B be an a posteriori branch of assertoric tree TσX and

let B be the set of all atomic assertoric sentences Yp that occur on

B.3 With Yp ∈ B, B− is the disjunction of all the (Yp)
− and B+ is

the conjunction of all the (Yp)
+. Intuitively, B+ is what the agent

learns when he finds out that B is open while B− is what he learns

3As B is a posteriori, B 6= ∅.
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when he finds out that B is closed. In receiving an answer to σ,

the agent is assured either that TσX is closed or that TσX is open.

Such an assurance is uninformative iff all the branches of TσX are

closed a priori or if TσX has a branch that is open a priori. If one

of those two conditions apply to TσX , we let the closed-update of

TσX—the information that the agent learns by finding out that TσX
is closed— and the open-update of TσX—the information that the

agent learns by finding out that TσX is open—be equal to a tautology.

Formally, C(TσX) = O(TσX) = p1 ∨ ¬p1. Otherwise, we let C(TσX) be

the conjunction of all— ranging over the a posteriori branches of

TσX—the B−, whileO(TσX) is the disjunction of all the B+. Using the

functions C(·) and O(·), we define the update function U : Sen(L)×
({0, 1} × {0, 1}) → Sen(L), mapping each question-answer pair to

the associated knowledge update.

U(σ, (1, 0)) = (O(TσA) ∧ C(TσD)) U(σ, (0, 1)) = (C(TσA) ∧ O(TσD))

U(σ, (0, 0)) = (C(TσA) ∧ C(TσD)) U(σ, (1, 1)) = (O(TσA) ∧ O(TσD))

Example 3. Knowledge update (Example 1 continued)

With γ as in Example 1, we see that TγA contains a single branch that

is closed a priori. Hence, we have that C(TγA) = O(TγA) = p1 ∨ ¬p1.
As the denial tree has a branch that is closed a priori and an a

posteriori branch, we have C(TγD) = p1 while O(TγD) = ¬p1. In terms

of the update function, we have that U(γ, (1, 0)) = U(γ, (0, 0)) =

(p1 ∨¬p1)∧ p1 and that U(γ, (0, 1)) = U(γ, (1, 1)) = (p1 ∨¬p1)∧¬p1.
The example illustrates that, although the update function is defined

for all question-answer pairs, this does not mean in general that all

four answers to a sentence are possible answers; depending on the

truth value of p1, the oracle will either answer γ with ‘no’ or ‘neither’.

V The power of self-referential truth

Let L be a referential T -enrichment. A query strategy of n ques-

tions in L, Sn, is a plan of the agent to ask n consecutive questions

of Sen(L) to the oracle, where the mth question asked according to

the plan may depend on the answers to the m − 1 questions asked

before. Formally, Sn is conveniently represented as a 4-tree of height
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n whose points are occurrences of elements of Sen(L). A 4-tree is a

tree in which each point that is not an endpoint has exactly 4 suc-

cessors. In the case of a query strategy, the four successors of such

a point σ represent the follow-up question to σ that will be asked

conditional on the answer (‘yes’, ‘no’, ‘neither’, ‘both’) received to

σ. More general, in executing a query strategy Sn, the agent starts

by asking the question corresponding to the origin of Sn and he asks

further questions depending on the answers he received to previous

ones. For instance, if the answer received by the agent to his first

question was ‘yes’, he consequently asks the corresponding follow-up

question. Similarly for the other answers and for questions “higher

up” Sn . The following example illustrates the notion of a query

strategy and its execution.

Example 4. Query strategy of 2 questions in L

(p1 ∨ p2)

p1

(1, 0)

p3

(0, 1)

p7

(0,0)

p8

(1, 1)

The depicted 4-tree corresponds to the following query strategy.

First, the agent asks the question ‘(p1 ∨ p2)’ and then the asks a

follow-up question which depends on the answer that the oracle gave

to ‘(p1 ∨ p2)’. Depending on whether the oracle answered ‘(p1 ∨ p2)’
with ‘yes’, ‘no’, ‘neither’ or ‘both’ the agent respectively asks ‘p1’,

‘p3’, ‘p7’ or ‘p8’ as a follow-up question.

As the oracle’s answers to any question are determined by which

world w ∈ W is actual and as the questions which are asked in exe-

cuting a query strategy Sn are determined by the answers received

from the oracle to previous questions, executing a query strategy

Sn in a world w ∈ W delivers a question-answer set Sn(w) of n

question-answer pairs. For instance, with w1, w2 ∈ W such that

p1, p2 6∈ w1, p3 ∈ w1 and p1 6∈ w2, p2 ∈ w2 and with S2 as in

Example 4, we have that S2(w1) = {((p1 ∨ p2), (0, 1)), (p3, (1, 0))}
and that S2(w2) = {((p1 ∨ p2), (1, 0)), (p1, (0, 1))}. With Sn an
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arbitrary query strategy and with w ∈ W , we have that Sn(w)

= {(σ1,Aw(σ1)), . . . , (σn,Aw(σn))}. The knowledge update due to

Sn(w), U(Sn(w)) ⊆ Sen(L), is then defined as follows:

U(Sn(w)) = {U(σ1,Aw(σ1)), . . . ,U(σn,Aw(σn))}

A query strategy Sn solves a query structure Q just in case, in

each world w ∈W , executing Sn in w allows the agent to decide the

target set T . Or, more precisely:

Definition 5. Solving a query structure

Let L be a referential T -enrichment, let Q = 〈B, T 〉 be a query struc-

ture and let Sn be a query strategy of n questions in L. We say that

Sn solves Q in L just in case4 we have that, for each w ∈W and for

each σ ∈ T :

B ∪U(Sn(w)) ` σ or B ∪U(Sn(w)) ` ¬σ

Definition 6. Query complexity, classical and magical

Let L be a referential T -enrichment, let Q = 〈B, T 〉 be a query

structure and let Sn be a query strategy of n questions in L. If

Sn solves Q in L and if for no 1 ≤ m < n there exists a query

strategy Sm in L which also solves Q in L, we say that the query

complexity of Q in L is n. The classical query complexity of Q is

its query complexity in L, while its magical query complexity5 is its

query complexity in Lbasic.

We will now establish that the magical complexity for some query

structures is strictly less than their classical complexity. We intro-

duce the following abbreviations.

θ1 := p1 ∧ ¬p2 ∧ ¬p3 ∧ ¬p4, θ2 := p2 ∧ ¬p1 ∧ ¬p3 ∧ ¬p4,
θ3 := p3 ∧ ¬p2 ∧ ¬p1 ∧ ¬p4, θ4 := p4 ∧ ¬p2 ∧ ¬p3 ∧ ¬p1.

4Note that, when w is a world whose union with either B or T is an inconsistent
set of sentences, Sn trivially decides T in that world w.

5The term ‘magical’ is used in honor of the logician and magician Raymond
Smullyan, whose well-known “knight-knave riddles” formed the inspiration for
this paper and whose work on analytic tableaux was used to formalize the inspi-
ration.
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The query structure 1-out-of-4 = 〈B, T 〉 is specified as follows.

B = {θ1 ∨ θ2 ∨ θ3 ∨ θ4} and T = {p1, p2, p3, p4}. Thus, the agent’s

background knowledge is such that he knows that exactly 1 out of 4

given sentences is true, although he does not have a further clue as

to which sentence it is. The target of the agent is find out which of

the four given sentences is true. The query strategy S2 of Example 4

solves 1-out-of-4 in 2 questions of L. Clearly, there does not exist a

strategy in L that solves 1-out-of-4 in 1 question and so the classical

query complexity of 1-out-of-4 is 2. The magical query complexity

of 1-out-of-4 is 1, as is illustrated by the strategy S1 consisting of

the sole question θ.

θ := ((¬T (λ) ∧ p1) ∨ (T (τ) ∧ p2)) ∨ p3

In order to illustrate that asking θ to the oracle allows the agent

to decide T , we display TθA and TθD.6

Aθ

A(¬T (λ)∧p1)∨(T (τ)∧p2)

A¬T (λ)∧p1

A¬T (λ) •

AT (τ)∧p2

AT (τ)

Ap2

branch α1

Ap3

branch α2

Dθ

D(¬T (λ)∧p1)∨(T (τ)∧p2)

Dp3

D¬T (λ)∧p1

DT (τ)∧p2

D¬T (λ) • Dp1

DT (τ)

branch δ1

Dp2

branch δ2

The branches α1, α2 and δ1, δ2 are the (only) a posteriori branches

of TθA and TθD. In 1-out-of-4, the agent’s background knowledge is

such that he knows that the actual world is represented by either θ1,

θ2, θ3 or θ4 i.e. he knows that the actual world is such that exactly

one of those four sentences is true. The following table states, for

each “possible world” θi, the answer of the oracle to θ in that world

and the associated knowledge update due to that answer.

6 To save some space, we display in fact abbreviations of those trees; a bullet
(•) indicates that we do not work out the the official steps after this point, as it
is clear that the resulting branch(es) are closed a priori.
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world A(·)(θ) U(θ,A(·)(θ))

θ1 (0, 0) (¬p2 ∧ ¬p3) ∧ (p1 ∨ p2 ∨ p3) ∧ (p1 ∨ p3)
θ2 (1, 1) (p2 ∨ p3) ∧ ((¬p1 ∧ ¬p2 ∧ ¬p3) ∨ (¬p1 ∧ ¬p3))
θ3 (1, 0) (p2 ∨ p3) ∧ (p1 ∨ p2 ∨ p3) ∧ (p1 ∨ p3)
θ4 (0, 1) (¬p2 ∧ ¬p3) ∧ ((¬p1 ∧ ¬p2 ∧ ¬p3) ∨ (¬p1 ∧ ¬p3))

It is easy to verify that the agent, when he receives an answer

to θ and uses the associated information update as specified by U
to update his background knowledge B, is able to decide T , which

establishes that the magical query complexity of 1-out-of-4 is 1.

The techniques used in this paper are part of a framework for self-

referential truth, developed by the author, which is called assertoric

semantics. For a more detailed presentation, using the framework of

assertoric semantics, as well as a for discussion of the philosophical

consequences of this paper’s result, the reader is referred to Wintein

(2009).
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