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Abstract

The Paradoxes of Material Implication concern entailments which are valid
according to Classical Propositional Logic but which contradict universal
linguistic intuitions. These contradictions constitute one of the best-known
objections to the classical truth-functional account of indicative conditionals.

In this thesis we give an Inquisitive Semantic account of the Paradoxes of
Material Implication. We focus on the sixteen paradoxical inferences that can
be found in the literature. We formalize, motivate and discuss two inquisitive
systems: Basic Inquisitive Semantics and Radical Inquisitive Semantics. Fur-
ther, we compare the Basic Inquisitive Semantic and the Radical Inquisitive
Semantic account of the Paradoxes of Material Implication with the accounts
given by Lewis’ Strict Conditional Logic S2, Stalnaker’s Conditional Logic
C2, Update Semantics and Relevance Logic B. We also discuss the extent to
which the inquisitive account of implication reflects the philosophical under-
pinnings of different non-classical accounts.

We demonstrate that Radical Inquisitive Semantics is the only system
that allows us to account for all of the Paradoxes of Material Implication.
We conclude that the account given by Inquisitive Semantics is better than
the classical account and has certain advantages over other systems. Finally,
we also suggest and discuss several possibilities for further research.
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“If and suppose - two small words,
but nobody has ever been able to explain them”
- Jack Johnson

Formal semantics attempts to model natural language and formalize the
ways in which we communicate. Over the past several decades, many logical
theories have been put forth with the aim of providing us with an adequate
model of our language uses. Inquisitive Semantics is an example of one
of the most recent developments. It departs from the classical tradition in
semantics, in which the meaning of a sentence consists only in its informative
content. Instead, it proposes to ameliorate the classical understanding of a
proposition by acknowledging its inquisitive content. Such an “inquisitive
twist” results in a new logical framework that provides us with new theorems
and new insight into our uses of natural language.

A departure from a long-established tradition is generally met with a
significant amount of doubt. There are many things that can go wrong and
the prospective benefits of the new framework need to considerably outweight
both its own disadvantages and the advantages of the framework we started
with. In general, the deeper and the more varied the arguments for the new
system, the better its chances of success and the bigger the probability of
moving a step closer towards finding the optimal model of the phenomena
we are interested in.

Inquisitive Semantics was developed mostly at the University of Ams-
terdam over the past decade. Despite its novelty, Inquisitive Semantics has
managed to inspire researchers from several countries spread across Europe,
America and Asia. Interest in the framework resulted in many developments,
shedding light both on the nature of the system and the phenomenon it seeks
to capture. To date, the semantic features of the propositional system are
fully developed, the pragmatic underpinnings of the new framework have
been specified and the system’s algebraic features have been spelled out.
The speedy development of Inquisitive Semantics and the attention it has
attracted internationally are a testament to its viability and potential. All
of the advantages over the classical semantics and the rival systems are not
fully spelled out, though. The framework still needs additional motivation.

In this thesis, we will consider an as-of-yet unexplored branch of argumen-
tation for the inquisitive enterprise; we will examine the inquisitive treatment
of the paradoxical inferences involving material implication. In particular,
we will compare the inquisitive approach to the Paradoxes of Material Im-



plication with other non-classical approaches. We will argue that Inquisitive
Semantics provides a better treatment of implausible material implications
than classical semantics does. Furthermore, we will demonstrate that Radical
Inquisitive Semantics allows one to account for more paradoxical inferences
than any of the other systems. Last but not least, we will suggest that
as Inquisitive Semantics gives an intuitive and non-ad hoc treatment of the
Paradoxes of Material Implication, it can be seen as being advantageous over
other systems considered.

In order to cogently resolve the matter in question, the thesis will be
divided into five sections.

1. The first part of the thesis provides an introduction to propositional
Inquisitive Semantics. We will restate, discuss and motivate inquisitive
semantics. Furthermore, we will also discuss a not yet fully formalized
extension of Inquisitive Semantics—Radical Inquisitive Semantics—
and formalize additional notions which prove useful in realizing the
objectives of the thesis.

2. The second part introduces paradoxical material implications and dis-
cusses different approaches towards these paradoxes. We do this by
considering 16 paradoxical inferences. These inferences will be used as
a benchmark that will allow us to compare different models of natural
language implication. In this chapter we also introduce the semantics of
S2, C2, US and B. Finally, we summarize the account of the Paradoxes
of Material Implication given by these logics in a table.

3. The third part demonstrates the inquisitive treatment of the paradox-
ical inferences. We will prove that Inquisitive Semantics effectively ac-
counts for some of the paradoxical entailments and discuss the extent
to which Basic Inquisitive Semantics and Radical Inquisitive Semantics
are successful in accounting for all of the problematic cases.

4. The fourth part compares the inquisitive approach to resolving the
Paradoxes of Material Implication with classical and non-classical ap-
proaches. On the basis of this comparison, we will also analyze the
role of different semantic definitions in the inquisitive treatment of the
paradoxical implications in question.

5. In the final part of the thesis we will summarize the findings. Our
discussion will make clear that the analysis provided by Inquisitive
Semantics provides a strong case for the inquisitive enterprise.



CHAPTER 1

Inquisitive Semantics

Inquisitive Semantics enriches one of the most basic notions of classical se-
mantics: that of a proposition. As pointed out in the introduction, this
allows one to enrich the classical, purely informative meaning of a sentence
with its inquisitive content. In order to fully grasp the subtleties of the in-
quisitive framework, it is useful to depart from the classical understanding
of a proposition and then describe the semantics underlying the new frame-
work. Such an approach highlights the key element of the new system and
more clearly explicates its assumptions. After the description of Basic In-
quisitive Semantics, we will consider a recent extension, Radical Inquisitive
Semantics. This system proposes an even more fine-grained notion of mean-
ing which characterizes positive, negative and issue-dispelling responses to a
sentence uttered. Most importantly, RIS allows for differentiation between
the rejection of a proposal made by uttering a sentence and the rejection of
the supposition behind the sentence uttered.

1.1 The Classical Proposition

The classical notion of a proposition is exemplified by Stalnaker’s 1978 article
“Assertion” [41]. We will draw from this article in discussing the motivations
for the classical treatment of propositions and natural language discourse. We
will also contrast this classical view with the inquisitive one.

One of the most prominent views in semantics and logic is that a proposi-
tion represents the world as being a certain way. For instance, when one says



that “The class is at 10AM”, one communicates that it is the case that the
class is at 10AM. Or, more specifically, one communicates that this sentence
correctly describes the world as being this way and not the other, e.g., in
which the class is at 11AM. Thus, a proposition can be seen as dividing the
ways in which the world could be and could not be. By these means, it is
classically assumed one understands a proposition expressed by a sentence
when one knows when the sentence corresponding to it is true and when it
is false. Consequently, when one engages in a conversation, one tries to dis-
tinguish between the ways things could have been and could not have been
and decide upon different alternative descriptions of the world in order to
arrive at the most plausible conclusion. In logic it is common to refer to
these different alternative descriptions as possible worlds, viz. the ways the
world could be. A proposition expressed by a sentence is then understood as
a function from possible worlds to truth values. Thus, when one makes an
assertion, one expresses a proposition and limits the range of possible worlds
to the ones in which this proposition is true. So to speak, the proposition is a
rule for picking a set of possible worlds such that the sentence corresponding
to it is true in these worlds.

This account and understanding of a proposition gives rise to the following
view on discourse. In a conversation assertions are made and accepted and
thus the set of possible worlds compatible with propositions expressed by
assertions made is reduced. As the conversation proceeds, individuals further
continue to narrow down the set of alternative descriptions of the world with
the intention to locate the actual state—the instantiation of how the world
really is—among a set of alternative descriptions of the world that is narrow
enough for their purposes.

Thus, the classical notion of a proposition can be seen as being grounded
in the possible world paradigm. In this paradigm, a proposition is a repre-
sentation of the world being a certain way. Crucially, for this representation
there corresponds a set of possible states of the world which are in accord
with it[39]. So to speak, the proposition is a characteristic function that gives
a set of possible worlds in which the sentence corresponding to this proposi-
tion is true. This treatment of a proposition also implies that the meaning
of a proposition is identified with informative content. That is, propositions
are taken to embody the informative content of a sentence - they are a way
of providing information about how the world is. Such an account seems to
be strongly motivated for modeling valid reasoning, i.e., determining when
we can conclude one piece of information from another one. In a straight-
forward fashion the classical account models when one assertion implies the
other and seems to correctly account for the influence that a series of asser-
tions have on the body of information that is being assumed at a given point



of a conversation.

The inquisitive semantic enterprise does not question the appropriateness
of classical theory in modeling these situations. It is rather based on the ob-
servation that argumentation makes a small class of our language use and it
is by no means an exhaustive and paradigm example of it. More specifically,
there are many other ways we use our language that cannot be modeled
as argumentation, e.g., interviews, interrogations and even the majority of
everyday conversations. These uses of natural language are rather an inter-
play between questions and answers and not only assertions. On the basis
of this, inquisitive semantics postulates that natural language discourses are
rather an interplay between the inquisitive content (requests for information)
and assertive content and that this interplay allows one to proceed with the
conversation and limits the set of alternative descriptions which correctly
describe our actual world.!

1.2 The Inquisitive Twist

Based on the previous analysis of the classical view on discourse and proposi-
tion, inquisitive semantics aims at developing a model that would account for
the shortcomings of the classical picture and thus, provide a better model of
natural language discourse. There are two key observations made by Inquis-
itive Semantics. The first is comprised in the claim that there is “no sharp
distinction between assertions, non-inquisitive sentences, and questions, non-
informative sentences” ([22], pp. 2). The second observation is that proposi-
tions are better accounted for as proposals to change the information assumed
by a discourse in one or more ways.

The first observation, that one can give a single semantic treatment of
indicatives and interrogatives, can be seen as being rooted in observations
made by Grice. For Grice notices that “a standard employment of ‘or’ is
in the specification of possibilities (one of which is supposed by the speaker
to be realized, although he does not know which one)” ([28], pp. 13). More
specifically, as noticed by [22], it seems that certain indicatives invite the
same responses as interrogatives:

!The fact that the class of natural language uses that can be correctly modeled by
means of classical propositions is very limited, is one of the most striking problems of
classical propositions, but certainly not the only one. Some of the other problems of the
classical account of a proposition in modeling dialog are mentioned by [5], [21], [20]. For
instance Ciardelli notices that under the classical notion of a proposition, it seems to be
impossible to account for the coherence of a dialog and relations between utterances and
it also seems impossible to account for the reactions of other participants to utterances
made—e.g., disagreement or doubt.



The class is either at 10AM or at 11AM.
Is the class either at 10AM or at 11AM?
The class is at 10AM.

)
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In the above example it is possible for the inquisitive content of (1.1
and (1.2) to coincide. This is further visible if we imagine (1.1) and (1.2
as being uttered in a conversation; (1.3) seems to be a correct response to
either of them. Thus, it seems to be that both (1.1) and (1.2) invite the
same response from the conversational interlocutors. This points to the fact
that natural language does not seem to have a separate semantic treatment
for some of the questions and interrogatives. Consequently, this motivates
postulating a single semantic object containing inquisitive and informative
content. An example of such an object is (1.1), which can be viewed as a
hybrid sentence (i.e., a sentence that both provides some information and
invites some information).

On the other hand, the inquisitive treatment of propositions as propos-
als stems from the fact that Inquisitive Semantics considers a discourse not
purely as an exchange of assertions, but rather as “a cooperative process of
raising and resolving issues” ([14], pp. 1). This treatment is motivated by
the intuitive observation that a conversation is an exchange of information
in which generally one requests some information (i.e., raises an issue) and
expects ones interlocutor to contribute to resolving an issue by providing
some relevant information. To illustrate this point, consider the following
example:

)
)
)
)

- Do we have the class at 10AM or 11AM? .
- The class is at 10AM. (1.5)

In this common situation the first speaker proposes 2 alternative ways of up-
dating the common ground of the conversation? and requires his interlocutor
to provide him with enough information to decide between them. The in-
terlocutor, in order to answer the question, decides between the alternatives

2In line with Stalnaker, the common ground is understood as the body of information
that has been assumed by the conversation so far[14]. More specifically the common ground
of a conversation can be seen as a discourse context in which we utter sentences. Then,
by uttering a sentence we express a proposition which proposes to change the common
ground in certain ways. Notice that by uttering a sentence one may suggest to restrict
the discourse context so that it is compatible with the information provided by it and
one may also require a piece of information that would allow to decide between different
restrictions of the common ground suggested by it.



suggested by the first speaker. To be more specific, it is intuitive to treat
(1.4) as expressing a proposal to update the common ground of a conver-
sation. The proposition expressed by (1.4) invites a response that would
determine the time of the class. (1.4) is a question, since it only presupposes
that the class is either at 10AM or at 11AM and simply requires information.
That is, it asks for a response which would resolve whether the class is at
10AM or at 11AM and thus update the common ground of the conversation.
(1.5) on the other hand, is an assertion: it provides exactly one update of
the common ground and resolves the issue raised in (1.4).

What seems to follow from this analysis is that it seems to be very in-
tuitive to model propositions as sets of sets of possible worlds, rather than
only sets of possible worlds. This allows us to correctly account for questions
exemplified by (1.4). This is because we can model the proposition expressed
by (1.4) as just consisting of 2 sets of possible worlds: one in which it holds
at every world that the class is at 10AM and the other in which it holds
at every world that the class is at 11AM. It also allows us to correctly ac-
count for (1.5), as we can model the proposition expressed by it as a set of
possible worlds in which at every world it holds that the class is at 10AM.
Hence, by these means Inquisitive Semantics in its simplest form provides
a very plausible and appealing interpretation of propositions as proposals
to update the common ground of a conversation. Under this interpretation,
questions propose at least two ways of updating the common ground and
assertions give one proposal to update the common ground of a conversation
and hence can be seen as simply suggesting to add their informative con-
tent to the common ground. Based on this alteration of the definition of a
proposition, a proposition expressed by a sentence can be seen as capturing
both the information it provides and the information it requests from other
conversational participants.|[7]3

While the description of inquisitive propositions as pursued above can be
seen as a plausible indication of motivations for the inquisitive treatment of
a proposition, it does not specify which propositions are expressed by which
sentences. Given the characterization of the new notion of a proposition, we
need to give an account of how to determine propositions corresponding to

3More specifically we can think of the inquisitiveness of a proposition as its potential
to raise some issues for consideration and responses that are invited by it. Thus, when
someone raises a question, one can be seen as inviting other conversational participants
to provide enough information to establish at least one of the alternatives proposed. No-
tice that, on this account, when one utters a sentence, one provides information that at
least one of the pieces of information contained in the proposition the sentence expresses
provides a correct description of the actual world and one requests enough information to
establish which bit of information should be accepted.



more complex sentences than the ones mentioned in examples considered so
far. Thus, we need to give a formal definition of Inquisitive Semantics.

1.3 Basic Inquisitive Semantics

In semantics, the standard way of accounting for the meaning of complex
sentences is in terms of a recursive definition. This approach allows one to
give an account of the meaning of every sentence in terms of its simpler con-
stituents. Following this approach, Inquisitive Semantics defines the meaning
of sentences recursively in terms of support at states. Then, the proposition
expressed by a sentence 6, can be just taken to be the set of all states sup-
porting 6. An example of one recursive way of accounting for the meaning
of all inquisitive sentences and then propositions is given by [37]. Under this
approach a proposition is a persistent set of sets of possible worlds, where
persistence is a property of sets of sets of possible worlds which guarantees
that whenever a set of possible worlds supports a sentence, so do all of its
subsets.* We will proceed by outlining the formal framework of Inquisitive
Semantics and then motivating and describing its features.

1.3.1 Issues and States

Two basic ingredients of Inquisitive Semantics are issues and states.

Definition 1 (States) Let P be a finite set of propositional letters and w be
the set of all possible words, i.e., w = {0,1}7. A state is a subset of w, i.e.,
any set of possible worlds o C w.

The idea behind the notion of a state o is to encode the information that
the actual world is among the possible worlds in . Notice that for a state
o, we can think of its subsets as enhancements of o which give more detailed
information concerning where the actual world might lie.

Definition 2 (Enhancement) A state T is called an enhancement of o if and
only if T C o.

Notice that given a context specified by o, one can also try to locate
the actual world within o with more precision. Thus, one can suggest en-
hancements of ¢ that locate the actual world with sufficient precision and

4This section is based on [7] and [37]; the persistency requirement will be motivated in
later subsections.
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request an answer that would allow one to decide between them. The seman-
tic content of such a request for information is referred to as an issue over o
- denoted Z, which corresponds to a non-empty set of enhancements of o. In
this setting it is also natural to think of an issue over o as being downward
closed and as forming a cover over o. When considering the downward clo-
sure requirement, notice that if 7 is an enhancement of ¢ then so is 7 C 7.
This is because, if 7 already locates the actual world with sufficient precision
then an even more precise enhancement that also contains this world cannot
fail to do so. When considering the requirement for Z to form a cover of
o, notice that the information contained in ¢ does not preclude any possi-
ble world w € ¢ from being the actual world. Thus, it follows that for any
possible world in o, the issue raised by Z must also contain an enhancement
which contains it. Otherwise Z precludes a possible world, which may well
be the actual world given the information in o.

Definition 3 (Issues) Let o be a state. T is an issue over o if and only if:
1. T is a non-empty set of enhancements of o;
2. T is downward closed, i.e., if T € Z and 7" C 7, then 7' € Z;

3. I forms a cover of o, i.e., | JZ = 0.

Given the definition of an issue Z, it is also useful to define a response
that allows us to decide between the enhancements suggested by Z, i.e., the
situation in which one settles the issue raised by Z.

Definition 4 (Settling an issue) Let o be an information state, T an en-
hancement of o and I an issue over o. Then, T settles T if and only if
Tel.

1.3.2 Propositions

Given the definition of the basic ingredients of the inquisitive framework
presented in the previous subsection, we are now in a position to state the
definition of an inquisitive proposition. A more refined version of a proposi-
tion expressed by a sentence will be given in the next subsection.

Definition 5 (Proposition) A proposition A over a state o is an issue over
an enhancement T C o.

Hence, it follows that the following fact holds for propositions:

11



Fact 1 Proposition is a non-empty downward closed set of states.

Notice that the definition of an inquisitive proposition allows us to encode
two key ingredients of inquisitive meaning. For one, an inquisitive proposi-
tion A encodes the enhancement of the common ground of the conversation
specified by (J A, i.e., the information it proposes to enhance the common
ground with. But, it also specifies an issue over 7 = (J A. This is in line
with our previous observations: when one utters a sentence, one proposes to
update the common ground of the conversation and specifies an issue over
the suggested update. In other words, in uttering a sentence one can provide
and can request information. Furthermore, since an issue over a state o is
just a set of enhancements over o and since every enhancement denotes a
set of possible worlds, it follows that a proposition A is a set of states. By
these means, we can take every state contained in a proposition to specify
one piece of information; namely, that the actual world is among the possible
worlds in that state. Every proposition can then be viewed as an invitation
to specify which of these states correctly describes the actual world.

Let us discuss the downward closure requirement in greater detail in or-
der to see why it is plausible from a philosophical point of view, to take
propositions to have this feature.

Let A be a proposition over o, Z be the issue embodied by A, R € Z be
an issue-settling piece of information. Then it follows that any issue-settling
piece of information which is more informative than R also settles the issue
raised in Z; for if R locates the actual world with sufficient precision, then
so does its restriction. Thus, since by the definition R € Z corresponds to
some state a € A, it follows that any subset of « is a set of possible worlds
in A (i.e., A is a downward closed set of states).

More intuitively, this argument demonstrates that under the inquisitive
assumption that propositions address certain issues and are specified by the
range of responses that resolve those issues, it is natural to treat a proposition
as a downward closed set of states. For, whenever a piece of information
settles an issue, a more informative piece of information also settles that
issue. By analogy, one can consider the following everyday example. If one
asks “Is the car blue or red?”, the issue raised by this person is fully settled
e.g., by replying “The car is red”. However, it is also fully settled by saying
“The car is red and it is quite fast”. The latter reply, however, is a more
informative response since it gives strictly more information than necessary
to resolve the issue in question. Hence, in everyday situations every more
informative response also settles the issue raised. Similarly, the downward
closure requirement guarantees that a proposition contains all possible issue

12



resolving pieces of information.®.

1.3.3 Support and Propositions Expressed by a Sen-
tence

With the basic features and notions involved in Basic Inquisitive Semantics in
place, we can proceed to the specification of which propositions are expressed
by which sentences. Inquisitive Semantics defines the meanings of sentences
recursively via the notion of support and evaluates sentences at states o.
Then, it takes the proposition expressed by a sentence 6 to be the set of all
states supporting 6.

Definition 6 (Language) Let P be a finite set of propositional letters. We
denote by Lp the set of formulas buwilt from letters in P using the connectives
AV, —, L

Definition 7 (Support in BIS)

cEp iff Yveo : v(p)=1 for atomic p
oEL iff =10

o =0 iff oE60—L

cEOVe iff oE60oroE0H

oEONY  iff ocEOando =Y

cEO0—=1Y dff VrCo: ift =60 thent =1

The first clause states that a state o supports an atomic sentence p iff p holds
at every possible world in this state.

The second clause states that a state o supports L iff o is the empty set.
The third clause states that a state o supports a negation —@ iff the only
substate of o that supports 6 is the empty set.

The fourth clause states that a state o supports a disjunction iff it supports
one of the disjuncts.

The fifth clause states that a state ¢ supports a conjunction iff it supports
both of the conjuncts.

The sixth clause states that a state o supports an implication 6 — 1 iff every
substate of ¢ that supports 6 also supports 1.

5Notice, however, that the requirement for a proposition to be constituted by all re-
sponses that resolve the issue raised by uttering a sentence is not a necessary one. For
instance, [15] allows one to model only the compliant responses, i.e., the responses that
are not-overinformative and which provide just enough information to decide between the
alternatives proposed by uttering a sentence. See [15] for a more detailed account.
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The above definition gives rise to the following fact about the support
relation, which can be established by a straightforward induction on the
complexity of 6.

Fact 2 (Persistence) Let o be a state and 6 a formula in L. If o |= 0, then
forallt CoTE0.

The inquisitive semantic clauses allow us to define proposition expressed
by a sentence.

Definition 8 (Proposition) The proposition expressed by 6, denoted [0], is
the set of all states supporting 6.

Notice that since () supports every proposition, i.e V6, ) = 0, it follows
that propositions are non-empty set of states. Notice also that the definition
of a proposition implies that propositions satisfy the persistency condition.
This is because whenever a proposition contains a state o, it also contains all
of its substates and hence is a downward closed set of states. This matches
our earlier observations concerning propositions in section 1.3.1. Hence, the
semantic clauses involved in inquisitive semantics give an adequate model of
propositions. Furthermore, properties of inquisitive propositions expressed
by a sentence also exemplify the inquisitive interpretation of uttering a sen-
tence. Namely, that when one utters a sentence, one provides information
that at least one of the bits of information contained in the proposition con-
tains the actual world; and one requests that the conversational participants
establish which bit of information this is.

As pointed out before, in uttering a sentence # one provides the informa-
tion that the actual world is among the worlds supporting 6, i.e., worlds w
s.t. {w} = 6. This demonstrates that the informative content of a proposi-
tion expressed by 6 is embodied by the union of states supporting 6. We will
denote this set of possible worlds info([f]).

Definition 9 (Informative Content of a Proposition) Informative content of
a proposition [0] - info(0) corresponds to the union of states supporting 0,

i.e., info([0]) = [0].

Furthermore, by uttering a sentence # one also requests enough informa-
tion to locate the possible world among one of the enhancements suggested
by the issue raised by [f]. This is explicated by the following definitions.
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Definition 10 (Issue Raised by [0]) Let 0 be a formula in L. The issue T
raised by the proposition [0] is an issue over info([6]).5

Definition 11 (Inquisitive Content of a Proposition) Inquisitive content of
a proposition is the issue raised by [0].

This also allows us to introduce a classification of propositions expressed
by sentences:

Definition 12 (Informative Proposition) We call a proposition [0] informa-
tiwe iff its informative content does not coincide with w, i.e., info([0]) # w.

Definition 13 (Inquisitive Proposition) We call a proposition [0] inquisitive
iff the issue raised by [0] is not settled by its own informative content. That

is iff info([0]) ¢ [0].

Definition 14 We call a proposition [0] hybrid iff it is both informative and
mquisitive.

All of the above definitions give a way of determining the meaning of
every proposition. For the purpose of clarity it is worth to discuss them in
relation to the kinds of sentences that are in L.

Atomic Sentences. The proposition expressed by an atomic sentence p
corresponds to a persistent set of states in which p holds at every possible
world. Thus, in order to determine the meaning of a proposition [p| we need
to determine the truth set |p| and then construct [p] by taking all subsets
where p holds classically. Notice that the informative content of [p]| corre-
sponds to |p| # w and that |p| € [p]. Hence, the proposition given by an
atomic sentence is informative and non-inquisitive.

Negated Sentences. In order to determine the meaning of a proposition
expressed by =, we gather all states o s.t. their only substate supporting
is the empty set. Notice that a proposition expressed by —6 might contain
only the empty state. This is the case if there are no states s.t. they do not
support 6, i.e., 0 is a tautology. Similarly as in the previous clause, it also
follows that the informative content of a negated sentence —6 corresponds to
its classical meaning ||, and |-6| € [-6]. Hence, the proposition expressed

SNote that the specification of which issue is raised exactly by [f] is determined by
means of the support clauses in Definition 7. By these means the inquisitive content
of a proposition [f] corresponds simply to the proposition [0] (since [] specifies a set of
enhancements).
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a negation of a sentence 6 is non-inquisitive and as long as 6 is not a contra-
diction it is also informative.

Disjunction. In order to determine the proposition expressed by a disjunc-
tion 6 V ¢, we need to collect all states that support 6 and all states that
support ¥ (so to speak create one set of states in [f] and one set of states
in [¢]). This guarantees that the set of states corresponding to 6 V ¢ is per-
sistent. Furthermore, notice that in general the proposition corresponding
to disjunction tends to be both inquisitive and informative. Consider, for
instance, a disjunction of two atomic sentences p V q. Notice that the issue
raised by pVq corresponds to the set of downward closed sets {33(|p|), B(|q|)}”
and does not contain the set |p|U|q| (hence pV ¢ is inquisitive). Furthermore,
it also follows that pV ¢ is informative, since | J[p V ¢] # w. Following Grice’s
observation, in Inquisitive Semantics, disjunction is treated as the main se-
mantic feature that introduces inquisitiveness. For notice that it gives us
a straightforward way of modeling questions. Consider the following ques-
tion: “Is the class at 10AM?”x. Then, Inquisitive Semantics allows us to
model this question as p V —p, where p corresponds to the sentence “Class
is at 10AM”. Furthermore, since the proposition expressed by p V —p is con-
stituted by the set of downward closed sets {(|p|), B(|-p|)} and hence is
inquisitive (since |p| U |—=p| = w ¢ {B(p|), B(|-p|)}), it correctly models the
inquisitive nature of questions. That is, it models questions as requests for
information and not only as proposals to add their informative content to
the common ground. For notice that info(p V =p) = w and hence by asking
* one does not eliminate any possible worlds.

Conjunction. In order to define a proposition expressed by a conjunction
of sentences 0 A 1) we take the states supporting both # and 1. Notice that if
one of the conjuncts is inquisitive, then the conjunction might also be inquis-
itive. Intuitively, this can be seen as a sensible definition by considering the
following simple example (pV —p) A (qV —q) (which e.g. corresponds to a sen-
tence “Does Alexandra live in Amsterdam and does Ben live in Utrecht?”).
Notice that the inquisitive content of this proposition corresponds to four
downward closed sets of possible worlds: PB(|p A ¢|) (Alexandra lives in Ams-
terdam and Ben lives in Utrecht), B(|pA—g|) (Alexandra lives in Amsterdam
and Ben does not live in Utrecht), B(|-p A ¢|) (Alexandra does not live in
Amsterdam and Ben lives in Utrecht) and (]-p A —¢|) (Alexandra does not
live in Amsterdam and Ben does not live in Utrecht). Finally notice that
the informative content of this conjunction corresponds to w and hence an
inquisitive conjunction may not be informative.

"Where B(|p|) stands for the power set of |p|.
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Implication. In order to determine the proposition expressed by an im-
plication # — 1 we need to collect all states o s.t., whenever any of their
subsets supports the antecedent, it also supports the consequent. Hence,
such a definition of implication guarantees that after an update with 8 — 1,
whenever one updates the common ground of the conversation with a piece
of information s.t. the antecedent is supported by it, then the consequent
will be supported by it as well. Such a definition of implication reflects the
fact that implication may behave inquisitively. In order to see this, con-
sider the following sentence “If Pete plays the piano, Sue or Mary will sing.”
This sentence can be modeled as p — (¢ V r) and, by definition, corre-
sponds to all states o s.t. ¢ = p — q or 0 = p — r . Notice that since
info(lp— (qvr)=Ip—qUlp—rland |p—=qUlp—r|&[p— (¢Vr)]
(by x), it follows that this sentence is inquisitive. This correctly reflects the
intuition that when someone utters “If Pete plays the Piano, Sue or Mary
will sing”, one invites a response that would allow one to establish whether
Sue will sing if Pete plays the piano or whether Mary will do so.®

Last but not least, it is important to define the notion of entailment. The
semantic definitions involved in the Basic Inquisitive Semantics give rise to
the following definition of entailment:

Definition 15 (Entailment) Entailment is defined in terms of support. Namely,
0 = iff for all states o: if 0 =0, then o = 1.

N.B. by these means the definition of inquisitive entailment gives rise
to a new notion of logical entailment. Namely, the one in which 6 = ¢ iff
whenever 6 is settled, so is 1.

Thus, the inquisitive proposition suggested by inquisitive semantics, ap-
pears to account for all propositional sentences in our language not only in
terms of their informative content, but also in terms of their inquisitive con-
tent. By these means, the shift from the classical picture of a proposition as
sets of possible worlds to persistent sets of sets of possible worlds allows us
to give a more complete account of the meaning expressed by sentences and
the role that sentences play in natural language discourse.

8Basic Inquisitive Implication is also motivated by general algebraic concerns. As
demonstrated in [37], similarly as in classical logic, implication in BIS corresponds to
pseudo-complementation. In this sense BIS implication can be seen as an inquisitive
counterpart of the material implication. In BIS, however, the pseudo-complementation
concerns a richer notion of meaning, i.e., both inquisitive and informative content of a
proposition. The algebraic motivation behind inquisitive implication and other connec-
tives provides a proper foundation for the inquisitive semantics that is independent from
intuitions about natural language examples. This can be seen as the algebraic motivation
for inquisitive semantics and is discussed at length in [37].
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1.4 BIS Examples

For the purpose of the clarity of exposition, it is useful to discuss an example
of an inquisitive sentence in more detail. Consider the following figure, which
schematically demonstrates the behavior of disjunction in classical semantics
(a); and in Basic Inquisitive Semantics ((b) and (c)). For the sake of sim-
plicity, we limit ourselves to the consideration of maximal states supporting
a sentence in (b) and (c), i.e., states which are not properly included in any
other state.

11 10 11 10
01 00 01 00 01
—

(a) (b) (c)

Figure 1.1: Disjunction

In the figure above, dots correspond to sets of possible worlds. Each dot
contains two numbers. The first number denotes the truth value of p and the
second number denotes the truth value of g. The shaded area indicates the
extensional meaning of a given proposition, i.e., the sets of possible worlds
that correspond to the possible worlds where the sentence corresponding to
a given proposition holds.

Consider (a), which corresponds to the classical disjunction p V gq. The
meaning of the classical disjunction corresponds to the union of the truth
sets of the disjuncts; hence |pV ¢| = |p|U|q|. Thus, the proposition expressed
by the classical disjunction is constituted by a single set of possible worlds
s.t. p or q holds at any of them. Clearly, this is reflected in figure 1, since
the meaning of the proposition expressed by p V ¢ is represented as one set
of possible worlds containing all (11)-worlds, (01)-worlds and (10)-worlds.

Consider (b), which corresponds to inquisitive disjunction. Notice that
pV q corresponds to two downward closed sets of states: one that contains all
states s.t. p holds at them (i.e., all the (11)- and (10)-worlds), and the other
that contains all states s.t. ¢ holds at them (i.e., (11)- and (01)-worlds).
Notice also that p V ¢ excludes one downward closed set of states, namely
the one which contains all states s.t. neither p nor ¢ holds at them. Thus,
inquisitive disjunction can be informative; it can allow us to exclude some
states and limit the set of possible worlds we are interested in. Notice that the
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inquisitive and informative aspects of the disjunction pVgq in BIS demonstrate
its hybrid nature: on the one hand, it is inquisitive (it invites a response that
would allow us to decide between the sets of possible worlds denoted by it)
and on the other it also is informative (it suggests to reject some of the
possible worlds.) Hence, this formalism is in line with our observations in
Section 1.2. Last but not least, the requirement for the sets of states to be
persistent guarantees that any more fine-grained response to an issue raised
is also modeled. An example of a more fine-grained response, i.e., a response
that provides more information than is sufficient to resolve the issue raised,
is a state containing only (01)-worlds.

Consider (c), which is also an instantiation of inquisitive disjunction. It
corresponds to (p — q) V (¢ — p). Notice that the first disjunct corresponds
to the downward closed set of states s.t. it is not the case that p holds at
them and ¢ does not and the second disjunct corresponds to the downward
closed set of states s.t. it is not the case that ¢ holds at them and p does
not. Thus, the proposition expressed by (p — ¢) V (¢ — p) invites a response
that would allow one to decide between these two states. Similarly as in (b),
the issue-resolving responses correspond to all of the subsets of states in (c).?
Notice, however, that the disjunction corresponding to (p — q) V (¢ — p) is
no longer informative; it only invites a response that would allow to decide
between the disjuncts and does not eliminate any set of possible worlds. This
demonstrates that, depending on the sentence involved, inquisitive disjunc-
tion may or may not be informative.

1.5 The Radical Twist

One of the extensions of Basic Inquisitive Semantics is Radical Inquisitive
Semantics. The key difference between the Radical and Basic Inquisitive
System lies at the discourse level. RIS enriches the framework of Basic In-
quisitive Semantics by allowing for a more detailed account of responses to
a sentence uttered. Rather than understanding natural language discourse
only as an exchange of information, Radical Inquisitive Semantics interprets
it as a cooperative process in which issues are raised and resolved by means of
positive, negative and issue-dispelling responses made to proposals to change
the common ground. Issue-dispelling responses, however, correspond neither
to Basic Inquisitive Semantic negations of sentences nor to positive responses
to sentences; rather, they allow us to specify more fine grained distinctions,
where one can negate the supposition behind an uttered sentence.

9Notice that in principle due to the persistency condition the number of states is ex-

. . . i
ponential in the number of propositional letters and is upper bounded by lezlo (23) ).
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As pointed out above, at the discourse level, the key postulate of RIS
is that participants in a conversation raise and resolve issues by making
negative, positive and issue-dispelling responses to proposals to update the
common ground. Thus, conversational participants may propose to change
the common ground in one or more ways and may react to suggested changes
in a variety of ways. In order to see this in greater detail, consider the
following conversation between four people: A, B, C and D.

o A: “If Pete plays the piano, will Sue sing?”

e B: “Yes, if Pete plays the piano, Sue will sing”

e C: “No, if Pete plays the piano, Sue will not sing.”
o D: “Well, Pete will not play the piano”

In this conversation person A asks other participants a question whether
it is the case that if Pete plays the piano, Sue will sing. Person B, then
replies that this is the case, i.e., she claims that if Pete plays the piano, Sue
will sing. Notice that person B simply gives a positive response, she accepts
the proposal made by A. On the other hand, person C disagrees with person
B. She still accepts the proposal made by A, however she does not think that
Sue will sing if Pete plays the Piano. Last but not least, person D dispels the
proposal made by A and the responses made by B and C. She thinks that the
supposition behind A’s utterance does not hold and dispels the issue raised by
A. Importantly, D’s issue-dispelling response does not contradict B’s and C’s
responses; it only questions the supposition behind them. Interestingly, this
reading of B’s disagreement with C, can be seen as being further motivated
by Ramsey’s observation that “If two people are arguing “If p will ¢?” and
are both in doubt as to p, they are adding p hypothetically to their stock
of knowledge and arguing on that basis about ¢; so that in a sense “If p,
q” and “If p, —¢" are contradictories” ([35], pp. 155). This can be seen
as a further motivation for RIS’ enrichment of the responses to a sentence
uttered, since neither in Classical Logic nor in BIS, B’s and C’s responses
contradict each other. Furthermore as BIS allows us to model only positive
and negative responses to a sentence, this also demonstrates the novelty of
RIS’s framework, i.e., the issue-dispelling responses that are not negations of
positive nor negative responses and that do not correspond in any systematic
way to the positive and negative responses.

Last but not least, in our example, depending on which response of which
person is taken by conversational participants to be the most plausible one,
an appropriate restriction of the common ground will then be chosen. Notice
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that as the conversation proceeds, raised and resolved issues as well as neg-
ative and positive responses made allow us to limit the set of possible words
to the most plausible ones and thus reach the most likely conclusion.

1.6 Radical Inquisitive Semantics

In this section we will give a formal definition of RIS and discuss this system
in detail. Similarly as in BIS, we will give recursive definition of the meaning
of sentences in RIS. Furthermore, we will discuss semantic clauses and define
additional notions that turn out to be vital in understanding this refinement
of BIS. Most importantly we will highlight the new behavior of implication
and the role of issue-dispelling responses.

Radical Inquisitive Semantics is stated recursively in terms of support
and rejection.

Definition 16 (Language) Let P be a finite set of propositional letters.
We denote by Lp the set of formulas built from P wusing the connectives
= AV, =

RIS is determined by the satisfaction pair =, (support) and =_ (reject)
and a recursive definition as:'

Definition 17 (Support in RIS)

oD iff v(p)=1 foranyv € o

ocE_p iff v(p) =0 for anyv o

oy 0 iff okE=_0

oE_+0 iff o406

cELONY  dff oL ando =4

oE_OANY  iff oFE_OorolE_vy

oL OVYy  dff o0 orolEg

oFE_0VYy iff oE_60ando=_

o+ 0 =Y iff V1 Co(r |y 0 implies T =1 1)

olE_0—=vY dff It =L 0 and VT D 7.(7" =y 0 implies o N T |=_ 1))

Notice that the support clauses for all of the connectives that RIS has in
common with BIS, correspond to the respective clauses in BIS. Furthermore,
the new inversion operator ‘<’ despite being RIS’s equivalent of BIS’s nega-
tion, is defined differently. Thus, in our discussion it is sufficient to focus on
the rejection clauses for RIS and clauses for the new connective ‘.

0The Definition 17 in this section is motivated by the definition in [23].
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A state o rejects an atomic sentence p iff p does not classically hold at any
possible worlds in o.

A state o supports a sentence -0 iff o rejects 6.

A state o rejects a sentence 6 iff o supports 6.

A state o rejects a sentence 0 A ¢ iff o rejects 0 or o rejects .

A state o rejects a sentence 6 V 1 iff o rejects both 6 and .

A state o rejects a sentence 6 — 1 iff there is a set of possible worlds 7
s.t. for every extension of it restricted to o: if this extension supports the
antecedent, then it rejects the consequent.

Support and rejection clauses allow us to determine the meaning of every
proposition and counter-proposition.

Definition 18 The proposition expressed by 0, denoted [0]T, is the set of all
states supporting 6.

Definition 19 The counter-proposition expressed by 6, denoted [0]_, is the
set of all states rejecting 6.

Definition 20 (Entailment™) For any two sentences 6 and 1, 0 =1 1 iff
every state that supports 6 also supports 1, i.e Vo: (o |y 0 = o 4 ).

Definition 21 (Entailment_) For any two sentences 0 and v, 6 =_ ¢ iff
every state that rejects 1 also rejects 0, i.e Vo: (0 |E_ 1 = o =_0).

Definition 22 (RIS Entailment) For any two sentence 0 and 1, 0 Egrs ¥
if and only if 0 =1 ¢ and 0 =_ 1.

Note that, by the definition of the rejection clause for an atomic sentence,
rejection of an atomic sentence corresponds to the negation of an atomic sen-
tence in BIS. However, it is generally not the case that [#]T = [f]. For notice
that [=(p A q)]" # [=(p A q)], since the former consists in a set of downward
closed sets {B(|—-p|), B(|q|) }, whereas the latter in a set of downward closed
sets {P(|=p[ U |-a])}-

The definition of Entailment™ is a RIS-equivalent of entailment in BIS.
As both of the entailments aim at modeling the positive responses, they are
concerned with support relations between states and sentences. Similarly to
the BIS case, 0 =1 ¢ holds if and only if v is settled whenever 0 is.

The notion of Entailment_ defines the meaning of entailment in terms
of rejection. Notice that RIS defines the rejection entailment as a relation
between the negative responses to two sentences. Furthermore, the standard
direction in which one sentence entails the other is “fHipped”; rather than
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requiring that every state which rejects the premises also rejects the conclu-
sion, we require that every state that rejects the conclusion also rejects the
premises. This reflects the intuition that a sentence # Entails_ a sentence
v if and only if it is easier to reject 6 than 1. Notice that this is the case
iff every state that rejects v also rejects 6, i.e., a set of states rejecting v
corresponds to some set of states rejecting . Thus, we can define negative
entailment also in terms of the positive entailment: -1 }=, =+6. The nega-
tive entailment gives rise to a new relation between sentences, which concerns
the informativeness and inquisitiveness of their negative responses. Hence it
requires that, in order to conclude that the rejection of a sentence 6 entails
the rejection of a sentence v, we need to guarantee that negative responses
to 1 are at least as informative as negative responses to 6 and that whenever
a negative response settles the rejection of v, it also settles the rejection of
6.

RIS entailment is then defined in terms of these two entailment relations.
One sentence radically entails the other iff the support and the reject en-
tailment hold between them. As will become clear by our analysis of the
paradoxical inferences in Chapter 3, RIS entailment seems to give rise to a
weaker notion of validity than BIS, as it not only concerns positive responses
to uttering a sentence, but also negative responses.

Definition 23 (Informative Content of a Counter-Proposition) The infor-
mative content of a counter-proposition [0]_ corresponds to the union of states

rejecting 0, i.e., info([0]-) = J[0]-.

Definition 24 (Informative Counter-Proposition) A counter-proposition is
informative if and only if its informative content does not coincide with w.

Definition 25 (Issue Raised by [0]_) Let 6 be a formula in L. The issue
T raised by a counter-proposition expressed by a sentence 6 is an issue over

info([0]-).

Definition 26 (Inquisitive Content of a Counter-Proposition) The inquisi-
tive content of a counter-proposition [0]_ is the issue raised by [6]_.

Definition 27 (Inquisitive Counter-Proposition) A counter-proposition is
inquisitive if and only if the issue raised by [0]_ is not resolved by its own
informative content, i.e., info([0]-) ¢ [0]_.

Note that RIS definitions of inquisitive and informative content of a
proposition are the same as in BIS. The RIS-specific definitions, together

23



with the definitions from BIS, give a way of determining the meaning of ev-
ery proposition and counter-proposition. For classificatory purposes, we will
examine the new semantic features of RIS in greater detail. Since the se-
mantic definitions of the support clauses are common between BIS and RIS
for all connectives apart from ‘+’, we will focus on the description of the

rejection clauses in RIS and clauses for ‘+’.

Atomic Sentences. A counter-proposition for an atomic sentence p cor-
responds to a persistent set of states s.t. p is rejected by them. Thus, in
order to determine the meaning of a counter-proposition corresponding to
an atomic sentence p, we need to determine the classical truth set |-p| and
then construct [p]_ by taking all subsets of this truth set. This definition
mirrors the intuition that we can reject the claim that p, by pointing to any
counter-possibility s.t. p does not classically hold at any possible world in
it. E.g., when someone says “Sue will sing”, we can reject that proposal by
giving a negative response of the form: “Because of the weather Sue does
not feel so good and she will not sing”. Furthermore, it follows that the
counter-proposition for an atomic sentence is always informative but never
inquisitive.
Inverted Sentence. The inverted sentence in RIS is analogous to BIS’s
negation. The proposition expressed by an inverse of 6, -6, consists in all
negative responses to . Thus, in order to determine the proposition ex-
pressed by 6 we gather all states rejecting 6. The key difference between
the proposition expressed by an inverse of § and the proposition expressed
by —6f is that the former can be inquisitive whereas the latter is never in-
quisitive. This reflects the fact that the inquisitive content of the proposition
[+-0]" may differ from the inquisitive content of the proposition [=6]. To illus-
trate this point, consider negative responses to a sentence “Sue will not sing
and dance”. Notice that if one claims that “Sue will not sing and dance” and
expects that some people may reject this statement, one generally predicts
that people would do so by saying “No, Sue will sing” or by saying that “No,
Sue will dance” or by giving any more informative reply. This is correctly
modeled in Radical Inquisitive Semantics since if p corresponds to “Sue will
sing” and ¢ corresponds to “Sue will dance”, then +(p A ¢) corresponds to
the downward closed set {B(|-p|), B(|~¢|)}. However, in BIS —(pV q) corre-
sponds to a downward closed set {B(|-p| U |—¢|)}. This points towards the
fact that RIS and BIS may give different results concerning the propositions
expressed by sentences. For notice that in our example, BIS treats the re-
jection of the disjunction of two atomic sentences as non-inquisitive whereas
RIS treats it as being inquisitive.

A counter-proposition for an inverted sentence 6 corresponds to all
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states which support 6. This reflects the intuition that we can reject a sen-
tence <6 by specifying a state that supports . For instance, a negative
response to a sentence that “It is not the case that you will clean your room
or do the dishes.”, is a positive response to it, e.g., “I will do the dishes and
take the rubbish out, because my mother told me so”. Notice that all possible
positive responses to this sentence correspond to the proposition expressed
by 6. Hence, negative responses to an inversion of a sentence are equivalent
to positive responses to this sentence.

Disjunction. The counter-proposition for disjunction is constituted by all
states s.t. they reject both of the disjuncts. This reflects the intuition that
when we reject a disjunction, we do so by rejecting both of the disjuncts.
For instance, when one says “The class is either at 10AM or at 11AM”, we
usually reject it by saying “No the class is neither at 10AM nor at 11AM”,
“No, the class is at 1PM”, and so on.

Conjunction. In order to determine the counter-proposition for conjunc-
tion 6 A ¢ we need to first collect all states that reject 6 and all states that
reject 1 (so to speak create one set of states [#]_ and one set of states [1)]_).
Notice that this shows that the counter-proposition to a conjunction 6 A
is inquisitive in nature. That is, the negative responses that are elicited by
a conjunction invite a response that would allow us to determine which of
the conjuncts is rejected. Notice, that the inquisitive treatment of negative
responses to a sentence also demonstrates one of the key differences between
the proposition corresponding to BIS’s =(p A ¢) and the counter-proposition
corresponding to (p A q). Namely, the former is not inquisitive, whereas the
latter is.

Implication. The counter-proposition for an implication includes all states
which contain at least one maximal enhancement supporting the antecedent!!
such that this enhancement also rejects the consequent. This does justice to
the intuition that, if we update the common ground with a rejection of an
implication, we want to make sure that there is one way of supporting the
antecedent such that it always guarantees that the consequent is rejected.
To see this consider the following example: “If you play football, you will be
tired”. Then one can reject this conditional statment by saying “No, if I play
football, I will not be tired” or by giving any more informative response, e.g.,
“No, if I play football and my mom gives me a lift to the field, I will defi-
nitely not be tired”. This is in line with the radical inquisitive modeling, since
the first reply corresponds to the maximal enhancement supporting the an-

Y

'Where, similarly as before, we can think of a state o as being maximal w.r.t. a
sentence 6, if it is not properly included in any other state supporting 6.
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tecedent and rejecting the consequent; whereas the second reply corresponds
to a more informative enhancement that supports the antecedent.

Such a definition of the rejection of an implication also gives a straight-
forward model of some additional phenomena, namely the rejection of the
supposition behind the conditional and the contradiction of the proposal made
by the conditional. To see this consider the following example: “If you play
football or basketball, you will be tired”. The ways in which one can reject
this conditional fall into two main classes. On the one hand, one can give
a reply along the following lines: “No. If I play football(/basketball), I will
not be tired”. On the other hand, one can reply “No. It is not the case that
I will ever play football or basketball”. Notice that the first reply rejects
the proposal made by the conditional statement; it rejects that the claimed
dependency between the antecedent and the consequent holds. Notice also
that such a rejection of the proposal made by a conditional statement corre-
sponds to all states which support the antecedent non-trivially and support
an update of the common ground which is of the form ‘one of the maximal
enhancements supporting the antecedent = rejection of the consequent’. On
the other hand, notice that the latter reply corresponds to an update of the
common ground which is of the form ‘rejection of the antecedent’. More
specifically, this observation gives rise to a more refined ternary character-
ization of responses in RIS, where one can make a positive response and
support the proposal made by the sentence uttered; e.g. reply

e “Yes, if I play football , I will be tired or if I play basketball I will be
tired.”

One can give a negative response to an issue raised by uttering a sentence;
e.g. reply

o “If I play football, I will not be tired”

And one can also give an issue-dispelling response and reject the supposition
behind the sentence; e.g. reply

e “No. It is not the case that I will ever play football or basketball” 2

2Notice also that issue-dispelling responses both support and reject the proposal made
by uttering a sentence. Hence, the range of responses definable in RIS allows us to give a
more detailed classification of responses to sentences. More specifically, we can think of the
issue-dispelling responses to a sentence 6, denoted [f]", as the ones s.t. they both support
and reject the proposal made by uttering 6, i.e., []T = {oc € w| o € [§]T and o € [0]_}.
We can also think of purely negative responses to a sentence 6 as the ones that reject but
do not support @ - i.e., the ones contained in [#]~ \ [#]; and purely positive responses
to a sentence 6 as the ones that support but do not reject 8 - i.e., the ones contained in

o1\ [0]
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This analysis, coupled with the semantic features of inversion matches our
earlier observations and allows us to reject the conditional statement by giv-
ing responses of the following kind: ‘one of the enhancements supporting the
antecedent = rejection of the consequent’ and ‘rejection of the antecedent’.
Thus, we can reject an implication by either giving a negative response or
by giving an issue-dispelling response. The fact that inquisitive semantics
allows us to model these effectively can be seen as constituting yet another
case for the inquisitive enterprise. This feature of inquisitive semantics will
also turn out to be vital in accounting for some of the paradoxes of material
implication that will be discussed in the coming sections.

1.7 RIS Examples

As in the Basic Inquisitive Semantics Section, for the purpose of the clarity of
exposition, it is useful to discuss some further examples. We will consider 6
examples. In Figure 1.2, we will highlight the behavior of negative responses
to a sentence and in Figure 1.3, we will discuss the issue-dispelling responses.
For the purpose of simplicity and clarity of exposition, let us assume that
there are no other propositional letters apart from p and ¢ and let us limit
ourselves to the consideration of maximal states supporting a sentence.

Figure 1.2: Support and Rejection in RIS.

The schematics of the figure are almost the same as in the previous figure
on page 18. In comparison to the previous figure, the key difference concerns
the set of possible worlds denoted by the dotted lines. This set of possible
worlds corresponds to a negative response to a sentence in question.

Consider (a), which corresponds to a proposition expressed by an atomic
sentence p and a counter-proposition to this sentence; the continuous area
corresponds to a proposition expressed by p and the area given by the dotted
line corresponds to a counter-proposition to p. Notice that the proposition
expressed by p is constituted by the downward closed set of states s.t. p holds
at them. The counter-proposition to p is constituted by the downward closed
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set of states s.t. p does not hold at them, i.e., a state containing (01)-worlds,
a state containing (00)-worlds; and a state containing (01)- as well as (00)-
worlds. Furthermore, since the informative content of a counter-proposition
[p]- is equivalent to |—p|, it follows that the counter-proposition to an atomic
sentence is not inquisitive.

Consider (b), which corresponds to a proposition expressed by a dis-
junction p V ¢, and a counter-proposition to this sentence. Notice that the
proposition expressed by p V ¢ is still inquisitive and informative. On the
other hand, the counter-proposition corresponding to p V ¢ is not inquisitive
and is only informative. This is because the counter-proposition in (b) is
constituted by the downward closed set of states s.t. both p is false and ¢ is
false, i.e., the states containing (00)-worlds.

Finally, consider (c¢), which corresponds to a proposition expressed by
p A q. In this case the proposition expressed by this sentence corresponds to
the downward closed set of states, s.t. both p and ¢ hold at them. Notice
that the counter-proposition to an issue raised by p A ¢ comprises two states:
one that contains all sets of states s.t. p is false at them, and the other
that contains all sets of states s.t. q is false at them. This demonstrates the
key difference between the proposition expressed by a classical negation and
the radical inquisitive proposition expressed by an inversion of a sentence:
in RIS, negative responses do not correspond to the classical negation of
a sentence. This is because a negative response to a sentence in RIS can
correspond to several states, whereas classical negation of a sentence is always
constituted by a single set of possible worlds. On the other hand, this also
demonstrates a difference between supporting a negation of a conjunction
and rejecting a conjunction. For notice that (c) demonstrates that the latter
can be inquisitive in nature while the former is not.

Figure 1.3: Issue-Dispelling Responses

In Figure 1.3, (a) corresponds to the proposition and counter-proposition
expressed by p — (¢ V +¢q). Hence, we can think of (a) as corresponding to
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the situation resulting from uttering a sentence from the beginning of this
section, i.e., “If Pete plays the piano, will Sue sing?”. Notice that states
supporting p — ¢ and states supporting p — -+-q correspond to two classes of
positive responses that one can give to this sentence. Notice further, that the
counter-proposition to this sentence is constituted by the downward closed
set of states containing possible worlds s.t. they reject p. However, any state
rejecting p is among the states supporting p — ¢ and p — +q. Thus, +p
both supports and rejects p — (¢ V +q), i.e., +p 4+ p — (¢ V +q) and
+p E_ p — (qV +q). Hence, one of the features of the reject and support
entailments in RIS is that they are not mutually exclusive. Notice also that
in BIS [~(p — (¢ V —q))] = {0}. This demonstrates more directly that
negative responses in BIS are not always equivalent to negative responses
in RIS. On the other hand, (b) and (c) correspond to propositions and the
counter-propositions to p — ¢ (“If Pete plays the piano, Sue will sing”) and
p — +q (“If Pete plays the piano, Sue will not sing”). Notice that the issue-
dispelling response in (a) is also an issue-dispelling response in (b) and (c).
Furthermore, the proposition for p — ¢ corresponds to a counter-proposition
to p — -+q, which correctly models the fact that p — ¢ contradicts p — +q.
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CHAPTER 2

Paradoxes of Material Implication and Non-Classical
Logics

The Paradoxes of Material Implication concern entailments which are valid
according to the classical framework but which contradict universal linguis-
tic intuitions. These contradictions are based on very strong and general
intuitions about how we use our language and are commonly agreed to con-
stitute a significant problem for the classical semantics. In particular, by
these means the Paradoxes of Material Implication raise concerns regarding
the appropriateness of the classical recursive truth definition of a proposition
and, more specifically, the understanding of English conditional in terms of
material implication. Historically, the investigation of the Paradoxes of Ma-
terial Implication lead to the development of many non-classical semantic
systems, such as conditional semantics and relevance semantics. Given this
very general understanding of these Paradoxes, in this section, we will intro-
duce and consider approaches to these problematic inferences from Classical
Logic as given by Conditional Logic, Update Semantics, Strict Conditional
Logic and Relevance Logic. We will do so first of all by discussing the ma-
terial implications in question, then by providing a short introduction to
different non-classical systems, and finally by demonstrating which problem-
atic inferences hold in which logic. We will summarize the results in a table;
the proofs of all results can be found in the Appendix.

It will be clear throughout the discussion that our considerations focus on
the issue of the correct representation of the English indicative conditional
(as opposed to the English counterfactual conditional.) We will contrast
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other non-classical accounts of the conditional with the classical material
interpretation of the conditional.

The difference between indicative and counterfactual conditionals is a
very subtle one, with a significant number of “fuzzy cases” and no widespread
philosophical agreement on the exact definitions to be employed (see [3]).
For the purpose of our discussion it is sufficient to understand indicative
conditionals as the ones in which both the antecedent and the consequent
contain verbs in the indicative mood. Notice that by these means neither
the antecedent, nor the consequent contains would, which occurs commonly
in counterfactual conditionals. Following this very general definition, an ex-
ample of English indicative conditional that we are concerned with is “If you
understand this introduction, then it was sufficiently clear.” and an example
of conditional sentences that we will not be considering in our discussion is
“If this introduction were not clear enough, then I would jump of a cliff”.
Hence, the indicative conditionals usually concern only what is/was the case
and not what would have been.

Before we proceed to the introduction of different non-classical logics, let
us recap the classical material interpretation of the indicative conditional.
The classical understanding of & — 1) is solely truth-functional. That is, it
is characterized by the claim that the truth-values of 6 and i are necessary
and sufficient to determine the truth-values of English indicative conditionals.
According to this account, the meaning of an indicative conditional § — 1)
is equivalent to it is not the case that 6 and not ¢ and there are no other
semantic properties which contribute to its meaning. Such a stance is referred
to as the horse-shoe ‘D’ account of English conditional.

It is generally accepted that any conditional with a true antecedent and
false consequent is false (hence, § being false or ¢ not being false are necessary
conditions for the conditional § — 1) to be true). However, over the past
decades, there has been a significant debate concerning the sufficiency of
the material interpretation of the English conditional. In particular, there
are significant difficulties with holding the view that whenever it is not the
case that 6 and —, the natural language implication “if 6, then " is true.
For instance, it is not clear that we should determine the truth value of the
natural language implication “If am a European and non-European, then I
am a ham sandwich” only in terms of the truth and falsity of the antecedent
and the consequent, for this would deem the implication to be true. In this
chapter we will demonstrate examples that cast doubt upon the sufficiency of
the material interpretation of the English conditional and demonstrate that
interpretations given by different systems yield better results.
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2.1 Paradoxes of Material Implication

As pointed out in the introduction we assume a very broad understanding
of the Paradoxes of Material Implication. Under this understanding we con-
sider all material implications that lead to counterintuitive results as being
instances of the Paradoxes of Material Implication. On the one hand, such a
broad perspective allows us to highlight different problems of material impli-
cation, whereas on the other, it also allows us to highlight different properties
of logics in question. By these means the paradoxes below will be used as
a benchmark that will allow us to compare different models of natural lan-
guage implication. For the purpose of clarity, in Chapter 4 we will specify
which implications are originally referred to as instances of the Paradoxes
of Material Implication, and which ones are referred to differently. In our
discussion of the Paradoxes of Material Implication, we will consider the
following paradoxes:

LpEqg—p

2. qEp—q

3. p=skEW@AG —s

4. = (pA—p) = q

5. Ep—(¢V—q)

6. Ep—(¢—p)
T.pANgEDP—¢

8. F(p—aq)V(¢—p)

9. ~w = (p = —p)

10. p—>q,g—>skEp—s

1. Ep—(q—q)

12. (pAq) —skE(pP—35)V(g—s)
B.(p=gA(s=t)Ep@—=1)V(s—q)
4. =(p—q) Ep

15. =(p— q) E ¢
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16. p—>qFE=—qg— —p

The implausibility of these paradoxes is demonstrated by the following
natural language examples:
1) I will be the new president tomorrow. Therefore, if I die today, I will be
the new president tomorrow.
2) I will not win the election today. Therefore, if I win the election today, I
am a ham sandwich.
3) If the weather is nice tomorrow, I will play cricket. Therefore, if the
weather is nice tomorrow and I die today, I will play cricket.
4) If T am European and non-European, then I am a ham sandwich.
5) If pigs can fly, then I am a logic student or not.
6) If I go to the cinema tomorrow, then if I die today, I will go to the cinema
tomorrow.
7) It is sunny but windy. Hence, if it is sunny, then it is windy.
8) If I am in Europe then I am in America orif I am in America, then I am
in Europe.
9) The class is not at 10AM. Hence, if the class is at 10AM, then it is not at
10AM.
10) If I win a million dollars, I will quit my job. If T quit my job, I will lose
my apartment. Hence, if [ win a million dollars, I will lose my apartment.
11) If T eat nuts, then if John won the election, he won the election.
12) If you press switch A and press switch B, then the light will go off. Hence,
if you press switch A the light will go off or if you press switch B the light
will go off.
13) If John is in Amsterdam, he is in the Netherlands and if John is in
Warsaw, he is in Poland. Hence, if John is in Amsterdam he is in Poland or
if John is in Warsaw he is in the Netherlands.
14) It is not the case that if there is a good God, then the prayers of evil
people will be answered. Hence, there is a good God.
15) It is not the case that if I die today, I will see sunlight tomorrow. Hence,
I will not see sunlight tomorrow.
16) If we take the car then it won’t break down en route. Hence, if the car
does break en route, we did not take it.!

It may be the case that among the above inferences some strike us as
very counterintuitive whereas others are less counterintuitive. Thus, the cat-
egorization of some of the above inferences as being counterintuitive, might
be viewed as being controversial. Out of the above list of inferences, the
inferences (5), (10), (11) are sometimes viewed as being controversial. This

!The examples of Paradoxes (14), (16) are taken from [33] and (10) is taken from [9)].
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is because, the intuitions concerning the implausibility of these inferences are
sometimes mixed, and it is not uncommon that people find these inferences
quite intuitive. Nevertheless, it is worthwhile to include these inferences in
our discussion as they highlight several aspects of logic and properties of im-
plication. For instance, inferences (5) and (11) are the instances of natural
language implications in which the antecedent is not related to the consequent
in any way. Such an independence of the antecedent and the consequent is
very often deemed to be undesirable. Similarly these two examples demon-
strate a highly disputed rule, namely that a necessary proposition follows
from anything at all. The instance (10) seem to be counterintuitive as it
might have true premises and a false conclusion. In particular, this condi-
tional statement seems to be counterintuitive, as it seems to be very implau-
sible that I will lose the apartment despite the fact that I have enough money
to afford it. (10) is also an instance of one of the properties of conditionals,
namely transitivity.

2.2 Non-Classical Semantics

In this section we will introduce and discuss the non-classical semantic sys-
tems and their approaches to the Paradoxes of Material Implication from the
previous section. We will give an introduction to Strict Conditional Logic
S2, Conditional Logic C2, Update Semantics and Relevance Logic B. We will
explain the semantics of these logics in detail with a special focus on implica-
tion. The description of these logics developed in this section will constitute
the basis for the evaluation of the paradoxical inferences in the Appendix
and the comparison in the Analysis Chapter.

2.2.1 Strict Conditional Logic

One of the logics developed to deal with the paradoxes of material implication
is Clarence Irwing Lewis’ non-normal modal logic S2 [24] [31]. In this logic
Lewis suggests that paradoxes of material implication occur because material
implication is too contingent upon the state of affairs. Thus, it is highly likely
that material implication is not sufficient to model the behavior of English
indicative conditionals effectively in situations involving uncertainty or logi-
cally contingent situations. Lewis suggests that, in modeling the conditional,
we should also look at the alternatives to the actual world which we consider
possible. Based on this observation, Lewis proposes that the proper modeling
of implication is the one which involves some notion of necessity - namely
(0 D 1), which is commonly referred to as strict implication. Hence by this
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logic, the truth value of the English conditional is partly determined by the
truth values its antecedent and consequent take at possible worlds different
from the actual world. In this section, following Priest [33], we will give an
introduction to the semantics of Lewis’ logic. This introduction will be later
used to obtain the results concerning the problematic material conditionals.
Throughout the section it is also important to keep in mind that S2 can be
seen as an ad hoc solution to the Paradoxes of Material Implication. This
section is based on [12], [4], [33].

Definition 28 (Language) Let P be a finite set of propositional letters. We
denote by Lp the set of formulas built from letters in P using the connectives
AV, D, — 0.

Definition 29 (Model) A model for S2 is a quadruple < W, N, R,v > where
W is a set of possible worlds, N C W is a set of normal possible worlds, R
15 a reflexive binary accessibility relation between the possible worlds, and v
1$ a valuation function.

Definition 30 The semantics for S2 is given recursively in the following
way:

M,wlp iff ve(p)=1 (for atomic p)
M,w = -6 iff M,w =0

M,w = (0 ANY) iff M,wE6 and M,w =
M,w = (6 V) iff M,wE6or MwlE1y

for all normal worlds w M,w =060 iff Vu' sit. wRw M,w =6
for all normal worlds w M,w = 00 iff Juw' s.t. wRw M,w' =60

for all non-normal worlds w v, (00) =0

for all non-normal worlds w 1,(00) =1
M,wkE=0>7 iff M,wlE60 or Myw =
M,wE 60— iff  M,w =00 D)

Definition 31 (Validity) Validity is defined at normal worlds:
> Es2 0 iff for all models < W,N,R,v > and all w € N: whenever

M, w =ge ) for all € Y, then M, w g2 0.

Before proceeding to the formal proofs it is useful to describe the seman-
tics in more detail. The model for S2 consists of normal and non-normal
possible worlds. Intuitively, normal possible worlds correspond to different
ways the actual world could have been. The non-normal possible worlds are
introduced to avoid the Rule of Necessitation, namely to guarantee that it
is not the case that whenever a formula is a validity, then the prefixing of
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this formula with a O is also a validity (i.e., If = 0, then |= 00). At the
non-normal possible worlds, everything is possible and nothing is necessary.
Thus, at non-normal possible worlds modalities are no longer defined recur-
sively but are directly assigned their truth values. Since modality is defined
only at the normal possible worlds, this guarantees that despite the fact that
O(6 v —0) is a validity, JO(0 vV —=0) is no longer a validity in S2.

Possible worlds are related to each other by a binary accessibility relation
R C W x W. Hence, wiRwy means that a possible world w; is related
to a possible world ws. Intuitively, the accessibility relation encodes the
notion of possibility i.e., that “relative to wy situation we is possible”([33],
pp. 21). Furthermore, based on the intuition that we always think of the
actual world as possible, the binary relation R is also stipulated to be reflexive
(i.e., Vw € W, wRw). The valuation function v assigns values from the set
{1,0} to propositional atoms relative to a possible world. Intuitively, if
vw(p) = 1, then p holds at the possible world w and if v, (p) = 0, then p
does not hold at w. ¢ and [ encode notions of possibility and necessity.
Thus, M,w; = 06 means that 6 is possible relative to w; and hence that
wy accesses some possible world at which 6 holds. Analogously, M, w; | 00
means that every possible world we consider possible relative to w; is s.t.
6 holds at it. As pointed out in the introduction, the motivation for the
strict definition of the conditional is to make it more independent from the
contingent states of affairs. Thus, the definition of the conditional as strict
conditional (6 D 1) is meant to model it appropriately. This is because,
by requiring 8 D ¥ to hold at all accessible possible worlds, whenever the
conditional dependency is indeed contingent upon the states of affairs, the
strict conditional does not hold. According to this analysis, despite the fact
that I am a student of logic at the ILLC, on the strict interpretation of the
conditional, the following conditional comes up false: If there are infinitely
many primes, then I am a student at the ILLC. Notice, however, that on the
material account of the conditional, since I am a student at the ILLC and
there are infinitely many primes such a conditional is true.

The modeling of implication in terms of strict implication and the in-
troduction of non-normal possible worlds allows one to account for many of
the Paradoxes of the Material Implication. The role that the new notion of
implication plays is exemplified well by the first Paradox: p = ¢ — p. For
consider the counter-model corresponding to an open branch in the tableaux
proof in the Appendix:

The counter-model M is given by: W = {wy,ws}, N = {wo}, woRwy,
woRwy, wiRwy, vy, (p) = 1, vy, (p) = 0 and vy, (¢) = vy, (¢) = 1. No-
tice that since vy, (p) = 1, it follows that M,wy = p. Furthermore, since
Vw, (@) = 1 # vy, (p), it follows by the definition of the clause for ‘D’ that
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M w; = q D p. Finally, since woRw;, it follows that M, wy = O(q D p).
Thus, it follows by the definition of the validity that p |~ ¢ — p.

In order to see the difference between the strict implication and material
implication more clearly, notice that since v,,(p) = 1, it follows by the
definition of ‘D’ that M, wy = ¢ D p. Thus, it is the intensionality of strict
implication that allows us to account for this paradox.

The definition of strict implication is also the key semantic feature that
allows one to account for the Paradoxes (2), (6)-(9), (12)-(15). One can
consider the Appendix to observe this.

The construction of non-normal possible worlds also allows us to account

for some of the Paradoxes of Material Implication. For consider the counter-
model to the inference (11) = p — (¢ — q):
The counter-model M is given by: W = {wq, w1}, N = {w; }, woRwy, woRwy,
WL RWL, 4y (9) = 1, Vi () = v (0) = Vi (@) = 1.2 Them, since v, (p) = 1,
it follows that M, w; = p . Furthermore, since w; is a non-normal possible
world, it follows by its definition that v,, (O(¢ D ¢)) = 0. Hence, it follows
that M, w; = O(q D q). Thus, by % and the definition of the clause for ‘2’
it follows that M, w; = p D O(g D ¢). Hence, since woRwy, it follows by the
definition of the clause for ‘0" that M, wy = O(p D O(g D ¢)). Importantly,
notice that if w; was a normal possible world, then [0(¢ D ¢) holds at it.
This is because ¢ D q is a tautology. Hence, the construction of non-normal
possible worlds is vital to account for this paradox.

The semantic features of S2 do not lead only to desirable results. For
whenever the antecedent of a conditional is necessarily false, or the conse-
quent is necessarily true, the conditional is evaluated as being true. For
consider (4) = O((p A =p) D q). Let M and w be arbitrary. Then, by the
definition of the clause for ‘A’ pA—p is false at every possible world accessible
from w. Thus, by the definition of the clause for ‘D", (p A =p) D ¢ holds at
all of possible worlds. Hence, by the definition of ‘CJ’, O((p A —p) D ¢) holds
at w. For similar reasons (5) O(p D (¢V —q)) is not accounted for in S2; i.e.,
since by the definition of the clause for ‘v’ the consequent is necessarily true
at every possible world, then by the definition of the clause for ‘—’ at every
possible world accessible from w, p — (¢ V —¢) holds.

2.2.2 Conditional Logic

A different approach towards modeling natural language implication was sug-
gested by Stalnaker [40]. In the logical system developed by him (C2), he

2As will be clear by how the proof proceeds, the valuation function v can assign arbi-
trary truth values to p at wg and to q at wg and wy.
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suggested to account for some of the shortcomings of the material account
of implication by reinterpreting the classical understanding of the implica-
tion so its truth value is not only determined by those of its antecedent and
consequent at the actual world. Instead, Stalnaker argues that an indicative
conditional’s value should also depend on other possible worlds, together with
some set of laws and truth statements. For instance, according to Stalnaker,
when one utters a sentence of the form If I go to the cinema, I will see a
movie, one implies that this conditional is dependent upon there not being
any significant changes in the interim® and while evaluating it one is consid-
ering the most likely alternative at which she goes to the cinema. On the
one hand, such an account takes into consideration the context of the con-
versation and the sentences which are not stated directly by the speaker but
which are signaled by him. On the other hand, it makes the truth-conditions
of 6 — 1 dependent upon a possible world which might be different from
the actual world. On the basis of this analysis, Stalnaker proposes that the
conditional § — 1 is true if and only if ¢ is true at the most similar possible
world to the actual world at which 6 holds. Hence, when one evaluates the
truth of the conditional # — v, one considers the possible world which is
essentially the same as the actual world, but at which 6 holds. If ¢ holds
at this world as well, then the conditional is true, otherwise it is false. As
Stalnaker puts it, when one is considering the indicative conditional If 0,
then 1, then “everything one is presupposing to hold in the actual situation
is presupposed by one to hold in the hypothetical situation in which 6 is true
[...] [and where the] relevant respects of similarity are determined by the
context” ([40], pp. 69).

This section has been based on [40], [29], [33] and [9]. For notational
simplicity | . | stands for a function which assigns to each sentence 6 a subset
0] of W (all those worlds w € W such that v,(0) = 1) and «, § stand for
subsets of possible worlds, i.e., a, 5 C W.

Definition 32 (Language) Let P be a finite set of propositional letters. We
denote by Lp the set of formulas built from letters in P using the connectives
A, V, =, D, —.

Definition 33 (Model) A model for C2 is a quintuple < W, R,v, f, A >,
where W is a set of possible worlds, R is a binary reflexive accessibility rela-
tion on W, v is a valuation function*, \ is an absurd world (a world which
accesses no possible worlds and which is inaccessible from all worlds, and at

3For instance, in our example one presupposes that the projector is not broken at the
cinema, that she will not have a heart-attack before the movie starts etc.
“Hence, < W, R,v > is a reflexive Kripke model
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which every sentence is true) and f : P(W)x W — W is a selection function
satisfying:

fla,w) € a (2.1)
fla,w) = X only if there is no w' s.t. wRw' and w' € a (2.2)
if w € «, then f(a,w) =w (2.3)
if flo,w) € B and f(B,w) € a, then f(o,w) = f(5,w) (2.4)
if fla,w) # A, then f(a,w) € R(w) (2.5)

Definition 34 The semantics for C2 is given recursively in the following
way:

M,wlEp iff  wve(p) =1 (for atomic p)
M,w = -6 iff M,wl~6

M,wlE=@ANY)  iff M,wkE60 and M,w =1y
M,wkE=@VYy)  iff MwkEOor MwlEy
MwkE@DvY) iff MwlE0 or MywEY
Muwk @6 0) iff M (6l w) v

Definition 35 (Validity) Validity is defined as truth preservation over all
worlds of all models: > [Eco 0 iff for all models M =< W, R, v, f,\ > and
all w € M: whenever M,w = for ally € >, then M,w |= 6

Let us now look at the semantics of C2 in more detail. Firstly notice that
apart from using the standard Kripkean machinery, Stalnaker introduces two
new features in C2: the absurd possible world A and the selection function
f. The absurd possible world is a possible world at which every sentence
is true. Introduction of such a possible world allows Stalnaker to provide
truth conditions for conditionals involving contradictions. For notice that
(2.2) together with (2.5) guarantee that the selected possible world is absurd
whenever the antecedent of a conditional is a contradiction.

It is also useful to discuss the requirements on the selection function f:

e Requirement (2.1) guarantees that the conditional § — 6 is always true.

e As pointed out above, requirements (2.2) and (2.5) determine when the
absurd possible world is selected.

e Requirement (2.3) reflects the intuition that, since f(|6], w) relates w
to a possible world which is essentially the same as w apart maybe from
the fact that 6 holds at it, then if 6 holds at w, the world which we
consider to be the most similar at which 6 holds is the actual world.
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e Requirement (2.4) guarantees that the ordering induced by the selection
function is consistent. That is, whenever the most similar # world is
s.t. 1 holds at it, and the most similar ¢ world is s.t. # holds at it,
then these are the same possible worlds.

e The last requirement is commonly referred to as Stalnakers Uniqueness
Assumption. It guarantees that “there is always a unique possible world
at which the antecedent is true and which is more like the actual world
than is any other world at which the antecedent is true”([29], pp. 9).
N.B. that one of the common critiques of C2 questions the Uniqueness
Assumption (cf. [33]).

As noted earlier, Stalnaker’s semantics gives a plausible model of our uses
of conditionals, in which when we evaluate # — 1 we first add 6 to our set of
beliefs, alter this set of beliefs as little as possible in order to accommodate the
new belief and verify whether ¢ holds. This also points towards Stalnakers
interpretation of possible worlds, in which they correspond to epistemically
ideal situations [2].

As one can verify in the Appendix, the semantic features of C2 allow us
to account for many of the Paradoxes of Material Implication considered.
The semantic definitions involved in Stalnaker’s logic lead, however, to some
undesirable results. In particular Lewis’ construction of the absurd world
and some of the requirements on the selection function validate some of the
inferences we would like to account for.

The construction of the absurd possible world can be seen as validating
(4) (p A =p) — q. In order to see the contribution of an absurd world ‘N’
consider the proof of (4).

Let M be an arbitrary model and let w be a possible world in this model.
Since p A —p = 0, it follows that f(|p A —p|,w) = A\. Now it follows that
A = ¢. Hence, it follows by the definition of ‘=’ that M, w |= (p A —p) — q.
Since, M and w were arbitrary, it follows that = (p A =p) — ¢, as required.

Some of the requirements on the selection function also contribute to
the fact that the undesirable classical validities hold in C2. For consider
proofs below to see that requirement (2.3) is the key semantic factor behind
the inference (7)p A ¢ = p — ¢, requirement (2.1) behind the inference
9)-p = (p— —p) and (11)E=p — (¢ = q).

In order to see why (7) holds, let M be an arbitrary model and let w be
a possible world in this model. Suppose that M, w = p A q¢. Then it follows
by the definition of ‘A’ that M,w = p and M,w = ¢. Hence, it follows
by the property (2.3) of a selection function that f(|p|,w) = w. Hence, it
follows that M, f(|p|,w) = q. Thus, it follows by the definition of the ‘—’
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that M,w |= p — ¢. Thus, since M and w were arbitrary, it follows that
pAqEp— q,as required.

When considering (9), let M be an arbitrary model and let w be a pos-
sible world in this model s.t. M,w = —p. Suppose for contradiction that
M,w [~ p— p. Then, it follows that Jw’ s.t. wRw’, f(|p|,w) = w' and
M, w'" £ p 4. This is a contradiction, since by the property (2.1) of the se-
lection function it follows that w’ € |p|. Thus, —p = p — p, as required.

A proof by contradiction demonstrates why (11) holds in C2. For suppose
for contradiction that there exists M and w s.t. p — (¢ — ¢) does not hold
at w. Then, it follows by the definition of ‘=’ that M, f(|p|,w) ¥ g — q .
Wlog suppose f(|p|,w) = w;. Then, it follows by % that M, w; £~ q — q.
Hence, by the definition of ‘=’ M, f(|q|,w1) ~ ¢ 4. This is a contradic-
tion since by property (2.1) of the selection function, f(|q|,w1) € |q| and
hence M, f(|q|,w1) | ¢q. Thus, since M and w were arbitrary it follows
that = p — (¢ — ¢), as required.

It is also useful to consider the proofs for Paradox (3) p — s = (pAq) — s,
(10) p — q,q = s Ep — s and (16) p — ¢ = =g — —p. This is because, as
will become clear by the end of this chapter, the only non-classical system
from the ones considered that correctly accounts for these paradoxes is C2.
The consideration of the proofs of these inferences also further explicates the
semantic features of C2.

In order to see why (3) holds, consider a model M s.t. W = {wg,w},
woRwy, wiRwy, woRwo, |p| = {wo,wi}, |s| = {woe}, |¢ = {wr},
f(pl,wo) = wo, f(Ip A q|,wo) = wy. Then, it follows by the definition of
‘—’ that M, wo = p — s, however since f(|p A q|,wo) = wy and M, w; F~ s,
it follows by the definition of ‘=’ that M,wy ¥~ (p A q) — s. Thus,
p— sl~E(pAq) — s, as required.

One can consider the following model M, in order to see why (10) does
not hold. Let M be st. W = {wg, wy,ws}, woRwy, wiRwy, wyRwy,
wolwy, woRws, |p| = {ws}, |q| = {wi, w2}, [s| = {wa}, f(|p|,wo) = wr,
f(lgl,wo) = ws. Then, it follows that M, w; = q and hence M, f(|p|, wo) = q.
Thus, by the definition of ‘=’ M,wy, E p — ¢. Similarly, it follows
that M,ws | s and hence M, f(|q|,wo) | s. Thus, by the definition
of ‘=" M,wy = q — s. Notice, however, that since M,w; [~ s, i.e.,
M, f(|p|,wo) K~ s, it follows by the definition of ‘—’ that M,wy & p — s.
Thus, p — ¢,q — s = p — s, as required.

In order to see why (16) holds, consider a model M s.t. W = {wg, w },
woRwo, wiRwy, wolwy, |p| = {wo,wi}, g = {wo}, f(|pl,wo) = wy,
f(—ql,wo) = w;. Then, it follows that M,wy | ¢ and hence that
M, f(|p|,wo) & q. Thus, by the definition of ‘=" M,w | p — ¢q. No-
tice, however, that since |p| = {wp, w1}, it follows that M,w; | p and
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hence M, f(|—q|,wo) = ¢. Thus, it follows by the definition of ‘=’ that
M, wy £ —q — —p. Thus, p — ¢ £ —¢ — —p, as required.

2.2.3 Update Semantics

In this section of the thesis we will consider the attempt to modeling natural
language indicative conditionals as presented by Update Semantics [44]. In
contrast to the accounts discussed above, the update semantic account is
dynamic, i.e., it is no longer concerned solely with truth-preservation, but
rather it is focused on the notion of information change and update. More
specifically, the meaning of a sentence is no longer associated with its truth
conditions, but it is an operation on information states, where information
states are intuitively what an agent takes to be true. The difference between
previous logics and the current logic is well reflected in the slogan of Update
Semantics, namely: “You know the meaning of a sentence if you know the
change it brings in the information state of anyone who accepts the news
conveyed by it” ([44], pp. 1). As will be demonstrated in Section 2.3, Update
Semantics gives rise to a system that allows one to account for some of the
problems of the horse-shoe analysis of implication. Moreover, it is useful
to keep in mind that this system is closely related to Inquisitive Semantics,
which, to a certain extent, can be viewed as a static counterpart of this
dynamic system. This section is based on [44] and [43].

Definition 36 (Language). Let P be a finite set of propositional letters.
We denote by Lp the set of formulas built up from letters in P using the
connectives =,V , A\, —, .

Definition 37 Let W be the powerset of P. Then:

1) o is an information state iff o C W
2) For every two states o, T, 0 +T :=0NT

Definition 38 The semantics for US is given recursively in the following
way:

olpl=cn{we Wip € w}
o[=0] =0\ olf]

ol NY] =ol0] Noly]

ol Vo] =olf]Uoly]

o0 0l =0 if o] £

o0 0l =0 if off] =

ol =l = o if off][y] = olf]
ol =l =0 if o[0][y)] # o[f]



Definition 39 (Support) A state o supports a sentence 0 , o =0, iff o[0] =
o, where o[f] is an update of a state o with information 6.

Definition 40 (Validity) An arqument is valid iff updating a state o with
premises Yy, - -+ , Yy, yields an information state in which the conclusion 6 is

supported, i.e., V1, -, =0 iff Vo, o] - [.] E 0.

As there are significant differences between Update Semantics and the
other systems we discussed, it is important to examine Update Semantics in
greater detail. Notice that states o can be viewed just as sets of possible
worlds, whereas for a sentence # an operation o[f] is a result of updating an
information state o with information encoded by #. According to this frame-
work, the support of a sentence 6 at a state o (i.e., o[f] = o) is equivalent to
accepting € in an information state o. This can be thought of as reflecting
the intuition that, if we already accept a sentence € in our information state,
then the update of this state with information 6 does not change what we
take to be true. The update clauses given by the semantics of US define
how ¢ changes when somebody in a state o accepts a sentence #. Hence, for
instance, updating an information state o with a sentence —6 is equivalent to
removing from o all the possible worlds s.t. 6 holds at them. Notice that in
this framework, the semantics for all connectives apart from the conditional
and ‘Q’ are dynamic, i.e., after their acceptance conversational participant
modifies his information state. As for the conditional and ‘{)’, these are to
be treated as consistency tests: by accepting them, a conversational partic-
ipant only verifies if they hold, but does not update his information state.
So to speak, the sentence involving might and the conditional correspond
to performing a test on o, rather than introducing some information to our
information state.

The main benefit of pursuing update semantics is that it gives an intuitive
and desirable account of our natural language as a dynamic process, it is not,
however, the only one. Another key benefit of US relates to the Ramsey test®.
For notice that, in order to verify if the conditional & — v holds, one checks
if after updating his information state with 6, ¢) holds. This is in line with
the Ramsey Test, in which when one verifies the truth of a conditional, he
appends 6 to the set of his beliefs and checks if it is such that v holds in it.

®The Ramsey test is one of the first and most influential methods suggested to analyse
conditionals. It defines a procedure for verifying whether an indicative conditional holds.
As originally stated by Ramsey in his 1929 footnote: “If two people are arguing ‘If A
will C?” and are both in doubt as to A, they are adding A hypothetically to their stock of
knowledge and arguing on this basis about C... We can say they are fixing their degrees of
belief in C given A.” ([3], pp. 28)
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Indeed, the links between the update framework and the nature of natural
language implication are visible in the analysis in Chapter 4.

Update Semantics allows us to account for 5 out of the 16 paradoxical

inferences considered. Namely, inferences (8) = (p — ¢q) V (¢ — p), (12)
(PAg) = s = (0= 5)V (g — 5), (13) (p = ) A (s > ) = (p = )V (5 = q),
(14) =(p — ¢q) = p and (15) =(p — ¢q) = —¢. In all of these inferences, it
is the modeling of implication as a test on states that can be attributed to
be the key semantic feature that allows us to account for them. To explicate
this point consider the counter-model for (10):
Let 0 = {wy,wa}, |p| = {wi}, |g| = {wz}. Then, it follows that
olp] = {w1} # op][g] = 0. Hence, by the definition of ‘=’ it follows that
olp — q] = 0. Similarly, it follows that o[q] = {w.} # o[q|[p] = 0. Hence, by
the definition of ‘=’ it follows that o[¢ — p] = 0. Thus, it follows by the
definition of ‘V’, that o[(p — ¢) V (¢ — p)] = 0 # o. Thus, it follows that
¥~ (p — q) V (¢ — p), as required.

It is also worth to consider the counter-model for the inference (14):

Let 0 = {wy,ws}, |p| = {wi} and |q| = {wy}. Then, it follows by the
definition of ‘=" and ‘=’ that o[-~(p — ¢)] = o\ c[p — ¢] = 0\ = 0. Notice,
however that o[p] = {w} # 0. Hence, it follows that o[=(p — q)] ¥ p.
Thus, —=(p — ¢q) F~ p. N.B. this example also demonstrates that that there is
a close relation between ‘¢’ and ‘—’. This is because when we test if a state
o supports =(p — q), in practice we also verify whether o is consistent with
p A —q.

In similar fashion the Update Semantic modeling of implication allows us
to account for (12), (13) and (15).

Unfortunately, the semantic features of US do not allow one to account
for all the problematic inferences. Importantly, out of the systems considered
it is the only system that validates (1) p = q — p, (2) =¢ = ¢ — p and (8)
p — (¢ — p). Let us consider the proofs for (1) and (2) to see how the
semantic features of US validate these inferences.

Consider a proof by contradiction to see why (1) holds. Let ¢ be arbitrary.
Suppose for contradiction that Jo s.t. o[p|] £ p — ¢. Then it follows that
alpllgl[p] # o[pllq] 4. This is a contradiction, since it follows by the definition
of an update with an atomic sentence that for any state ¢ supporting an
atomic sentence p, 0 = o[p]. Thus, it follows that p = ¢ — p.

Similarly consider the following proof to see why (2) holds. Let o be
arbitrary. Suppose for contradiction that 3o s.t. o[-p| |~ olp|[g]. Then, it
follows that o[—p|[p]lg] # o[—p][p] x. Notice that it follows by the support
definition for atomic sentence and negation that o |= [p|[—p] iff o = (). Hence,
by * 00 £ Qlg] = 0 4. Thus, it follows that —p = p — ¢.
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2.2.4 Relevance Logic

One of the family of logics developed to deal with the Paradoxes of Material
Implication are Relevance Logics. This family of logics take material implica-
tion to be problematic because it fails to model a tie between the antecedent
and the consequent. More specifically, Relevance Logics aim to give a model
that guarantees that there is always a connection between the antecedent
and the consequent; in other words, that the content of the antecedent is
relevant to the content of the consequent. The link between the content of
the antecedent and the content of the consequent is established by utilizing
the variable sharing principle: the requirement that, for the implication to be
valid, the antecedent and the consequent should share at least one proposi-
tional variable. Thus, by these means Relevance Logic guarantees that there
is some connection between the antecedent and the consequent; and that the
antecedent and the consequent are to a (possibly very small) degree seman-
tically relevant to each other. In this section we will look closer into one of
the Relevance Logics, Logic B, and discuss its key semantic features.5

In the hierarchy of Relevance Logics, Logic B plays a similar role to that
of Kripke’s system K [12]. In short, logic B is a paraconsistent logic that uti-
lizes a ternary accessibility relation. On the one hand, it uses Routley style
semantics of negation to account for the inferences of the form (6 A—=0) — 1,
whereas on the other hand it uses a ternary accessibility relation to account
for the inferences of the form # — (¢p — 6). The Routley Semantics for
negation uses the x — operator. This operator defines the negation at a pos-
sible world w in terms of its mate w*. Here, w and w* can be thought of
as “mirror images of one another, reversing ‘in” and ‘out” ” ([12], pp. 191).
By this means negation defines what is asserted at w in terms of what is not
denied at w*. Apart from accounting for some of the implausible inferences,
the ternary relation also gives us a way of capturing the notion of relevance
between the antecedent and the consequent. According to the interpretation

6N.B. The philosophical underpinnings of Relevance Logics are not fully developed yet.
Indeed there does not exist a commonly agreed upon philosophical motivation for relevance
semantics. In this section, we attempt to give the most charitable reading of Relevance
Logic. One of the difficulties in providing a compact and perspicuous introduction to
Relevance Logic, however, is that many of the notions involved are model theoretic notions
with very tenuous explanatory power. Because of this, the current introduction might
not be sufficient to fully explain the motivation behind Relevance Logic and provide the
reader with enough insight. Nevertheless, even if the reader fails to find strong intuitions
for relevance semantic definitions, it is plausible to treat Relevance Logic as a useful
instrument for modeling English indicative conditionals because it avoids many of the
implausible results yielded by the classical analysis. Should the reader wish to gain further
insight into Relevance Logic, we direct you to [18].

45



given by Barwise [2], one can understand the ternary relation in a frame-
work in which possible worlds are identified with “sites” and “channels”. In
this framework channels transmit the information from site to site. More
intuitively a site corresponds to the context within which the information is
obtained and a channel corresponds to the means by which we obtain the
information. Then, the ternary relation Rabc means that a is a channel be-
tween the sites b and ¢. On this account the conditional # — 1 is true at a
possible world a if for all sites b and ¢ connected by a channel a whenever
information @ is obtained at b then information v is obtained at c¢. The
idea is exemplified well by the Stanford Encyclopedia of Philosophy “when
the BBC news appears on the television in my living room, we can consider
the living room to be a site and the wires, satellites, and so on, that connect
my television to the studio in London to be channel. [...[[Then we can] take
Rabce to mean that a is an information-theoretic channel between sites b and
c.”[27].

The semantic elements of Logic B will be described in greater detail below.
While considering the semantics, one needs to take into account the fact that
it has been developed ad hoc to deal with the problematic inferences, and
this is strongly reflected in the semantic definitions and interpretations.

This section of the thesis is based on [2], [34], [27], [8], [12], [33] and [18].

Definition 41 (Language) Let P be a finite set of propositional letters. We
denote by Lp the set of formula built up from letters in P using the connec-
tives A\, V, 1, —.

Definition 42 (Model) A model for B is a structure < W, N, R, *,v > where
W is the set of all possible worlds, N C W is the set of normal possible
worlds, * 1s a Routley Star, i.e., a function x : W — W requiring that
M,w = =0 iff M,w* |~ 60, and R is a ternary relation on the sets of possible
worlds, i.e., RCW xW x W s.t. if w e N then Rwxy iff v = y.

Definition 43 The semantics for B is given recursively in the following way:

M,wlEp iff  wve(p) =1 (for all atomic p)
M,w = -6 iff  M,w* =0
M,wlE= (@AY) iff MowkE60 and M,w =y
MwkE@VY) iff MwkEGQor MwEy
M,wE0—1v¢ iff Vr,yeW st. Rwzy

if Myx =0, then M,y =1

Definition 44 (Validity) Validity is defined as truth preservation over all
normal worlds of all models: > g 0 iff for all models < W, N, R, x,v >:
whenever M,w =g 1 for all € >, then M, w =g 0.
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As pointed out in the introduction to grasp the meaning of the *x operator,
it is good to see it as determining a pair of worlds w and w* such that what
is asserted at w* is exactly what is not denied at w and vice versa [18].
What one asserts at w is, so to speak, exactly what one fails to deny at w*.
Notice that defining the truth conditions by using the Routley Star makes it
possible for contradictions to be true at a world. Hence, =A A A can be true
at w. This example also demonstrates that w* is negation incomplete, since
by the definition at w* both A and —A can be false. As described by Dunn,
“where a is inconsistent (containing both 6 and —#), the other is incomplete
(lacking both € and —), and vice versa (when a = a*, a is both consistent
and complete and we have a situation appropriate to classical logic)” ([12],
pp. 191). This also points to a different treatment of the possible worlds in
relevance framework. In this framework, possible worlds are still maximal,
in the sense that the truth value of every atomic formula is determined at
every possible world, but possible worlds are no longer such that all of the
logical laws hold at them (as demonstrated, the possible worlds are negation
incomplete). As pointed out in the introduction, such a treatment of possible
worlds and negation was developed ad hoc to deal with the Paradoxes of
Material Implication of the form (p A —=p) — ¢. The requirement that for
every normal possible world Rwxy iff x = y is commonly referred to as a
normality condition [33]. It allows us to generalize the ternary accessibility
relation to both normal and non-normal possible worlds. As with the other
logics discussed, the non-normal possible worlds play mostly an instrumental
role in the semantics.

It is difficult to give an intuitive justification for the semantic definitions
involved in the logic given by B. This is caused mostly by the ad hoc character
of this logic, where the sole purpose of this logic was to account for the
problematic inferences of material implication. The fact that there is no
strong and intuitive semantics developed for this logic is certainly one of its
shortcomings. On the other hand, the ad hoc character of this logic makes it
very successful at accounting for the problems of the material understanding
of English indicative conditionals.

In order to exemplify the Relevance Logic approach let us consider a
counter-model given by Relevance Logic B to the first paradox on our list,
i.e., p = ¢ — p. The counter-model for this paradox demonstrates especially
the behavior of the ternary accessibility relation, the normality condition and
the definition of implication:

Let the model M be given by W = {wp, wy, w§, wi}, N = {wy}, Rwowiwy,
Ruwowiwg, Rwowiwl, wy — w§, w1 — wi, vo(p) =1, v1(q) = 1, vi(p) = 0
and vyr(p) = vur(q) = vus(p) = vuz(q) = 1. Then, since vy, (p) = 1, it
follows that M, wy = p. Furthermore, since Rwyww; and v, (¢) = 1 while
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U, (p) = 0, it follows by the definition of the —, that M, w; [~ ¢ — p. Hence,
p = q¢ — p, as required.

In order to picture the semantic characteristics of negation and Routley

Star consider the counter-model to Paradox (11) —=p = p — —p:
Let the model M by given by W = {wp, wy, wi, wi}, N = {we}, Rwow,wy,
Ruwowgwg, Rwowiwy, wo — wh, wy — wi, vys (p) = 0, ve: (p) = 1, vy, (p) = 1,
Vo (p) = 1. Since vy (p) = 1, it follows by the definition of negation that
M, w} E p and hence by the definition of negation that M,w; £ —p 1.
Similarly, since vy (p) = 0, it follows that M,ws @ p and hence by the
definition of negation M,w, = —p. Notice that since v,, (p) = 1, it follows
that M,w; = p I. Now, since Rwow;w; it follows by the definition of the
clause for ‘=’ and by { and { that M, wq = p — —p. Thus, since M, wq = —p,
—p £ p — —p, as required.

The semantic definitions in Relevance Logic B allow us to account for
almost all of the Paradoxes of Material Implication considered by us; for
only 3 of them hold in this logic. Out of the inferences that are correctly
accounted for by Relevance Logic B, it is useful to consider (4) = (pA—p) — ¢
and (5) = p — (¢ V —q). In particular, this is because Relevance Logic B is
the only system that allows us to correctly account for these inferences.

In order to see why (4) does not hold in Relevance Logic B consider the
following counter-model M given by: W = {wq,wy, wy, wi}, N = {wo},
wo — wi, w1 — wi, Rwowywy, Rwowiwg, Rwowiws, vy, (q) =0, vy, (p) = 1,
Vu:(p) = 0, vur(q) = 1 and at wy, wy valuation function assigns arbitrary
values to p and ¢. Since vy, (p) = 1 and v,:(p) = 0, it follows by the
definition of the clause for atomic sentences that M,w; = p; and it follows
by the definition of the clause for ‘=" that M,w; = —p t. Hence, by the
definition of the clause for ‘A’ that M, w; = p A =p. Now, since vy, (¢) = 0,
it follows that M,w; [~ ¢ 1. Thus, by t, I and the definition of the clause
for ‘=’ it follows that M, wy & (p A —=p) — q. Hence, (= (p A —p) — ¢, as
required.

The following counter-model demonstrates how Relevance Logic B ac-

counts for (5):
Let M be given by: W = {w, wi, w§, wi}, N = {wp}, wo — w§, w1 — wy,
Rwowwy, Rwowiwg, Rwowjw?, vuw,(p) = vu, (p) = 1, vu, (¢) = 0, vy (q) =1,
vyr(p) = 1 and the values assigned by the valuation function at wg and wg are
arbitrary. Then, since vy, (p) = 1 and vy, (¢) = 0, it follows that M,w; = p
and M,w; = q . Furthermore, since v, (q) = 1, it follows by the definition
of the clause for ‘=’ that M,w; £~ —¢ I. Thus, it follows by f and I and
the definition of the clause for ‘v’ that M,w; £~ ¢ V —q. Hence, it follows
by the definition of the clause for ‘—’ that M,wy = p — (¢ V —=q). Thus,
¥~ p— (¢ V —q), as required.
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2.3 S2, C2, US, B: Results

In this Chapter we have specified the paradoxical inferences we will analyze
in the thesis. We have also given examples that point out their counter-
intuitiveness. Importantly, the list of the problematic inferences from section
2.1 can be thought to be an exemplary list that constitutes a representative
group of the inferences that can be found in the literature. Furthermore,
we have also given a description of leading approaches towards modeling
implication as given by S2, C2, US and B. Different semantic accounts of
implication allow us to explain away a different number of the Paradoxes of
Material Implication. We postpone the detailed discussion of the effectiveness
of the systems introduced to Chapter 4. In the interim we summarize different
accounts of the problematic inferences. For the formal proof of each of the
results please consult the Appendix.

In the table below ‘v’ indicates that a given validity holds and ‘x’
indicates that it does not hold within the semantic system in question. Out
of the logics considered, clearly classical propositional logic is the most
problematic one. This is because all of the counterintuitive inferences hold
in it. On the other hand Relevant Logic B is most successful at accounting
for the paradoxes. The strict conditional logic S2 fails to invalidate five
out of the 16 inferences considered. There are 13 paradoxes that are not
accounted for by Update Semantics on the semantic level. Similarly to
S2, the conditional logic C2 does not account for five of the problematic
inferences.
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CHAPTER 3

BIS, RIS and the Paradoxes of Material Implication

In the first chapter we provided an introduction to the inquisitive semantic
enterprise. We demonstrated that by enriching the meaning of a proposi-
tion, Inquisitive Semantics gives rise to a new semantic system that gives a
plausible account of many of our language uses. Some of the key elements of
the inquisitive enterprise are related to the enrichment of the classical mean-
ing of a proposition with its inquisitive content and, in the case of Radical
Inquisitive Semantics, to a more detailed modeling of the responses one can
give to a sentence uttered. Following our discussion in Chapter 2 concerning
different accounts of the Paradoxes of Material Implication, in this chapter
we will give inquisitive semantic account of the problematic inferences in
question. We will verify the paradoxical inferences within the framework of
BIS and RIS. In RIS we will consider the entailment relation from two angles:
support and rejection.

3.1 BIS and Paradoxical Inferences

The key element of Basic Inquisitive Semantics is the refinement of the defi-
nition of a proposition with its inquisitive meaning. One of the key semantic
clauses that embodies the inquisitive aspect of BIS, is the inquisitive disjunc-
tion. It turns out that the inquisitive nature of disjunction also contributes
to accounting for some of the problematic inferences involving material impli-
cation. Below we will demonstrate that among the implausible implications,
all that involve disjunction are successfully accounted for by Basic Inquisitive
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Semantics.

L. pEBIsq—p

Proof by contradiction.

Let o be arbitrary and suppose that o Epgrs p. Then, it follows by
the definition of the support clause for atomic sentences that Yv € o,
v(p) = 1 . Suppose for contradiction that ¢ ~Eprs ¢ — p. Then
it follows by the definition of ‘=’ that 37 C o s.t. 7 |=prs ¢ and
T Fprs p. Hence, Jv € 7 s.t. v(p) =0 4. This is a contradiction to *.
Thus, p Epgrs ¢ — p, as claimed.

2. "pEBISP = ¢

Proof by contradiction

Let o be arbitrary and suppose that o |=prs —p. Then it follows that
Vv € o, v(p) = 0 . Suppose for contradiction that o ;s p — q.
Then it follows by the definition of ‘—’ that 37 C ¢ s.t. 7 g5 p and
T Fprs q- Hence, Vv € 7 v(p) = 1 and Jv € 7 v(q) = 0. Thus, since
7 Co, v € ost. v(p) =14%. This is a contradiction to x. Thus,
—p EBrs p — ¢, as claimed.

3. p—=skEpis (pAq) — s

Proof by contradiction

Let o be arbitrary and suppose that ¢ =g p — s. Then it follows
by the definition of ‘=’ that V7 C o if 7 |Epss p, then T =prs s *.
Suppose for contradiction that o ~grs (pAq) — s. Then, it follows by
the definition of — that 37" C o s.t. 7/ =prs pAgand 7’ [~prs s. Thus,
7' FE=prs p and 7' Eprs ¢ but 7’ Eprs s 4. This is a contradiction since
7" C 7 C o and hence by x 7 =prg s. Thus, p — s Eprs (p A q) — s,
as claimed.

4. Epis (pA—p) = q
Proof by contradiction
Suppose for contradiction that [Eprs (p A —p) — g. Then, it follows by
the definition of the support clause for ‘—; that 37 C ¢ s.t. 7 Eprg
p A —pand 7 ~prs g. Thus, v € 7 s.t. v(g) = 0 and by the definition
of the support clause for “A” s.t. v(p) = 1 and v(p) = 0 4 Thus,
Egrs (p A —p) = q, as claimed.

5. FBrsp— (qV —q)
Proof

Let 0 = {wy,ws}, |p| = {w1,ws} and |q| = {ws}. Then, it follows by
the definition of the support clause for an atomic sentence o F=prs p.
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10.

Notice, however, that since |q| = {wy}, it follows by the definition of
the support clause for atomic sentences and ‘=’ that o £Ep;s ¢ and
o ¥prs —q. Thus, by the support definition for ‘V’ o s ¢ V —q.
Thus, if follows by the definition of the support clause for ‘—’ that
o~ p— (¢V —q). Hence, fEprs p — (¢ V —q), as required.

Fp1s p— (¢ = p)

Proof by contradiction

Suppose for contradiction that Eprs p — (¢ — p). Then it follows by
the definition of the support clause for ‘—’ that 37 C o s.t. 7 =prs p
and T Fprs ¢ — p. 4. This is a contradiction by (1). Hence, =prg
p — (g — p), as claimed.

. PANqFEBISP = ¢

Proof by contradiction

Suppose that ¢ prs p A g. Then, it follows by the definition of ‘A’
that o =prs p and ¢ Eprs ¢. Hence, it follows by the definition of
the support clause for an atomic sentence that Yo € o v(p) = v(q) =1
*. Suppose for contradiction that o ~prs p — ¢. Then, it follows by
the definition of ‘=’ that 37 C o s.t. 7 =g p and 7 [~prs ¢. Hence,
Jv € 7st. v(p) =1 and v(q) = 0 4. This is a contradiction to *.
Hence, p A q E=prs p — ¢, as claimed.

FEr1s (p —q) V(g — p)

Proof

Let 0 = {wy,wy}, |p| = {w1}, |¢g| = {we}. Then, it follows by the
definition of ‘=’ that o [~prs p — ¢ and that o F~prs ¢ — p. Thus, it
follows by the definition of ‘v’ that ¢ ~prs (p — q) V (¢ — p). Thus,
¥ (p — q) V (¢ — p), as claimed.

—p EB1s p— —p

Proof by contradiction

Let o be arbitrary and suppose o =prs —p. Then it follows by the def-
inition of the support clause for ‘=’ that o =75 p —L *. Suppose for
contradiction that o [£prg p — —p. Then, it follows by the definition of
the support clause for ‘=’ that 37 C 0 s.t. 7 |Eprs p and 7 Eprs —p.
Hence, it follows by the definition of the support clause for ‘=’ and the
support clause for atomic sentences that Jv € 7 s.t. v(p) = 1. 4 This
is a contradiction to x. Thus, =p E=prs p — —p, as claimed.

P—¢q—sEpsp—s
Proof by contradiction
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11.

12.

13.

Let o be arbitrary and suppose that o ;s p — ¢ and 0 Fprs ¢ — s.
Then, it follows that V7 C o, if 7 |=ps p, then 7 Epis ¢ T and if
T EBrs ¢, then 7 Eprs s 1. Suppose for contradiction that o [~pgrs
q — s. Then, it follows that 37" C o s.t. 7/ Eprs p and 7’ Fprs s 4.
This is a contradiction, since by T 7" =prs ¢, and hence by § 7 =pgrs s.
Hence, p — ¢,q — s =p1s p — s, as claimed.

Fpisp— (@ —q)

Proof by contradiction

Suppose for contradiction that o ~grs p — (¢ — ¢). Then it follows
by the definition of ‘=’ that 37 C o s.t. 7 =prs p and 7 FEprs ¢ — q.
By the definition of ‘=’ this is the case iff 7 =p;s ¢ and 7 Eprs q 4.
Thus, FEprs p — (¢ — q), as claimed.

(pANq) = s Fprs (p—s) V(s —q)

Proof

Let o = {wy,ws}, |p| = {w1}, |s| = {w2} and |¢| = 0. Then, it follows
by the definition of the support clause for ‘—’ and the definition of
the support clause for ‘A’ that ¢ =prs (p A q) — s vacuously. Notice,
however, that since {w;} Fprs p and {wi} Fprs s, it follows by the
definition of the support clause for ‘—’ that o Eprs p — s. Similarly,
since {we} Eprs s and {wy} Eprs ¢, it follows that o [Eprs s — q.
Hence, it follows by the definition of the support clause for ‘v’ that
o prs (p— q)V (s — t). Hence, (pAq) — s FEprs p(p — s)V (s — q)
as claimed.

p—=>q N(s—=t)fEprs(p—1t)V(s—q)

Proof

Let o = {wi,wa}, [p| = {wi}, [q| = {wi}, |s| = {ws}, [t] = {w2}.
Hence, it follows by the definition of the support clause for atomic
sentences that {w1} Fprs p, {wi} Fars ¢, {w1} Fais s, {wi} Fprs t,

{wa} ¥prs p, {w2} Fprs ¢, {wa} FEprs s, {wa} FEprs t. Then it fol-
lows by the definition of the support clause for ‘=’ that o E=prs p — ¢

and o FEprs s — t. Thus, it follows by the definition of the support
clause for ‘A’ that ¢ =prs (p — q) A (s — t). Notice, however, that
since {w1} FEprs p and {w1} FEprs t, it follows that o s s — q.
Similarly, since {ws} FEprs s and {ws} Fprs ¢, it follows that
o Eprs $ — q. Thus, it follows by the definition of the support
clause for ‘v’ that o prs (p — t) V (s = ¢). Thus, it follows that
(p—=>q)A(s—=1t)Fps (p—= 1)V (s — q), as claimed.
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14.

15.

~(p = q) Eprsp
Proof by contradiction

Let o be arbitrary and suppose that o E=p;s =(p — ¢). Then, it follows
by the definition of ‘=’ that o =g (p — q) —L. Thus, it follows that
the only set that supports p — ¢ is the empty set x. Suppose for
contradiction that o = p. Then, it follows that Jv € o s.t. v(p) = 0.
Take 7 = {v}. It follows by the definition of the support clause for ‘—’
that {v} Eprs p — ¢ and {v} # 0 4. This contradicts . Hence, it
follows that =(p — ¢) F=pg1s p, as claimed.

=(p — q) Fr1s ¢

Proof by contradiction

Let o be arbitrary and suppose o |=pgrs —(p — ¢). Then it follows by
the definition of the support clause for ‘=’, that V7 C o if 7 =15 p — ¢,
then 7 =prsL. Hence, by the definition of the support clause for ‘—’,
Vr Co. (V7' Crif (if 7 Epgrs p, then 7 Eprs q), then 7 =psl)
*. Suppose for contradiction that o ~grs —q. Then it follows by the
definition of the support clause for ‘=’ that 37 C ¢ s.t. 7 =prs ¢ and
T £prsL. Hence, it follows by the definition of ‘L’ that Jv € 7 s.t.
v(q) = 1. Now notice that since {v} C o, this implies that {v} Eprs p
and {v} Eprs g but {v} FEprsL 4. Thisis a contradiction to x. Hence,

—(p — q) Eprs —q, as claimed.

16. p = q FEprs 7¢ — —p

Proof by contradiction

Suppose ¢ =prs p — ¢. Then, it follows by the definition of the
support clause for ‘=’ that V7 C o if 7 Eprs p, then 7 |=prs q *.
Suppose for contradiction that o ~prs =q¢ — —p. Then it follows by the
definition of the support clause for ‘—’ that 37 C o s.t. 7 =75 —¢ and
T ~prs —p. Hence, by the definition of the support clause for ‘=’ and
the definition of the support clause for ‘=’ that V7' C 7 if 7 |=p1s ¢,
then 7 Eprgl and 37" C 7 s.t. 7 Eprs p and 7’ Eprsl. Hence,
it follows by the definition of the support clause for atomic sentences
that Jv € 7 s.t. v(p) =1 and v(g) =0 4. This is a contradiction to *.
Thus, p — q Eprs ~q¢ — —p, as claimed.

Thus, Basic Inquisitive Semantics allows one to account for 4 out of 16
problematic inferences in question. Namely, the inferences (5), (8), (12) and
(13). Notice, that all of the problematic inferences that fail in Inquisitive
Semantics involve inquisitive disjunction. More specifically, as indicated by
counter-models in (5), (8), (12) and (13), it is mainly the inquisitive aspects
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of disjunction that allow us to reject implausible implications. This demon-
strates that inquisitive nature of disjunction can play a role in accounting for
some of the paradoxical inferences. Furthermore, it points towards the fact
that inquisitive nature of disjunction can also be motivated by the behavior
of natural language implication.

3.2 Support in RIS and Paradoxical Infer-
ences

The previous subsection demonstrated that BIS allows us to account for
four out of sixteen inferences we were considering. In this section we will
consider the support entailment in Radical Inquisitive Semantics. Notice
that, while considering the support notion, the only clause that leads to
different semantic results between BIS and RIS is the clause for inversion,
i.e., the RIS equivalent of negation. Hence, the only inferences that can be
evaluated differently in terms of support in RIS involves ‘+’. In this section
we will evaluate these paradoxical inferences. As will be clear, the switch to
inquisitive understanding of negation allows us to account for some of the
problems in question.

2. spEp—q
Proof
Since for an atomic sentences p, +p = —p, it follows that the proof
follows closely the corresponding proof in the previous section.

4. Fy (pA+p) =4

Proof by contradiction

Let o be arbitrary and suppose o =, (pA+p) — q. Then, it follows by
the definition of the support clause for ‘—’ that 3r C os.t. 7 =4 pA+p
and 7 [~ ¢ . Thus it follows by the definition of the support clause
for ‘A’ that 7 =, p 1 and 7 =+ +p. Thus, by the definition of the
support clause for ‘=, it follows that 7 =_ p . Now notice that by
and the support definition for atomic sentences, it follows that Jv € 7
s.t. v(q) = 0. Furthermore by { and i it follows that v(p) = 1 and
v(p) =0 4. Thus , it follows that =, (p A +p) — ¢, as claimed.

5. Frp— (¢V+q)
Proof
Let 0 = {wy,ws}, |p| = {wi,ws} and |q| = {wz}. Then, it follows
by the support definition for atomic sentences that o =, p. Notice,
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14.

15.

however, that since |q| = {w-}, it follows by definitions for the support
and reject clauses for atomic sentences that o [~ ¢ and o [~ q.
Hence, by the definition of the support clause for ‘+’, o £, +6. Thus,
it follows that o }~, ¢V +q. Hence, since o =, p, it follows by the
definition of the support clause for ‘—’ that o . p — (¢V +¢q). Thus,
K+ p— (qV +q) as claimed.

TpEyp— P

Proof by contradiction

Suppose o =4 +p. Then it follows by the definition of the support
clause for ‘+’ that o =_ p. Thus, by the definition of the reject clause
for atomic sentences, it follows that Vv € o v(p) = 0. Suppose for
contradiction that o =, p — <+p. Then, it follows by the definition
of ‘=’ that 31 C o s.t. 7 =4 p and 7 [~ +p. Hence, Jv € 7 s.t.
v(p) =1 4. Thus, =p 4 p — =p, as claimed.

(p—q) FEyp

Proof

Let 0 = {w:}, |p| = 0. Then it follows by the definition of the support
clause for ‘=’ that o =_ p — ¢ vacuously. Hence, by the definition of
the support clause for ‘+’ o =4 +(p — ¢). Notice, however, that since
wi(p) = 0, it follows by the definition of the support clause for atomic
propositions that o =, p. Thus, +(p — ¢) &+ p, as required.

+(p—q) Fr +q

Proof

Let 0 = {w1}, |p| = 0 and |q| = {w;}. Then, since |p| = 0 it follows
that ¢ =_ p — ¢ holds vacuously. Hence, by the definition of the
support clause for ‘=’ it follows that o =4 +(p — ¢). Notice, however
since wi(q) = 1 it follows by the definition of the reject clause for
atomic sentences that o f~_ ¢q. Thus, by the definition of the support
clause for ‘+’, it follows that o £, +q. Hence, ~(p — q) 4+ +q, as
claimed.

16. p—>qEL +q— =p

Proof by contradiction

Suppose 0 =y p — ¢q. Then, it follows by the definition of
the support clause for ‘=’ that V7 C o.(7 =+ p = 7 E+ q)
*x. Suppose for contradiction that o [, +¢ — —+p. Then
it follows by the definition of the support clause for ‘—’ that
Ir Co.(1 =4 +q and 7 [~ +p). Hence, by the definition of the sup-
port clause for ‘+" 37 C o.(7 = ¢ and 7 ~_ p). Thus, by the defini-
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tion of the reject clause for atomic sentences, it follows that Jv € o
st. v(p) =1 and v(q) = 0. Take 7 = {v}. It follows by the def-
inition of the support and reject clauses for atomic sentences that
T =+ pand 7 [£_ ¢q. Thus, by the definition of the support clause
for ‘=" 7 £, p — q 4. This is a contradiction to . Hence,
P — q =4+ +q — +p, as required.

In comparison to BIS, the positive entailment in RIS allows us to account
for two additional paradoxical inferences. Namely, inferences (14) and (15).
Notice that both of these inferences involve negation of the implication. This
demonstrates that the radical inquisitive account of an implication, in which
one can reject an implication by either rejecting the proposal made by it, or
by rejecting the supposition behind it, allows us to further account for some
of the paradoxical inferences. For notice that in inferences (14) and (15), the
fact that we can reject an implication by rejecting the antecedent allows us
to avoid the paradoxical commitment. This can be seen as demonstrating
that a richer understanding of the ways in which we can reject a conditional
statement allows us to model the behavior of natural language implication
better.

3.3 Reject in RIS and Paradoxical Inferences

One of the remaining features that can be specified by means of Radical
Inquisitive Semantics are the negative responses to a sentence. Negative
responses to a sentence give rise to a new entailment relation. As will be
demonstrated below, this entailment relation is very successful in accounting
for problematic inferences as it allows us to account for all but three prob-
lematic inferences. Notice, that a sentence # is a negative response to any
sentence if and only if every negative response to 6 is also a negative response
to an arbitrary sentence. This is the case if and only if the only state which
rejects 6 is the absurd state.

Definition 45 For any sentence 0, =_ 0 if and only if 0] = {0}, i.e., Vo:
ifo =_ 0, then o = 0.

L pFE_q—p
Proof
Let 0 = {w1}, [p| = {w1} and |q| = . Then, since |q| = 0, it follows
by the definition of the reject clause for ‘=’ that ¢ =_ ¢ — p holds
vacuously. Furthermore, since w;(p) = 1, it follows by the definition of
the reject clause for atomic sentences that o [~=_ p. Hence, it follows
that p 5=~ ¢ — p, as claimed.
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2. splF-p—yq

Proof

Let o = {w1}, |¢| = {w1} and |p| = 0. Then since |p| = 0, it follows
by the definition of the reject clause for ‘=’ that ¢ =_ p — ¢ holds
vacuously. Furthermore, since w;(p) = 0, it follows by the definition of
the reject clause for atomic sentences that o 4, p; and hence by the
definition of the reject clause for ‘+’ that o ~_ +p. Thus, it follows
that =p = p — ¢, as claimed.

3.p—=siE_(pNq) — s

Proof

Let o = {w1}, |p| = {un}, |¢| =0, |s| = {w1}. Then, it follows by the
definition of the support clause for ‘A’ that o =, p A ¢ and hence it fol-
lows by the definition of the reject clause for ‘=’ that o =_ (p A q) — s
holds vacuously. However, since {w;} 1 p and {w;} [~_ s, it follows
by the definition of the reject clause for ‘—’ that o ~_ p — s. Thus,
p— s~_ (pAq) — s, as claimed.

4. F-(pA+p)—q

Proof by contradiction

Let o be arbitrary and suppose for contradiction that
o~ (pAN+p) = q. Then, it follows by the definition of the re-
ject clause for ‘—’ that I7.(1 =4 p A +pand V7' D 7.(7' L p A +p
and 7'No ~_ q)). Hence, by the definition of the support clause for ‘A’,
this implies that I7.(7 =4 p A +pand V7' D 7.(7" =y p and 7' =4 +p
and 7' No ~_ q)). Now by the definition of reject for atomic sentences
and since 7' N o &_ ¢, it follows that Jv € o s.t. v(q) = 1. Similarly
by the definition of the support clause for atomic sentences and since
7 =4 p, it follows that v(p) = 1. Furthermore, by the definition of the
support clause for ‘+’, it follows that 7" =_ p and hence v(p) = 0 4.
Thus, every state o is s.t. 0 =_ p A +p — ¢. Hence, [ p A +p — ¢,
as required.

5. F-p—(qV+q)
Proof
Let 0 = {w1}, |p| = 0, |¢| = 0. Then, it follows that o =_ p — (¢V+q)
vacuously. Hence, by the definition of the negative validity it follows

that =_ p — (¢ V +q).
6. - p—=(¢—p)

Proof
Let 0 = {ur}, |p| = 0. Then, it follows that ¢ E=_ p = (¢ = q)
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10.

11.

vacuously. Hence, by the definition of the negative entailment it follows
that - p — (¢ — q).

CPAQFE_p—q

Proof

Let 0 = {wy,ws}, |p| = {w1}, |g| = {we}. Then, it follows by the
definition of the reject clause for ‘—’ that ¢ =_ p — ¢. However,
since wq(p) = 1 and wsy(q) = 1, it follows by the definition of the reject
clause for atomic sentences that o ~_ p and o }~_ g. Thus, by the
definition of the reject clause for ‘A’ it follows that o ~_ p A ¢. Thus,
pAql~_ p— q,as claimed.

~®—aq)Vig—p)

Proof

Let o = {w1}, |p| = 0, |¢g| = 0. Then, it follows by the definition
of the reject clause for ‘—’ that ¢ =_ p — ¢ vacuously and that
o - ¢ — p vacuously. Hence, by the definition of ‘V’, it follows
that ¢ =_ (p — ¢q) V (¢ — p). Hence, since o # (), it follows that
¥ (p— q) V (¢ — p), as claimed.

+plE- (p— +p)

Proof

Let 0 = {wy}, |p| = 0. Since [p| = 0, it follows by the definition of
the reject clause for ‘—’ that ¢ =_ p — +p holds vacuously. However,
since wy(p) = 0, it follows by the definition of the reject clauses for
atomic sentences that o &, p and hence by the definition of the reject
clause for ‘+’ that o [~_ +p. Hence, it follows that +p ~_ p — +p, as
claimed.

P—=q, g SE-p—s

Proof

Let 0 = {wy,wa}, |p| = {wi}, |q| = {wi,ws}, |s|] = {ws}. Then
since |p| = {w1} and |s| = {w,}, it follows by the definition of re-
ject clause for ‘—’ that ¢ =_ p — s. Notice, however, that since
lg| = {w1,ws} and |s| = {w;}, it follows by the reject clause for ‘—’
that o [~#_ ¢ — s. Similarly, since |p| = {w;} and |q| = {w1,ws}, it
follows by the definition of the reject clause for ‘—’ that o - p — q.
Thus, p — ¢, ¢ — s ~=_ p — s, as claimed.

~Eop—(q—q)

Proof
Let 0 = {wi}, |p| = 0. Then, it follows that ¢ E_ p = (¢ — ¢)
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12.

13.

14.

vacuously. Hence, by the definition of the negative entailment, it follows
that =~ p — (¢ — ¢q), as required.

(PAg) = sE-(p—=s5)Vig—s)

Proof by contraposition.

Let ¢ be arbitrary and suppose that o ~_ (p A ¢) — s. Then, by the
definition of the reject clause for ‘=’ and since ) =, p A ¢, it follows
that 37 D 0 s.t. 7 =4 pAgand 7 No £_ s. Hence, it follows by the
definition of the reject clause for atomic sentences and the definition
of the support clause for ‘A’ that Jv € o s.t. v(p) = v(q) = v(s) = 1.
Now notice that it follows by the definition of the reject clause for ‘—’
that o £~ p — s and o [~£_ ¢ — s. Thus, it follows by the definition
of the reject clause for ‘v’ that o f=_ (p — s) V (¢ — s). Hence,
(pANq) —skE-(p—s)V(g—s), as claimed.

=N (s=0)FE-(p—=1)V(s—q)

Proof

Let o = {wy, wa}, |p| = {wi}, [t = {wa}, [s| = {wa}, lg| = {wr}.
Then, since |p| = {w;} and wy(t) = 0, it follows by the definition of
the reject clause for ‘—’ that o =_ p — t. Similarly since |s| = {wy}
and wy(q) = 0, it follows by the definition of the reject clause for ‘—’
that o =_ s — ¢. Hence, by the definition of the reject clause for
‘v’ it follows that o = (p — t) V (s — ¢). Notice, however, that
since {w;} =4 p and {wy} £_ ¢, it follows by the definition of the
reject clause for ‘—’ that o f5_ p — ¢. Similarly, since {wy} =4 s
and {wq} f~_ t, it follows by the definition of the reject clause for ‘—’
that o F~_ s — ¢. Hence, by the definition of the reject clause for ‘A’
o_ (p— q) AN(s — t). Thus, it follows that (p — q) A (s = t) FE_
(p—1t)V (s — q), as claimed.

Hp—=q F-p

Proof by contradiction

Let o be arbitrary and suppose that o =_ p. Then it follows that
Vv € o v(p) = 0 x. Suppose for contradiction that o & =(p — q).
Then it follows by the definition of the reject clause for ‘+’ that
o ~+ p — q. Hence, by the definition of the support clause for ‘—’
it follows that 37 C o s.t. 7 =y p and 7 &4 ¢. Hence, Jv € 71 C o
s.t. v(qg) = 0 and v(p) = 1 4. This is a contradiction to x. Hence, it
follows that =(p — q) =_ p, as required.
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15. +(p = q) F- +q

Proof by contradiction

Let o be arbitrary and suppose that o =_ +¢. Then it follows by the
definition of the reject clause for ‘+’ that ¢ =, ¢ and hence Yv € o
v(q) = 1 x. Suppose for contradiction that o ~_ +(p — ¢). Then it
follows by the definition of the reject clause for ‘+’ that o 4 p — q.
Hence, by the definition of the support clause for ‘—’ it follows that
Jv € o s.t. v(p) =1 and v(g) = 0 4. This is a contradiction to *.
Thus, it follows that +(p — ¢) [=- +q, as claimed.

16. p—>ql~E_ =q— =p

Proof by contradiction

Let 0 = {wy,ws}, |q| = {w1,ws}, |p| = {wa}. Then, it follows that for
all subsets of o only @ is s.t. ) =_ g, i.e., only @ is s.t. @ =, +¢. Thus,
it follows that ¢ — —+p holds vacuously. Notice, however that since
Ip| = {ws} and wy(q) = 1, it follows by the definition of the reject clause
for ‘=’ that o £~ p — ¢. Hence, it follows that p — ¢ £_ +q — +p,
as claimed.

Thus, it follows that the negative radical entailment allows us to account
for all but 3 problematic implications. Namely, only (12), (14) and (15) hold
in it. Inferences (14) and (15) result because of the radical modeling of the
negation of an implication. Namely, the fact that rejected antecedent always
corresponds to a rejection of the supposition behind a conditional statement.

3.4 BIS and RIS: Results

In previous subsections we have analyzed whether the inferences in question
hold in Basic and Radical Inquisitive Semantics. In this subsection, similarly
as towards the end of Chapter 2, we summarize the results in a table. Notice
that the inquisitive enrichment in BIS allows us to account for all paradoxical
inferences that involve disjunction. Hence, our initial findings seem to suggest
that the inquisitive treatment of disjunction contributes to a better account
of natural language implication. Furthermore, when we consider RIS support
entailment, the RIS richer account of responses to a sentence allows us to
account, for two additional inferences. Both of the accounted cases involve
a negation of an implication. The reject entailment allows us to effectively
account for majority of the problematic inferences. Only three inferences
hold when we consider negative responses to a sentence. Last but not least,
none of the problematic inferences holds when we consider RIS. On the one
hand, this suggests that full fledged RIS entailment is significantly weaker
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than both RIS support entailment and RIS reject entailment. On the other
hand, this demonstrates that RIS validity successfully accounts for all of the
problematic inferences in question.
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CHAPTER 4

Analysis

In this section we will analyse the inquisitive approach to the paradoxical ma-
terial implications and compare it to the accounts given by the non-classical
systems considered in Chapter 2. We will first restate results from the previ-
ous sections and then highlight the main semantic features that contributed
to the success of different systems in accounting for particular implications.
We will also consider possible criticisms of the analysis provided. Namely, we
will consider two lines of argumentation: one which questions the implausi-
bility of some of the sixteen inferences considered; and the other concerning
the logical strength of Radical Inquisitive Semantics. More specifically, we
will reject the criticism against our counterexamples to inferences (7), (10)
and (16). Furthermore, we will discuss whether Modus Ponens and Modus
Tollens hold in Radical Inquisitive Semantics.

4.1 Summary of the Results

The results from the previous sections can be summarized in the following
table:

64



S2[C2[ US| B [BIS RIS
pFEqg—p x| x| v [ x| v | x
(2) ¢Fq—p x| x| v x| v | x
B)p—=skE{@Ag —s Vix | vIv] x| x
4) = (@A-p) —q VIV IV x|V X
(5) Ep—(qV—q) VIvIvi x| x| x
6) =p— (¢ —p) X | X | vV | x| V X
(MpANglEDP—q X | vV | vV | x| V X
®)E@—=qV(g—Dp) x| x| x| x| x| x
9) pkE@®—-p x| v | v x| v | x
(10)p—=q,q—skEp—s VIix | viiv]v | x
1) Ep—(¢—q) x| v | v x| v | x
(12) (pAq) > skE(p—s)V(g—s) X | x| x | x| x | x
B)Y(p=gA(s=t)E@—=t)V(s—q | X | x | x | x| X X
(14) =(p—q) Ep x| x| x| x| v | x
(15) =(p = q) = ¢ X | X X | x| Vv %
(16) p = q = ~q — —p Vx| viIiv]v | x

The above list includes the following paradoxes and properties of implication:

1. Paradoxes of Material Implication: (1), (2), (3), (6), (8), (9), (11), (12),
(13), (14), (15)

2. Paradoxes of Strict Implication: (4), (5)
3. Centering: (7)

4. Transitivity: (10)

5. Contraposition: (16)

Moreover, inference (3) is also commonly referred to as antecedent strength-
ening and inference (6) as weakening. Last but not least, Paradoxes of Mate-
rial Implication (12)-(15) are also referred to as Priest objections to material
implication.

As each of the logics considered allows one to account for some of the
paradoxical inferences, it follows that all of the logics allow us to give a less

!Note that as the inferences we are discussing involve only atomic sentences, and not
arbitrary formulas, we fix antecedent strengthening, weakening, centering, transitivity and
contraposition as a way of referring to particular examples and not to general properties
of the conditional. However, as the atomic cases constitute necessary conditions for these
properties to hold, it follows that whenever the examples considered by us fail within any
of the logics, the implication in these logics lacks the property considered.
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counterintuitive account of the 16 paradoxical inferences than classical logic.
Out of the logics discussed, RIS is the most successful. It allows us to account
for all of the paradoxical inferences that can be formulated in its language.

Among others, Lewis’ modal logic S2 allows us to effectively account for
11 out of 16 inferences considered. As the underlying notion of implica-
tion in S2 is a strict implication, not surprisingly, all of the Paradoxes of
Strict Implication hold within this logic. As pointed out in Chapter 2 strict
implication does not account for antecedent strengthening, transitivity and
contraposition.

Stalnaker’s Conditional Logic C2 is also very successful in accounting
for the paradoxical inferences in question. Only 5 out of the 16 inferences
considered hold within this logic. Notice also, that our findings demonstrate
that conditional implication does not account for centering, but does go
against the antecedent strengthening, transitivity and contraposition.

Except for Basic Inquisitive Semantics, Update Semantics allows us to
account for the least number of the paradoxical inferences in question. Out
of the inferences considered only five do not hold in this logic. Moreover,
it follows that the Update Semantics’ implication does not account for the
antecedent strengthening, centering, weakening, transitivity and contraposi-
tion.

Basic Inquisitive Semantics allows us to account for only four out of the
sixteen inferences. As in the case of Update Semantics, BIS implication also
does not account for the antecedent strengthening, centering, weakening,
transitivity and contraposition. In comparison to BIS, the refinement of the
possible responses one can give to a sentence according to RIS™, allows us
to account for two additional paradoxes. Thus, positive entailment RIS™
invalidates six out of the sixteen inferences considered. Only three inferences
are not accounted for according to the RIS_ entailment. However, since all
of these inferences are already accounted by the RIS™ entailment, it follows
that RIS allows us to account for all of the paradoxical inferences considered.
Last but not least, as all of the three properties considered by us fail in RIS,
it follows that the implication in RIS accounts for centering, transitivity and
contraposition.

4.2 Approaches

In the previous section we have summarized the results of our analysis. In this
section we will pinpoint and discuss the characteristics of different systems
that allow us to account for the counterintuitive implications.
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4.2.1 Strict Conditional Logic Approach

In order to account for some of the Paradoxes of Material Implication
C.I. Lewis suggested strict implication as a solution. As pointed out in Sec-
tion 2.2, Lewis claimed that material implication is too contingent and no-
ticed that the horse-shoe analysis of indicative conditionals allows for two
propositions with unrelated content to imply each other. In order to capture
the conditional dependency between the sentences involved in an implication,
Lewis suggests that we should treat implication as an intensional operator
that is not only defined in terms of the truth of its antecedent and conse-
quent at the actual world, but also at their truth values at other possible
worlds. Hence, he suggests O(p — ¢) as a correct modeling of natural lan-
guage indicative conditionals. Such a modeling is meant to guarantee that
the conditional dependency between the antecedent and the consequent is a
necessary one.

According to such an account only the implications which hold at every
admissible alternative to the actual world are exemplifying valid indicative
conditionals. As pointed out in [38],“the truth of ‘p — ¢’ requires not just
the mere falsity of ‘p A —¢’, but its impossibility. (And this impossibility
is sufficient for the truth of ‘p — ¢’)” (pp. 69). Thus, the key element of
Lewis’ solution to the Paradoxes of Material Implication is the inclusion of
the notion of necessity into the definition of material implication. Such an
inclusion guarantees that the problematic implications as exemplified e.g., by
(1) p =g — pand (2) =q = ¢ — p do not hold.? Intuitively, this is because
in all of the problematic cases exemplifying (1) and (2), we will be able to
think of an alternative in which the antecedent will not imply the consequent
and hence the desired implication will not hold.

The existence of suitable frames in which one of the possible worlds ac-
cessible from the actual world does not satisfy the implication allows us
to explain away all but one of the examples accounted in S2. Hence, the
intensionality of ‘—’ and the existence of suitable possible worlds in counter-
models given for (1), (2), (6)-(9), (12)-(15) allows us to avoid the paradoxical
commitment. The strict model of implication is not the only element, how-
ever, that allows S2 to account for the problematic implications in question.
As demonstrated in Chapter 2.2, in example (11) = p — (¢ — ¢), it is the
construction of the non-normal possible world that allows us to avoid this
paradoxical commitment. It is also an easy exercise to demonstrate that (11)
can hold in other modal logic systems that do not include non-normal possi-

2Notice that Lewis treated these two inferences as prime examples of the Paradoxes
of Material Implication. Many of the examples of the Paradoxes of Material Implication
considered by us are not directly discussed by Lewis.
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ble worlds (for instance Kripke’s logic K). As pointed out in the introduction,
non-normal possible worlds are, however, introduced ad hoc and are not as
such motivated by philosophical intuitions.

Despite the plausibility of S2, the Paradoxes of Strict Implication consti-
tute a significant problem to S2. This is because they demonstrate that the
strict conditional can be true irrespective of the semantic content of its an-
tecedent and consequent. l.e., strict conditionals can be true if the ¢ f —clause
or the main—clause of the conditional are of certain forms. More specifically,
strict implication holds whenever the i f — clause is impossible (as exemplified
by (4) = (p A—p) — ¢). This is implausible as then the conditional holds no
matter what the main clause is about. On the other hand, when considering
the main clause, strict implication holds whenever the main clause is neces-
sarily true (as exemplified by (5) = p — (¢ V —¢)). This is implausible since
then the indicative conditional holds no matter what the if-clause is.

4.2.2 Conditional Logic Approach

As in the case for S2, C2 suggests to interpret an implication as an intensional
operator, i.e., as an operator that is not only dependent on the truth values
of its antecedent and consequent at the actual world, but which also depends
on their values at other possible worlds. Stalnaker’s interpretation of a con-
ditional sentence does not make it, however, dependent on all possible worlds
accessible from the actual world, but instead makes it dependent only upon
the most similar accessible world that satisfies its antecedent. Since a possi-
ble world can be seen as just an alternative to the actual world, Stalnaker’s
interpretation of the conditional sentence generates the following interpre-
tation of indicative conditionals: “[When you evaluate a conditional] first,
[you] add the antecedent hypothetically to your stock of beliefs; second, make
whatever adjustments are required to maintain consistency (without modify-
ing the hypothetical belief in the antecedent); finally, [you] consider whether
or not the consequent holds” ([40], pp. 165). Such a view of conditionals
captures the notion that in our evaluation of a conditional we also consider
silent assumptions. This is because, the most similar accessible world is such
that as many as possible of these assumptions hold.

One of the shortcomings of Stalnaker’s logic is that all of the Para-
doxes of Strict Implication still hold in it. When considering inference (4)
= (p A =p) — q, the reason why it holds can be attributed to the existence
of the absurd world A. For notice that it is the fact that for all sentences 6,
A | 0 that validates the paradoxical inference in question. (7) pAqEp — ¢
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holds in C2 because of the requirement (2.3) of the selection function.® This
requirement captures the intuition underlying Stalnaker’s system; i.e., that
if the most similar possible world that satisfies the antecedent is the actual
world, then the consequent needs to hold at this world as well (since clearly
the actual world is at least as similar to itself as any other possible world).
The fact that (5) F p — (¢V —q) and (11) E p — (¢ — ¢) hold in C2
demonstrates that C2 suffers from similar problems as S2. Namely, its mod-
eling of indicative conditionals is such that no matter what the antecedent
is, whenever the consequent is necessarily true, the conditional holds. The
reason why (5) holds can be attributed to the fact that for any sentence g,
q V —q holds at every possible world. The reason why (11) holds in C2 can
be attributed to the fact that the first requirement* on the selection function
forces ¢ — ¢ to be necessarily true. Inference (9) —-p | (p — —p), on the
other hand, highlights the fact that the requirements on the selection func-
tion give rise to some undesirable entailments. For notice that it is the first
requirement on the selection function that validates (9).

Since all other occurrences are accounted for in C2, it follows that C2
is very successful in explaining away the problematic inferences. In partic-
ular, it allows us to account for all but two of the Paradoxes of Material
Implication. Furthermore, the modeling of implication as suggested by Stal-
naker allows one to account for antecedent strengthening, transitivity and
contraposition.

The account given by C2 is not without its problems. One of the criti-
cisms of C2 was given by [32]. This criticism points towards the fact that the
modeling of indicative conditionals as suggested by Stalnaker fails to cap-
ture that the antecedent should not be irrelevant to the consequent. More
specifically, it seems problematic that the joint truth of the antecedent and
the consequent of a conditional at some possible world allows us to imply the
consequent from the antecedent. Thus, [32] points at the implausibility of
concluding that ‘If p, then q’ holds from the truth of arbitrary p and g, no
matter how unrelated they are to each other. Notice, that Paradoxes of Strict
Implication may be looked upon as an embodiment of this problem, where
the necessary consequent is implied by anything and where the necessarily
false antecedent implies any sentence.

3Namely the requirement that: if w € a, then f(a,w) = w.
iLe. Y f(a,w) € a.
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4.2.3 Update Semantics Approach

In contrast to the previous two systems, Update Semantics is an example
of a dynamic system, i.e., its key focus is on information change and up-
date. Within this setting, natural language implication is interpreted as a
consistency test on an information state. When interpreting an implication,
one checks if after updating one’s information state with the antecedent of
the conditional, the consequent holds. Hence, an implication is treated as
an epistemic operator. As demonstrated in the summary of our results,
Update Semantics allows us to account for five out of the 16 problematic
inferences. The successful explanation of these inferences can be seen as be-
ing attributed to the fact that might and implication within the framework
of Update Semantics are interpreted as consistency tests. More specifically,
(12) (pAq) = s = (p — s) V (¢ — s) uses the fact that ‘—’ is just an epis-
temic operator that verifies whether the information encoded by a sentence
is consistent with our information state. As the state ¢ in counterexample
(12)° is such that after an update with p A g, it supports s, it follows that it
is consistent with (p A ¢) — s. However, o is not consistent with ‘p — ¢’ and
‘g — s’. Hence, it follows that o does not support ‘p — ¢’ or ‘¢ — .

For the consideration of examples (14) =(p — ¢q) E p and (15)
—(p — q) E —q, notice that =(p — ¢) is equivalent to O(p A =q). Hence,
these examples can also be viewed as consistency tests. The failure of these
inferences can be attributed to the fact that consistency tests are only a
way of verifying whether a sentence holds and not a way modifying the in-
formation state. Thus, a consistency test does not necessarily update our
information state to a state which supports some other information; so to
speak, it just verifies whether the information provided by one sentence is
consistent with our information state. The conclusions, on the other hand,
require that the information provided by it is accepted by every state that is
consistent with the implications in question.

While considering inferences (8) = (p — ¢) V (¢ — p) and (13)
p—=q@ AN(s—=1t)E(p—1t)V(s—q), similarly as in the previous exam-
ple, they demonstrate that the modeling of ‘—’ as a consistency test allows
us to avoid some of the implausible material implications.

Last but not least, it follows by our analysis that US implication does not
account for antecedent strengthening, centering, transitivity and contraposi-
tion.

>The counterexample for inference (12) is given by o = {wy, we, w3, w4}, |p| = {w1, w2},
‘Q| = {U/l,’U.)g}, |S| - {’U)l,’UJ4}.
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4.2.4 Relevance Logic B Approach

Relevance Logic aims at capturing the fact that in order for an implication
to hold the antecedent needs to be relevant to the consequent. In order to
achieve this, Relevance Logic reformulates the truth conditions for ‘=’ by us-
ing a ternary accessibility relation. The account of implication thus obtained
can be seen as being engineered to deal with the problematic inferences in
question. Not surprisingly, the notion of relevance developed by these means
is very successful in accounting for the problematic inferences. Because of
the complex and ad hoc nature of the logical apparatus of B, it is, however,
very difficult to pinpoint specific characteristics of this logic that contribute
to accounting for specific paradoxical inferences. Having said this, the anal-
ysis given by relevance logicians demonstrates that inclusion of the notion of
relevance by means of a ternary accessibility relation, its non-normal possible
worlds and the assumption of Routley Semantics, defines a system that is
very successful in accounting for the paradoxical inferences considered. Out
of the problematic examples here discussed, only antecedent strengthening,
transitivity and contraposition hold in Relevance Logic. The fact that out
of the logics considered, Logic B was able to account for almost all problem-
atic inferences, demonstrates that the notion of relevance and the variable
sharing principle that is implied by it, are very effective in accounting for the
paradoxes considered.

As pointed out in Chapter 2, one of the biggest problems of Relevance
Logics is a methodological one. Namely, it seems to be the case that the
logic given by B can be viewed as a proof-theoretic system with very limited
explanatory power. Because of this reason, as noted before, it is very diffi-
cult to capture the meaning of the notion of relevance that is implied by it.
As pointed out by [42] “It is dubious whether there are any advantages in
lumping together these various ways in which arguments can be improper.
The relevance logicians run the risk of turning logical validity into a clumsy
thing” (pp. 43). The difficulties encountered with interpreting the semantics
of Relevance Logic in the process of writing this thesis are a testimony to
this opinion.

4.2.5 Inquisitive Semantics

The Inquisitive approach is characterized by enriching the notion of a propo-
sition with its inquisitive content. As demonstrated by our analysis, this
enrichment turns out as being crucial in accounting for the Paradoxes of
Material Implication. Inquisitive Semantics defines implication via the sup-
port notion on states and treats implication as a requirement on a state that
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guarantees that whenever any of its enhancements supports the antecedent,
it also supports the consequent.

Despite appearances, such a definition of implication makes it similar
to material implication. For the informative content of an implication cor-
responds to its classical interpretation. This highlights the fact that it is
the inquisitive enrichment that allows one to account for some of the para-
doxes. For notice that all of the implausible inferences that are accounted
for in BIS involve the main semantic feature that introduces inquisitive-
ness; i.e., inquisitive disjunction. More specifically (5) = p — (¢ V —q), (8)
F@—=aVig—p,(12)pAg—skE(p—s) V(g s)and (13)
(p—=> @ N(s—1t)E (p—1t)V(s— q) are the only instances of the paradox-
ical inferences that involve disjunction and these inferences are also the only
instances which are correctly accounted for in BIS. The counter-models we
gave for (5), (8), (12) and (13) further demonstrate that it is the inquisitive
meaning of a sentence that allows one to give a correct account of the cor-
responding indicative conditionals. For notice that the existence of suitable
enhancements that invalidate the conclusion is due to the definition of in-
quisitive disjunction. Moreover, if we do not consider the inquisitive content
of disjunctions in (5), (8), (12) and (13) and consider only their informative
content, these inferences do hold. This further demonstrates, that it is the
inquisitive enrichment that allows one to account for these paradoxical in-
ferences. As the inferences that do not involve disjunction are not explained
away in BIS, it follows that BIS implication does not account for antecedent
strengthening, weakening, centering transitivity and contraposition.

As such BIS is not, however, very successful in accounting for the para-
doxical inferences in question. Only four out of the 16 implausible inferences
that can be formulated in its language fail in this system. The RIS™ re-
finement of the responses that one can give to a sentence and modification
of the notion of the rejection of an implication, allow one to account for
two additional problematic inferences, namely (14) =(p — ¢) = p and (15)
=(p — q) = —q. These two inferences fail because of the reinterpretation of
the definition of the negation of an implication in Radical Inquisitive Seman-
tics. For the rejection of the negation of p — ¢ in RIS is equivalent to the
positive response ‘p — —¢q’ or the rejection of the antecedent ‘—p’. In both
(14) and (15), such a definition of rejection of an implication allows us to
provide suitable counterexamples. This demonstrates that the RIS analysis
of an implication is such that the support of ‘p A —¢’ is no longer a necessary
condition for the rejection of ‘p — ¢’. Hence, RIS does not only provide
new sufficiency conditions for conditional sentences but also new necessity
conditions. Namely the necessary and sufficient condition for a conditional
to be supported at a state is that whenever any of its enhancements sup-
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ports the antecedent, it also supports the consequent. Whereas the necessity
and sufficiency condition for the rejection of the conditional ‘@ — ¢’ is that
either there is no non-trivial enhancement which supports 6 or a maximal
enhancement which supports 6 also rejects 1. Such a modeling does not
only allow us to give a plausible characterization of our natural language
uses, but also contributes to a more adequate account of the paradoxical
inferences considered.

The negative part of the entailment given by RIS — RIS_ — allows us
to account for all but three implausible inferences considered by us. The
counter-models for more than half of the inferences that fail to hold in
RIS — (U)pEq—p 2 qaFqg—=p @B)p—=>skE @AY — s,
GEp—=(@V-q, 6) EFp—(¢—=0p, 8 F@®—=aq9Vi—rn, 9
-pE(p— -p), (11) E p = (¢ — q)— reject the antecedent of the con-
ditionals involved, i.e., correspond to issue-dispelling responses. This fur-
ther demonstrates that the characterization of the responses which reject the
supposition behind the conditional gives us one way of accounting for the
paradoxical inferences. However, out of these inferences the issue-dispelling
responses are necessary to account only for the inferences (5), (6) and (11).
In example (6) this is because every non-empty enhancement 7 that sup-
ports p, by the definition of the reject clause for ‘—’ cannot reject ¢ — p if
Jv € 7 s.t. v(q) = 1. Whereas for inferences (5) and (11) this is because the
consequent is rejected only by the absurd state 0.6

Inferences (9), (10) and (13) further highlight the role that the clause
for the rejection of an implication in RIS plays in accounting for the un-
desirable implications. We will use the counter-model to inference (10)
p—q,q— sEp—s’, to explicate this point. Notice that the premises
in (10) do not imply the conclusion, because none of the maximal enhance-
ments of the state ¢ is such that it supports their antecedents and rejects
their consequents. This is the case because maximal enhancements that sup-
port their antecedents are constituted by enhancements that do not reject
their consequents. For by the definition of the rejection clause for atomic
sentences, their consequents would be only rejected, if these enhancements
did not contain a possible world such that the consequent was supported by
it.

Negative entailment, as such, does not invalidate all of the problematic

5For the remaining examples it is relatively easy to prove that the following states
constitute suitable counterexamples that do not involve issue-dispelling responses: (1) &
(2): & = {wr,ws}, [p| = {wi}, gl = {ws}, 30 = {wr,wal, [p| = {wr,wa), |a] = {wi},
s = {ws}, (8): & = {wr,wa}, p| = {w}, lal = fws}, 9): & = {wr}, p| = s ).

"The counter-model for inference (10) is given by o = {wy,wa}, [p| = {w1}, |q| =
{wr, w2}, [s] = {wa}.
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examples considered. In particular, it is the semantic features of RIS_ that
lead to (12) (pAq) = sE(p— s) V(g — s), (14) =(p — q) E p and (15)
—(p = q) E —q being valid entailments when we consider only the RIS_
part of the entailment in RIS. However, when one considers the negative
responses to an implication none of the properties of the conditional hold.
That is R1.S_ allows us to account for antecedent strengthening, weakening,
centering, transitivity and contraposition.

As pointed out in the discussion in Section 4.1, the full fledged Radical
Inquisitive Semantics is very successful in accounting for the sixteen para-
doxical inferences considered. From the systems considered, it is the only
system that accounts for all of the problematic inferences. In the light of our
enterprise, this definitely gives an argument for the new system.

RIS may not be without its problems, though. It may be the case that
this system is too strong and while it allows us to account for many of
the paradoxical instances considered, it might fail to validate many of the
entailments concerning indicative conditionals that we would like to hold.
This criticism will be discussed in detail in section 4.4.1.

4.3 Comparison

In this section we will provide a comparison between the approaches to the 16
paradoxical material implications as given by the logics considered. We will
do so by analyzing whether the key elements highlighted in the discussion
in the previous section are reflected by the Inquisitive Semantic modeling
of implication. More specifically, we will verify whether the philosophical
motivations for the approaches towards the 16 implications as described by
US, C2, S2 and B can be also found in Inquisitive Semantics. We will argue
that especially the approaches in Lewis’ S2 and Veltman’s Update Semantics
can be seen as being reflected in the inquisitive account of implication. We
will also suggest that in principle it is possible to utilize the claims concerning
the approach towards the Paradoxes of Material Implication as given by C2.
Moreover, we will discuss the notion of relevance within Inquisitive Semantics
and suggest that it is indirectly reflected in inquisitive implication. Note that
as the systems considered differ in formal frameworks assumed and logical
machinery used, we treat the discussion in this section as an indication of the
similarities rather than a detailed analysis of the approaches given by different
systems. Because of this reason, we also request a charitable reading of the
analysis below.
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4.3.1 Strict Conditional Logic

As demonstrated in the discussion of S2 one of the key claims made by Lewis
is that implication is not a contingent notion, i.e., a notion that depends only
upon the actual world, but rather it is to be regarded as a necessary relation
between two sentences. Interestingly, this observation to a significant extent
can also be seen as being present in the inquisitive understanding of an im-
plication. Without loss of generality we can consider BIS to explicate the
point made here. For notice that BIS’ definition of an implication implies
that for an implication to hold at a state, every enhancement of this state
that supports the antecedent, also supports the consequent. In principle,
when one considers the inquisitive view on discourse, updating the common
ground with an implication captures then the intuition behind S2. This is
because, whenever an update with an implication is accepted, every enhance-
ment of the common ground which supports the antecedent, will also support
the consequent. Hence, for all further updates of the common ground, the
conditional in question holds at them. So to speak, we can think of the
requirements of S2 as being reflected in BIS locally at the level of enhance-
ments of the common ground satisfying the conditional in question. Such an
interpretation of Lewis’ claim is also motivated since in Inquisitive Semantics
a state can be seen as defining the admissible possible worlds.® RIS and BIS
do not reflect the S2 modeling of necessity globally, i.e., at the level of the
set of all states. This is because BIS does not model accessibility relation
between states.” Thus, BIS cannot be seen as fully reflecting S2 intuitions
about the characteristics of implication.

4.3.2 Update Semantics

The inquisitive semantic notion of implication can also be seen to capture
a part of the motivation behind the Update Semantic interpretation of im-
plication. In US implication corresponds to a test, i.e., it holds at a state,

8 As one may notice we are using the word ‘admissible’ slightly sloppily here. This is a
result of the differences in frameworks that make their formal comparison very difficult, if
not impossible. Notice, however, that given the specifications of each of the frameworks,
it is plausible to treat admissibility as corresponding to accessibility relation in S2 and
as corresponding to the possible worlds in enhancements of states in BIS. This is because
in both frameworks in this fashion we specify the alternatives of the actual world under
consideration.

9S0 to speak, the necessity notion in BIS is epistemic, it operates at the state level
and considers information in the common ground. It does not correspond directly to
metaphysical or logical necessity which can be thought to be defined globally, as a relation
between states.
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if whenever a state updated with its antecedent, supports the consequent.
Similarly in order to determine whether a state supports an implication in
inquisitive semantics, we also need to perform a test. More specifically, in
RIS one needs to verify that whenever the antecedent is supported by an
enhancement of the state, so is the consequent. In comparison to US, RIS
implication is, however, a “test” which verifies whether all of the enhance-
ments of the state o supporting the antecedent, support the consequent.
Whereas in US, we only verify whether a single subset of ¢ that includes all
the possible worlds such that the antecedent classically holds at them, also
supports the consequent.

The similarity between US and the inquisitive approach to implication
is also reflected at the discourse level. This is because whenever a state o
supports an implication and one updates the common ground with a piece
of information that corresponds to an enhancement of o that supports the
antecedent, this enhancement also supports the consequent. Such an inter-
pretation of implication gives a plausible model of the behavior of implication
in natural language. I.e., it matches the intuition, that we take an implica-
tion to hold, if given the current ground of the conversation, no matter what
further evidence we come across, this further evidence will guarantee the
consistency between the antecedent and the consequent. Notice, however,
that as US is a dynamic system, i.e., it encodes the result of updating a state
with a particular sentence, the extent to which implication corresponds just
to a consistency test in US is greater than the extent to which it does so in
Inquisitive Semantics. Importantly, inquisitive implication is not an update
function, it does not alter a state in any way.

4.3.3 Conditional Logic

Despite the fact that Inquisitive Semantics does not model the notion of
similarity, there are also certain correspondences between the approach to
implication as given by RIS and by the one given by Stalnaker. For an
interpretation of an implication in which one adds the antecedent hypothet-
ically and after suitable changes verifies whether the conclusion is consistent
with it, can also be seen as being reflected in the inquisitive approach to
implication. This is because, a proposal to update the common ground of
the conversation with an implication is equivalent to restricting the common
ground to states such that for their every enhancement, if this enhancement
supports the antecedent, it also supports the consequent. The process of de-
ciding whether or not the proposal to update of the common ground with an
implication should be accepted, can be seen as corresponding to adding the
antecedent hypothetically to the common ground. Consequently, restricting
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the common ground can be seen as aligning ones beliefs with the ones that
support the antecedent. Last but not least, verifying whether the consequent
is supported in the enhancement of the states in the common ground thus
obtained can be seen as checking for consistency between the antecedent and
the consequent. Hence, some of the key philosophical motivations behind the
definition of conditional entailment seem to be also consistent with the in-
quisitive interpretation of the implication. Notice, however, that inquisitive
implication does not fully reflect Stalnaker’s implication. This is because,
inquisitive implication does not allow one to alter one’s beliefs so that they
accommodates the antecedent; it is only a proposal that guarantees that
whenever the antecedent is supported, so is the consequent.

4.3.4 Relevance Logic B

The Relevance logic requirement for the antecedent to be relevant for an
implication to hold does not seem to be directly reflected in the inquisitive
modeling of implication. For there is no direct requirement encoded within
Inquisitive Semantics that would require that the antecedent is related to the
consequent in the Relevance Logic sense, i.e., by sharing some variables. It
follows, however, that the Inquisitive Semantic enrichment of the notion of
the proposition can be also seen as capturing some aspects of the relevance
between the antecedent and the consequent indirectly. This is because, now
the antecedent needs to be relevant to the consequent in the inquisitive sense.
In order to explain the point made consider Paradox (5) E p — (¢ V —q)
and compare it to the RIS and BIS validities (5') = ¢ — (¢ V —¢) and
(5") E ¢ — (¢V —¢q). The antecedents in all of these examples are non-
inquisitive, they just provide information, whereas consequents are inquisi-
tive, they request enough information to decide between their two disjuncts.
(5") and (5") are valid entailments, because their antecedents can be seen as
providing answers to the issue raised in their consequents. This is because
for any state, every enhancement of this state that supports the antecedent,
will also support one of the disjuncts in the consequent. This exemplifies the
fact that if the consequent is not a tautology and the antecedent is not a con-
tradiction, then the only valid implications in BIS and RIS, will be the ones
for which the antecedent shares some variables with the consequent. So to
speak, the ones for which the antecedent can be interpreted as an answer to
the issue raised in the consequent.'® The point made here, is also explicated

10 An intuitive reason for this fact can be seen when we consider diagrams corresponding
to a non-contradictory antecedent and a non-tautological consequent of any implication.
Then, if the consequent does not share any variables with the antecedent, we will always
be able to find an enhancement which spans over some maximal enhancements for the
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by Paradox (5) = p — (¢ V —¢q) where the implication considered does not
hold in BIS and RIS. As demonstrated by the counter-model, this is because
the antecedent does not settle the issue raised by the consequent. Thus, it
seems to be the case that inquisitive implication to be valid in BIS or RIS,
has to share at least one propositional variable, which resembles closely the
variable sharing principle in Relevance Logic.

Furthermore, based on our results, it seems to be the case that despite
the lack of focus on the notion of relevance, RIS manages to capture some of
the aspects of relevance by means of more refined responses, as well as the
entailment relation defined in terms of the negative and positive responses to
a sentence. This is especially visible when we consider (7) pAq = p — ¢. For
notice that (7) is accounted in RIS and it is also one of the main arguments
used by the relevance logicians to point out the importance of the notion of
relevance between the antecedent and the consequent.

4.3.5 Concluding Remarks

Thus, it follows that the Inquisitive Semantic modeling of natural language
implication and its approach towards the paradoxical inferences considered
seem to a certain extent to reflect the philosophical intuitions behind the
other approaches discussed. This can be seen as pointing towards the multi-
faceted nature of inquisitive modeling of implication, where the initial philo-
sophical motivation behind it also seems to be aligned with the philosophical
observations concerning the behavior of natural language implication in the
literature.

N.B. the comparison in this section is just an attempt to demonstrate that
the philosophical motivations underlying other approaches to the paradoxical
implications are not excluded by the inquisitive modeling of implication or are
treated as giving an implausible account of how to account for the paradoxical
inferences in question. Having said that, it is important to keep in mind that
S2, C2 and B have been developed ad hoc to deal with the problem of the
material account of conditionals. As Inquisitive Semantics was not engineered
to account for any of the problematic inferences discussed and its notions are
motivated not by the problems we want to account for, but rather by our
language use, in our view it makes it more appealing than some of the other
approaches discussed. Hence, despite the fact that BIS allows us to account
for less of the paradoxical inferences than S2, C2 and B, one might still find
the inquisitive approach more plausible.

consequent and which is not contained in any of them. N.B. A formal proof of this fact is
still needed.
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4.4 Criticism

There are two potential points of criticism of the philosophical enterprise in-
volved in this thesis. The first criticism is RIS specific and questions whether
the notion of entailment involved in RIS is not too strong. Namely, one can
argue that in order for RIS to give a plausible account of the paradoxical
inferences in question, it also needs to be able to give a desirable account
of standard properties attributed to indicative conditionals. That is, it can-
not be such that it does not model correctly some of the widely accepted
properties of the conditional. The second criticism considers the plausibil-
ity of the list of the paradoxical inferences considered by us. Namely, it
questions whether it is desirable or not to treat transitivity, centering and
contraposition as implausible properties of indicative conditionals.

4.4.1 The First Criticism

As pointed out above, RIS seems to give rise to a very strong entailment
relation. Because of this reason, one may criticize the RIS account of the
paradoxical inferences in question as being inadequate. For notice, that it is
not only important to account for as many of the paradoxical inferences as
possible, but it is also important to validate some of the desirable indicative
conditionals and properties which are widely attributed to implication. It
is commonly accepted that two of the key properties that implication is
meant to respect are Modus Ponens (implication elimination) and Modus
Tollens (denying the consequent). If RIS respects both of these properties
of implication, then these can be seen as an indication, that the notion of
implication developed by it embodies some of the desirable properties. Hence,
the criticism concerning the strength of RIS is not decisive. Before proceeding
to the discussion it is important to discuss the interpretation of inquisitive
entailments that involve several premises in a greater detail.

Given the fact that inquisitive entailment is meant to preserve both the
informative and the inquisitive content, throughout the thesis we have inter-
preted the entailment involving multiple premises 01, - - - , 6,, and a conclusion
Y as 0y Aby---AB, =4 1 and on the negative side as 6; Afy--- A6, =_ L.
The first definition, can be seen as saying that whenever all of the premises
are jointly supported, so is the conclusion. The negative entailment requires
that whenever one rejects the conclusion, one also specifies exactly which
premises he rejects. Thus, such a notion captures the inquisitive meaning
and embodies the intuition that when one rejects the conclusion, one also

HWhich is equivalent to saying + =y =601 V 0y -V +0,,.
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points out explicitly what are the premises one disagrees with. RIS requires
for both RIS_ entailment and RIS™ entailment to hold for the premises to
entail the conclusion.

The motivation for the RIS entailment is very transparent when we con-
sider responses from the perspective of the common ground. For notice that
then the positive entailment is motivated by an intuition that whenever we
give a response that supports all of the premises, this response also supports
the conclusion. On the other hand the negative entailment is motivated by
an intuition that whenever we give a response that rejects the conclusion, it
is also important to know what premises we disagree exactly. So to speak,
when we disagree with the conclusion we also specify what premises we find
implausible, and do not spend time on deliberations over premises we actually
reject.

As proved in Chapter 3, such an interpretation of entailment between
several premises and conclusion, contributes to the fact that transitivity of
implication does not hold according to RIS_ entailment and hence does not
hold in RIS. Furthermore, it follows that the atomic case of Modus Ponens
holds in RIS whereas Modus Tollens fails in RIS. This can be demonstrated
in the following way:

Lp—=qgpEq
Proof by contradiction

Let o be arbitrary and suppose that o =, p — ¢ A p and o £, ¢
*. Then, it follows by the definition of the support clause for ‘A’ that
0 |+ p— qand o =, p. Hence, by the definition of the support clause
for ‘=’ V7 C o if 7 =4 p, then 7 =4 ¢ t; and by the definition of the
support clause for atomic sentences, Vv € o, v(p) = 1. Thus, it follows
by T that o =4 ¢ 4. This is a contradiction to x. Thus, p — ¢,p 4 q.
For the rejection entailment, let o be arbitrary and suppose that o =_ ¢
and o F~_ (p — q) A p. Then it follows by the definition of the reject
clause for atomic sentences that Yv € o, v(g) = 0 %; and by the defini-
tion of the reject clause for ‘A’ that o -~ p — ¢ and o £~_ p. Thus,
it follows by the definition of the reject clause for ‘—’ that dv € o
s.t. v(p) = 1 and v(q) = 1 4 (this is a contradiction to ). Hence,
p—=a,pFE-q

Thus, it follows that p — ¢,p = ¢ holds in RIS, i.e., Modus Ponens
holds in RIS for atomic sentences.

2. p—=q,+qF+p
Proof by contradiction
Let o be arbitrary and suppose that o =, p — ¢ A +q and o [~ +p.
Then it follows by the definition of the support clause for ‘A’ that
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o+ p—qand o =, +¢; and by the definition of the support clause
for ‘=’ that o £ p. Thus, it follows by the support clause for ‘—’
that V7 C o, if 7 =, p, then 7 =, ¢ %, and by the definition of
the support clause for ‘+’ and reject clause for atomic sentences that
Vv € o0 v(q) = 0 and Fv € o s.t. v(p) = 1. Take a singleton set {v},
then it follows that {v} =, p and {v} }~4 ¢ 4. This is a contradiction
to x. Hence, p — ¢, +q =4 +p.

Notice, however, that it is not the case that p — ¢,+¢ E_ +p. For
consider a state o s.t. 0 = {wy,ws}, |p| = {w1, w2}, |q| = {w1}. Then,
by the definition of the reject clause for ‘+’, it follows that o =_ +p.
However, since wy(q) = 1, it follows by the definition of the reject
clause for ‘+’ that o £~ +q and since ¢ =, p and o [~_ ¢, it follows
by the definition of the reject clause for ‘—’ that o £ p — ¢. Thus,
P — q,+q [~_ +p, as required.

Hence, it follows that p — ¢, +q [~ +p does not hold in RIS.

Thus, as claimed, the atomic case for Modus Ponens holds in RIS and
Modus Tollens does not hold in RIS. As demonstrated in the proof, the fail-
ure of Modus Tollens in RIS can be attributed to the negative entailment.
For notice that despite the fact that the state ¢ in the counter-model does
not support any of the premises, Modus Tollens still fails. This can be seen as
demonstrating the role that inquisitiveness plays in RIS. For it requires any
negative response to the conclusion to specify ezxactly which premise is re-
jected. Consequently, the failure of specifying the premises can be attributed
as the main reason why RIS_ entailment fails to model Modus Tollens.

Thus, it seems that there are some reasons to think that RIS may indeed
be thought as a too strong system to model implication. Further research is,
however, necessary to consider the strength of this system. For notice, that
there are indeed other valid entailments that hold in RIS that may turn out to
be interesting and useful from the philosophical perspective. For instance it is
easy to show that out of the non-classical systems considered, Radical Inquis-
itive Semantics is the only systems for which (p — ¢), =(p — ¢q) = +p holds
non-trivially. Furthermore, there are also possibilities to define a weaker
notion of radical entailment. In particular it is plausible to consider the
negative entailment as a claim that whenever the conclusion is rejected, not
all of the premises are supported. One can demonstrate that such a notion
of entailment, still allows us to account for all of the paradoxical inferences
considered, but respects the atomic cases for Modus Ponens and Modus Tol-
lens.'?

12Yet another definition of Radical Entailment is also motivated and discussed by [1].
As demonstrated in Aher’s paper, a weaker notion of RIS entailment allows one to account
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4.4.2 The Second Criticism

From the first formulation of the horse-shoe analysis in Principia Mathemat-
ica there has been a vivid discussion concerning the properties of natural
language implication. This discussion to a significant extent is still alive and
there is no wider philosophical agreement concerning some of the properties
of implication. As noticed by [3] in our analysis of the paradoxical inferences
the denial of transitivity (10) and contraposition (16) is not necessarily con-
sidered to be a merit to the theory. Furthermore, [32] also points out that
the property of centering (7) might also be thought as a desirable property
of indicative conditionals.

The general line of argumentation for the property of contraposition is
exemplified well by [30] and is based on the observation that despite being
counterintuitive in some cases, in general, contraposition is a very intuitive
rule. In particular, in logic and mathematics, it is one of the most commonly
used proof techniques. Similarly in natural language, we use it very often in
our reasoning and, as such, this rule is plausible. Furthermore, as noticed
by [3], in some problematic cases it is also possible to explain away the
problematic implication involving contraposition by means of spelling out the
meanings of indicative conditionals involved. Thus, the fact that a theory
invalidates (16) is rather to be treated as its disadvantage.

With regards to transitivity, as noted by [3], one can argue that the
purported cases that are meant to demonstrate that transitivity does not
hold for indicative conditionals are all really subjunctive conditionals in dis-
guise and do not, as such, constitute a problem for transitivity of indicative
conditionals. This can, for instance, be exemplified when we consider our
counterexample to transitivity in Chapter 2: If I win a million dollars, I
will quit my job. If I quit my job, I will lose my apartment. Hence, if I win
a million dollars, I will lose my apartment. For notice that in this case, it
might be more appropriate to interpret such a conditional as a subjunctive
conditional, i.e., what would be the case if I were to win a million dollars;
and what would be the case, if I were to quit my job. Thus, according to this
criticism, our alleged counterintuitive example to transitivity does not hold.

With regards to centering, along the lines of [25], one can argue that
our counterexample to centering demonstrates only the fact that centering
is a “dazzling” or “odd” property, and alone this is not sufficient to deem
it implausible. Hence, despite the fact that p,q = p — ¢ strikes us as odd
and counterintuitive, it is nevertheless true. As Lewis puts it “oddity is not
falsity” ([26], pp. 28). Thus, we cannot reject an inference, from the mere
fact that it seems odd. Hence, according to this line of argumentation, our

for many of the paradoxes in Deontic Logic.
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counterexample does not give us enough reason to search for the ways to
account for it.

The first criticism argues for the rule of contraposition based on the
grounds of its general plausibility and the possibility of “spelling out” the
meaning of contrapositions. Indeed, one may concede that in comparison to
the Paradoxes of Material Implication, contraposition seem to be less coun-
terintuitive and leads to a smaller number of problematic cases. Notice, also,
that in all of the logics apart from C2 and RIS contraposition does indeed
come up as a valid inference rule. Furthermore, in C2 the key motivation
against contraposition concerns subjunctive conditionals.

Despite its initial plausibility such a criticism of our treatment of the rule
of contraposition is inconclusive. First of all, notice that just omitting the
problematic instances is not a satisfactory solution to a problem raised by
us. This is because, such an approach does not give any reason why the prob-
lematic inferences involving contraposition are not uncommon. Rather, the
fact that there are some plausible contrapositions can be taken to demon-
strate that there might be a further distinction necessary, to separate the
“good” cases of contraposition from the “bad” cases of contraposition. Fur-
thermore, such a criticism would only work if the body of counterintuitive
natural language conditionals was significantly smaller than the body of in-
tuitive contrapositions. There are significant reasons, however, to think that
this is not the case. There is a large number of arguments against contra-
position in the literature, e.g. Adams, Jackson [3], and it is not uncommon
to classify contraposition as an undesirable property because of the plethora
of counter-examples, e.g. Egre, Cozic [9]. Furthermore, as noticed by [3],
contraposition is “not a virtuous form in any theory giving primacy to the
Ramsey test” (pp. 34).

The criticism of our treatment of transitivity questions the validity of
the alleged counterexamples to transitivity. It is a claim that the counterex-
amples to transitivity of indicative conditionals are fictitious and are rooted
in the fact that we wrongly interpret subjunctive conditionals as indicative
conditionals. There are two ways to respond to such a criticism.

First of all, notice that the claim that our counterexample to transitivity
1s a subjunctive conditional in disguise can itself be questioned. For given
that one has got a strong belief that he will win the lottery, the indica-
tive reading of the implications involved is permissible. Furthermore, even
granted that the counterexample produced by us and standard counterex-
amples in the literature are subjunctive conditionals in disguise, one can still
point at a family of different counterexamples. For consider the following
example originally stated in [3]:
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If the cows are in the turnip field, the gate has been left open.
If the gate has been left open, then the cows have not noticed the gate’s con-
dition.

Therefore, if the cows are in the turnip field, then the cows have not noticed
the gate’s condition.

If uttered by a farmer who has got a strong belief that the gate is closed
and that the cows are not in the field, then he can plausibly hold the first
two indicative conditionals to be true, whereas it would not be plausible for
him to hold that the conclusion holds. Notice, that such an argument cannot
be claimed to involve subjunctive conditionals in disguise. Hence, it seems
to be the case that such a line of argumentation against our treatment of
transitivity is not sufficient, and does not demonstrate that transitivity is a
desirable property of indicative conditionals.

The argument against the family of counterexamples to centering is ex-
plicated well by Lewis’ point [26]. As he notices, despite the fact that we
find some of the natural language correspondents of centering odd, this does
not give us sufficient reason to deem them false. Lewis’ agrees that these
examples do indeed correspond to things which are not good to say. He
disagrees, however, that it is implausible to conclude If p, then ¢ from the
truth of p and ¢. As he puts it, “But oddity is not falsity; not everything
true is a good thing to say. In fact the oddity dazzles us. It blinds us
to the truth of the sentences, and we can make no confident judgment one
way or the other” (pp. 28).

In response, we claim that it seems to be the case that what dazzles us
is not the fact that we say something odd, but rather that we say something
which is completely unrelated. As noticed by [32] “In fact most of the con-
current events are unrelated to each other, whereas the relatedness of p and
q is what ‘If p, then ¢’ is supposed to express” (pp. 32). The argument made
here is reflected in the fact that similar reasoning is also attributed to be
fallacious. For consider the fallacy cum hoc ergo propter hoc. This fallacy
concerns the fact that on the basis of the fact that two events occur together,
one cannot conclude that one must occur because of the other. Analogously,
it seems to be the case that indicative conditionals do assume some notion of
relatedness. Hence, as there is nothing that guarantees that p and ¢ are even
remotely related to each other, it is not the case that centering is desirable.
For notice that hardly anyone would disagree that to argue irrelevantly is a
bad thing. That is why it is extremely easy to produce numerous examples
questioning centering that strike us as very counterintuitive.
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4.4.3 Final Remarks

We have considered two different criticisms of the analysis of the results
presented in this thesis and tried to present reasons why we do not consider
these criticisms as being decisive or as refuting the conclusions drawn. In our
analysis as well as the criticism, we try to presume very limited assumptions
concerning the nature of indicative conditionals. It is not our attempt to
claim that one interpretation of the conditional is better than the other in
itself. Rather, our enterprise can be seen as a study of the inferences that
have often been attributed as being paradoxical in the literature and that
have been widely argued against. Then, our claim is significantly weaker than
one could have initially thought it had been. On the one hand, our claim
states that the characteristics of Inquisitive Semantics allow us to account
for many of the paradoxical inferences and model them better than classical
logic. On the other hand, it points to the fact that the inquisitive semantic
implication is not an ad hoc notion and that it allows us to account for
many, if not all of the paradoxical inferences considered. Consequently, the
inquisitive account can be seen as being more advantageous than many of
the approaches considered.

As conditionals have been an area of an intense academic focus since the
beginning of the 20th century, there is a vast literature concerning their be-
havior and, probably many different criticisms concerning the enterprise as
developed along the lines in this thesis. For instance, there is a very interest-
ing and stimulating branch of a defense of the horse-shoe analysis of indicative
conditionals that concerns their assertability and pragmatical correctness.'®
In this thesis, we withhold the judgment concerning the arguments brought
forward and against these approaches.

There is much more to say about conditionals and there are stimulating
ways of extending this thesis. We believe, however, that the inquisitive take
on the paradoxical inferences and, most importantly, the inquisitive approach
towards the Paradoxes of Material Implication, fits in nicely with the other
non-classical approaches. It also sheds a new light on how to account for
the Paradoxes of Material Implication. For notice that the discussion in
this thesis points towards the role that inquisitive content of a proposition
can play in accounting for some of the key problems concerning indicative
conditionals.

13For instance Adam Rieger presented an interesting article [36] that defends the horse-
shoe analysis of the indicative conditional on the basis of assertability. Similarly the
Gricean account uses natural language conventional implicature to deem many of the
inferences, but not all of the inferences considered in this thesis, as being valid, but prag-
matically incorrect.
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CHAPTER b

Conclusion

In this thesis we have discussed an inquisitive take on the Paradoxes of Mate-
rial Implication. We have demonstrated that both of the inquisitive systems
considered — BIS and RIS — allow us to account for more paradoxical in-
ferences than Classical Logic. Furthermore, we have also suggested that the
account given by BIS and RIS is not developed ad hoc to deal with the
problematic inferences. Because of this BIS and RIS can be seen as be-
ing advantageous over S2, C2 and especially B. The results of the analysis
demonstrate that out of the systems considered, RIS is the most successful
and allows us to account for the largest amount of the problematic inferences.

In the first chapter of the thesis, we have provided an introduction to
Inquisitive Semantics. We have motivated the inquisitive semantic under-
standing of a proposition and contrasted it with the classical account of a
proposition. We have then provided a detailed introduction to two inquis-
itive systems: BIS and RIS. The introduction to these systems is the first
fully formalized and motivated account that assumes that a proposition is
a downward closed set of states. In Radical Inquisitive Semantics, we have
provided a state-based semantics with a new notion of RIS entailment and an
extensive discussion of issue-dispelling responses. We have further motivated
the key features of both of the systems by discussing suitable examples.

In the second chapter of the thesis we have provided an introduction to
the Paradoxes of Material Implication. We have specified the 16 paradoxical
inferences and provided suitable examples to demonstrate their implausibil-
ity. Furthermore, we have also provided an introduction to S2, C2, US and
B. We have discussed the semantics of these systems and highlighted moti-
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vations underlying their key semantic features. In our discussion, we focused
in particular on the modeling of implication and described the motivations
behind it in a greater detail. Finally, we have also summarized the extent
to which each of these logics allows one to account for the problematic infer-
ences.

In the third chapter we have accounted for the Paradoxes of Material
Implication by means of Basic Inquisitive Semantics and Radical Inquisitive
Semantics. We have proved whether each of the inferences holds. We have
also briefly discussed the results and their significance. Our analysis consid-
ered the paradoxical inferences in terms of the BIS entailment as well as RIS
negative and positive entailment.

In the fourth chapter of the thesis, we have analyzed the results obtained.
We have discussed different features of implication in S2, C2, US, B, BIS and
RIS that allowed us to account for different paradoxes. We have also provided
a comparison between the modeling of implication in Inquisitive Semantics
and non-classical logics discussed. We suggested that inquisitive implication
embodies many of the philosophical motivations behind the properties at-
tributed to the behavior of implication by other logics discussed. We have
also considered two possible criticisms of the philosophical enterprise involved
in this thesis. One that questioned the plausibility of RIS and the other that
questioned the implausibility of some of the paradoxical inferences consid-
ered. Consequently, we have argued that these criticisms are inconclusive.

We consider the key contribution of this thesis to be the placement of
Inquisitive Semantics within the genealogy of discourses concerning the En-
glish indicative conditional. That is, we believe that the analysis provided in
this thesis exemplifies the inquisitive approach to the Paradoxes of Material
Implication and places the inquisitive enterprise within a new philosophical
tradition.

The inclusion of the inquisitive voice into the debate concerning indicative
conditionals is for the mutual benefit.

On the one hand, it produces a strong case for the inquisitive enterprise.
It demonstrates that the inquisitive enrichment and the semantics which is
motivated by it, gives an intuitive and non-ad hoc account of one of the key
problems of Classical Logic. The fact that Inquisitive Semantics allows us
to account for some of the undesirable inferences involving indicative condi-
tionals can thus be seen as further motivating the inquisitive enterprise and
inquisitive notion of a proposition. By these means the body of arguments
for Inquisitive Semantics has just been extended. Most importantly, we be-
lieve that the fact that RIS allows one to account for more of the paradoxical
inferences than any of the rival systems indicates the viability and potential
of the inquisitive enterprise.
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On the other hand, the inquisitive approach to the Paradoxes of Material
Implication also benefits the current discourse on indicative conditionals. For
it specifies a well motivated and intuitive approach to modeling implication.
More specifically, it not only gives a non-truth functional account of English
indicative conditionals, but is also very effective in accounting for some of
their undesirable properties. By these means, an inclusion of inquisitive ele-
ments enriches the level of current debate on conditionals and points towards
the role that inquisitiveness can play in giving a more adequate model of im-
plication. It is our hope that Inquisitive Semantics will ‘stir things up’ a
bit and lead to new developments and insights into the nature of not only
indicative conditionals, but also conditionals in general.

As we expected, the analysis of the inquisitive take on the paradoxical
inferences involving material implication produced more questions than an-
swers. This points towards the possibilities for further research.

Firstly, as pointed out in the Analysis Chapter, the characteristics of the
RIS system require further investigation. As RIS is a new semantic devel-
opment, its features are not fully known. From the point of this thesis, the
specification of valid classes of entailments as well as different notions of rad-
ical entailments constitute a stimulating and interesting research prospect.
On the one hand, a better understanding of Radical Inquisitive Semantics
may allow us to fully reject the criticism of RIS in the Analysis Chapter.
On the other hand, it can also give some new insights into different linguis-
tic phenomena, or allow us to account for other problems of classical and
non-classical semantics.

Secondly, the thesis raises one very important question that it does not
purport to address. Namely, what are the exact contributions of each of
the aspects of Radical Inquisitive Semantics that allow us to account for the
paradozical inferences considered? Notice that it is not clear from the analysis
provided, to what extent the effectiveness of Radical Inquisitive Semantics
is due to the definition of the RIS entailment, to what extent it is due to
the definition of inquisitive implication and to what extent it is due to the
downward-closure requirement. A better understanding of the contribution
of these factors can shed new light on the behavior of inquisitive implication
and can contribute to the creation of an Inquisitive Theory of Indicative
Conditionals. The results provided suggest that such a theory is viable and
may, indeed, turn out to provide a vital insight into our use of indicative
conditionals.

One can also try to extend current analysis to the consideration of some
of the problems concerning the modeling of subjunctive conditionals. In prin-
ciple, Inquisitive Semantics already provides sufficient logical machinery for
this task. Note, that similarly to Stalnaker, one may model the context
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change involved in uttering subjunctive conditionals by switching the context
of the conversation. By these means, defining a suitable relation on states o
while utilizing the characteristics of inquisitive implication may provide new
insight into the behavior of counterfactual conditionals.

Last but not least, extending the analysis provided in this thesis so that
it takes into account the pragmatic constraints on the inferences considered
constitutes a straightforward and interesting extension. Such an analysis
would complement current analysis. It may also recalibrate the focus of the
current analysis, so that only the inferences that cannot be accounted for by
the means of pragmatics are considered.

Having said this, we have reached the end of our analysis concerning some
aspects of one of the small words in English: ‘if. Hope you enjoyed it. There
is a long way to explain the meaning of this word. The inquisitive enterprise
seems to be on the right track, though.
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Appendix

A.1 Strict Conditional Logic Proofs

We will give the proofs of the Paradoxes of Material Implication in Lewis’
strict logic S2 using the semantic tableaux as defined in Priest [33]. The
tableaux method is sound and complete with regards to the semantics. Nodes
of a tableaux are constituted either by a formula and a natural number,
or by iRj, where 7,7 are natural numbers. Intuitively, different numbers
correspond to different possible worlds, a node of a form #,: means that 6
holds at possible world 7; and ¢Rj means that a possible world 7 is related to
a possible world j.

In order to check whether the premises imply the conclusion, we assume
the premises and the negation of the conclusion and check for consistency.
A branch of a tableaux closes when there is a pair of the form 6,4, =0, on
it. Whenever all branches of a tableaux close (%), the tested inference holds;
and whenever one of the branches is open (O), then the inference tested does
not hold. After finding an open branch, we can read the counter-model from
it.

In order to model Lewis’ non-modal worlds, the rule for ‘0#,4’ is trig-
gered only when ¢ = 0 or there is a node of the form [y,7 on a branch.
Furthermore, since the accessibility relation in S2 is reflexive, it follows that
for every new possible world ¢ on a branch, we introduce a node ¢ Rs.
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The tableaux system for Strict Implication uses the following rules:

0D Y,w -0 D¢),w| —-—0,w
N | |
-0, w  Y,w 0, w 0, w
=), w
OV, w —(OVY),w | OANYw
T | |
Q,UJ ’QZ),U) _'9710 Q,UJ
ﬁqb?w w’w
(@A), w 06, w =6, w
N wRw' |
=0, w Y, w | QO—0,w
0, w
Q0w =00, w
wlé’w’ Dﬁ‘ﬁ,w
0, w'

Below we present the proofs of the 16 inferences we considered in Chapter
2. We will explain the first example in detail in order to demonstrate how a
proof that uses the tableaux method proceeds.

1) p = DO(g D p)

p,0
-0(¢ D p),0

O(—(¢ D> p)),0

0R1
—(¢Dp),1

q,1
_'p71

0R0
1R1

Thus, (1) does not hold in S2.

Ezplanation

As we are checking for the consistency of the premises with the conclusion,
in the first node of the tableaux we assume the premises and the negation
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of the conclusion at the actual world (i.e., the premise p,0 and the negation
of the conclusion —0(¢ D p),0). The next node—O(=(¢ D p)), 0—follows
by the application of the ‘—-[16" rule to ¢ D p. Then, by the application of
the ‘(’ rule we obtain the node 0R1, =(q D p), 1, where OR1 means that the
possible world 1 is accessible from the possible world 0. The one before last
node follows by the definition of the ‘=(6 D 1)’ rule. The last node follows
since S2 is reflexive. The branch is open, hence p = O(q D p).

Note that we can read of the counter-model directly from the open branch.
The counter-model is given by W = {0,1}, 0R0, 0R1, 1R1, vi(p) = 0,
v1(q) =0, vo(p) = 0 and vy(q) is arbitrary.

2) qFEq—p

—q,0
-0(¢ > p),0

O(=(g D p)),0

0R1
-(¢gDp),1

1R1

Thus (2) does not hold in S2.
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3) 0> s) EDO(pAg D)

Thus (3) holds in S2.

4) EDO(p@A-pDq)

Thus (4) holds in S2.

O(p D s),0
-O((pAgq)Ds),0
Oﬁ((p/\Q) 2 3)70

|
0R1

=((pAg) Ds),1
\
pAg1
s, 1
\
p, 1

q,1

|
pDs,1

/\
-p, 1 s 1

X X

-O((p A =p) D q),0
O=((pA—p) Dq),0

0R1
=((pA=p) Dq),1

pA-p, 1
q,1

p,1
—p, 1
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5 F0p> (¢V—q)

Thus, (5) holds in S2.

6) = O(p > 0(g D p))

—0O(p > 0(g 2 p)),0
O=(p D> 0(¢ D> p)),0

|
0R1

|
=(p2>0(¢D>p)),1
p,1
—0(¢ D p), 1
O=(¢ D> p),1

|
0RO

1R1
@)
Thus, (6) does not hold in S2. Note that, as there is no node of the form
‘0#, 17, the ¢’ rule is not triggered.
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) pAqlFEDOPDa)

pAg0
-O(p 2 ¢),0

p,0
q,0

O-(p D q),0

0R1
—(pDyq),1

p, 1
—q, 1

0RO
1R1

Thus, (7) does not hold in S2.
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8) £ O(p D q)vO(g D p)

= >¢)vU(@>Dp),0
—O(p 2 q),
—0(q D p),

|
0R1

-(pDyq),1
|
p,1
g, 1

|
0R2

(¢ D p),2

0
0

q,2
—p, 2

0RO
1R1
2R2

Thus, (8) does not hold in S2.
9) —p =0 > —p)
-p, 0
—0(p > —p)
0=(p > —p)

0R1
=(p D —p),1

p,1
—|—|p7 1

p,1

0RO
1R1
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Thus, (9) holds in S2.

10) O(p 2 ¢),0(¢ > s) FO(p D s)

—s,1
pDOgl

—p, 1 q,1
qgDs,1

-q,1 s,1
X X
Thus, (10) holds in S2.

11) £ O(p > 0(¢ D q))

—0O(p 2 0(¢ 2 ¢)),0
O=(p>0(¢Dq)),0
0R1
=(pD>0(gDq),1
p,1
-0(¢ D ¢),1
O—-(gDq),1

|
0RO

1R1
@)
Thus, (11) does not hold in S2.
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12) O((p A g) O s) EDO(p O ) vO(g O s)

O((rAq) Ds)),0
=(B(p>s)v(g D s)),0
\
-0O(p D s),0
-0(¢ D s),0
\
0=(p D 5),0
\
O-(¢ D s),0
\
0R1
-(pDs),1
\
p,1
s, 1
\
0R2
(gD s),2
\
q,2
s, 2
\
(pNq)Ds,1
—(pAg),1 51
/\ X
-p, 1 -q, 1
X |
(PAq)Ds,2
-(pANq),2 5,2
/\ X
—p, 2 —q,2
| X
0RO
1R1
2R2
\
(rAq)Ds,0
/\
-(pNgq),0 5,0
/\
ﬁp70 ﬁQaO
O 0]

Thus, (12) does not hold in S2.



B)Opo9ADOsDt)EDOPEot) vO(s Dq)

O D q)AO(s D t),0
=(@(p > t)vO(s D q)),0

\
O(p 2 q),0
O(s D t),0

\
-0O(p 2¢),0
-0(s > ¢),0

\
O=(p>1),0

\
0=(s D q),0

\
0R1

"(p o t)7 1
\

p,1
—t,1
\
0R2
-(sDq),2

\
s, 2

"Q72
\
pDagl

-p, 1 q,1



Thus, (13) does not hold in S2.

14) -O(p D> q) ¥ p

-O(p 2 q),0
-, 0

O=(p 2 q),1

0R1
-(pDyq),1

p, 1
—q, 1

0RO
1R1

Thus, (14) does not hold in S2.

15) =0(p D q) = ¢

-O(p D ¢q),0
_'_'Q7O

0R1

Thus, (15) does not hold in S2.
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16) O(p D ¢) = O(—g D —p)

O(p 2 q),0
—0(—¢ > —p),0

)

pDOagl
-p,1 ¢q,1

X X
Thus, (16) holds in S2.
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A.2 Conditional Logic Proofs
In this section we present the results concerning Conditional Logic.

L.pEqg—p
Proof
Consider a model M s.t. W = {wp, w1}, woRwy, wiRwy, woRw,
Ip| = {wo}, ¢ = {wi}, f(lg|,wo) = wyi. Then, it follows that
M, wqy = p. However, since f(|q|,wo) = wy and M,w; [~ p, it fol-
lows by the definition of ‘—’ that M, wy £ ¢ — p. Thus, it follows that
p [~ ¢ — p, as required.

2. plEP—q
Proof
Consider a model M s.t. W = {wy, w1}, woRwy, wiRwy, woRws,
Ip| = {w1}, |q| = 0 and f(|p|,wo) = w;. Then, it follows that
M, wy = —p, however, since f(|p|,wo) = wy and M,w, }= q, it fol-
lows by the definition of ‘—’ that M, wy [~ p — ¢. Thus, it follows that
—p £~ p — ¢, as required.

3. p—=sE(pPAg —s

Proof
Consider a model M s.t. W = Awo,wi}, woRwy, wiRw,
wolwo, |p| = {wo, w1}, [s| = {wo}, lg| = {wi}, f(lpl,wo) = wo,

f(p A q|,wo) =wy. Then, it follows by the definition of ‘=’ that
M,wy = p — s, however since f(|p A q|,wg) = wy and M,w; [~ s,
it follows by the definition of ‘=’ that M,wy = (p A q) — s. Thus,
p— s = (pAq) — s, as required.

4. EF(A-p) —q
Proof
Let M be an arbitrary model and let w be a possible world in this
model. Since p A —p = 0, it follows that f(|p A —p|,w) = A. Now it
follows that A = ¢. Hence, it follows by the definition of ‘=’ that
M,w = (p A =p) — q. Since, M and w were arbitrary, it follows that
E (p A —p) — q, as required.

5. Ep—(qV—q)
Proof
Let M be an arbitrary model and let w be a possible world in this
model. Then it follows that there are two cases to consider:
Case 1 f(|p|,w) = A
Then, it follows that f(|p|,w) = A and M, A |= ¢V —q vacuously. Hence,
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it follows by the definition of ‘=’ that M,w = p — (¢ V —q).

Case 2 f(|p|,w) # A

Then, it follows by the definition of the selection function that Jw,
s.t. wRw; and f(|p|,w) = wy. Thus, it follows by the definition of
the selection function that vy, (p) = 1. Now since w; # A, it follows
that vy, (¢) = 1 or v,,(¢) = 0. Hence, M,w; = q or M,w; E —q.
Thus, it follows by the definition of ‘v’ that M,w; = ¢V —q. Now
since f(|p|,w) = wi, it follows by the definition of ‘=’ that
M, wkEp—qV—g.

Since, cases 1 and 2 were exhaustive; and M and w were arbitrary, it
follows that = p — (q V —q), as required.

6. #p— (¢ —p)

Proof
Consider a model M s.t. W = {wp, wy,ws}, woRwy, wy Rwy, wyRws,
woRwy, wiRwy, |p| = {wi}, |g| = {wa}, f(pl,wo) = w; and

f(lgl,w1) = wy. Then, it follows that M, f(|q|,w1) £ p and hence
by the definition of ‘—’, M, w; [~ ¢ — p. Hence, since f(|p|, wo) = wy,
it follows by the definition of ‘=’ that M,wy = p — (¢ — p).

Thus, it follows that = p — (¢ — p), as required.

T.pPAGEDP—q
Proof
Let M be an arbitrary model and let w be a possible world in this
model. Suppose that M,w = p A q. Then it follows by the definition
of ‘A’ that M,w = p and M,w | ¢q. Hence, it follows by property
(2.3) of the selection function that f(|p|,w) = w. Hence, it follows
that M, f(|p|,w) |= ¢q. Thus, it follows by the definition of the ‘-’ that
M,wkEp—q.
Thus, since M and w were arbitrary, it follows that p A ¢ = p — ¢, as
required.

8. F(p—a)Vie—p)

Proof

Consider a model M s.t. W = {wp, w1, ws}, woRwy, wy Rwy, wyRws,
Ip| = {wi}, lal = {wa}, f(lpl,wo) = wi, f(lgl, wo) = w,. Then, since
f(pl, wo) = wy, and M, wy }~ g, it follows by the definition of ‘—’ that
M,wy £ p — ¢. Similarly since f(|q|,wo) = wy and M,wy [~ p, it
follows by the definition of ‘=’ that M, wy £~ ¢ — p. Thus, it follows
by the definition of V' that M,wy = (p — ¢) V (¢ — p). Hence, it
follows that [~ (p — q) V (¢ — p), as required.
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9.

wEpP—Dp

Proof

Let M be an arbitrary model and let w be a possible world in this
model s.t. M, w = —p. Suppose for contradiction that M, w = p — p.
Then, it follows that Juw’ s.t. wRw’, f(|p|,w) = v’ and M,w' £ p 4.
This is a contradiction, since by the properties of the selection function
it follows that w' € |p|. Thus, —p = p — p, as required.

10. p—>q,q—>sEp—s

11.

12.

Proof

Consider a model M s.t. W = {wy, w1, ws}, woRwy, wy Rwy, wyRws,
woRwy, woRws, |p| = {wa}, [q| = {wi, w2}, |s| = {wa}, f(|pl, wo) = wr,
f(lq|,wo) = ws. Then, it follows that M,w; | ¢ and hence
M, f(Ip|,wo) | ¢q. Thus, by the definition of ‘=" M,wy | p — q.
Similarly, it follows that M, ws = s and hence M, f(|q|, wo) = s. Thus,
by the definition of ‘=’ M, wy = ¢ — s. Notice, however, that since
M, wy = s, ie., M, f(|p|,wo) [~ s, it follows by the definition of ‘—’
that M, wy £ p — s.

Thus, p — ¢,q — s = p — s, as required.

Fpr—(@—q)

Proof by contradiction

Suppose for contradiction that there exists M and w s.t. p — (¢ — ¢q)
does not hold at w. Then, it follows by the definition of ‘—’ that
M, f(Ipl,w) ¥ ¢ — g . Wlog suppose f(|p|,wo) = wy. Then, it
follows by % that M,w; = ¢ — ¢. Hence, by the definition of ‘—’
M, f(|q|,w1) = q 4. This is a contradiction since by property (2.1) of
the selection function f(|q|,w;) € |¢| and hence M, f(|q|, w1) = ¢
Thus, since M and w were arbitrary it follows that = p — (¢ — ¢), as
required.

(pAg) = slEP—s)Vis—q)

Proof

Consider a model M st. W = {wg,wy,ws, w3}, woRwy, wyRw,
wy Rwsy, ws Rws, woRwy, wo Rws, woRws, |p| = {wy, ws}, |q| = {ws, ws},
|s| = {ws}, f(Ipl,wo) = w1, f(lgl,wo) = w2, f(IpAql|,wo) =w;. Then,
it follows that M,ws |= s and hence M, f(|p A q|,wo) = s. Thus, by
the definition of ‘=’ M,wy = (p A q¢) — s. Notice, however, that
since M,w; £~ s and M,wy [~ s, it follows that M, f(|p|,wo) [~ s
and M, f(|q|,wo) £ s. Thus, it follows by the definition of ‘—’ that
M, wy £~ p— sand M,wy = g — s. Hence, it follows by the definition
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13.

14.

15.

of ‘v’ that M,wy = (p — s) V (g = s).
Thus, it follows that (p A q) = s [~ (p — s) V (s — q), as required.

=g AN (s=0)FEP=D)V(s—q)

Proof

Consider a model M s.t. W = {wy, w1, ws}, woRwy, wy Rwy, wyRws,
woRwy, woRws, [p| = {wi}, lg| = {wi}, [s| = {wa}, [t| = {w2},
f(pl,wo) = wy, f(|s],wo) = wy. Then, it follows that M,w; = ¢
and M,wy | t. Hence, it follows that M, f(|p|,wy) E p and
M, f(lg|,wo) =t. Thus, by the definition of ‘=’ it follows that
M,wy E p = q and M,wy =s —t. Thus, it follows by the defi-
nition of ‘A’ that M,wy = (p — ¢q) A (s — t). Now notice that,
since M w; = t and M,ws [~ q, it follows by the definition of
‘=’ that M,wo £ p — t and M,wy = s — ¢q. Thus, it follows
by the definition of ‘v’ that M,wy = (p — t) V (s — ¢q). Thus,
(p—=qg)A(s—=1t)E(p—1t)V(s— q), as required.

—(p = q) Fp
Proof

Consider a model M s.t. W = {wp, w1}, woRwy, wiRwy, woRws,
Ip| = {w1}, lg| = 0, f(|p|,wo) = wy. Then, it follows that M,w; ¥~ q
and hence that M, f(|p|,wo) F ¢. Thus, by the definition of
‘=" M,wy = p — q, which implies, by the definition of ‘=’ that
M, wy = —(p — ¢q). Notice, however, that since |p| = {w;}, it follows
that M, wq [~ p. Thus, =(p — q) [~ p, as required.

—(p =) g

Proof

Consider a model M s.t. W = {wp, w1}, woRwy, wiRwy, woRws,
Ip| = {wi}, l¢g| = {wo}, f(|p|,wo) = wi. Then, it follows that
M, w; [~ q and hence that M, f(|p|,wo) ¥~ ¢. Thus, by the defini-
tion of ‘—" M, wq [~ p — ¢, which implies, by the definition of ‘=’ that
M, wy = —(p — ¢q). Notice, however, that since |q| = {wp}, it follows
that M, wy = ¢ and hence M, wq £~ —q.

Thus, =(p — q) ~ —q, as required.

16. p = q ¥~ —q — —p

Proof
Consider a model M s.t. W = {wg, w1}, woRwy, wyRwy, woRwy,

Ip| = {wo, w1}, lq| = {wo}, f(|pl,wo) = wo, f(|=q|,wo) = wy. Then,
it follows that M,wy = ¢ and hence that M, f(|p|,wo) = ¢. Thus,
by the definition of ‘=" M,w = p — ¢. Notice, however, that since
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|p| = {wo, w1}, it follows that M, w; = p and hence M, f(|—q|, wo) = q.
Thus, it follows by the definition of ‘=’ that M, wq £~ —¢ — —p.
Thus, p — ¢ ~ —q — —p, as required.
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A.3 Update Semantics Proofs

In this section we present the results concerning Update Semantics. In our
consideration of the results we will use following facts.

Fact 3 For any sentence 6 and state o, o[0] = o[0][0]

This fact is easily derivable within Update Semantics. Intuitively, it states
that accepting the information encoded by 6 once is equivalent to accepting
it many times (i.e., if we already accept a sentence 6 in our information state,
then any further update with 6 will not change our information state).

Fact 4 For any two atomic sentences p, q and state o, o[p|[q] = o[p A q].

That is, updating a state with with a conjunction of atomic sentences is
equivalent to updating this state with p and ¢. This fact follows directly
from the semantic definitions for atomic sentences and conjunction.

With these observations, we can proceed to proving the desired inferences.

LpEg—p
Proof by contradiction.
Let o be arbitrary. Suppose for contradiction that 3o s.t. a[p] £ p — q.
Then it follows that o[p|[q][p] # o[p][g] 4. This is a contradiction, since
it follows by the definition of an update with an atomic sentence that
for any state o supporting an atomic sentence p, ¢ = o[p|. Thus, it
follows that p = ¢ — p.

2. pEp—q
Proof by contradiction
Let o be arbitrary. Suppose for contradiction that do s.t.
o[=p] ¥ olpllg]. Then, it follows that o[-p][p]lq] # o[-p][p] *. No-
tice that it follows by the support definition for atomic sentences and
negation that o = [p][—p] iff o = 0. Hence, by * () # 0[q] = 0 4. Thus,
it follows that —p = p — ¢.

3. p—=>skEM@EAG —s

Proof by contradiction

Suppose for contradiction that o[p — s] = (p A q) — s. Then, it
follows that o[p — s][(p A q) — s] # o[p — s]. Hence, it follows by the
definition of ‘=’ that o[p — s|[(p A q) = s] = 0 and olp — s] # 0 *.
Let 7 = o[p — s|. Then, it follows by * and the definition of ‘=’ that
7[pllq][s] # T[p][q]. Hence, Jw € 7 s.t. w(p) = w(q) = 1 and w(s) = 0.
4. This is a contradiction, since 7 = o[p — s] and hence since w(p) = 1,
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it follows that w(s) = 1. Thus, it follows that p — s = (p A q) — s, as
required.

. E@A-D) =g

Proof by contradiction

Let o be arbitrary and suppose for contradiction that o & (pA—p) — q.
Then olp A —p| £ ¢ x. Now it follows by the definition of ‘A’ that
olp A —p] = o[p] N o[-p] = 0. Hence, it follows by % that } ~ ¢
4. Hence, since o was arbitrary it follows that = (p A =p) — ¢, as
required.

. Ep—(qV g

Proof by contradiction

Suppose for contradiction that = p — (¢ V —¢q). Then, it follows
by the definition of entailment that 3o s.t. o ¥~ p — (¢ V —7q).
Hence, it follows by the definition of the clause for implication that
opllg V —q] # o[p]. Notice, however, that it follows by the definition
of disjunction that o[pllq vV —¢q| = olpllq] U c[p][—q] = o[p] 4. Thus, it
follows that = p — (q V —q), as required.

- Ep—(a—p)

Proof by contradiction

Suppose for contradiction that o = p — (¢ — p). Then Jo s.t.
o ~p— (¢ —p). Thus, it follows by the definition of the support
clause for ‘=’ that o[p] # o[p|l¢ — p]. Let 7 = a[p]. Then it follows
by the definition of the support clause for ‘—’ that 7[q] = 7[q][p] (since
7 = o[p]). Thus, 7[¢ — p] = 7. Hence, it follows that o [p] = o[p|[qg — p]
4. Hence, it follows that = p — (¢ — p), as required.

. PAGEDP—q

Proof by contradiction

Suppose for contradiction that p A ¢ = p — ¢. Then, it follows by
the definition of validity that Jo s.t. o[p A q] £ p — ¢, i.e., by the
definition of the clause for ‘A’ o[p][q] & p — ¢. Hence, it follows by the
definition of the clause for ‘—’ that o[p|[q][p] # o[p]lql[p]lg] 4. This, is
a contradiction since by the definition of the support clause for atomic

sentences o|p|[¢|[p] = o[pllg][p]lg]. Thus, p A ¢ = p — ¢, as required.

- F—=aVig—=p)

Proof

Let 0 = {wy,ws}, |p| = {w1}, |q| = {we}. Then, it follows that
olp] = {w1} # o[p]lg] = 0. Hence, by the definition of ‘—’, it follows
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that o[p — ¢] = 0. Similarly, it follows that o[q] = {w2} # o[q|[p] = 0.
Hence, by the definition of ‘—’, it follows that ol¢ — p] = 0. Thus,
it follows by the definition of ‘V’; that o[(p — ¢) V (¢ — p)] = 0 # o.
Thus, it follows that = (p — ¢) V (¢ — p), as required.

pEp— P

Proof by contradiction

Suppose for contradiction that —p = p — —p. Then it follows
that Jo s.t. o[-p] £ p — —p. Now notice that o[-pl|[p|[-p] =
) = o[-p|[p]. Hence, it follows by the definition of the ‘=’ that
o[-pllp — —p] = o[—p| and hence o[—p| = p — —p 4. Thus, it follows
that —p = p — —p, as required.

10. p—>qq—skEp—s

11.

12.

Proof by contradiction

Let o be arbitrary and consider o[p — ¢|[q¢ — s|. It follows by the defi-
nition of ‘—’ that there are two cases to consider: o[p — ¢l[¢ — s] =0
orolp—=qllg— s =o.

Case 1

Notice that o[p — qllg — s] = 0 if o[p][q] # op] or o[p — ¢][q][s] #
olp — ¢|[q]. If any of these holds, then o[p — ql]l¢ — s] E p — s
vacuously.

Case 2

Suppose for contradiction that o[p][s] # o[p]. Then, it follows that Jv €
os.t. v(p) =1 and v(s) = 0. Now since o[pl[g] = o[p] (otherwise we are
in case 1), it follows that v(q) = 1. Since o[p — ¢][¢ — s] = a[p — ¢
(otherwise we are in case 1), it follows that v(s) =1 4.

Thus, since cases 1 and 2 are exhaustive and o is arbitrary, it follows
that p — q,q¢ — s = p — s, as required.

Fp—(¢—q)

Proof by contradiction

Suppose for contradiction that = p — (¢ — ¢). Then, it follows that
Jdo s.t. o[p] £ ¢ — q. Hence, it follows that o[p| # o[p]l¢ — ¢]. Hence,
it follows by the definition of ‘—’ that o[pl[q][q] # o[p][q] 4. Thus, it
follows that = p — (¢ — ¢), as required.

(pAg) = s (p—s)Vis—aq)

Proof

Let o = {wl,UJQ,UJ3,U)4}, ‘p’ = {w17w2}7 ‘q‘ = {wlawfi}? ’S’ = {wlaw4}-
Then, it follows by the definition of ‘A’ that o[p A q] = o[p|[q] = {w:}.
Thus, it follows that o[pAq|[s] = {wi}[s] = {w1} = o[pA¢]. Hence, by
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13.

14.

15.

the definition of the clause for ‘—’, it follows that o[(p A ¢) — s] = o *.
Notice, however, that o[p][s] = {wi} # {wi,wy} = o[p] (thus,
by the definition of the clause for ‘—’, o[p — s| = ), and that
olq]ls] = {w1} # {w1,ws} = olq] (thus, by the definition of the clause
for ‘=’ ol¢ — s|] = 0). Hence, by the definition of ‘v’ it follows
that o[(p — s) V (¢ — s)] # o. Therefore, by %, it follows that
allpNq) = s]l~E(p—s)V(g— s), as required.

=N (s=0)FEP=D)V(s—q)

Proof

Let 0 = {wy,wy, w3, we}, |p| = {wi,wa}, |s| = {wi,ws,wy},
lg| = {w1,ws} and |t| = {wy, w3, ws}. Then it follows by the definition
of ‘A" and ‘=’ that o[(p = ¢) A (s = t)] =ol(p = @) No[(s = t)] =
o No = o * Notice, however, that o[p|[t] = {wi} # olp| = {w,ws}
(and hence o[p — t] = 0) and that o[s][¢] = {w1} # o[s] = {w1, w3, ws}
(and hence o[s — ¢] = 0). Thus, it follows by the definition of ‘v’ that
ol(p = t) V(s = q)] =0 # 0. Hence, o }= [(p = t) V (s — q)].
Therefore, by * o[(p — q¢) A (s = )] = (p — t) V (s = q), as required.

—(p—aq) Fp
Proof

Let 0 = {wy,ws}, |p| = {w:} and |¢| = {wy}. Then, it follows by the
definition of ‘=" and ‘=’ that o[~(p = ¢)]=c\olp = ¢ =0\ 0=0.
Notice, however that o[p] = {w1} # o. Hence, it follows that
o[-(p — q)] I~ p, as required.

== a) g
Proof
Let 0 = {wy,ws}, |p| = {wi} and |¢| = {wy}. Then, it fol-

lows by previous example that o[=(p — ¢)] = o. Notice, however,
that o[—¢q| =0\ olgl = 0 \ {we} = {w;1} # 0. Hence, it follows that
—(p — q) I~ —q, as required.

16. p—=qE—g— p

Proof

Let o be arbitrary and consider o[p — ¢]. There are two cases to con-
sider:

Case 1 o[pl(q] # o[p]

Then, it follows by the definition of ‘=’ that o[p — ¢] = 0. Hence,
olp — q] E ¢ — —p vacuously.

Case 2 olplla] = olp] *
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Then, it follows by the definition of ‘=’ that o[p — ¢] = 0. Now sup-
pose for contradiction that o[—q|[—p] # o[=q]. Then, it follows by the
definition of ‘=" and the definition of an update with an atomic sentence
that Jw € o[—¢] s.t. w(q) =0 and w(p) =1 4. This is a contradiction
to %, since by *, it follows that w(q) = 1. Thus, o[p — ¢] = ¢ — —p,
as required.

Since cases 1 and 2 were exhaustive, it follows that p — ¢ | —q¢ — —p,
as required.
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A.4 Relevance Logic B Proofs

In this section we will give proves of the paradoxical inferences in Relevant
Logic B. We will use the semantic tableaux methods defined in Priest[33].
The tableaux method is sound and complete with regards to the semantics.

In order to test whether the premises imply the conclusion, we assume
that the premises hold and conclusion does not; and check for consistency.
Whenever all branches of a tableaux close (%), then tested inference holds;
and whenever one of the branches is open (O), then the inference tested does
not hold. A branch of a tableaux closes when there is a pair ¢, +x and 0, —x
on this branch. If one of the branches is open, the counter-model for the
inference tested can be directly read from it.

In comparison to the tableaux for S2, one of the new features is that
nodes may now be of the form 6,4z or 6, —x, where x is either 7 or * and
whichever of these it is,  is the other (for a natural number 7). i* denotes
the star world of 7. In order to model the ternary relation some nodes of the
form Rxyz are introduced.

Notice that in the rule for ‘0 — ¢, +2’, y and 2z are anything of the form
j or j*, whereas in the rule for ‘0 — i, —x’, j and k are new. Moreover, as
required by the normality condition, if z = 0, i.e., is a normal world, then
J and k are the same. Notice that the last rule completes the normality
condition, where x is of the form 5 or j*.

As noticed by Priest, the complete rule for the normality condition causes
much clutter, so whenever there are no nodes of the form ‘0 — v, +0’, we
will not apply the last tableaux rule. This is legitimate since nodes of the
form ‘@ — ), +0’ are the only nodes that trigger the application of the last
rule. Furthermore, in more complicated tableaux examples, for the purposes
of simplicity, we will focus on demonstrating that there exists an open branch
and omit other derivations. Whenever we omit any derivations, we will use
.7 to indicate that there are still some tableaux rules that need to be
applied for the branch in question to be complete. Clearly, this is legitimate,
since an occurrence of a single open branch is sufficient to specify a counter-
model.
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The tableaux system for Relevance Logic B uses the following rules:

0 — Y, +x 0 =), —x =0, 4z

Rxyz | |
Rxjk 0,—x
=0, —y Y, +z 0,+7
wu —k
OV, +x OVY),—x | OANY, +x
N | |
0,4+ ¥, +x 0, —x 0, +x
’QD, —X ¢a +
(ONY), —x -0, —x :
TN | |
97 - % - 0, + ROxx

Below we present the proofs of the 16 inferences we considered in chapter
2. Similarly as in S2, we will explain the tableaux method using the proof
for the first inference.

DpFEqg—p

p,+0
q—p,—0

|
RO11
q,+1
pa_l

Thus, (1) does not hold in B.

Ezxplanation

Similarly as in S2, at the first node we assume the premises and the negation
of the conclusion at the actual world (i.e., p,4+0 and ¢ — p,—0). Then,
by the normality condition and the definition of ‘—’, we introduce another
node RO11, ¢q,+1, p,—1. Since there are no nodes of the form ‘0 — ¥, +0’,
we can skip the application of the last tableaux rule. The branch is open, so
p¥Eq—p.

We can read a counter-models from the open branch. The counter-model
is given by: W = {0,1,0*,1*}, N = {wp}, R011, R00*0*, RO1*, 1* (the last
two accessibility relations follow by the normality condition), wy — wg,
wy = wi, vo(p) =1, v1(q) = 1, v1(p) = 0 and the values of p and ¢ at 0* and
1* are arbitrary.
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2) pEp—p
—q,+0
q—p,—0
Q7 _0*

RO11
p,+1
q7_1

Thus (2) does not hold in B.

3 p—skEWmAG —s

p—s,+0
(pANq) —s5,—0

RO11

pAq,+1
s, —1

p,+1
q,+1

p,—1 s,+1

X X
Thus (3) holds in B.
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4)FEpAN—p—q

Thus (4) does not hold in B.

5 FEp—(qV—q)

Thus (5) does not hold in B.

6) = p— (¢ —p)

pA—p—q,—0

RO11
pA—p,+1
q7_1

p,+1
—p, +1

pa_l*

p—(¢g—p),—0

RO11
p,+1
q—p,—1

r123
q, +2
P, _3
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Thus, (6) does not hold in B.

NpANqglFEDP—q

pAq,+0
p—q,—0

p, 40
q,+0

RO11
p+1
q7_1

Thus, (7) does not hold in B.
8) - (p—q)V(g—p)

(p—=q)V(g—p),—0
|
p—q,—0

q—p,—0

|
RO11

p,+1
C.I7_]-

R022
P, +2
q,—2
@)
Thus, (8) does not hold in B.
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9) ~plEp——p

—-p, +0
p— —p,—0

b, —0*

RO11
p,+1
_'p7_1

p,+1"
Thus, (9) does not hold in B.
10)p—>q,qg—sEp—s

p— q,+0
q— s,+0
p—s,—0

RO11
p,+1
s, —1

q,—1 s, +1

D, -1 q, +1
X X
Thus, (10) holds in B.
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11) e p— (¢ = q)

RO11
p,+1
q—q,—1

R123
q,+2
q> _3

Thus, (11) holds in B.
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12) (pAqg) = sEP—q) V(s—q)

(pANq)— 8,40
(p—=>q)V(s—q)-0
|
p—s,—0
qg— s,—0
|
RO11
p,+1
Qa_l
|
R022
q, +2
s, —2
pAqg,—1 s, +1
21 i /\
X /\ p/\q7_2 S7+2
PAG =2 512, —{?—2 RO(‘)*O*
PN ' ’
S R02*2*
pAq,—0* s, +0*
pAqg,—1F s, +1*
p/\Q7_2* 87+2*
O

Thus, (12) does not hold in B.

B)p—=>gAs—=>)FEP—=t)V(s—q)
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q,+1

A
/\

Sa

pa_2 qa+2
e ><

X

q,+2

ROO*O* X
RO1*1*
R02*2*

q,+0"
s, —0* t, +0*

D, _1* q, +1*

s, —1* t,+1*
O
Continued
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Where the branch named Continued splits into two branches: one
with the node s, —2* on it and the other with the node ¢, +2* on it. Both of
these branches are open. Thus, (13) does not hold in B.

14) =(p = q) FEp

=(p — ¢q),+0
pa _0
|
(p —q),—0"
|
R0O*12

p,+1
q,—2
@)
Thus, (14) does not hold in B.

15) =(p — q) = ~q

=(p — q),+0
-q, _O

q,+0*
p — q,+0*

R0O*12
p,+1
q, _2

Thus, (15) does not hold in B.
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16) p—=q =g — —q

p—q,+0
—q — =p, =0

R0O11

g, +1

-p, _]-
|

q, _1*
|

p,+1*

T

b, —1 q, +1
ROl‘*l* ROl‘*l*
/\
pv_l* Q7+1* pv_l* q7+1*
X X X X
Thus, (16) holds in B.
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