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Abstract

In this thesis we investigate — under the assumption of the Axiom of Determinacy (A D) — the structure
of the hierarchy of regular norms, a Wadge-type hierarchy of ordinal-valued functions that originally
arose from Moschovakis’s proof of the First Periodicity Theorem in descriptive set theory. We introduce
the notion of a very strong better quasi-order that will provide a framework to treat the hierarchy of
regular norms and the well-known Wadge hierarchy uniformly. From this we can establish classical
results for both hierarchies with uniform proofs. Among these are the Martin-Monk and the Steel-Van
Wesep Theorem. After that we define operations on the hierarchy of regular norms which are used to
show closure properties of this hierarchy. Using these closure properties, we can significantly improve
the best formerly known lower bound for the order type of the hierarchy of regular norms.

Keywords: Descriptive Set Theory, Order Theory, First Periodicity Theorem, Axiom of Determinacy,
Wadge hierarchy



Chapter 1

Introduction and Acknowledgments

1.1 Outline of the Thesis

In this section I will give a short overview about the topics in each section in Chapters 2 to 5 of this thesis
as well as an overview over which of the notions and results of this thesis are my original contribution
and which ones only serve expositional purposes.

In Chapter 2 I will introduce concepts and state results which will form the basis for later chapters.

Section 2.1 will treat standard concepts from set theory, the theory of sequences, order theory and
topology. Also the axiomatic framework for this thesis will be fixed in this section. The main sources for
this section are the book [Kan(09] and the book draft [AndO1].

The aim of Section 2.2 will be to introduce the notion of infinite games as well as the Axiom of
Determinacy. I will introduce the notion of a global play, will be used for the proofs of some of the main
results in Chapter 3. Also I will show how the Axiom of Determinacy relates to other commonly used
set theoretic axioms. Again the content of this section is mostly standard; it can be found in the book
[Kan09]. The notion of a flip set, the result that the Axiom of Determinacy proves the non-existence of
flip sets and the concept of a global game, however, are taken from the book draft [And(01] and the article
[AndO7].

Finally in Section 2.3 I will introduce more advanced concepts and results from descriptive set
theory, which will lay the groundwork in particular for Chapter 3. The original Wadge hierarchy and the
hierarchy of strictly regular norms, which is the same as the hierarchy of regular norms considered in
Chapter 4, are introduced in this section.

In Chapter 3 I will introduce a general framework that will unify the notion of the original Wadge
hierarchy and the notion of the hierarchy of regular norms, the main subject of Chapter 4, which we will
also introduce here. This unified notion will allow us to uniformly prove classical theorems about both
hierarchies.

Section 3.1 will, starting from the original Wadge hierarchy and the hierarchy of strictly regular
norms, introduce the general notions of a (@), <)-Wadge hierarchy and a (@, <)-Lipschitz hierarchy for
a general quasi-order (@), <). Then I will elaborate on how this new notion relates to the hierarchies
I started from. Also in this section I will introduce the hierarchy of regular norms and show that it is
isomorphic to the hierarchy of regular norms. Since it is moreover more amenable to analysis with the
methods in Chapter 4, I will from then on only consider the hierarchy of regular norms. The notion of a
(Q, <)-Wadge hierarchy was introduced by Benedikt Lowe in the article [Low05a] for the special case
of linear orders (@, <). The general case for arbitrary quasi-orders (Q, <) is considered here for the first
time.

In Section 3.2 T will introduce games to characterize (Q, <)-Wadge and (Q, <)-Lipschitz hierarchies
and use these to prove — assuming the Axiom of Determinacy — a generalization of Wadge’s Lemma,
from which Wadge’s Lemma for the original Wadge hierarchy and the linearity of the hierarchy of norms
follow as corollaries. The content of this section is a generalization of notions and results in the case of
the original Wadge hierarchy as they can be found in the book [Kan09] and the book draft [And01], but
has not been considered in this general setting before.

In Section 3.3 I will introduce the notion of a very strong better quasi-order (vsBQO), a strengthening



of the notion of a better quasi-order, which I will use to show — under the assumption of the Axiom of
Determinacy and a fragment of the Axiom of Choice — that for every vsBQO (Q, <) the corresponding
(Q, <)-Wadge and (Q, <)-Lipschitz hierarchies are well-founded. Furthermore I will re-establish the
well-foundedness of the original Wadge hierarchy and the hierarchy of regular norms by showing that
suitable well-orders are vsBQOs. Our analysis in the general setting then allows us to realize that the
proof for the original Wadge hierarchy uses an extra assumption not needed for the proof of the hierarchy
of regular norms: the former uses the assumption “the order with two incomparable elements is a vSBQO”
whereas the latter doesn’t.! The main result of this section is a generalization of a result from the article
[VEMSS87], in which the authors consider the relationship between better quasi-orders and a hierarchy
that is a variant of my notion of a (Q, <)-Wadge hierarchy.

In Section 3.4 I will first introduce for any vsBQO (@), <) a generalized notion of the notion of self-
duality in the sense of the (@, <)-Wadge hierarchy and in the sense of the (), <)-Lipschitz hierarchy,
known from the context of the original Wadge hierarchy. I then show how this notion of self-duality can
be characterized in the context of the hierarchy of norms. Finally I prove a generalization of the Steel-Van
Wesep theorem, which states that — assuming the Axiom of Determinacy — for any better quasi-order the
notion of self-duality for the (@), <)-Wadge hierarchy exactly coincides with the notion of self-duality for
the (@, <)-Lipschitz hierarchy. As corollaries I then get the classical Steel-Van Wesep Theorem and a
version of this theorem for the hierarchy of norms. My proof of the generalized version of the Steel-Van
Wesep Theorem is roughly based on the proof of the Steel-Van Wesep Theorem for the Wadge hierarchy
as it can be found in the book draft [AndO1]. The particular notion of self-duality for the hierarchy of
norms was singled out by Benedikt Lowe in unpublished notes [Low10] based on an analysis of the article
[Dup03] by Duparc, in which a variant of the hierarchy of regular norms is investigated.

In Section 3.5 I will give an alternative characterization of self-duality in the context of (Q, <)-
Lipschitz and (Q, <)-Wadge hierarchies in terms of well-foundedness of certain trees. This result — in
its instance for the hierarchy of norms — will be of technical importance throughout Chapter 4. The proof
of this result is very similar to the proof for the corresponding theorem for the original Wadge hierarchy
as it can be found in the book draft [AndO1].

In Chapter 4 I will analyze the structure of the hierarchy of regular norms in more detail. In light of
its well-foundedness as established in Section 3.3 the guiding question will be the question for the value
of the order type of the hierarchy of regular norms, which I will denote by . The order type of a regular
norm in the hierarchy of regular norms will be called its Wadge rank. For all results noted in the following
we will assume the Axiom of Determinacy and possibly some fragment of the Axiom of Choice.

In Section 4.1 I will recapitulate results from the article [Low05b], which establish the formerly best
known lower and upper bounds for ¥, to be explicit that ©2 < ¥ < O+,

Section 4.2 is roughly composed of two parts. The first part encompasses the content up to Proposition
4.2.9. In this part I introduce the join-operation assigning one regular norm to a countable family of
regular norm, show that the join acts as a supremum on the level of Wadge ranks and using this show that
aregular norm is self-dual if and only if it has a limit Wadge rank of countable cofinality. The second part
of this section encompasses the content after Proposition 4.2.9. In this part I introduce an operation on
regular norms that acts on the level of Wadge ranks as a successor operation. Furthermore this operation
assigns to every regular norm a with respect to Wadge ranks minimal non-self-dual norm strictly above
it. Then I show how to iterate the successor operation just defined in order to get an operation o 5 ™%
on regular norms such that on the level of Wadge ranks this operation corresponds to addition with w.
Then we show that this operation assigns to any regular norm a minimal self-dual regular norm strictly
above it, thus showing that there are unboundedly many self-dual regular norms. After that I will give
another operation on regular norms acting as addition with w on the level of Wadge rank for non-self-dual
degrees. This restriction to non-self-dual degrees, however, will make it possible to give a less complex
description of this operation when compared to the operation ¢ — ¢ of this section.

In Section 4.3 I will endeavor to provide a lower bound for ¥ improving the lower bound from Section
4.1 considerably. For the idea I first note that by a result from Section 4.1 we can consider X as a limit
of ordinals X, with o < ©, which are the order types of certain well-behaved initial segments N, of the

'In the article [L6w05a] Benedikt Léwe considers an analogue of the hierarchy of regular norms defined via Blackwell games,
i.e., games with imperfect information, instead of perfect information games as considered in this thesis. He establishes that this
Blackwell hierarchy of norms is well-founded. However, the analogous statement for the original Wadge hierarchy is still an open
problem. Lowe notes that this difficulty to establish well-foundedness of the Blackwell variant of the original Wadge hierarchy is
connected to the additional assumption needed to establish well-foundedness of the original Wadge hierarchy.



hierarchy of norms. Then I note that by a result from Section 4.2 there are unboundedly many self-dual
norms in each A,. Now fixing some v < © and proceed as follows.

In Subsection 4.3.1 [ construct an operation (i, 1)) — -1 on N, such that for any self-dual regular
norm ¢ in AV, and any regular norm ¢ in V,, I get, denoting Wadge ranks by ||,

lo +¥ly = loly + 1+ [dly

and such that the ---operation is monotone in both arguments. But then, since there are unboundedly
many self-dual regular norms in NV, I get as an immediate corollary that 3, is closed under addition.
In Subsection 4.3.2 I construct an operation ¢ + o on N, such that for any self-dual regular norm
© in NV, 1 get that
|<ph’W = lely - w1

and such that this operation is monotone with respect to Wadge degrees. In particular I get an explicit
description of a regular norm of Wadge rank w;. Together with the ---operation constructed in Subsection
4.3.1 1 then get an explicit operation on A, corresponding to addition with wy, which is one way to
see that in A\, there are unboundedly many regular norms ¢ whose Wadge rank is a limit ordinal of
uncountable cofinality.

In Subsection 4.3.3 I then construct an operation (¢, %)) — ¢ ® 1) on N, such that for any self-dual
regular norm ¢ in A and any regular norm ¢ in A/, whose Wadge rank is a limit ordinal of uncountable
cofinality, we have that

e © Yl = lely - w1 - [¢]w

and such that — at least as long as the second argument is non-self-dual — this operation is monotone in
both arguments. But since it was already established in the last sections that there are unboundedly many
self-dual regular norms in N, as well as unboundedly many regular norms with limit Wadge ranks of
uncountable cofinalities, it follows that each X, is closed under multiplication.

In Subsection 4.3.4 I then show that it is possible to iterate the (®-operation to obtain that each X, is
closed under exponentiation with ~y for any v < ©. Based on this I establish that £, > ©(®%) for any
« < © and so that ¥ > 6(9@), which is an improved lower bound for X..

In Chapter 5 I finally pose some questions which are related to but left open by this thesis and could
lead to further work on this topic in the future.

1.2 Original Contribution

In this section I list the main original contributions of this thesis. The first such original contribution
is the notion of a vSBQO introduced in Chapter 3, which gives us an abstract framework to uniformly
prove classical theorems for the original Wadge hierarchy and the hierarchy of regular norms. In partic-
ular working in this abstract framework in Section 3.3 I give an explanation for why the Martin-Monk
Theorem for the original Wadge hierarchy seems to use a bigger fragment of the Axiom of Determinacy
compared to the Martin-Monk theorem for the hierarchy of norm. Also the general notion of self-duality
in this abstract setting as introduced in Section 3.4 is original® as is the statement and proof of Theorem
3.4.4, which is a general version of the classical Steel-Van Wesep Theorem.

Now I get to the original contributions in Chapter 4. Three new notions are the operations ¢ — "¢,
o — o1 and ¢ — ¢V that are introduced in Section 4.2. The first of these corresponds to the successor
operation on Wadge ranks, while the other two correspond to addition with w. All three operations play
a central role in the calculation of the action of the operation (¢, %) — ¢ ® 1 on the level of Wadge
degrees in Subsection 4.3.3, which leads to Theorem 4.3.40. This theorem in turn is an original result.
The last main original contribution of this thesis is Theorem 4.3.43, which provides the best currently
known lower bound for the order type of the hierarchy of regular norms.

2 After the defense of this thesis, but before the submission of a final version for online publication, I found that this notion of
self-duality was actually already present in the article [LSR90], although in a slightly different context and with a very different
purpose compared to this thesis.
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Chapter 2

Prerequisites

2.1 Basic Notation and Results

2.1.1 Axiomatic Framework and Set Theory

The basic axiomatic framework throughout this thesis will be ZF, i.e., Zermelo-Fraenkel set theory with-
out the Axiom of Choice, short AC. A list of the axioms of this theory can be found in the book [Jec03].
Whenever we will assume any set theoretic principles surpassing ZF', we will explicitly note it.

Our set theoretic notation will be standard. In particular we will for given sets X and Y use P(X) to
denote the power set of X, X \ Y to denote the difference between X and Y, X Y to denote the set of
all functions with domain Y and range X and x x to denote the characteristic function of a set X. For
the last notation we note that we will also use the letter x, possibly with subscripts, in other contexts.
However, the intended meaning will always be clear from the context.

For any two sets X, Y, any function f € XY and any subset X’ C X and Y’ C Y we define the
image of X' under f as

fIXT={f(2) |z € X'}

and the preimage of Y' under f as

Y ={eeX|IeY (f(z) =y)}

As usual we say that a set is an ordinal iff it is transitive and linearly ordered by the €-relation. We
will use lower case Greek letters except for ¢, 1, x and w, possibly with various sub- and superscripts,
to refer to arbitrary ordinals and will write o < /3 for two ordinals «, 3 to refer to « € 5. Then a < f3,
« > [ and o > [ are defined in the usual way.

We let w be the smallest infinite ordinal and refer to its elements as natural numbers. We will refer
to natural numbers by lower case letters from the middle of the latin alphabet, i.e., m,n, k, ¢, ..., again
possibly with various sub- and superscripts.

For o an ordinal and P(x) a first-order formula of set theory we write V*>°5 < a (P(3)) to abbreviate
Iy e aV¥p > v (8 < a = P(B)). Furthermore we write 3°3 € « (P()) to abbreviate ¥y € o35 >
v (B8 < a A P(B)). In the special case of the ordinal w we spell out V*°n € w (P(n)) as “Cofinitely
many n € w have the property P(n)” and 3°°n € w (P(n)) as “There are infinitely many n € w with the
property P(n)”. It is clear by definition that V*° and 3°° are dual in the sense that =3°5 € « (P(f)) is
equivalent to V5 € o (- P(f5)).

We refer to the class of ordinals by Ord. We define an operation S : Ord — Ord, o — a U {a},
which assigns to every ordinal its successor. We call an ordinal « a successor ordinal iff there is an ordinal
B such that a = S(8). We call an ordinal « a limit ordinal iff @ # 0 and « is not a successor ordinal.

One of the most important features of ordinals is that we can define functions on ordinals by recursion.
Using recursion we will define arithmetical operations on the class of ordinals. For any two ordinals «, 3
we define their ordinal sum « + 3 by setting

a, if 8 =0,
a+f:=<S(a+7y), if 3 is successor ordinal and § = v + 1,
Ugr<p(a+p), if Bisalimit ordinal.



For any two ordinals «, 8 we define their ordinal product « - 3 by setting

0, if 5=0,
a-f:=<(a-v)+a, if 3 is successor ordinal and 8 = v + 1,
Ugr<p(a-p’), if Bisalimit ordinal.

For any two ordinal o, 3 we define their ordinal exponentiation a” by setting

0, if3=0,
o’ i={ () a, if 3 is successor ordinal and § = v + 1,
Uges(@®), if Bis alimit ordinal.

A f-sequence of ordinals is a function f : 5 — Ord. Such a S-sequence f we often denote by
(f(a) | @ < B). We call a B-sequence f of ordinals strictly increasing iff for all o, &’ < § we have that
a < o implies f(a) < f(a'). Let X be a set of ordinals. Then we call a S-sequence f an enumeration
of X iff it is strictly increasing and f[3] = X. Let A be a limit ordinal; a 5-sequence f of ordinals is
cofinal in A iff it is strictly increasing, for all v < 8 we have f(v) < A and for all 8 < A thereis v < 3
such that 5 < f(+). For a limit ordinal A we define an ordinal cf(\), called the cofinality of A, to be the
least 5 < A such that there is a S-sequence of ordinals cofinal in A. For any limit ordinal A we have that
cf(A) < X and that cf(X) is a limit ordinal (see [Jec03]). We call a limit ordinal X regular iff cf(\) = .
Otherwise we call it singular.

An ordinal 3 is a cardinal if and only if for all & < S there is no injection f : § — «a. We call
a set X countable if and only if it is empty or there is a surjection s : w — X. Otherwise we call it
uncountable. We denote by w; the smallest uncountable cardinal, which exists by Hartog’s Theorem (see
[Jec03]). More generally by the same theorem for any cardinal « there is a least cardinal strictly greater
than x and we denote it by x*.

In the following we will assemble some rules of ordinal arithmetic that we are going to use. Most of
them can be found in [Kunl1, Table I.1] and in [Jec03].

Lemma 2.1.1. Let o, 3,y be arbitrary ordinals and let \ > w. Then we have:
ea-(Bty)=a-Bta-
o (09)" = af,
e 1l+A=\
® W W = wi.
o (a+w) w.
e a-w - Brtwtata-w y=a-w(B+7).

For any subset X of an ordinal « there indeed is a unique cardinal « such that X and « are in bijection.
We denote this cardinal the cardinality of X and denote it by card(X ). However, we note that in absence
of AC itis for arbitrary sets in general not true that there is a unique cardinal in bijection with it.

For any set X we denote by [X]* the set of countable subsets of X . Thus in particular [w]“ is the set
of infinite subsets of w.

Now we will look at fragments of AC that we will employ in this thesis. For any set X we let
AC,(X), the Axiom of Countable Choices on X, be the statement that for every function f : w —
P(X) \ {0} there is a function f : w — X such that for all n € w we have that f(n) € F(n). We let
AC,, the Axiom of Countable Choice, be the axiom expressing that AC,, (X)) holds for all sets X . Next
for any nonempty set X we let DC(X), the Axiom of Dependent Choices on X, be the statement

VRCXxXVzeXyeX((z,y) €R)= If € XVnew((f(n),f(n+1)) € R)|.

Then DC is the statement asserting that for any non-empty set X we have that DC(X) holds.

If for two sets X, Y there is a surjection f : X — Y, then we have that AC,,(X) implies AC,,(Y)
and that DC(X) implies DC(Y"). Furthermore we have that DC implies AC,,.

Now we give two basic set theoretic results — a version of the Pigeonhole Principle and of Cantor’s
Normal Form Theorem — which are provable in ZF alone.



Lemma 2.1.2 (Pigeonhole Principle for Successor Cardinals). If k is an infinite cardinal, then for every
function f : kT — K there is a set S and an ordinal @ < r such that f[S] = {a}.

The proof for this particular instance of the pigeonhole principle can be found in the article [Low05b,
Lemma 2.2].
To state Cantor’s Normal Form Theorem we define for any k € w and any sequence (v,,, | m < k) of

ordinals an ordinal »_ w,, by setting recursively on m:
m<k

o > Uy =1y
m<0

e Foranyk € w: Y vy = <Z Vm> + Vky1-

m<k+1 m<k
Using this we now state the Cantor Normal Form Theorem as follows:

Lemma 2.1.3 (Cantor’s Normal Form Theorem for basis w1). For any ordinal o with wy < « there are
unique k € w as well as unique sequences (&, | m < k) and (0, | m < k) of ordinals such that for all
m < k we have that &, > &m+1 and for all m < k we have that 0 < 1, < wy and such that

o= Z wf *Nm-

m<k

The Cantor Normal Form Theorem for basis w and its proof can be found in [JecO3, Theorem 2.26].
The proof of Cantor’s Normal Form Theorem for basis w; is completely analogous.

2.1.2 Sequences

For any set X we have that X“ is the set of functions with domain w and range X. We call X% the
set of infinite sequences on X. Furthermore we define X <* := | J X™ and call this set the set of finite
sequences on X . Finally we define X=¢ := X* U X <% and call this the set of sequences on X.

Following common set-theoretic practice we will denote w®, the set of infinite sequences of natural
numbers, by R and refer to its elements as reals.

Let X be an arbitrary set. For any x € X =“ we define Ih(x), the length of x, to be the domain of z.
For x € X=“ and n < lh(x) we sometimes write z,, to refer to z(n) in cases where this cannot lead to
confusion. For z € X% we denote by =™ the shift of z, which is the unique element of X* defined by
setting for all n € w

T (n) =z(n+1).

Although it follows standard set theoretic notation we note that () denotes the empty sequence. Also
for two z,y € X=* we have thatz C yiff Ih(z) < lh(y) and forall n < lh(x) we have thatz(n) = y(n).
For x € X=% and m < lh(z) we have that x[,, is the unique sequence on x of length m such that for all
n < m we have that z[,,(n) = x(n). Now given a set ' C X =% such that for any two x,y € I" we have
that either z C y or y C 2 we use lim I' to denote to the unique z € X =“ of minimal length such that for
all z € I we have that z C z.

For s € X<¥ and t € X=% we define s ~ t, the concatenation of s and ¢, to be a sequence of length
Ih(s) + lh(t) such that for all n < lh(s) we have (s~ t)(n) = s(n) and for any n < lh(s) + lh(¢) such
that 1h(s) < n we have that (s ~ t)(n) = t(n — Ih(s)). Then for any x € X=* and any s € X <* such
that s C = we let = \ s be the unique sequence on X suchthatz = s~ (z \ s). Wecallanz € X< an
initial segment of y € X =% iff x C y. We call an x € X = an end-segment of y € X =¥ iff there is an
s€ X<“suchthaty = s .

For any two z,y € X“ we define their interleaving x * y to be the unique infinite sequence on X such
that for all n € w we have that (z x y)(2n) = z(n) and (z x y)(2n + 1) = y(n).

If X is a set of the form X = Y x Z, then we define the projection py : X< — Y'<¥ by setting
for any x € X=* and any n < lh(z): If z(n) = (a,b), then p1(z)(n) = a. Analogously we define the
projection prr : X <% — Z<“ by setting for any x € X =% and any n < lh(x): If 2(n) = (a,b), then
pu(z)(n) =b.

Abusing notation, if X is not of the form X =Y x Z for two other sets, then we define projections
pr,pi1 : X — X by letting for all x € X* the two infinite sequences py(x) and pr1(z) over X be the
unique ones such that = pr(z) * prr(x).



For an arbitrary a € X we define a("™) for n € w U {w} to be the sequence with Th(a(™)) = n such
that for all m < n we have a(™ (m) = a.

If X is a set such that w C X, then we define for any x € X% g sequence (x + 1) € X =% of the
same length as x by setting for all n < lh(z)

1, if
(s 4+ 1)(a) = § 1) F 1 1o €
s(x), otherwise.
Furthermore for any z € X =% such that for all n < lh(x) we have that z(n) # 0 we define a sequence
(r — 1) € X=¥ of the same length as x by setting for all n < lh(z)

(s - 1)(z) = {s(x) —1, ifs(z) €w\ {0},

s(z), otherwise.

Given any two sets X, Y and a function o : X<% — Y we define a function 7 : XS0 5 VS fhe
lift of o recursively as follows; we set () = (); forany s € X<“ andn € wweseta(s ™~ (n)) =
a(s) " (o(s " (n))); finally for any x € X« we set 5(z) = lim{o(z],) | n € w}. Completely
analogously we define for a function 7 : X<\ {#} — Y thelift7: X% — Y =¥ of 7.

Finally for any set X, any subset A C X“ andany s € X< wesets ~ A:={y € X¥ | Iz €

Aly=s"y)}

2.1.3 Order Theory

A quasi-ordering is a binary relation (<) C @ x @Q on some set () that is reflexive and transitive. Then
we call the structure (Q, <) a quasi-order. We will usually denote quasi-orderings by <?, where a and b
are arbitrary sub- and superscripts. Given such a quasi-order (Q, <?) we will defined associated binary
relations <, >b >0 | b =b by setting for all ¢, ¢’ € Q:

a’ —a’ a’ —a

¢<btqd = ¢<lqdandq £ q,
4204 = d<qq
“a . =q Y
a : a )
b b b
alyqd = qZ,qdandq £, q,
a Eg g = q SZ ¢ and ¢’ §Z q.

For any quasi-ordering < the relation = is an equivalence relation. For a set () and an equivalence
relation = we denote the set of =-equivalence classes for @ by Q)/=. The equivalence class for a given
element ¢ € @ will then be denoted by [¢]=. Then for (Q, <) a quasi-order we can define a relation <’
on ()/= by setting for all ¢, ¢’ € Q:

[q]

Then the structure (Q)/=, <') is a partial order. Abusing notation we will denote <’ just by < from now
on and say that (Q/=, <) is a partial order.

Given two quasi-orders (@, <) and (Q’, <'). Then we call (Q’, <’) a substructure of (Q, <) iff there
is a subset X C @ such that (@', <) = (X, <|x,x). Abusing notation we will from now on refer to
quasi-orders of the form (X s <Ixx X) simply as (X, <), whenever no confusion is to be expected.

Let (Q, <) be a quasi-order. Then we call an element g € ) minimal if and only if for all ¢’ € Q with
¢ < q we have that ¢’ = q. We call an element ¢ € Q maximal if and only if for all ¢ € Q with ¢ < ¢
we have that ¢ = ¢'.

We call a quasi-ordering < on some set () well-founded if and only if for every non-empty subset
X C @ the quasi-order (X, <) has a minimal element. Otherwise we call it ill-founded. We call a well-
founded linear order (L, <) a well-order. We call a quasi-order (@, <) a pre-well-order if and only if
(Q/=, <) is a well-order. For (W, <) a well-order and X € P(W) \ {W} we let sup X, the supremum
of X, be the unique minimal w € W such that for all x € X we have that x < w; if we even have x € X,
then we also write max X for this. Analogously for any X € P(W) we define min X to be the unique
minimal element in X.

<z & q¢<dq.



Given a well-founded quasi-order (@, <) we define an ordinal ||¢|| ., its rank in (Q, <) recursively
by setting B
lgll< :=sup{lld'll< | ¢ < g}
Then we define otyp(Q, <), the order-type of ) to be

otyp(Q, <) == sup{flg/« +1|q € Q},

where here and in the definition of ||¢|| . the supremum is taken in the class of ordinals.

We call a quasi-order (Q, <) a well-quasi-order, short WQO, if and only if for any infinite sequence
(¢i | 1 € w) € QY there are two i, j € w such that i < j and ¢; < g;.

Given a quasi-order (Q, <) we call a subset A C @ an antichain if and only if for all a,b € A we
have that ¢ L b. Furthermore we call a sequence (g; | i € w) € Q¥ stricly <-decreasing if and only if
forall 7, j € w with ¢ < j we have that ¢; < ¢;.

We then see that any WQO (@, <) has the property that any antichain A C @) is finite and that there
is no strictly decreasing infinite sequence over (). If we have the full Axiom of Choice at our disposal we
can show that a quasi-order is well-founded if and only if it has no strictly decreasing infinite sequence.
However, in ZF alone, we can only show that a well-founded quasi-order has no strictly decreasing
infinite sequence. We can show the other direction, too, if we assume the axiom DC. Thus assuming
DC we get that every WQO is a well-founded quasi-order.

Again let a quasi-order (@, <) be given. In analogy to strictly <-decreasing sequences we call a
sequence {(g; | i € w) € Q¥ strictly <-increasing if and only if for all i, j € w with i < j we have that
¢i < ¢;. We say that a subset Q' C @ is <-unbounded if and only if there is no <-maximal element in
Q.

Let (@, <) and (@', <’) be two quasi-orders. Then we call a map f : @ — Q' monotone if and
only if for all ¢, € @ we have that ¢ < r implies that f(q) <’ f(r). Wecallamap [ : Q — Q'
order-preserving if and only if we have for all ¢, € @ that ¢ < 7 holds if and only if f(q) <’ f(r)
holds. We say that (Q, <) embeds into (Q’', <’) if and only if there is an injective order preserving map
f:Q — @, which we call an embedding. We say that (Q, <) is isomorphic to (Q',<’) if and only if
there is a bijective order preserving map f : Q — @Q’, which we call an isomorphism. Two isomorphic
quasi-orders have the same order theoretic properties.

Let (W, <) be a well-order. Then we call a set X C W an initial segment of W if and only if there
isw € Wsuchthat X = {w' € W | w' < w}. Given two well-orders (W, <) and (W', <’) we note
that if there is an isomorphism f : W — W’ between W and an initial segment of W', then (W, <) and
(W', <’} are not isomorphic.

Finally concluding this subsection we introduce a particularly important partial order, namely the the
partial order (TV, <tv) of truth values, which is defined by setting TV = {0,1} and 0 v 1 and

1 £1v 0.

2.1.4 Trees and Topology

In this subsection we use R to denote the real numbers in the sense of real analysis, defined via Dedekind
cuts.
For any set X we endow the set X“ with a metric d : X“ x X“ — R by setting for any two a,b € X*

0, ifa=b,
d(a7 b) = {2— min{nEw\a(n);féb(n)}7 otherwise.

We call this metric the standard metric for X*“. Special cases of this then are the metric spaces (R, d),
the Baire space, and (2%, d), the Cantor space, where by abuse of notation in both cases we denote by d
the respective standard metric as just defined.
For any set X and any s € X <“ we have that the set
Ny:={aeX“|sCa}={ac X¥|d (a,s“()(“’)) < 27+

is open in (X%, d).



Next we note that there is a bijection b : P(w) — 2*, A — x4 and so we can define a metric d’ on
P(w) by setting for any two A, B € P(w)

d'(A,B) = d(xa xs)

Then in particular for any ¢ € wtheset {X € P |Vn <i(n ¢ X) Ai € X}isopenin (P(w),d), since
if s € 2¢ is such that Ih(s) = ¢ + 1 and for all n < ¢ we have s(n) = 0, but s(¢) = 1, then we get that

B{X eP|¥n<i(ng X)AiecX}]=N..

Now since [w]* C P(w) and we can endow the set [w]* with the metric d'[ (v ]~ » Which we notation-
ally identify with d’. Now whenever we refer to [w]“ as a metric space, we mean (Jw]“, d’). Using what
we have just noted about (P(w), d") we obtain the following fact:

Lemma 2.1.4. For any i € w we have that the set
{Xew?|Vn<in¢g X) Nie X}
is open in [w]®.

We call a function g : R — R continuous, if it is continuous in the sense of the metric space
(R,d). We call a function f : R — R Lipschitz if and only if for any two xz,y € R we have that
d(f (@), F(y)) < d(.y).

An important feature of continuous and Lipschitz function is that we can approximate them by func-
tions on finite sequences as follows. We call a function h : w<% — w<“ monotone if and only if it is
monotone in the sense of the partial order (w<*, C). We call a function h : w<* — W< infinitary if and
only if for any z € R and any n € w there is some m € w such that lh(h(z[,,)) > n. We call a function
h i w<Y — w<¥ strictly infinitary if and only if for any s € w<* we have that lh(h(s)) = lh(s).

For a monotone function A : w<* — w<%“ and a function f : R — R we say that f is induced by h if
and only if for all z € R we have that

F(@) = lm{h(el,) | n € w}.

Then we get that every monotone and infinitary function i : w<% — w<% induces a unique continu-
ous function g : R — R. Conversely for every continuous function g : R — R there is a monotone and
infinitary function A : w<* — w<% inducing it.

Furthermore every monotone and strictly infinitary function b : w<* — w<“ induces a unique
Lipschitz function f : R — R. Conversely for every Lipschitz function f : R — R there is a monotone
and strictly infinitary function 4 : w<* — w<% inducing it.

On a related note we have surjections from R onto the set of continuous functions g : R — R and
from R onto the set of continuous function f : R — R. We will by g, denote the continuous function
that is the image of 2 € R under the former surjection and by f, the Lipschitz function that is the image
of z € R under the latter surjection.

As important examples we note that the projection functions ¢g, @11 : R — R as well as any function
f : R — R such that there is y € R such that for all x € R we have f(x) = y * x are continuous
functions.

We call a subset T C w<“ atree if and only if ) € T' and for all ¢t € T and any s € w<% with s C ¢
we have s € T. We call a tree T well-founded if and only if the partial order (7', D) is well-founded.
Otherwise we call it ill-founded. We call a tree T" pruned if for every t € T there is an n € w such that
t (n)eT.

Given a tree T' we call an « € R a path through T if and only if for all n € w we have that z|,, € T
We denote the set of paths through a tree T" by [T'] and call it the body of T'. We note that a tree that has a
path through it is not ill-founded. Assuming DC also the converse is true.

For a tree T' we define the boundary of T as

T ={scw<¥|s¢TandVt Cs(teT)}.

Furthermore we call an element ¢ € T a terminal node iff for all n € w we have thatt — (n) € 9T

Now we return to the topology of R. We note that for any pruned tree 7' we have that [T] # § and
that [T'] C R s a closed set in R. Furthermore for any non-empty closed set C' C R there is a pruned tree
T such that [T] = C. We note without proof the following fact about closed sets and Lipschitz functions:
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Proposition 2.1.5. For any non-empty closed set C C R there is a surjective Lipschitz function
f : R = C such that the function f | is just the identity function on C.

The last definition of this section is that of a Borel set. For any set D we call a set A C P(D) a
o-algebra over D if and only if it satisfies the following three properties:

1. D e A,
2. Forall X € Awehavethat D\ X € A;
3. For any countable set B C A we have that | B € A.

For any topological space D the o-algebra of Borel sets for D is the smallest o-algebra A such that for
any open set O C D we have that O € A. We call its elements Borel sets. As a special case we denote
the o-algebra of Borel sets for R by Borel.

2.2 Games and Determinacy

All games considered throughout this thesis will be games for two players such that both players are
perfectly informed about their opponent’s moves, there is no element of chance and in every run of these
games exactly one player wins, i.e., there is never a draw. Such a kind of game is called a two-player
zero-sum perfect information game. The games considered here will have more restrictions, namely that
both players can always make w-many moves before the game is evaluated, Player I always begins and
furthermore Player I always makes moves in w. We formalize the type of game that we will consider with
the following definition:

Definition 2.2.1 A game is a tuple (M, W) of a countable set M with w C M, called the ser of IT’s
moves, and a non-empty relation W C w* x M“, called the winning condition for Player 11.

Given a game G we refer by Mg to its set of IT’s moves and by W to its winning condition for Player
II.

A position in a game G is an element p € |, ., (w" x M™ U ot x M ") The intuition behind
this definition is that py are Player I's moves up to some point and pyy are the reaction of Player IT to
these moves. However, we leave it open in this definition whether Player IT has already reacted to Player
I’s last move already played. We thus call py Player I's partial play up to p and we call pyy Player 11’s
partial play up to p.

A play of a game G is an element P € w*” x Mg, where Py is I's part of the play P and P is 1I's
part of the play P. A play P of a game G is winning for Player I1 iff P € Wg. Otherwise it is winning
for Player 1.

A strategy for Player I in a game G is a map o : Mg<“’ — w; a strategy for Player IT in a game G is
amap 7 : w<¥\ {0} — Mg. A strategy o for Player I in a game G is a winning strategy for Player 1 in
G iff for all y € M“ the play ((x), y) is winning for Player I in G. Analogously a strategy 7 for Player
II in a game G is a winning strategy for player 1 in G iff for all x € w* the play (x,7(x)) is winning for
Player IT. We note that there are surjections from R to the set of strategies for I and from R to the set of
strategies for IT, when we fix a set M for these strategies. Thus whenever we assume AC,, (R) we can
freely choose countably many strategies.

We say that Player I wins a game G iff Player I has a winning strategy in G. Analogously for Player
I1. We say that a game G is determined if either I wins G or II wins G.

Given a strategy o for Player I or Player II in a game G, we let Player(o) denote the unique player
among I and IT for whom o is a strategy. We then let Opponent (o) denote the other player.

Next we single out an important class of games. But before we can do that we need an auxiliary
notion. Given a set M with w C M let filter : M“ — w<“ be the map that strips any sequence x € M%
of all occurrences of elements not in w. To define filter we let for a given x € M“ the number o € w + 1
be the number of occurrences of elements of natural numbers in . Then we define filter(z) € w® by
letting for any n < a, filter(x)(n) be the n-th occurrence of a natural number in x.

Definition 2.2.2 We call a game G an w-game iff there is a relation R C w® x w* such that

Wg = {{z,y) € w¥ x M* | filter(y) € w“ A (x,filter(y)) € R}.
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We call a sequence & = ((G,,,0,,) | n € w) a game sequence iff for every n € w, G, is an w-game,
and o, is a winning strategy either for Player I or for Player II in the game G,,. For a game sequence
® = ((Gn,0m) | n € w) we then let Player® (n) := Player(c,,) for all n € w.

Given a game sequence & = ((G,,,0,,) | 7 € w) and an m € w such that Player® (m) = I, we define
the finite play for & starting at m to be the function

fem+1 — W,

. {<o—m(w)>, if k = m,
filter(,, (f8(k +1))), ifk <m.

We note that in the above definition the application of filter disappears whenever o,,, is a strategy for
Player 1.

For a game sequence & = ((G,,,0,,) | n € w) let m, m’ € w such that m < m’ and Player® (m) =
Player® (m') = 1. Then we note that for all & < m we have that f& C f®,. We can show this by
induction on m — k as follows. For k = m we note that for all s € w<*“ we have (c,,(0)) C 7,,(s) and
S0 in particular

S (m) = (0 (0)) CT(£S(m + 1)) = 3. (m).

Now assume the claim was shown for k¥ with 0 < £ < m. Then for k¥ — 1 we get using this induction
hypothesis
(k= 1) = filter(@n (1 (K))) C filter (@ (£, (K))) = f (k = 1),
concluding the induction. The claim just shown justifies the following definition.
Given a game sequence & we call a function F' : w — w* a global play for & iff for all n € w we

have that
F(n) =1im{f&(n) | n <m < w, Player® (m) = I}.

Of course given a game sequence & there need not be a global play for &; for instance there never is
a global play if there are cofinitely many n € w such that Player® (n) = II. But when a global game
exists, it is unique. However we will give some criteria for the existence of a global play.

Lemma 2.2.3. Let & = ((G,,,0,,) | n € w) be a game sequence such that Player® (n) = I foralln € w.
Then there is a global play for &.

Proof. We need to show that for all n € w we have that lim{f&(n) | n < m < w} € w¥. To do this
we note that since for all n € w we have that Player(o,,) = I and so dom(c,,) = w<%, which in turn
implies that for all s € w<“ we have that 1h(7,;(s)) = 1h(s) + 1. Using this we show that for all n, k € w
with k& < n we have that 1h (f2 (n — k)) = k + 1 by induction on k as follows. For k& = 0 we note that
Ih (f2(n)) =1h({c,(0)) = 0. Next we assume that the claim was already shown for some k& < n. Then
using this induction hypothesis we can calculate that

Ih(f(n—k—1)) =h(Ga(fe(n—k)) =lh(fe(n—k)+1=Fk+2.

But then for any n, k € w we getthat1h (f2, , (n)) = k and so that im{ 5 (n) | n < m < w} € w*
as claimed. O

Proposition 2.2.4. Let & = ((G,,,0,) | n € w) be a game sequence such that there are cofinitely many
n € w such that Player® (n) = 1. Then there is a global play for &.

Proof. Since there are cofinitely many n € w such that Playerqs(n) = I, we can fix a maximal +* € w
such that Player® (i*) = II. But then we consider the game sequence

& := ((Gntics Ontir) | 1 € w),
for which by Lemma 2.2.3 there is a global play. This implies that for all n > ¢* we have that

Hm{fE(n) | n <m < w} €w®.
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Now we assume towards a contradiction that there is no global play for & and fix ¢ € w such that we

have that

s:=1m{f8(i) | i <m < w,Player®(m) =1} € w<*.
By the remark just made we have that 7 < ¢*; so we can take 7 to be maximal with above property. Then
we can define a real z € R by setting z := lim{fS(i + 1) | i < m < w,Player®(m) = I}. By
definition of the finite plays we then have that s = filter(a;(x)). To arrive at a contradiction we now
distinguish two cases.

Case 1 is that Player® (i + 1) = I. Then we have that s = filter(a;(z)) = o;(x) and thus, since
z € Ralso s € R, contradicting the fact that s € w<¥.

Case 2 is that Player® (i + 1) = IL Then we have that lh(filter(7;(z))) < w, meaning that the
play (x,5;(x)) is winning for Player I in G;, since G; is an w-game. But this is a contradiction to the
assumption that o; is a winning strategy for IT in G;.

Thus we have shown that for all i € w we have that lim{ f® (i) | i < m < w,Player®(m) =1} €
w® and thus we can define a global game for &. O

The usefulness of the existence of global games lies in the following fact. Let a game sequence
& = ((Gn, 0n) | n € w), and relations R,, for all n € w such that

Mg, = {(z,y) | filter(y) € w* | (z, filter(y)) € Rn}
be given. Then for a global game F' : w — w* for & we get for any m € w the following:

Player®(m) =1 = (F(m),F(m+1)) ¢ Ry,
and Player®(m) =11 = (F(m),F(m+1)) € R,,.
We will use this fact in the proofs of our main results in Sections 3.3 and 3.4.
Next we work towards introducing the Axiom of Determinacy and fragments of it, which are assump-

tions that we will use for many results in this thesis. For this we first introduce an archetypical class of
games.

Definition 2.2.5 Let A € P(R) be arbitrary. Then we define a game G(A), the canonical game on A, by
setting Mg (4) := w and
Weay ={{z,y) [ xxy ¢ A}.

We can think of the canonical game on a set A € P(R) as the game in which Player I and Player
IT alternatingly play natural numbers, thereby constructing a real number. Player I then wins if a real
number in A results and Player IT wins otherwise. On the basis of this game we define AD.

Definition 2.2.6 Let A € P(R) be arbitrary. Then Det(A) is the statement asserting that the game G(A)
is determined.

Let I' C P(R) be arbitrary. Then Det(I") is the statement asserting that Det(A) holds for every
Ael.

Finally AD is the statement Det(P(R)).

Next we are going to show that under the assumption of AD all games in the sense of Definition 2.2.1
are determined. For this we first introduce the notion of game equivalence.

Definition 2.2.7 We call two games G and G’ game-equivalent iff

IwinsG < IwinsG’
and IIwinsG < IIwinsG’

In particular if G is determined and G and G’ are game-equivalent, then also G’ is determined. We now

show that up to game-equivalence all games are of the form G(A) for some A € P(R):

Proposition 2.2.8. Let G be an arbitrary game. Then there is A € P(R) such that G and G(A) are
game-equivalent.
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Proof. We fix a bijection f : Mg — w. Then we lift f to a bijection f : Mgg“’ — w< by defining for all
o € M5 the sequence f(z) € w™® by setting for all n < lh(z)

f(x)(n) = f(x(n)).

Now welet A := {zxy € R | (z, f~'(y)) ¢ Wg}. Now we claim that G and G(A) are game-equivalent.
We will only show that IT wins G if and only if IT wins G’. The case for Player I is completely analogous.

For the left-to-right direction we let o : w<¥ \ {#} — Mg be a winning strategy for Player II
in the game G. Then we have for all z € R that (z,5(x)) € Wg. But then we define a strategy
o' w<¥\ {0} = w for Player IT in G(A) by setting for all s € w<¥

o'(s) = f(o(s)).

But then ¢’ is winning for Player IT in G/(A), since for all 2 € R we have that /() = f((z)) and so
(z,0'(2)) ¢ A.

For the right-to-left direction we let 7 : w<“ \ {#}} — w be a winning strategy for Player II in the
game G/(A). Then for all z € R we have that (z * (5(z))) ¢ A and so (z, f~*(@(z))) € Wg. Thus the
strategy 7’ : w<¥ \ {#} — Mg defined by setting for all s € w<¥

7'(s) = fTH(7(5))
is winning for player IT in G, since for any = € R we have that 7/(z) = f~1(5(x))). O

An immediate corollary of this is that under AD all games are determined.

Now we will say a bit about the relation of the theory ZF + AD to other set theoretic theories. First
we note that the consistency strength of ZF + AD is fairly high. It is proved in [Kan09, Theorem 32.16]
that ZF 4+ AD is equiconsistent to the the theory ZF 4+ AC plus the assertion that there are infinitely
many Woodin cardinals. Woodin cardinals are a certain type of large cardinals; information on them can
also be found in [Kan(09]. Next we collect some results regarding the interplay of AD with some choice
principles.

Proposition 2.2.9. [. Assume AD. Then AC,(R) holds.
2. Assume that ZF + AD is consistent. Then also ZF + AD + DC is consistent.
3. ZF + AC + AD is inconsistent.

Part 1 of this proposition is proved in [Kan09, Proposition 27.10]. Part 2 follows from the fact that
for any model of ZF + AD there is an inner model L(R) of ZF + AD + DC as is remarked in [Kan09,
p- 378]. Part 3 is proved in [Kan(09, Proposition 27.2]. This last part is the reason why we avoid the full
Axiom of Choice throughout this thesis.

Finally we note a consequence of AD that will become important in the next section and in Chapter
3. We call aset F' C 2% a flip-set if and only if for all z,y € 2¢, if there exists exactly one k € w such
that (k) # y(k), then x € F' < y ¢ F. Then we have the following:

Proposition 2.2.10. /. Assume AD. Then there is no flip-set F' C 2%,
2. Assume AC. Then there is a flip-set F' C 2.

Part 1 of this proposition is proved in [And07, p. 14]. Part 2 is contained in [AndO1, Exercise
5.22.(i1)]. An important consequence of part 2 is that the non-existence of flip-sets cannot be established
in ZF alone, since else ZF would prove the negation of AC, which is a contradiction.

2.3 Descriptive Set Theory

In this section we will introduce some basic notions of descriptive set theory that we are either going
to use later on or that motivate the investigation we undertake in this thesis. Subsection 2.3.1 will be
concerned with the original Wadge hierarchy as introduced by William Wadge in the early 70’s and the
ordinal © that plays a central role in descriptive set theory, in particular since under AD it is the order
type of the Wadge hierarchy. In Subsection 2.3.2 we will then introduce the hierarchy of a strictly regular
norms as implicitly introduced by Yiannis Moschovakis in the article [Low10] for his proof of the First
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Periodicity Theorem. This notion will be central for this thesis and will be our object of investigation
throughout Chapter 4.

In both subsections we will not only introduce the relevant notions, but also give a short overview
over the historical developments leading towards them. Regarding descriptive set theory this overview
is based on Chapter 6 of the book [Kan09], regarding the original Wadge hierarchy it is based on the
overview articles [Wad12] and [And07] and regarding the hierarchy of strictly regular norms it is based
on the article [Low05b].

2.3.1 The Original Wadge Hierarchy and the Ordinal ©

Descriptive set theory is concerned with the structure of P(R), the set of subsets of R. Of particular
interest are boldface pointclasses, which we will now define. We call any set ' C P(R) a pointclass. We
call a pointclass I" boldface if and only if for any x € R and any A € T" we have that g, '[A] € T". Thus
boldface pointclasses are exactly the pointclasses which are closed under continuous pre-images. The
reason why they are interesting is that many properties of interest in descriptive set theory are preserved
under continuous pre-images. A very basic example is that a continuous pre-image of any open set is
open and a continuous pre-image of any closed set is closed. A slightly more advanced example is the set
Borel of Borel sets, which is also a boldface pointclass.

The original Wadge hierarchy, which we will define in the following, is a tool to understand boldface
pointclasses. For any two sets A, B € P(R) we say that A Wadge-reduces to B and write A <}, B iff
there is a continuous function f : R — R such that A = f~![B]. Since the identity function on R is
continuous and the composition of two continuous functions is continuous we have that <j; is a quasi-
order. Thus denoting the equivalence relation corresponding to <55, by =55 we have that the structure
(P(R)/=;,, <w) is a partial order, which we call the original Wadge hierarchy. This hierarchy, which in
the literature usually is just refered to as the Wadge hierarchy, was originally introduced and investigated
by William Wadge in the early 70’s, although his PhD thesis [Wad83] containing his results was only
published in 1984. A central result regarding the structure of the original Wadge hierarchy under the
assumption of AD is Wadge’s Lemma, which was already present in Wadge’s original work.

Theorem 2.3.1 (Wadge’s Lemma). Assume AD. For any two A, B € P(R) we have that either A <3, B
or B <{ R\ A

Another major result is that under AD and DC the original Wadge hierarchy is well-founded. This
result, known today as the Martin-Monk Theorem, was first published in 1972 by Donald Martin in the
article [Mar70], which was based on previous work of Leonhard Monk.

Theorem 2.3.2 (Martin-Monk). Assume AD and DC. The quasi-order (P(R), <3) is well-founded.

For any A € P(R) we denote its equivalence class in P(R)/=: by [A]{y Then Wadge’s Lemma
implies that (P(R)/=;, , <w) has antichains of length at most 2 and that all such antichains are of the
form {[A]3y, [R \ A]}/} for some A € P(R), while the Martin-Monk Theorem implies that we can
consider for any A € P(R) the ordinal |Aly, := || A| <, » Which we call the Wadge rank of A. Thus we

can stratify P(R) into layers of constant Wadge rank:

Definition 2.3.3 For any ordinal o < otyp(P(R), <3,) we set
P (R):={AePR)||Aly =a}.
Then assuming AD and DC clearly we get that P(R) = Ua<otyp(P(R),§\*N) P(@)(R). Furthermore

again assuming AD and DC we have that there is a surjection f : R — P(® for any a@ < ©, which is
proved in the article [Low05b, Proposition 2.6].

Another consequence of the well-foundedness of (P(R), <y ) is that for any boldface pointclass I"
there is a <3;,-minimal (of course in general not unique) A € P(R) with A ¢ I" and so for any boldface
pointclass I" there is an A € P(R) such that ' = {B € P(R) | B <3, A}, which shows that boldface
pointclasses are just initial segments of the Wadge hierarchy.

After having considered a few consequences of the Martin-Monk theorem we now consider the ques-
tion which fragment of AD is actually used in the proof of the Martin-Monk Theorem. We first note that
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for any two A, B € P(R) there is a game G3, (A4, B) such that
Player IT wins Gy (4,B) < A<y B.

We will not define it here, since we will define a more general type of game encompassing this game in
Section 3.2. However, the definition of G{N(A, B) can be found in the article [And07, Subsection 2.3].
Now we denote by ADyy the claim that every game of the form Giy (A, B) is determined. The axiom
ADjy is used in the proof of the Martin-Monk theorem. However, also the non-existence of flip-sets is
used.

Theorem 2.3.4. Assume DC and AD3y and that there is no flip set F C 2. Then the quasi-order
(T, <%y) is well-founded.

This result can be found in the article [And01, Theorem 11.17].

The fact that any antichain in the Wadge hierarchy is of the form {[A]w,[R \ A]w} for some
A € P(R) suggests the definition of self-duality; we call an A € P(R) W-self-dual iff A =3, R\ A. Oth-
erwise we call it W-non-self-dual. Now we note that we can define another quasi-ordering <j on P(R)
by setting for any two A, B € P(R), A <} B iff there is a Lipschitz function f such that A = f~1[B].
Then we let ={ be the equivalence relation corresponding to <y, and call (P(R)/=:, <) the original
Lipschitz hierarchy. Results analogous to Wadge’s Lemma and the Martin-Monk Theorem hold for the
original Lipschitz hierarchy, i.e., any antichain in the Lipschitz hierarchy is of the form {[A]z, [R\ 4].}
and the original Lipschitz hierarchy is well-founded. Proofs for this can be found in the article [And07].
But then we also have a notion of self-duality for the original Lipschitz hierarchy; we say that A € P(R)
is L-self-dual iff A =1, R\ A. Otherwise A is L-non-self-dual. Clearly, since every Lipschitz function
is continuous, we have that any L-self-dual A € P(R) is also W-self-dual. But — assuming AD — the
other direction also holds, as was proved by John Steel and Robert Van Wesep in 1978 and published in
the article [VW78]:

Theorem 2.3.5 (Steel-Van Wesep). Assume AD and DC. Then for any A € P(R) we have that A is
W-self-dual if and only if A is L-self-dual.

The Lipschitz hierarchy is useful to obtain results about the Wadge hierarchy and the Steel-Van Wesep
Theorem relates these two hierarchies.

Since under AD and DC by the Martin-Monk Theorem the original Wadge hierarchy is well-
founded, it is natural to ask for the value of its order type. This question was settled in 1978 by Solovay
in the article [Sol78]. Since the order type of the Wadge hierarchy will be used in the following, we are
going to introduce a few facts about it. We define an ordinal © by setting

© :=sup{a | There is a surjection f : R — a}.

Basic facts about © are that © is a cardinal and that there is no surjection f : R — ©. Furthermore in
ZFC we can prove that © is simply identical to the cardinal (2%0)*, which is the cardinal successor if
the cardinality of R. Working in ZF 4+ AD, however, © has a far richer structure as discussed in the book
[Kan09, pp. 396-399]. There is an extensive literature on it, but we will only note the following result:

Theorem 2.3.6 (Solovay). Assume AD and DC. Then © = otyp(P(R), <)

A proof of this result can be found in the article [And07, Lemma 16].

One other property of © that will be important to us is its cofinality. However, the question whether
O is regular or singular is subtle. We have that AC,, implies cf(©) > w. Furthermore, if ZF + AD
is consistent, then also ZF + AD + DC + “© isregular” is consistent. The consistency strength of
ZF + AD + DC + “Ois singular”, however is strictly higher than the consistency strength of ZF + AD,
but was not proved to be outright inconsistent. For more details on this we refer to the book draft [And(01]
and again to the book [Kan09, pp. 396-399].

2.3.2 Regular Norms

From another question in descriptive set theory arises the main notion that we will investigate in this the-
sis, the hierarchy of regular norms, which we will motivate and introduce in the following. For A € P(R)
a strictly regular norm on A is a surjection ¢ : R — « onto some ordinal «. As a special case a strictly
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regular norm is a surjection ¢ : R — « onto some ordinal «. We denote the set of strictly regular norms
by M.
Clearly every strictly regular norm on a subset A € P(R) corresponds to a pre-wellorder <., on A
defined for z,y € A as
<,y = @) <e(y)

Next we note that for any boldface pointclass I' we can define another boldface pointclass I', the dual
of T, by setting I' := {4 € P(R) | R\ A € I'}. Furthermore we define a pointclass Ap by setting
Ar:=TNT. For A € P(R) and a boldface pointclass I" we call a strictly regular norm ¢ on A a strictly
regular T-norm on A if and only if there are sets R, R~ € P(R) such that R* € ' and R~ € I and
furthermore for any y € R we have that

rcANp)<ply) & wxyeR"Y & zxycR .

Now we say that a boldface pointclass I' has the pre-wellordering property if and only if for every
A € T there is a strictly regular I'-norm on A. In 1968 Yiannis Moschovakis and John Addison proved
their first Periodicity Theorem in the article [AJM68]. The First Periodicity Theorem gives under AD
a characterization of when certain boldface pointclasses have the pre-wellordering property. The exact
statement of this Theorem is not important here and would require the introduction of concepts not used
anywhere else in this thesis. Of importance to this thesis, however, is an aspect of its proof. Given a
boldface pointclass I" a set B € T" and a I'-norm ¢ on B we define pB := {x | Vz(x* 2z € B)} and define
a quasi-order j:o on pB by setting for all z,y € pB

r=,y = F2cR(yxz¢D)
orVy € R(y * z € B) and there is a Lipschitz f : R — R s.t. forall z € R:
o+ 2) < oy * (f(2))).
In terms of these notions then Addison and Moschovakis essentially establish the following result:

Theorem 2.3.7. Let " be a boldface pointclass. Assume DC and Det(Ar). Then for any B € T and
for any I'-norm ¢ on B we have that (pB, <) is a pre-well-order.

A proof of this can be found in the book [Kan09, p. 412] using the methods of the proof of our
Proposition 3.2.2 to relate the game occurring there to Lipschitz functions.

Inspired by the definition of quasi-orderings <, we can define a quasi-ordering <x on A/’ by setting
for any two strictly regular norms ¢, 1) € N’

0 <y & Thereisacontinuous function f : R — Rs.t. forallz € R: ¢(x) < o(f(x)).

The quasi-order (N, <p) was in its full generality for the first time in 2005 considered by Benedikt
Lowe in his article [Low05b]. He notes that method of the proof of Theorem 2.3.7 can be immediately
transfered to establish the following two results.

Theorem 2.3.8. Assume AD. Then the partial order (N" /=, <n) is a linear order.
Theorem 2.3.9. Assume AD and DC. Then the partial order (N" /=, <n) is a well-order.

We will note give proofs of these results here, since we will re-establish them in Chapter 3 in a more
general context.

We note that Theorem 2.3.9 is a direct analogue of the Martin-Monk Theorem and that Theorem 2.3.8
is an analogue of Wadge’s Lemma, which is stronger than the one for the original Wadge hierarchy. We
call (N'/=,,<w) the hierarchy of strictly regular norms and get by Theorem 2.3.9 that assuming AD
and DC this hierarchy is a well-order. We note that in [Low05b] this hierarchy is just called the hierarchy
of norms, but we adopt our nomenclature to distinguish it from other hierarchies of norms that we are
going to consider in Chapter 3.

Now we can ask — as in the case of the original Wadge hierarchy — which fragment of AD suffices
to prove Theorem 2.3.9. Again we note without proof that for any two norms ¢, ) € N” there is a game
G N (¢, ) such that

Player IT wins Gy (p, %) <& ¢ <y .

Then we denote by AD y the assertion that all games of the form G (p, ) are determined. A careful
analysis of the proof of Theorem 2.3.9 now gives us the following result.
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Theorem 2.3.10. Assume DC and AD y. Then the quasi-order (N, <) is well-founded.

We note that there is a clear difference between Theorem 2.3.10 and Theorem 2.3.4, the analogous
result for the original Wadge hierarchy, in that the former only uses determinacy of the games correspond-
ing directly to the considered quasi-order, while the latter additionally assumes the non-existence of flip
sets, which does not seem directly related to the considered quasi-order.

The analogies between the original Wadge hierarchy and the hierachy of strictly regular norms suggest
the question whether there is a general framework encompassing these two notions and in which we can
prove all the theorems just listed. The answer to this is affirmative and will be the subject of Chapter 3
of this thesis. In this general framework we will also give a concrete explanation for the difference in the
fragments of AD assumed in Theorem 2.3.10 and Theorem 2.3.4.

Another question that we asked for the original Wadge hierarchy and that we can — in light of
Theorem 2.3.9 — also ask for the hierarchy of strictly regular norms is the question of the value of
otyp(N'/=,,<n). This question is still open, although a lower and an upper bounds have been de-
termined by Benedikt Lowe in the article [Low05b]. In Chapter 4 we will lead an investigation of the
structure of the hierarchy of strictly regular norms, based on which we will be able to improve the previ-
ously known lower bound for otyp(N' /=, <n)-
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Chapter 3

Induced Hierarchies of Norms

3.1 Original Wadge Hierarchy and Hierarchy of Strictly Regular
Norms Revisited

In this section we work towards obtaining a general notion that will encompass the notions of the original
Wadge hierarchy and of the hierarchy of strictly regular norms and will allow us to uniformly prove
theorems analogous to Wadge’s Lemma, the Martin—-Monk Theorem and the Steel-Van Wesep Theorem
for these notions.

For the original Wadge hierarchy we have that P(R) is in bijection to 2% via the map

b:P(R) — 2%, X — yx.
But denoting the quasi-ordering induced by <3 via b on 2% by < we get for any two z, y € 2%:
r<wy & b H(z) <K by
There is a continuous f : R — Rs.t. b~ (z) = f~ b~ (y)].

There is a continuous f : R — Rs.t. forall z € R: z € b~} (z) & z € b (y).
There is a continuous f : R — Rs.t. forall 2 € R: xp-1(4)(2) = Xp-1(y) (2)-

t e

There is a continuous f : R — R s.t. forall z € R: 2(z) = y(2).
< Thereisacontinuous f : R — Rs.t. forall z € R z(z) <pv y(2).

Clearly by construction we have that (P(R), <}) is isomorphic to (2%, <{%), where we recall that
TV = 2. A generalization of this idea leads to the following definition:

Definition 3.1.1 Let (@, <) be an arbitrary quasi-ordering. Then we define the ser of Q-norms to be the

set of all functions from R to (). Furthermore we define binary relations <y and =w on Q¥ by setting
for any two @, € Q%:

o <w 1 & Thereisacontinuous f : R — Rs.t. forallz € R: o(z) < ¢(f(z)).
p=wy = p<wvandy <w ¢

Then clearly by what we have noted above up to an isomorphism we have that (P(R), <{y) is
just (TV®, <pv.w) in the sense just defined and thus the Wadge hierarchy itself is isomorphic to
(TV]R /=1v.w> <TVv,w). We now note that of course we can also define an analogous notion with con-
tinuous functions replaced by Lipschitz functions.

Definition 3.1.2 Let (Q, <) be an arbitrary quasi-ordering. Then we define the set of Q-norms to be the
set of all functions from R to ). Furthermore we define binary relations <1, and =, on Q® by setting for
any two ¢, € QF:

¢ <y ¢ :& ThereisaLipschitz f : R — Rs.t. forallz € R: ¢(x) < ¢(f(z)).

p=L¢ = p<wvandy < .
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Now we note that these relation < and <y, as just defined are always quasi-orderings.

Lemma 3.1.3. For an arbitrary quasi-order (Q, <) we have that (QR, <1,) and (Q®, <w) are quasi-
orders and therefore that =y, and = are equivalence relations on QF.

Proof. Reflexivity of <1, and <y follows from the fact that the identity function on R is Lipschitz and
therefore continuous. Transitivity of <, and <y follows from the fact that both the class of Lipschitz
functions from R to R and the class of continuous functions from R to R are closed under composition.

O

Lemma 3.14. Let (Q, <) be an arbitrary quasi-order p, 1 two Q-norms. Then we have:

<Ly = p<wv

Proof. This follows immediately from the fact that every Lipschitz function is in particular a continuous
function. O

We refer to the elements of Q%/=, as (Q, <)-Wadge degrees and to the elements of Q%/—,, as
(Q, <)-Lipschitz degrees. More specifically for any ¢ € Q% we denote the equivalence class of ¢ in
Q% /=, by [p]w and call it the (Q, <)-Wadge degree of ¢. We denote the equivalence class of ¢ in
Q®/=, by [, and call it the (Q, <)-Lipschitz degree of . Furthermore we will refer to the partial order
(Q%/=,,, <w) as the (Q, <)-Wadge hierarchy and to (Q® /=, , <r.) as the (Q, <)-Lipschitz hierarchy.

So subsuming what we showed above we have the following correspondence to the Wadge hierarchy:

Proposition 3.1.5. The Wadge hierarchy (P(R)/=,, <w) is isomorphic to the (TV, <pv)-Wadge hi-
erarchy (TV]R/ETVYW7 <tv,w)

Next we are going to show that in some sense also the hierarchy of strictly regular norms can be
subsumed under the notion of (@, <)-Wadge hierarchy for some quasi-order (@, <). For this we first
note that by definition of © we have that N/ = {f : R — © | 3a < © (f[R] = a)} and so N’ C OF,
i.e., every strictly regular norm is also a (0, <)-norm. Considering the well-order (0, <), we now note
that in fact for all ¢, 1) € N/ we have that the definition of <y in the sense of (N, <y) coincides with
the definition of <y [ o~ in the sense of (OF, <y). So the quasi-order (N, <y) is a substructure of
the quasi-order (O, <v) and thus the hierarchy of strictly regular norms is a substructure of the (6, <)-
Wadge hierarchy. In this light we will from now on also denote the quasi-ordering <y by <y to avoid
an unnecessary cluttering of our notation.

Clearly it is not true that O C N, since there are functions f : R — © that are not surjective
onto any ordinal. However, we can ask the question whether the hierarchy of strictly regular norms is
isomorphic to the (0, <)-Wadge hierarchy. The answer to this question is subtle and the rest of this
section will be devoted to it.

First we introduce the notion of a regular norm, which is a slight generalization of the notion of a
strictly regular norm.

Definition 3.1.6 We call N := {p € OF | Ja < © (p[R] C a)} the set of regular norms and call any
w € N a regular norm.

It is immediate from this definition that A/ C A/. Also, again fixing the order (0, <) we get that
(N'/ =y, <w) is a substructure of (N'/=,,, <w). We will also show the reverse, but before we can do
that we need an additional definition.

Definition 3.1.7 For any ©-norm ¢ € OF we let define the length of ¢ as

Ih(p) :=sup{a+1 | a € ¢[R]}.

In particular for any ¢ € N we have that lh(p) = f[R]. Also we have that
N ={pecOFlh(p) <0O}.

20



Proposition 3.1.8. Fix the order (©,<). For any ¢ € N there is a € N’ such that ¢ =w 1 and
furthermore 1h(¢) = 1h(¢)). Hence (N /=y, , <w) and (N /=, , <w) are isomorphic.

Proof. Let ¢ € N and let @ := lh(yp). Then @ < © and since © is a limit ordinal also a +1 < ©
and so by definition of © we can fix a surjection f : R — a + 1, for which we furthermore assume that
£(0)) = . Then we define ¢ : R — © by setting for any two x,y € R:

ory) im {fm if f(2) < ¢(v),
©(y), otherwise.
Then we have for any z,y € R that ¢)(z * y) < (y) and so that lh(¢)) < lh(y). But also for any y € R
we have that /(0“) x i) = ¢(y) and so indeed 1h(¢)) = 1h(y), as claimed.
To see that ¢ <y % we note that the function g : R — R, z — 0() % x is continuous and that for all
z € R we have that
p(x) = p(0) x ) = p(g(x)).

To see that ¢ <w ¢ we note that the function h : R — R,z — pr1(z) is continuous and that for all
z,y € R we have that

Y(x*y) < oy) = p(prr(z x y)).

Thus we have that ¢ =w 1, as claimed.

Now to see that (V' /=, <w) and (N/=,,, <w) are isomorphic, we denote for every ¢ € N” its
equivalence class in N/ /=, by [¢]{y and its equivalence class in N'/=,, by [¢]w. Then we define a
map b : N /=, = N/=y, ¢ty — [plw. Since we have that (N, <) is a substructure of (N, <w)
it is clear that b is well-defined, order-preserving and injective. To see that b is also surjective, we take
any © € AN and note that by what we have just shown there is a ¢ € N’ such that ¢ =w % and so
b([¥]w) = [ty This concludes the proof. O

Now taking this result into account and already noting the fact that the partial order (N /=, , <w),
which we call the hierarchy of regular norms, is far more amenable to the methods employed in Chapter
4 than the hierarchy of strictly regular norms, we will from now on solely work with the former, since we
can directly transfer all results to the latter.

Then the question, which we are trying to answer, translates to the question whether the hierarchy
of regular norms is isomorphic to the (0, <)-Wadge hierarchy. To answer this we will first give a result
about how the length of a regular norm relates to its place in the hierarchy of regular norms.

Proposition 3.1.9. For any two regular norms p, v with ¢ <w ¥ we have that lh(¢) < 1h(%).

Proof. If ¢ <y 1, then there is a continuous function f : R — R such that for all z € R we have that
w(x) < (f(z)). But then in particular we have that for any « € R there is y € R such that p(z) < 9(y).
This immediately implies that Th(p) < 1h(¢)). O

This result just shows that for any (©, <)-Wadge degree ¢ € OF /_ . we have that for any two ¢, ) €
¢, Ih(p) = Ih(t)) and so we can extend the definition of length from (0, <)-norms to (O, <)-Wadge de-
grees by setting 1h([¢]w) = h(y) for any p € ©F. Thus again noting that V' = {¢ € OF | 1h(p) < O}
we get that /=, = {c¢ € ©%/_ | Ih(c) < ©}. But this means that a sufficient criterion for the
existence of an isomorphism between the hierarchy of regular norms and the (0, <)-Wadge hierarchy is
that there is no (©, <)-norm ¢ with 1h(¢) = ¢. In Section 3.3, assuming AD and DC, we will see that
this criterion is also necessary. However, the validity of this criterion depends on the cofinality of ©.

Proposition 3.1.10. There is a (0, <)-norm ¢ with Ih(p) = © if and only if © is a singular cardinal.
Therefore if © is a regular cardinal, then (N /=, , <w) = (0% /=, <w)-

Proof. For the left-to-right direction let ¢ € OF be such that 1h() = ©. Then since there is no sur-
jection f : R — O we have that p[R] € O and so otyp(p[R]) < ©. We let § := otyp(¢[R])
and let (v, | a < ) be an enumeration of all ordinals in p[R]. Then since 1h(p) = © we have that
(Vo | @ < B) is a sequence of ordinals cofinal in ©. But since 8 < © we then have that cf(©) < 8 < ©
and so O is singular.
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For the right-to-left direction we assume that O is singular. Then let (v, | @ < cf(©)) be a sequence
of ordinals cofinal in ©. Since cf(©) < O by assumption, we can fix a surjection f : R — cf(©) and
define a (©, <)-norm ¢ by setting for all z € R,

o(x) 1= Vi)
But by the fact that (v, | @ < cf(©)) is cofinal in © then clearly lh(p) = ©. O

So, if we do not exclude the possibility of © being singular, it could be that the notion of the hierarchy
of regular norms is not exactly captured by the notion of the (0, <)-Wadge hierarchy. However, the main
theorems of the next section, among them generalizations of Wadge’s Lemma, the Martin-Monk Theorem
and the Steel-Van Wesep Theorem, all transfer from a given (), <)-Wadge hierarchy to any substructure.
So, since in any case the hierarchy of regular norms is a substructure of the (0, <)-Wadge hierarchy and
even an initial segment, we will be able to capture the hierarchy of norms in our framework in the sense
that the theorems to be established immediately transfer to the hierarchy of norms via the (0, <)-Wadge
hierarchy.

Since we will also need to establish the results of the next sections for the partial order (N'/=, , <r.),
which we call the Lipschitz hierarchy of regular norms, we note that (N /=, , <p) is a substructure of
(6%/—, , <1,) by an argument completely analogous to the one for the hierarchy of regular norms.

3.2 Games and Wadge’s Lemma

In this section we will show — assuming AD — a generalization of Wadge’s Lemma for (Q®, <1,) and
(Q®, <w), from which we can obtain Wadge’s Lemma for the original Wadge hierarchy and the linearity
of the hierarchy of regular norms as immediate corollaries. As a first step we will define games that will
characterize the relations <p, and <y for any given quasi-order (@, <).

Definition 3.2.1 Let () be an arbitary set, R C @ x Q an arbitrary binary relation on Q and ¢, € QF
arbitrary (Q-norms.
Then we define a game G (¢, 1) by setting Mgr(y ) = wand

WGE(go,w) = {(x,y) ERXR | <<p($),’(/)(y)> € R}

Furthermore we define a game G, (¢, 1) by setting Mgz () == wU{p}and

WG{?V(@W) ={{z,y) e Rx (wU{p})¥ | filter(y) € R and (p(x), (filter(y))) € R}.

It is clear that the games just defined are w-games in the sense of Definition 2.2.2.
We can understand games of the form G (i, ) as follows. Player I and Player IT alternate at playing
natural numbers for w-many turns as in the following schematic:

I ao aq N Qp, Ap+1

II bo b1 e bn bn+1

The winning conditions are then given as follows. Let a = (a; | @ € w) be the string of natural numbers
played by Player I and b = (b; | ¢ € w) the string of natural numbers played by Player I1. Then player
IT wins if and only if (p(a), (b)) € R.

Analogously we can understand games of the form G\’f\,(go, ) as follows. As before Player I and
Player II alternate at playing. Thereby Player I can play natural numbers and Player IT has the choice
between playing a natural number or playing a non-integer move p representing passing for one turn. A
play of G& (¢, 1) then looks as follows:

I «q a o an Qnt1 An+t2 ... Am,

11 p p...p bo p p...p by
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Then Player II looses if she makes non-p moves only finitely often. Otherwise let a = (a; | ¢ € w) be the
string of natural numbers played by Player I and b = (b; | ¢ € w) the string of natural numbers played by
Player II (ignoring all p-moves). Then Player IT wins if and only if (¢(a), (b)) € R.

Next we will show how the games just defined relate to Lipschitz and Wadge hierarchies.

Proposition 3.2.2. Let Q be an arbitrary set, R C Q) x Q an arbitrary relation on Q and 1) € QF two
Q-norms.

Then we have that Player 11 wins the game GE(p,4)) if and only if there is a Lipschitz function
f: R — R such that for all x € R we have (z, f(z)) € R.

Also we have that Player 11 wins the game G¥.(¢, ) if and only if there is a continuous function
g : R — R such that for all x € R we have (z, g(x)) € R.

Proof. We only show the second part of the proposition. The proof of the first part is completely analo-
gous.

For the left-to-right direction we take a winning strategy o : w<“\ {0} — wU{p} for Player IT in the
game G& (i, 1)). Then we have for any z € R that (z, filter(o(z))) € R. Now we consider the function
h @ ws¥Y — w<¥ s — filter(a(s)). We note that h is monotone by construction. Furthermore it is
infinitary, since o is a winning strategy for IT and therefore for any = € R we have that filter(c(z)) € R.
Next we note that the map g : R — R,z — filter(a(z)) is induced by h and so a continuous function.
Furthermore by what we have noted above, (z, g(z)) € R for any « € R.

For the right-to-left direction we take a continuous function g : R — R such that for all x € R we
have that (z, g(z)) € R. Then we let h : w<¥ — w<“ be a monotone and infinitary function inducing g.
Now we define a strategy 7 : w<* \ {0} — w U {p} for Player II in the game G (¢, ) by setting for
any s € w<“ \ {0}:

) im {(h(s))(lh(h(s)) — 1), i h(slie1) S hls),

P, otherwise.
Then by construction clearly for any * € R we have that filter(7(z)) = g(z) and so
(z,filter(7(x))) € R, which shows that 7 is indeed winning for player II. O

Corollary 3.2.3. Let (Q, <) be a quasi-order.
Then we have that Player I1 wins the game Gy, (¢, v) if and only ¢ <y, 1. Furthermore we have that
Player 11 wins the game Gw (p, 1) if and only if p <w .

Now using this game-characterization of <y and <;, we can prove a general analogue of Wadge’s
Lemma.

Theorem 3.2.4 (Wadge’s Lemma). Assume AD. Let (Q, <) be an arbitrary quasi-order. Then for any
two p,v € QR we have that either o <wy 1 or there is a Lipschitz function f : R — R such that for all

x € Rwe have o(f(z)) £ ¥(x).

Proof. We assume that ¢ £yw . Then Player II does not win the game G%((p, ). Hence there is a
winning strategy o : (w U {p})<* — w for Player I in G%V(cp, ). Then in particular for any z € R,
p(@(z)) £ ¢¥(x). Since o] ,<. is clearly strictly infinitary, the map & : R — R is Lipschitz, which
concludes the proof. O

Now we show how this general version of Wadge’s Lemma implies Wadge’s original lemma as stated
in Theorem 2.3.1:

Corollary 3.2.5. Assume AD. Then for any A, B € P(R) we have that either A <3, B or B <f R\ A.

Proof. Let xa,xXB € TVE be characteristic functions for the sets A, B € P(R). We assume that
x4 £1rv,w XB. Then by Wadge’s Lemma there is a Lipschitz function f : R — R such that for all
x € R we have xa(f(z)) €rv xp(z) and so for all z € R we have z € B if and only if f(z) ¢ A.
Thus for all z € R we have that xp <1v L Xr\ 4. But by the correspondence between TV® and P(R)
this shows the claim. O

Next we show how we can obtain the linearity of the hierarchy of regular norms, which is the statement
of Theorem 2.3.8, from Wadge’s Lemma as follows:
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Corollary 3.2.6. Assume AD. If (Q,<) is a linear order, then (Q%, <) and (QR, <w) are linear
quasi-orders. Thus in particular the hierarchy of regular norms and the Lipschitz hierarchy of regular
norms are linear orders.

Proof. We show the claim for (Q%, <p,). The argument for (Q%, <) is analogous. Let ¢, be two
@-norms such that ¢ £, 1. Then in particular ¢ ZLw . So by Wadge’s Lemma there is a Lipschitz
function f : R — R such that for all # € R we have ¢(f(z)) £ 1(x) and thus by linearity of Q) we have
o(f(z)) > v(x) and so in particular ¥ (x) < ¢(f(z)), which shows that in fact ) <, . Thus we have
for any two Q-norms ¢, 1) that ¢ <p, 1) or 1 <y, ¢, establishing the linearity of (Q%, <1,).

In particular in case of (6, <) we get from this that (©% /= , <1,) is a linear order, but since every
substructure of a linear order is also a linear order we get that the Lipschitz hierarchy of regular norms is
linear. The same argument works for the hierarchy of regular norms. O

3.3 Better Quasi-Orders and Well-Foundedness

In this section we are going to establish a generalization of the Martin-Monk Theorem, i.e., Theorem
2.3.2, stating under the assumption of DC and AD that the Wadge hierarchy is well-founded. It is,
however, clearly not true that (QF, <) and (Q%, <) are well-founded for every quasi-order (Q, <), as
can be seen from the example of a quasi-order that is itself ill-founded.

Proposition 3.3.1. If (Q,<) is a quasi-order such that there is a strictly <-decreasing sequence
(qi | i € w) € Q¥, then both (QR, <1) and (Q%, <w) are ill-founded.

Proof. Forany ¢ € Q we let ¢, : R = @,z — ¢. Then the identity function on R witnesses for any
t € wthat ¢y, <p cg and ¢, <w cg. On the other hand by assumption for any ¢ € w and for any
two z,y € R we also have that ¢, , () < cq, (y) and thus surely for no i € w there can be any function
f + R — R such that for all z € R we have ¢, (z) < ¢4 (f(x)). But this shows that for any i € w
we have that c;, £1, cq,., and ¢;; £w cq;,,- Thus in total for all i € w we have that ¢, , <1, ¢y,
and cq,,, <w ¢g,, which shows that the set {¢,, | i € w} has neither a <r-minimal nor a <yy-minimal
element and thus that (Q®, <) and (Q®, <w) are ill-founded. O

Thus we have to find a suitable restriction on (@, <) that ensures that the (Q, <)-Wadge hierarchy
and the (@, <)-Lipschitz hierarchy are well-founded. A clue to the right notion for this can be extracted

from the article [VEMS87] by van Engelen, Miller and Steel. In the following definition, lemma and
proposition I will repeat their result.

Definition 3.3.2 For any X € [w]“ arbitrary we define X* € [w]“ by setting X* := X \ {min X }.

Let (Q, <) be a quasi-order. Then a (Q, <)-array is a map f : [w]*¥ — @ such that f [[w]] is
countable and for any ¢ € @ the set f~*[{q}] is a Borel set in [w]*. We call a (Q, <)-array good iff there
is X € [w]“ such that f(X) < f(X*). Otherwise it is bad.

Now we call a quasi-order (Q, <) a better quasi-order (short: BQO) iff every (Q, <)-array is good.

Given any quasi-order (@, <) we define Q* to be the set of all functions ¢ € QF such that /[R] is a
countable set and for every ¢ € () the set £~ 1[{q}] is a Borel set in R. Then we define a binary relation
<* on Q* by setting for any two ¢1, {5 € Q*

0y <* ¢y &= Thereis acontinuous f : R — R such that for all z € R: £1(x) < ¢1(f(x)).

First we repeat a remark made in the article [VEMS87] that every BQO is a WQO.
Lemma 3.3.3. If (Q, <) is a BQO, then it is a WQO.

Proof. Let (Q, <) be a quasi-order that is no WQO. Then there is a sequence (¢; | ¢ € w) of elements
in @ such that for all 4,5 € w such that i < j we have i £ j. Now we construct a bad (@, <)-array
f:[w]¥ — Q by setting

f(X) ‘= Gmin X -

Clearly f [[w]“] = {gi | # € w} and so f [[w]“] is countable. Furthermore for any ¢ € @, we either have
q ¢ {q | i€ w}andso f~[{q}] = 0, which is clearly an open set, or we have that ¢ = ¢; for some
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ic€wandso fT1[{qg}]={X € w]“|V¥n<i(n¢ X) Ai€ X}, whichbyLemma 2.1.4is an open set
in [w]“. Now since every open set is a Borel set it follows that f is indeed a (Q, <)-array.

Then since for any X € [w]* we have min X < min X* we get that f(X) £ f(X*), which shows
that f is bad and thus that (@, <) is no BQO. O

Now the following proposition is an immediate corollary of Theorem 3.2. in the article [VEMS87].

Proposition 3.3.4. Assume AD(Borel). If (Q, <) is a BOO, then (Q*,<*) is a BQO and so (Q*, <*) is

a WQO. Thus additionally assuming DC we have that for every BQO (Q, <*) the quasi-order (Q*, <*)
is well-founded.

We will modify the notion of a BQO to get an analogous result to Proposition 3.3.4 in our context.
More precisely we will modify the notion of (Q, <)-array to our context. Considering the reliance of
Proposition 3.3.4 on AD(Borel) we should drop the insistence that a (@, <)-array should have Borel
preimages. Furthermore the decision whether to drop the insistence on the countability of (Q, <)-arrays
or not will give rise to two natural generalizations of the notion of a BQO, both of which will be of use in
the following.

We call a generalized (@, <)-array countable iff its image is countable. A (countable) generalized (Q, <)-
array is good iff there is X € [w]* such that f(X) < f(X™). Otherwise it is bad.

We call a quasi-order (Q, <) a strong better quasi-order (short sBQO) iff every countable generalized
(Q, <)-array is good. We call a quasi-order (Q, <) a very strong better quasi-order (short vsBQO) iff
every generalized (@), <)-array is good.

Definition 3.3.5 Let (Q, <) be a quasi-order. Then a generalized (Q, <)-arrayis amap f : [w]¥ — Q.

The nomenclature of very strong better quasi-orders and strong better quasi-orders actually make
sense, since the former is indeed a strengthening of the latter and both are a strengthening of the concept
of a better quasi-order, as is expressed in the next lemma.

Lemma 3.3.6. Let (Q, <) be a quasi-order. Then we have the following chain of implications:

(@Q,L)isavsBQO = (Q,<) isan sBQO.
= (Q,<)isaBQO.
= (Q,<)isa WQO.

Proof. For the first implication we note that every countable generalized (@, <)-array is already a gener-
alized (Q, <)-array. If now (@, <) is no sBQO, then there is a bad countable generalized (@, <)-array,
which already is a bad generalized (Q, <)-array. So (Q, <) also is no vsBQO.

The second implication follows analogously, noting that every (@), <)-array is a countable generalized

(Q, <)-array,
The last implication, finally, is just Lemma 3.3.3. O

Our generalization of the Martin-Monk theorem will use a slight modification of the proof of Proposi-
tion 3.3.4 and will state that under the assumption of AD for every vsBQO (Q, <) we have that (Q¥, <)
and (QR, <1,) are sBQOs and therefore WQOs. But before we get to the proof of this statement we will
check that the quasi-orders (TV, <tv) and (0, <) are vsBQOs to see that said result will be applicable
to the original Wadge hierarchy and the hierarchy of regular norms. First we note that any well-order and
thus in particular (9, <) is a vsBQO.

Lemma 3.3.7. Every well-order is a vsBQO.

Proof. We assume for a contradiction that (W, <) is a well-order that is no vsBQO. Then we take a bad
generalized (W, <)-array f. Since < is linear, this is justamap f : [w]* — @ such that for all X € [w]*
we have f(X) > f(X™). So we take an arbitrary X € [w]* and define a sequence (X, | n € w)
on [w]“ by recursively setting Xy := X and X,,11 := X for any n > 1. Then by choice of f the
sequence (f(X,,) | n € w) is a strictly decreasing sequence on (W, <), which is absurd, since (W, <) is
a well-order. O

Interestingly the case of (T'V, <tv ) is not so straightforward. We already need a fragment of AD
to establish that (T'V, <tv) is a vsBQO.
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Lemma 3.3.8. Then (TV, <tv) is a vsBQO if and only if there is no flip-set F' C 2.

Proof. For the left-to-right direction we assume that there is a flip-set F' C 2“. Then we define a gener-
alized (TV, <pvy)-array f : [w]¥ — TV by setting for any X € [w]®

0, ifyx €F,
F(X) = CAX
1, ifyx ¢ F.

Since for any X € [w]* we have that the sequences yx € 2“ and yx~ € 2 differ in exactly one bit
and F is a flip set, we get that xyx € F if and only if xx+ ¢ F. So for any X € [w]“ we have that
f(X) # f(X*) and since (T'V, <pv) is just an antichain of length 2 thus f(X) €1y f(X*), which
shows that f is a bad generalized (T'V, <7v)-array and thus that (T'V, <tv) is no vsBQO.

For the right-to-left direction we assume towards a contradiction that that there is no flip-set
and (TV,<pvy) is no vsBQO. Then we take a bad generalized (TV,<yv)-array f, i.e., a map
f:[w]® — TV such that for all X € [w]* we have f(X) £rv f(X*)andso f(X) # f(X*). Now we
define a set F' C 2% by setting

F:={ac2Y|3n(a(n)=1) A f({(n€w|aln)=1}) =1}
U{a € 2¥ | V*°n(a(n) =0) A card ({n € w | a(n) = 1}) is odd}.

We show that I is a flip set. For this we take a,b € 2“ such that there is exactly one k € w such
that a(k) # b(k) and show that then we have that « € F if and only if b ¢ F. This is immediate if
V*°n(a(n) = 0), since then also V*°n(b(n) = 0) and furthermore card ({n € w | a(n) = 1}) is odd if
and only if card ({n € w | b(n) = 1}) is even.

Now we consider the case that 3*°n(a(n) = 0). Then also 3*°n(b(n) = 0). Now let k be the index
at which a and b differ. Without loss of generality we assume that ¢ = 0 and b = 1. Then clearly
{n>klan)=1}={n>k|bn)=1} ={n > k| b(n) =1}* and so by our choice of f:

f{n =k [b(n) =1}) # f({n =2 k| a(n) = 1}).

Next we inductively show that for any m < k we have

fnzk—=mlb(n) =1}) # f({n =k —m|a(n) =1})

by noting that the base case for m = 0 was just shown and that for any m < k for which the claim holds
we can distinguish the following two cases.

Case listhat {n > k—m —1 ] a(n) =1} = {n > k —m | a(n) = 1}. Then we also have
{n>k—m—1|bn) =1} = {n >k —m | b(n) = 1}, since a and b only differ at index k. By
induction hypothesis we thus get

ffn=k—m—1]b(n)=1}) = f
7/

Case2isthat {n > k—m —1]a(n) =1} #{n >k —m|a(n) = 1}. Then

{n>k—m|bn) =1}
{nzk-—mlan)=1})=f({n=k-m—1]a(n) =1}).

(

(
(

{n>k-m|an)=1}={n>k—m—1]a(n) =1}"

and also
{n>k—-m|bn)=1}={n>k—m—1]|b(n) =1}",

since a and b only differ at k. Thus we get that
F{n=k—m—1]a(n) =1}) # f{n > k—m | a(n) = 1})

and
Jn=k—m—1]b(n)=1}) # f{n >k —m|b(n) = 1}).

But since TV has exactly two elements and by induction hypothesis f({n > k —m | b(n) = 1}) #
f{n>k—m]|a(n) =1}), we again get

f@nzk—m—1]b(n) =1}) # f({n=k—m—1]a(n) =1}),
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concluding the induction.
Thus in particular we have shown for m = k that

fnew|bn) =1}) # f({n e w|a(n) =1})
and thus we get that a € F if and only if b ¢ F, which shows that F" is a flip-set. O
Corollary 3.3.9. Assume AD. Then (TV, <tv) is a vsBQO.
Proof. This is immediate, since by Proposition 2.2.10 AD implies the non-existence of flip-sets. O

Now we are ready to state and proof the main theorem of this section. As announced its proof is based
on the proof of Proposition 3.3.4, which can be found in the article [vVEMS87].

Theorem 3.3.10 (Van Engelen-Miller-Steel). Let (Q, <) be a vsBQO. If all games of the form GE (¢, )
for o, € QF are determined, then (Q%, <1,) and (Q®, <w) are sBQOs.

Thus if we assume AD, then for any vsBQO (Q, <) we have that (Q%, <) and (Q%, <w) are
sBQOs.

Proof. First we show by contraposition that if (Q, <) is a vsBQO, then (Q®, <r) is an sBQO. So we
assume that (Q®, <p) is no sBQO and let (¢)x | X € [w]“) be a bad countable generalized (Q%, <,)-
array. So for any X € [w]“ we have that ¢»x £1, ¥x- and so Player IT has no winning strategy in
the games GE(wX, 1 x+), which by AD implies that Player I has a winning strategy in Gf (Ux,Px~).
Using this we produce a bad generalized (@, <)-array. By the definition of countable generalized arrays
the set {¢)x | X € [w]¥} is countable. So using AC,,(R) we can choose for any X € [w]¥ a winning
strategy ox : w<¥ — w for Player I in the game GE (¥x,¥x~). Now let X € [w]“ be arbitrary. Then
we define a sequence (X,, | n € w) on [w]“ recursively by setting X := X and X,,1; = X for any
n > 1. Then for each n € w we let o;X 1= 0x,.

Based on this we get for any X € [w]¥ a game sequence & x = <<G§ (VX VX pir) O ) | M E w).
Since for all X € [w]* and any n € w we have that &% is a strategy for Player I we get by Lemma 2.2.3
that for any & x there is a unique global play FX.

Now we define a generalized (Q, <)-array f : [w]“ — Q by setting
F(X) = ¥x (F(0)).

Furthermore this generalized array is bad, since for any X € [w]* by construction of the global plays
FX we have that f(X*) = ¢x«(F¥X (0)) = ¢x-(FX(1)). But og(FX(1)) = FX(0) and o is
winning for Tin G (1x, - S0 fx (FX (0)) £ v (FX (1)) = tx- (FX" (0)), ke, F(X) £ F(X*)
and so f is a bad generalized (@, <)-array, as claimed. This shows that if (Q, <) is a vsBQO, then
(Q®, <1,) is an sBQO.

To conclude the proof we show that if (Q%, <p) is an sBQO, then also (Q%, <w) is an sBQO. To
do this we consider an arbitrary countable generalized (Q®, < )-array f. Then f is also a countable
generalized (Q®, <p)-array. Furthermore by assumption f is a good countable generalized (Q®, <p)-
array, i.e., there is an X € [w]® such that f(X) <y, f(X*) and so a fortiori f(X) <w f(X*). Hence f
is also a good countable generalized (Q®, <w)-array. But since f was an arbitrary countable generalized
(Q®, < )-array, this shows that indeed (Q®, <) is an sBQO. O

As an immediate corollary we now get the following generalization of Theorem 2.3.2.

Corollary 3.3.11 (Martin — Monk). We assume AD and DC. If (Q, <) is a vsBQO, then both (Q®, <1,)
and (Q®, <w) are well-founded.

The reason why we list the fragment of AD needed for Theorem 3.3.10 in such a fine-grained way,
is that by this theorem and the fact that every substructure of a WQO is itself a WQO, we immediately
get the following two corollaries:

Corollary 3.3.12. We assume DC and that all games of the form GETV (xa,XxB) for xa,xB € TVE
are determined and that there is no flip set F' C 2“. Then the original Lipschitz hierarchy and the original
Wadge hierarchy are well-founded.
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Corollary 3.3.13. We assume DC and that all games of the form G§ (0, 1) for p,1p € OF are de-
termined. Then the Lipschitz hierarchy of regular norms and the hierarchy of regular norms are well-
founded. Furthermore the Lipschitz hierarchy of regular norms and the hierarchy of regular norms are
well-orders.

These corollaries look suspiciously like Theorem 2.3.4 and Theorem 2.3.10 and indeed we can obtain
Theorem 2.3.4 and Theorem 2.3.10 by virtually the same argument we used to prove these corollaries.
This reveals, why there is such a difference between the fragments of AD used in Theorem 2.3.4 for
the original Wadge hierarchy and in Theorem 2.3.10 for the hierarchy of norms. The difference is that
by Lemma 3.3.7 the well-order (O, <) can be proved to be a vsBQO in ZF alone, while to show the
analogous result for (TV, <tv/) in Lemma 3.3.8 we assumed the non-existence of flip-sets, which by
Proposition 2.2.10 we cannot prove in ZF alone. From now on we will cease looking at fragments of
AD in detail and just assume full AD, whenever appropriate. In this spirit we can re-establish Theorem
2.3.2 and Theorem 2.3.9 by restating Corollaries 3.3.12 and 3.3.13 as follows:

Proposition 3.3.14. Assume DC and AD. Then the original Lipschitz hierarchy and the original Wadge
hierarchy are well-founded.

Proposition 3.3.15. Assume DC and AD. Then the hierarchy of regular norms and the Lipschitz hier-
archy of regular norms are well-orders.

Now whenever we assume AD and DC we can for any vsBQO (Q, <) and any Q-norm ¢ € QR
define its Wadge rank ||y by setting [¢ly, = [[¢|| <, and its Lipschitz rank ||y, by setting |¢l;, :=
el i}

Kg final remark in this section we can conclude the comparison of the hierarchy of regular norms with
(R®/_.,, <w) we began in Section 3.1 with the following result:

Proposition 3.3.16. Assume AD and DC. Then © is a singular cardinal if and only if the hierarchy of
norms (N'/ =, , <w) is isomorphic to (R® /=, <w).

Proof. We have already shown the left-to-right direction in Proposition 3.1.10.

For the right-to-left direction we assume that © is regular. Then also by Proposition 3.1.10 we have
that there is no (0, <)-norm ¢ with lh(¢) = ©. But then by Proposition 3.1.9 (N/=,,, <w) is a proper
initial seqment of (R®/—,,, <w). But since both (/= , <w) and (R®/—,,, <w) are well-orders, this
implies that (A'/=,,, <w) and (R®/—,, <w) are not isomorphic. O

3.4 Self-Duality and the Steel-Van Wesep Theorem

The notion of self-duality is a central notion for the original Wadge hierarchy. We recall that we call a set
A € P(R) self-dual if and only if A =}, R\ 4, which in fact is equivalent to A <{;, R\ A. The distinction
between self-dual and non-self-dual sets is important for the Wadge hierarchy in particular when we try
to define operations on Wadge degrees, since often their properties differ depending on whether they are
applied to self-dual or non-self-dual Wadge degrees. Many examples for this can be found in the book
drafts [AndO1] and [And00].

On first glance one could conjecture that the usefulness of this distinction between self-dual and
non-self-dual Wadge degrees is intimately connected to the fact that the original Wadge hierarchy has
antichains of length 2 and that these are all of the form {[A]3y, [R \ Ay} for some A € P(R). As a
consequence there would be no such distinction for the hierarchy of norms, which under AD is a linear
order. However, this is not true. Benedikt Lowe observed in unpublished notes [L6w10] based on ideas
from Duparc’s article [Dup03] that there is a notion of self-duality for the hierarchy of norms sharing
many properties with the notion of self-duality in the case of the original Wadge hierarchy. He makes the
following definition.

Definition 3.4.1 We call a regular norm ¢ self-dual iff Player II has a winning strategy in the game
GR (9, )-

We will use this notion throughout Chapter 4, in which we will define several operations on regular
norms which have certain desirable properties only when restricted to self-dual regular norms. Unifying
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the concept of self-duality for the original Wadge hierarchy and the hierarchy of regular norms, we now
define the following general notion of self-duality.

Definition 3.4.2 Let (Q, <) be a quasi-order. We call a Q-norm ¢ L-self-dual iff Player IT has a winning
strategy in the game G% (¢, ¢). We call a Q-norm ¢ W -self-dual iff Player IT has a winning strategy in
the game G%,(cp, ©). We call a Q-norm ¢ self-dual iff it is both L-self-dual and W -self-dual.

This notions extends to degrees as follows.

Lemma 3.4.3. Let (Q, <) be a quasi-order. Let @ and 1) be QQ-norms such that ¢ =1, 1. Then ¢ is
L-self-dual if and only if 1 is L-self-dual. The same is true for L replaced with W

Proof. We only show the claim for the Lipschitz case. The Wadge case is completely analogous. We
assume that ¢ =, 1 and ¢ is L-self-dual. Then we have three Lipschitz functions f, g, h : R — R such
that forall x € R

o(f(x)) £ p(x),
p(r) < h(g(w)),
Y(z) < (h(x)).

Then we consider the Lipschitz function g o f o h : R — R and claim that for all z € R we have that
Y(x) 2 Y(go foh(x)). To see this we assume for a contradiction that it is not the case, i.e., we take an
x € Rsuch that ¢)(g o f o h(x)) < 1(z). But then we get by the properties of the function f, g, h that

p(foh(x)) <¢(go foh(z)) < v(x) < p(h(x))
and so we have that ¢(f(h(z))) < ¢(h(x)), contradicting our choice of f. O

In light of this result we call a (Q, <)-Wadge degree c self-dual iff every ¢ € ¢ is W-self-dual and
we call a (Q, <)-Lipschitz degree c self-dual iff every every ¢ € c is L-self-dual. Next we see that
these general notion of self-duality coincides with the ones for the original Wadge hierarchy and for the
hierarchy of norms. For the original Wadge hierarchy we note the following sequence of equivalences

Aidsself-dual & A<y R\A
& there is continuous f : R — Rsuchthatforallz e R: x € A ax ¢ A
< there is continuous f : R — Rsuch thatforallz € R: xa(x) 21v xa(f(2))

& Player IT wins the game GZ™Y (x4, x4),

which shows that the new notion of W-self-duality in this case coincides with the old notion. For the
hierarchy of norms we note that (0, <) is a linear order and so for any two «, 5 € © we have that o < 8
if and only if @ »* 3 and so vacuously we have for any ¢ € N that

Player IT wins Gy, (¢, ») < Player IT wins G%, (¢, ).

Next we will state and prove the natural generalization of the Steel-Van Wesep theorem to this context.
This proof is original work.

Theorem 3.4.4 (Steel-Van Wesep). Let (Q, <) be a vsBQO. Then a Q-norm ¢ is L-self-dual if and only
if it is W-self-dual.

Proof. Clearly for any (Q-norm ¢, if Player IT has a winning strategy in the game G% (¢, ©), then this is
also a winning strategy in the game GWZ (g, ¢). Hence if ¢ is L-self-dual, then ¢ is also W -self-dual.

We show the other direction by contraposition. For this we assume that there is a (J-norm ¢ such that
© is W-self-dual, but not L-self-dual. Then we show that (@), <) is no vsBQO.

We fix a winning strategy o : w<“ \ {#} — w U {p} for Player IT in the game G5 := G%((p, ) and
by AD furthermore a winning strategy o : w<“ — w for Player I in the game Gy := G% (, ). Finally
we define a winning strategy o7 : w* \ {#} — w for Player II in the game G; := G[ (¢, ) by setting
forall s € w* \ {0}

o1(s) = s(lh(s) — 1).
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Now for any = € 3* we define a game sequence &, := ((Gy(n); 0x(n)) | 7 € w). To construct a bad
generalized (@, <)-array we first construct a sequence (M}, | k € w) of natural numbers such that for all
x € 3% with the property that z(M},) € {1,2} forall k € w and that z(n) = 0 forall n ¢ {M}, | k € w}
the game sequence &, admits a global play.

We define this sequence recursively. First we set M := 0. Then we assume that we have already
constructed the sequence (M, | k < j) for some j € w. Now for any s € 3Mi+1 guch that

Vi< j(s(M;) € {1,2}), (*)
and Vm < Mj (m & {My | k < j} = s(m) =0), ()
we define a natural number m, as follows. Let z, := s — 0(). Then by Proposition 2.2.4 the game

sequence &, admits a global play F : w — R. Now let z, := F(M; + 1). Then for any ¢ < M; we
define a function g; : wS¥ — w=* such that g; | : R — R is continuous by setting for any y € w<*

gi(y) = filter (7533 (y))-

Then we set g := gg 0 g1 0+ 0 gpy;. As a composition of continuous functions gl : R — R is
also a continuous function and furthermore we have that F5(0) = g(z5). The continuous function
glg : R = Risinduced by g[ <. : w<¥ — w<* and thus we let m be the least m € w such that
9 (2s1m) 2 9(25) 10, +1- Using this construction we finally define M4 by setting

M1 = M; + max{m; | s € 3™ "1 and s satisfies (x) and (+*)},

concluding the construction of (M}, | k € w).
Now for any X € P(w) we define a sequence zx € 3“ by setting for any i € w

1, ifthereisk € ws.t.i=Mpandk ¢ X,
zx (1) := (2, ifthereisk € wst.i=Myandk e X,

0, otherwise.

But then by construction of the sequence (M, | k € w) we have that for every X € P(w) the
game sequence &, admits a unique global play, which we call FX. Using this we define a generalized
(Q, <)-array G : [w]¥ — Q by setting for any X € [w]*

G(X) := o(F* (Muyin x +1)).

Now we show that G is bad. For this we fix X € [w]“ and note that since for all j > min X* we have
j € X if and only if j € X*, we get that FX (M, x+ + 1) = FX7 (Min x= + 1) and therefore that
O(FX (Myin x+ + 1)) = @(FX" (Mpin x+ + 1)). Now we show that for all j € w with

MminX +1 S .7 S MminX*

we have that o(FX (Mpyin x+)) < @(FX(5)) using induction on My, x+ — k. If 5 = min X*, then
nothing is to show. Now we assume for some j with My, x + 1 < j < My x+ that the claim has
been established, i.e., that we have that o ( FX (Myin x+)) < @(FX(5)). Now we have to distinguish two
cases.

Case listhat (j — 1) € {My, | k € w}, say j — 1 = M;. Then since Muyin x < M; < Mpin x~ We
have thati ¢ X and so zx (j — 1) = 1, which implies that F'X (j — 1) = filter(a7(F*(5))). But since o
is a winning strategy for Player IT in the game G7 (¢, ¢), this implies that o(FX (j — 1)) = o(FX(j))
and so by induction hypothesis @(FX (Mpin x+)) < o(FX (5 —1)).

Case 2 is that (j — 1) ¢ {My | K € w}. Then 2x(j — 1) = 0 and so FX(j — 1) =
filter(ao(F X (5))). But since o is a winning strategy for Player I in the game G%((p, ), this implies
that o(FX (j — 1)) > @(FX(4)) and so by induction hypothesis ¢ (FX (Mpyin x+)) < o(FX (5 —1)).

This concludes the induction, in particular showing that

@(FX(Mminx*)) < (P(FX(MminX +1)).
But now we note that since clearly min X* € X* we have that

F(Muyin x+) = filter(a3(FX (Muin x- +1))).
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But since oy is a winning strategy for Player II in the game GZ(yp,p) we thus get that
QO(FX(MminX* +1)) # SD(FX(MminX*))~ Since SD(FX(MminX* +1)) = (FX (Muin x+ + 1))
we thus in total have that

SD(FX*(MminX* +1)) # ‘P(FX(MminX*))
and
‘P(FX(MminX*)) < ‘P(FX(MminX + 1))

Now we assume towards a contradiction that @(FX (Myin x + 1)) < @(FX" (Mpin x+ + 1)). Then we
have O(FX (Mpin x+)) < @(FX (Mpmin x+ + 1)), a contradiction. Hence we have that

@(FX(MminX + 1)) ﬁ QO(FX*(MminX* + 1))7

ie., G(X) £ G(X*), which shows that G is a bad generalized (Q, <)-array and hence that @ is no
vsBQO, concluding the proof. O

The two corollaries for the original Wadge hierarchy and the hierarchy of norms re-establishing The-
orem 2.3.5 and an analogous result for the hierarchy of regular norms are the following.

Corollary 3.4.5. For any A € P(R) we have that A is W-self-dual if and only if A is L-self-dual. Thus
A< R\ Aifandonly if A <f R\ A.

Corollary 3.4.6. For any regular norm o we have that  is W-self-dual if and only if ¢ is L-self-dual.
Thus Player I1 wins the game G, (¢, ) if and only if Player II wins the game Gy (i, ¢).

We conclude this section with noting a very useful property of non-self-dual )-norms, which we are
going to use in Chapter 4.

Proposition 3.4.7. Assume AD. Let (Q, <) be an arbitrary vsBQO. For v a non-self-dual Q-norm and
@ an arbitrary QQ-norm we have that ¢ *w  if and only if Player 11 wins the game G%,(go, V). Also we
have that  #1, ) if and only if Player 11 wins the game G% (p, ).

Proof. We only show the first part of the proposition. The second part is completely analogous. For
the left-to-right direction we assume that Player II wins the game G%(@, ), but ¢ >w 1. Then
there are continuous functions f,g : R — R such that for all x € R we have p(z) # ¥(f(z)) and
P(x) < (g(x)). We claim that thus for all z € R we have p(z) 2 ¢(g o f(z)). To see this we take
towards a contradiction an € R such that ¢(z) > ¢(g o f(z)). Then in particular

p(x) = ¢(g(f(2))) = ¥(f(2),

a contradiction. But since g o f is a continuous function it now follows that Player IT wins the game
G%(gp, ), contradicting the non-self-duality of (.

For the right-to-left direction we assume that Player IT loses the game G%V(% ). But then by AD
Player I has a winning strategy o : (w U {p})<¥ — w in G\%(gp, ). Then we can define a winning
strategy 7 : w<* \ {#} — w for Player IT in the game G (¢/, ) by setting for any s € w< \ {f}

7(8) := 0(8lin(s)—1)-

This is indeed winning for IT since for any x € R we have 7(z) = 7(z) and so

P(z) < p(a(z) = ¢(T(2)).
Thus we have 1) <1, ¢ and so ¥ <w . O

An important corollary of this proposition is that for any non-self-dual (@, <)-norm we have that
[elw = [#lL.

Corollary 3.4.8. Assume AD. Let (Q, <) be an arbitrary vsBQO. Then for any non-self-dual Q-norm
o and any Q-norm 1 we have that ¢ =y, ¢ if and only if p =w .
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Proof. The left-to-right direction is obvious, since ¢ <p, ¥ implies p <w % and ¢ <y, ¢ implies
<y .

For the right-to-left direction we assume towards a contradiction that ¢ =w 1, but ¢ Zp, 1. Since
¢ =w v and ¢ is non-self-dual by assumption we get that also v is non-self-dual. Without loss of
generality we now assume that ¢ %1, ¢. Then we have by Proposition 3.4.7 that Player 11 wins the
game G% (¢, 1), i.e., that there is a Lipschitz function f : R — R such that for all € R we have that
o(z) 2 ¥(f(x)). But since every Lipschitz function is also continuous we note that Player IT also wins
the game G\%,((p, ), which implies that ¢ 2w %, but this contradicts the assumption that ¢ =w . O

3.5 An Alternative Characterization of Self-Duality

In this section we will provide an alternative characterization of self-duality in terms of well-foundedness
of a certain tree. We will make use of this characterization in several places in Chapter 4. The proof that
we are going to give is a generalization of the proof of this result in the context of the original Wadge
hierarchy as presented in the book draft [AndO1].

Throughout this section we fix a vsBQO (@, <) and a minimal element 0g € @, i.e., an element such
that there is no ¢ € @) with ¢ # 0O¢ such that ¢ < 0Og.

Definition 3.5.1 1. For any s € w<“ and any Q-norm ¢ we define a Q-norm || by setting for all
reR:

pls) (@) = (s~ @)
-

2. For any Q-norm ¢ we define a tree T'(p) C w<* by setting

T(p) :={s €w™ | ¢l =w ¢}
3. For any Q-norm ¢ and any s € w<* we define a Q-norm !*! by setting for any = € R:

xz\s), ifsCu,
ol () 1= {s@( \s) |
0g, otherwise.

When no confusion is to be expected we will for any n € w write ¢|,,| to abbreviate ¢ (,,)| and we
will write /™! to abbreviate /(™)1

We call a Q-norm ¢ usual iff there is an € R such that 0g < ¢(x). The notion of usualness is a
property of degrees as follows from the next result.

Lemma 3.5.2. Let v, be Q-norms. If ¢ is usual and p <y, 1, then also v is usual.

Proof. By assumption there is a Lipschitz function f : R — R such that for all x € R we have
e(x) < P(f(z)). So taking z to be such that 0g < ¢(x) we get that also 0g < ¥(f(x)) and so ¢
is usual. O
Lemma 3.5.3. 1. For any Q-norm o and any s,t € w<“ we have (‘Psz ) = Pl

2. For any Q-norm ¢ and for any s € w<* we have | 5| <1, .

3. For any self-dual QQ-norm @ and any n € w we have that ¢ <y, goﬁﬂ.

4. For any usual QQ-norm @ and for any n € w we have that (‘pth ) Il <L .
5. For any self-dual usual Q-norm ¢ and for any n € w we have that ) <, .

Proof. 1. We have for any z € R that

~m

(@1s)) |y (@) = @15yt ") = (s "t 7 2) =0~y
2. The function f : R — R, x — s~ x is Lipschitz and we have that for all z € R that
pls)(x) = (s x) = o(f(z))

and thus |5 <p .
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3. To see that ¢ <p, (™! we take the Lipschitz function f : R — R,z + (n) ~ s. Then we have for
any z € R

p(a) = ¢ ((n) ~ ) = o1 (f(2))

and so ¢ <p, gom.
To see that p/™ £ ¢ we give a winning strategy 0 : w<“ — w for Player I in the game
GE (go("] , cp) as follows. We note that by assumption ¢ is self-dual and thus Player IT has a winning

strategy 7 : w<¥ \ {0} - win G%(% ) and define o by setting for any s € w<*

n, if s =0,

oc({xo,. - Zn)) = {

7(s), otherwise.

Then for any z € R we have that 5(z) = (n) ~ 7(x) and so
pM(@(@)) = " ((n) " 7(x)) = p(T(2)) £ ¢(x),

where the last inequality follows from the fact that 7 is winning for Player IT in G% (¢, ). In total this
shows that o is indeed winning for I in GE (<pr"7 , go) and so /™! 1, ¢ and thus in total ¢ <p, p!™, as
claimed.

4. For any z € R we have that

xz, if (n) Cx,
Og, otherwise.

(i)™ (z) = {

Since ¢ is usual by assumption, we can fix a z € R such that 0g < ¢(z). Now we define a function
f R — R by setting for any x € R

y, otherwise.

fla) = {% if z(0) = n,

Then f is Lipschitz and furthermore we have for any = € R that (¢|,|) ["1(z) < (f(x)), which shows

that ((p\_nj)rn-‘ <1, ¢.
5. Putting together part 3 and part 4 of this lemma we get that ¢ |} <t (chn | ) ml <, ©. O

Now we are ready to state and prove the main result of this section.

Proposition 3.5.4. Assume AD. For any usual Q-norm o, T(p) is ill-founded if and only if ¢ is non-
self-dual.

Proof. For the left-to-right direction we assume that ¢ is non-self-dual and let o : (w U {p})<¥ — w
be a winning strategy for Player I in G%,(go, ). Then we consider the sequence = := & (p(‘“)) and note
that for any n € w we can define a winning strategy o, : (w U {p})<* — w for Player I in the game

G%v@LxrnJ , ) by setting for any s € (w U {p})<¥
on(s) = a(p™ " s).
This is indeed winning for Player I, since by construction we have for all z € (w U {p})* that

Plat, ) (Ta(2)) = @, | (@FR™ 7 5)) = p(filter((p™ 7 5)) = p(filter(s)).

From this we can for any n € w construct a winning strategy 7, : w=*\ {0} — w for Player IT in the
game GE(% @\, |) by setting for all s € w<e\ {0}

Tn(s) = Un(S rlh(s)fl)'

This is indeed winning for Player I1, since for all x € R we have that 7, () = 7,,(x) and so

o) < Plar, | (@n(®) = Plap, | (TalT))-
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This shows that for any n € w we have ¢ <p, ¢ |, | and thus by Lemma 3.5.3 that ¢ <y, |, | and a
fortiori that ¢ <w |4, |, Which shows that z is a path in T(¢). Thus T () is ill-founded.

For the right-to-left direction we assume towards a contradiction that T(y) is ill-founded and ¢ is
self-dual. Then we take a path = € [T(y)]; so we have ¢|,; | =w ¢ forall n € w. By Lemma 3.4.3
and Lemma 3.5.2 it then follows that for any n € w the QQ-degree ¢, | is self-dual and usual. But by
Lemma 3.5.3 we then get for any n € w that

Plalusr] = Plat, (@(n))] = (‘PLzrnJ)Lw(n)J <L Pz,

and thus we have an infinite <1,-descending sequence in Q¥, contradicting the well-foundedness of <j,.
O

The two corollaries for the original Wadge hierarchy and the hierarchy of norms are as follows, taking
Orv to be the element 0 € TV for the case of the original Wadge hierarchy.

Corollary 3.5.5. Assume AD. For any A € P(R) with A # R we have that T (x 4) is well-founded if
and only if A is self-dual.

Proof. This follows from Proposition 3.5.4, since for any A € P(R) \ {R} there is € R such that
Xa(z) = 0and so x4 is usual. O

Corollary 3.5.6. Assume AD. For any regular norm we have that T() is well-founded if and only if ¢
is self-dual.

Proof. This follows from Proposition 3.5.4, since for any ¢ € OF and any » € R we have that p(x) > 0
and so in particular any ¢ € A is usual. O
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Chapter 4

The Hierarchy of Regular Norms

In this chapter we will analyze the structure of the hierarchy of regular norms in detail. We will especially
focus on establishing a lower bound for the order type of the hierarchy of regular norms. Using the
abstract approach from Chapter 3 many results could be stated abstractly, which would thus provide the
analogous result for the original Wadge hierarchy, but throughout this chapter we will only consider the
hierarchy of regular norms.

4.1 The Ordinal 2

As shown in Proposition 3.3.15 we have that, assuming AD and DC, the hierarchy of regular norms
(N/=y,<w) is a well-order. So we define an ordinal X, the length of the hierarchy of norms, by setting
Y := otyp(N /=y, <w). Our main goal in this chapter will be to investigate the value of . Before we
get to new results we first repeat the formerly known best lower and upper bound for 3. All results of this
section can be found in the article [LowO05b].

4.1.1 A Lower Bound

We note that since by Proposition 3.1.9 we have for any two regular norms ¢, that lh(yp) < lh(y))
implies that ||y, < |¢|y. Therefore (N /=, <w) is stratified into ©-many blocks each of which
contains all norms of a given length. Furthermore we have the following result regarding regular norms
of non-limit length.

Proposition 4.1.1. Let o < © be arbitrary. Then for any two regular norms o, with lh(p) = lh(¢) =
o+ 1 we have p =g, 1.

Proof. To see that ¢ <p, 1) we take an y € R such that ¢)(y) = « and consider the constant Lipschitz
function f : R — R,z + y. Then for all z € R we have that p(x) < ¢(f(z)), since lh(p) = o+ 1,
and so ¢ <p, ©. By symmetry of the argument we get that ¢ =y, . O

Thus for any ordinal « that is not a limit ordinal, the regular norms of length o form a single Lipschitz
degree and therefore a single Wadge degree. Thus we can expect that the regular norms of non-limit
length do not contribute much to the overall value of ¥. So we now focus on regular norms of limit
length. We note that since © is a cardinal there are ©-many limit ordinals strictly below ©. This leads to
the following definition:

Definition 4.1.2 We let (A, | @ < ©) be an enumeration of all limit ordinals strictly below ©.

For any @ < © we let & denote the regular norm @ : R — ©, z — «, which is of length @ + 1.
Assuming AD and DC we define for any o < © an ordinal X, by setting

Yo = sup{[ply | Ih(p) < Ao}
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In light of Proposition 3.1.9 and Proposition 4.1.2 — assuming AD and DC — we have for any o < ©
that So = | Ao

. Furthermore directly from the definition of the >, we get that
w

Y =sup{Z, | @ < O}.

Thus if we are able to obtain lower bounds for the ¥, s, we immediately get a lower bound for . Our
goal throughout the rest of this subsection will be to show that for any a@ < © we have that ¥, > © - «,
which already implies that ¥ > ©2.

Definition 4.1.3 For any regular norm ¢ we define a regular norm ¢ by setting for all z € R

) = {‘P(gw (2)) + 1, ifz(0) #0,

p(x), otherwise.

Proposition 4.1.4. If o is a regular norm such that 1h(y) is a limit ordinal then p <w ¢™.

Proof. We assume towards a contradiction that o+ <w . Let x € R be such that the continuous
function g, witnesses this, i.e., forall y € R, o1 (y) < (g, (y)). Then we get

p(g.((1) ")) = 0" ((1) 7 2) = 9(ga((1) ~ 2)) + 1> p(g((1) ~ @),

which is absurd. O

Definition 4.1.5 For two regular norms ¢, 1 we say that ¢ is embedded in 1) iff there is some x € R such
that forall y € R, ¥(z x y) = ¢(y).

Lemma 4.1.6. If ¢ is embedded in 1, then ¢ <y, 1.

Proof. Let x € R be such that for all y € R we have ¢(z * y) = ¢(y). Then we give a winning strategy
o w<¥\ {#} — w for Player IT in the game G (¢, ) by setting for all 5 € w<« \ {0}
x (@) , if 1h(s) is even,
o(s) = Ih(s)~1 . :
s|(—5—), if Ih(s)isodd.

This strategy is indeed winning for IT since for any y € R we have (y) = x *y and so p(y) = ¥ (T (y)).
[

Now we can establish a lower bound for the number of regular norms of a given limit length.

Lemma 4.1.7. If A < O is a limit ordinal and oo < © arbitrary, then there is a strictly <w-increasing
sequence (@, | v < ) such that for all v < « we have lh(p,) = .

Proof. Since o < © we fix a surjection s : R — «v. Furthermore we fix a regular norm ¢ with lh(p) = A.
Now we define a strictly <y-increasing sequence (i, | ¥ < «) of norms of length \ recursively on v as
follows. We set ¢ := . Then we assume that ¢ is already defined for £ < v and define a regular norm
o, by setting forall z, y € R

PulE ) {s@(y), if o(y).

Since by induction hypothesis we have lh(y,) = X this definition ensures that also lh(y}) = A. Further-
more for all { < v we have by Lemma 4.1.6 that ¢ <w ¢},. Now we let ¢, := (¢})". Then we still
have 1h(p,) = A and furthermore by Lemma 4.1.4 we get that ¢ <w ¢, for all { < v, concluding the
proof. O
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Theorem 4.1.8. We assume AD and DC. Let o < O. Then we have ¥, > O - a. For a < w we even
have that ¥, > © - (o + 1).

Proof. We assume towards a contradiction that this claim is not true. Then let o be the least ordinal such
that there is a regular norm ¢ with l1h(¢) = A, + 1 and such that |¢|\y, < © - (v + 1), if @ < w, and
lolyw < © - a otherwise. We fix such a regular norm ¢ and distinguish the following cases.

Case 1is that « = 0. Then lh(yp) = w+ 1 and |p|y, < ©. But then by Lemma 4.1.7 there is a strictly
<w-increasing sequence (¢, | v < |p|y + 1) of regular norms with Ih(v), ) = w for all v < |p|y + 1.
But then for any v < [p]y, + 1 we can inductively establish that we have [+, | > v. So in particular for
V=), We have [¢]y > |@lyy, while Th()) < 1h(p), which is absurd.

Case 2 is that « is a successor ordinal, say v + 1. Without loss of generality we assume that o > w.
The argument for o < w is very similar. Let 1) be a norm of length A, + 1. Then by minimality of o we
have that ||, > © - (7 + 1). Since, however, o was a counterexample, there is an ordinal { < © such
that |¢|\,;, = © - (v + 1) 4 (. But then again by Lemma 4.1.7 we get a strictly <-increasing sequence
(¥, | v < ¢ + 1) of regular norms with Ih(¢),) = A, for all v < {4 1. Then since ||y, > © - v we
get that for all v < ¢ + 1, [¢h, |y > © - v + v and so in particular [¢¢|y,, > © - + ¢ = ||y, while
lh(¢)) < lh(¢p), which is absurd.

Case 3 is that o is a limit ordinal. Then © - av =, _, © - 7. Soif ||y < © - v there is v < v such
that |¢|\;, < © - . But by minimality of v we can take a regular norm ¢ with 1h(z)) = A, 4 1 and get
that ||y > © -y > ||y and so ¢ <w 1, while Ih(¢) < lh(y), which is absurd. O

This now immediately gives us the desired lower bound for 3.
Theorem 4.1.9. We assume AD and DC. Then we have that ©% < ..

Proof. Using Theorem 4.1.8 we can calculate that

Y =sup{¥, | a < O} >sup{®-a|a < O} = 6%

4.1.2 An Upper Bound

In this subsection we will give a combinatorial argument that 3 < ©, thereby providing an upper bound
for . As in the last subsection the content of this subsection is taken from the article [Low05b].
We start by introducing a few new pieces of notation that we are going to use in the following.

Definition 4.1.10 For any ordinal £ we let ®¢ := {o € N | |¢|\y = &}
For any strictly regular norm ¢ we define X, C Rtobe X, :={z*y | ¢(z) < (y)}.

We now note that for the assignment of strictly regular norms ¢ to X, is injective.
Lemma 4.1.11. For two strictly regular norms ¢, 1) we have that X, = X, implies that ¢ = ).

Proof. Let ¢, 1) two strictly regular norms such that X, = X;,. Then defining binary relations <., <y
by setting for all z,y € R
r<py & o) <e(y),
r<yy & Y(@) <U(y),

we get for all z,y € R that x <, y if and only if z <, y. Using this we show now that ¢ = ) by
showing inductively that for all @ < w we have that p~1[{a}] = ¥~ [{a}] as follows. For any given
a < © we assume that for all o’ < « we already have that o~ [{o’}] = ¥~ ![{a/}]. Then by surjectivity

of ¢ we get that
o '{a}] = {x ER\ ( U Lp_l[{o/}]> | xis <,-minimal in R \ ( U go_l[{o/}]> }
( U wl[{o/}]) } :

a’'<a a’'<a
Analogously we get

v {a}] = {x eR\ < U wl[{a’}]> | zis <,-minimal in R\

a'<a
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But then since for all @’ < « we have that ¢! [{a/}] = 1~ ![{a/}] and since the relations <, and <y,
are identical, this already implies that = [{a}] = ¥~ [{a}]. O

Now we note that as shown in Section 3.1 we have that (N /=, <w) and (N'/=,,, <w) are isomor-
phic and therefore otyp(N’/=,,, <w) = X. Using this we obtain the following result.

Theorem 4.1.12. Assume AD and DC. Then we have that ¥ < O,

Proof. We assume towards a contradiction that ®¢ # ( for all ¢ < ©*. Then we define a map
w: ©F — O by setting for all £ < ©:

w(€) == minfa | 3p € N (lphy = € A1X, [ = a)}-

Now by Lemma 2.1.2 we have that there is an ordinal & < ©, a subset S C O and a bijectionb : © — S
such that we have that w[S] = {a}.
Now for any £ € S we set

H¢ = {Xgo € P(a)(R) | |‘P|W =N |X<p|;v = a}.

Then the sequence (Hy(,) | v < ©) is a ©-sequence of elements of P(*) (R). But then we see that there
must be two 70,71 < © such that Hy(,)y N Hy(,) # 0, since otherwise the function f : PE(R) —
©,A — min{y | A € Hy)} would be a surjection and since there is a surjection g : R — P we
would get that there is a surjection f o g : R — 0, yielding a contradiction.
Thus we take two ordinals 7o, y1 < © such that Hy(,,y N Hy(,) 7# 0. But if we take X, € Hy(,,) N
Hb(,h), then we have
lelw = b(y0) # b(71) = |l »

a contradiction. ]

Thus in total we have — assuming AD and DC — established that ©2 < ¥ < ©%. The rest of this
thesis will be devoted to improving the lower bound for 3, while we will note refer to the upper bound
again before Chapter 5.

4.2 Self-Duality

The aim of this section will be twofold. First, we are going to characterize self-dual degrees in the
hierarchy of regular norms by properties of their Wadge rank. Secondly, we are going to show that
there are both unboundedly many self-dual and non-self-dual degrees in the hierarchy of regular norms.
Towards this end we will introduce several operations on A~ which will be of use later on.

First we begin with introducing the join operation, which on the level of Wadge ranks as well as
Lipschitz ranks corresponds to taking suprema of countably many ranks.

Definition 4.2.1 We call a subset & C w<% a partition of w<¥ iff for any two u,u’ € U with u # u’ we
have u ~ w<Y Nu' ~ w<* = () and we have | J o, u ™~ w<¥ = w<¥.

Given a partition U of w<*“ and a family {¢, | u € U} of regular norms we define a regular norm
P.cus u- the join of { . | u € U} by setting for any v € U and any = € R:

<EB Wu) (v x) =y ().

ueU

An important special case for a partition of w<* is the set U, = {(n) | n € w}. For a family
{¢n | n € w} of regular norms we define a family {¢/, | u € U, } by setting ¢, = ¢n, forall n € w.

We then write €D, ¢n to denote the regular norm €p,,;, ¢,
Now we show that the join operation respects <p, and <yy and therefore is an operation on degrees.

Lemma 4.2.2. Assume AC,(R). IfU is a partition of w<* and {¢, | u € U} and {¢], | u € U}
are two families of regular norms such that for all uw € U we have that ¢, <1, ¢, then we have that
Ducr Pu <L DBycy o The same is true with <1, replaced everywhere with <yy.
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Proof. We show the claim for <p,. The argument for <y is analogous. We assume that ¢, <p, ¢!,
for all w € U. Since U C w<¥ is a countable set, we can then by AC,,(R) choose a winning strategy
oy w<¥\ {0} — w for Player IT in the game GE(apu, ©!,) for any u € U. Then we give a winning
strategy o : w<¥ \ {}} — w for Player II in the game GE (Bt Pus Bucy ©lu) by setting for all
s€w<w\ {0}
) s(lh(s) = 1), ifthereisu € Us.t. s C u,
ouls) = ou(s\ u), if there is u € Us.t. u C s.

This strategy is indeed winning for Player I1, since for any v € U and z € R we have that 5 (v~ x) =
v Ty (x) and so we have

(@ sou> (0" 2) = (@) < & (Ta()) = (@ sou> (v " Tu(a) = (@ ¢u> (0~ ).

u€eU ueld uelU
O

Thus assuming AD, which we need to choose representatives for countably many degrees simulta-
neously, we can extend the join operation to Lipschitz and Wadge degrees by setting for a partition ¢/ and
a family {p,, | v € U} of regular norms:

Pleul : [@ souL,

ueU ueU
and @[gpu]w = [@ @u] )
ueU ueU W

Next we are going to show that on the level of Wadge ranks and with certain restrictions also of
Lipschitz ranks the join indeed acts as a supremum operation.

Lemma 4.2.3. Let U be a partition of w<* and {p,, | u € U} a family of regular norms. Then we have
forall v € U that ¢, <L, @ueu pu. The same is true with <y, replaced with <w everywhere.

Proof. We only show this for <p; the argument for <y is completely analogous. We fix v € Y. Then
a winning strategy o : w<“ \ {#} — w for Player IT in G (90, By Pu) is given by setting for all
s € w<v\ {0}

s(lh(s) — (Ih(v) + 1)) if Ih(s) > Ih(v).

This is indeed winning, since for any z € R we have 5(z) = v~ x and so

pu(r) = (@ ¢u> (v x) = <@ %) (@(x)).

ueU uel

o(s) = {v(lh(s) - 1), if Ih(s) < Ih(v),

O

Lemma 4.2.4. We assume AD. IfUd C w=<¥ is a partition of w<*, then for any regular norm v and any
family {@., | v € U} of regular norms such that 1 <w @,y Pu there is a u € U such that 1 <w ©,.

Proof. By assumption Player IT has no winning strategy in G%V (@u cu Pus 1/}). Therefore by AD Player
I wins G%V (B, ey Pu»¥) with a winning strategy o : (w U {p})<* — w. Since U is a partition of w<*
there is a unique w € U/ and a unique 7 € w such thatu =& (p(”)). We fix this u and this n and give a
winning strategy 7 : (w U {p})<¥ — w for Player I in G= (¢, ) by setting for any s € (w U {p})<*

7(s) :=o(p™ 7 s).
This is a winning strategy for Player I, since for any « € (w U {p})* we have that
Y(filter(x)) = ¢ (filter(p™ ~ z))
< (@ %) (@(p™ ") = (@ %) (u™ 7(2)) = pu(T(z)).
vel velu

In total this shows that ¢ < ,, as claimed. O
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This particular result does not hold for the case <p,, but we still can give a similar result.

Lemma 4.2.5. We assume AD. Let {p,, | n € w} be a family of regular norms. Then for any regular
norm v with v <1, @,,c., ©n there is an n € w such that | <y, @n,.

Proof. By assumption Player IT has no winning strategy in Gf (@u cu Pus w). Therefore by AD Player
I wins GE (D,,c., ¥n,¥) with a winning strategy ¢ : w<* — w. Then we fix n := () and get a
winning strategy 7 : w<“\ {#} — w for Player IT in the game G (¢, ¢,,) by setting for all s € w<«\ {f}

7(s) = a(s).
Then for all z € R we get that (5(x))(0) = n and 7(z) = (x) \ (n) and so

P(x) < <EB %) (@(2)) = en(@(2) \ (1)) = @n(T(2)).

mew

This shows that ¢ <y, @,,. O

Lemma 4.2.6. We assume AD and DC. IfU C w<¥ is a partition of w<¥, then for any family
{¢u | ©v € U} of regular norms we have that

P eu

ueU

= sup{|uly [ u € U}.
w

Furthermore if {¢,, | n € w} is a family of regular norms such that for all n € w there is m € w such
that p,, <1, Pm, then we have that

P en

new

= sup{lenly | n € w}
L

Proof. It follows from Lemma 4.2.3 that sup{|¢y|y | v € U} < |B, ey Pu |W. For the other direction
we assume towards a contradiction that sup{|¢u|y | v € U} < [B,cyy Pu |W. But then we take a regular
norm ¢ such that ||, = sup{|pu|yw | © € U} and get that o) <w P, ;; ©u- But then by Lemma 4.2.4
we get that there is v € U such that ) < ¢,, contradicting the fact that ||, = sup{|pu|y | ©v € U}.
The second part of the lemma follows analogously just using in place of Lemma 4.2.4 that by Lemma
4.2.5 it follows that for any ¢ <y, P, c,, ¥n We have n € w such that ¢ <y, ¢, and that thus there is

m € w such that ¢ <p, ¢, <1, ©m. O

Next we are going to show — using the join operation — that under the assumption of AD and DC for
any regular norm ¢ we have that ¢ is self-dual if and only if |¢|,y is a limit ordinal and cf(|p|y) = w.
The proof that we are going to present is a slight modification of a proof given for a similar fact in the
article [Dup03].

Lemma 4.2.7. We assume AD. Let {¢,, | n € w} be a family of regular norms such that for all n € w
there is m € w such that @, < @.,. Then @ n, is a self-dual regular norm.

new

Proof. We define a function f : w — w by setting for any n € w:
f(n) =min{m € w | v, <L ©m}

Since for any n € w we have ¢, <1 ¢f), we have that Player IT loses Gf(gpf(n), ) and so by
AD Player I wins GE(cpf(n), ©n). Then by AC, (R) we choose for any n € w a winning strategy
Ot w<¥ — w for Player I in Gg(wf(n), ©n). Now we define a winning strategy o : w<* \ {0} — w
for Player IT in the game G (D,,c., ¥n> Prey, ¥n) as follows for any s € w< \ {}:

() = {f(S(O)), if 1h(s) = 1
50y (5T in(s)_2): if 1h(s) > 1.
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This is indeed winning for II, since for any m € w and € R we then have that 7((m) — u) =
(f(m)) ~ Fm(x) and so

(@ %) ((m)" ) = om(z) < @ pim)([@m(2)) = (EB %) (F(m))” om(x)) = (EB %) (@(2))-

new new new
O

Proposition 4.2.8 (Duparc). We assume AD and DC. Let ¢ be a self-dual regular norm. Then there
isU C w< such that {u~ w<“ | u € U} is a partition of w<* and for each u € U the norm p,,,| is
self-dual with || <w @ and o = D, 1/ Plu)-

Proof. We prove this proposition by induction on ||y, and so assume that the claim was shown for every
self-dual regular norm ¢ with ¢ <w ¢. Since ¢ is self-dual, we have that T(y) is well-founded and so
9T (i) is a partition of w<“. Now for any s € 9T () we define a set s C w<* by distinguishing two
cases.

Case 1 is that ¢ | is non-self-dual. Then we set U, := {{)}.

Case 2 is that o is self-dual. Since s € OT(yp) and thus in particular s ¢ T(p) we have that
¢|s] <w @ and so by induction hypothesis we fix a partition /; of w<* such that for all u € U, we have
that Pls is non-self-dual and Plsu <W PLs) and furthermore ¢ ;) = @ueus Pls ")

Now we set U := {s " u | s € IT(p),u € Us} and since both T (¢) and all the U, are partitions
of w<* we get that also I/ is a partition of w<“ and therefore ¢ = @, ;, ¥ |- By construction for any
v € U we have that o, is non-self-dual and ¢|,| <w ¢. O

Proposition 4.2.9. We assume AD and DC. Then we have for any regular norm ¢ that @ is self-dual if
and only if |p|y is a limit ordinal and cf(|p|y) = w.

Proof. For the left-to-right direction let ¢ be self-dual. Then as in Proposition 4.2.8 we find a partition
U of w<* such that ¢ = D.cu ) and for any u € U, @, is non-self-dual. But by Lemma 4.2.6 we
also have

ol = sup {|@(u|y lueU}.

If now the set {|(u|y, | « € U} has a maximum, then there is u € U such that ¢ =w @|,,, but this

is absurd, since ¢ is self-dual and (|, is non-self-dual. Thus for all u € U we have |<pw |w < |elws
which in total implies that \g0|w is a limit ordinal. Furthermore, since U/ is countable, it follows that
of (jghy) = w.

For the right-to-left direction let {(cv, | n € w) be a strictly increasing sequence of ordinals such that
lolw = sup{a, | n € w}. Then — using AC,, — we choose a sequence (p,, | n € w) of regular norms
such that for all n € w we have |, |y = a;,. Then we consider the norm ¢ := P, ., ¥». By Lemma
4.2.7 we have that ¢ is self-dual and by Lemma 4.2.6 we then have that ||\, = sup{|on|yw | 7 € w}
and so ¥ =w . It thus follows that ¢ is self-dual. O

Using this result as a starting point we will show that in the hierarchy of regular norms strictly above
every regular norm there is a non-self-dual norm and a self-dual norm and introduce operations on A/
pointing to <y minimal such norms. The key step for this endeavor is the definition of an operation that
assigns to each regular norm ¢ a regular norm ¢*"® such that |*"““|, = ||\ + 1. We will give such
an operation in the following and note that this operation is considered for the first time in this thesis.

Definition 4.2.10 Let x,y € R. Then we call y a stretch of x iff there is a strictly increasing function
f:w— wsuchthatforalln € w

y) = {x(f‘ () +1, ifne flu],

0, otherwise.

We call z the unstretch of x iff y is a stretch of z.

We note that for any y € R there is at most one unstretch. Furthermore for any y € R there is exactly
one unstretch if and only if 3°°n (x(n) # 0). Thus for any y € R with 3°n (x(n) # 0) we write
unstretch(y) to denote its unique unstretch.
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Definition 4.2.11 For any regular norm ¢ we define a regular norm ", the successor of , by setting
forany x € R:

suce () = {g&(unstretch(a:)) +1, if3%°n (z(n) #0),
0, if v*n (z(n) = 0).

We note that for any regular norm ¢ we have that

(i) — h(ep), if 1h(¢) is a limit ordinal,
14 "~ |Ih(p) + 1, otherwise.

The intuition behind the definition of ¢*"°¢ is the following. Given any = € R a regular norm of the form
©9° on input x reads x by sequentially reading x(n) for n < w, ignoring every 0 and assembling for all
n € w with z(n) > 0 the values 2(n) — 1, building a new sequence in w<%. If this procedure results in
areal y € R, then ¢ outputs p(y) + 1. Otherwise ¢*"°° just outputs the default value 0. Thus in the
game GE (¢, ) Player I can always just win by playing O first and then playing 0, whenever Player
IT passes, and playing n + 1, whenever Player IT plays some n € w. The idea is that this somehow gives
Player I the minimal necessary advantage in the game G%V(cpsu“, ). We will formalize this idea in the
proof of the following lemma.

Lemma 4.2.12. 1. If ¢ <w v then ©3"¢ <yy 95",
2. For every regular norm @ we have ¢ <y "
3. We assume AD. For any two regular norms 1, @ such that 1) <w ¢ we have 1 <w .
4. We assume AD and DC. Then for any regular norm @ we have that |¢*"|\,, = ||y + 1.

succ

Proof. 1. Leto : w<\ {#} — wU {p} be a winning strategy for Player IT in the game G, (¢, ). Then

we can define a winning strategy o’ : w<* \ {#} — w U {p} for Player II in the game G‘:%V(apsucc7 hSuce)
by setting for all s € w<* \ {}

o(s) = o(unstretch(s)) + 1, if s(lh(s) —1) >0,
o 0, otherwise.

Then for any z with infinitely many n € w such that #(n) = 0 we have that also o’(x) has infinitely
many n € w such that (¢/(z))(n) = 0 and so

(PSUCC (l‘) =0= wsucc (ﬁlter(?(l‘)))

If, however, x has cofinitely many n € w such that x(n) # 0, then filter(o’(z)) has the same property
and its unstretch is equal to filter(g(unstretch(x))). So we get that

%" (z) = p(unstretch(x)) < y(filter(a(unstretch(x)))) = 5"(filter(a” (x)).

Hence in total this shows that ¢ is winning for Player IT in G\%,(gos““, 51 and so U <y SUCe,
2. We give a winning strategy 7 : (wU{p})<“ — w for Player I in the game G%V(aps““, ) by setting
forall s € (wU {p})<¥

(5) = 0, iflh(s) = 0or lh(s) > 0 and s(lh(s) — 1) =p,
~ | s(ih(s) — 1) +1, if Ih(s) > 0and s(lh(s) — 1) € w

Now let z € (w U {p})¥ be such that there are infinitely many n € w such that z(n) € w. Then by
construction unstretch(7(x)) = filter(x) and so

o(filter(z)) < p(filter(x)) + 1 = p**(F(z)).

If, however, Player IT plays a sequence = € (w U {p})* such that for cofinitely may n € w, x(n) = p,
then Player IT loses anyway. So in total we have shown that Player I wins G%V(QOSUCC, ) and so Player
IT has no winning strategy in this game, which implies that ¢ <y ©%"°°.
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3. Since ¥ < ¢®"°° we have that ¢*"°° £ ) and thus by AD Player I has a winning strategy
7 (WU {p}H)<® — w in the game G5, (™, ¢). Hence for any z € (w U {p})* with z(n) € w for
infinitely many n € w, we have that ¢)(z) < ¢™'°°(7(x)) and so in particular there are infinitely many
n € w such that (7(x))(n) > 0. Now we give a winning strategy o : w<“ \ {0} — wU {p} for Player IT
in the game G, (1, ¢) by setting for all s € w<« \ {(}

- b lfT(S rlh(s)fl) = 07
ols) = {T(s) — 1, if 7(8jue)_1) > 0.

By construction we then have for any y € R that filter(g(y)) = unstretch(7(y)) and so

P(y) <™ (T(y)) = e(filter(a(y))) + 1

and so ¢ (y) < p(a(y)). Hence Player IT wins G%\,(w7 ©%1¢¢) and so 1) < pSUee,

4. Since ¢ <w ¢*"°° we have ||y + 1 < |@|y. Butif [ply +1 < [¢®"°|y, then there is a
norm v such that ¢ <w ¥ and 1» <w ©°"°°, but the latter implies that ¥ <w @ and so ¥ <w ¢ <w ¥,
a contradiction. Hence we have |¢*"*°|, = |¢|w + 1. O

succ

Moreover we have that for any regular norm ¢ the regular norm ¢ is non-self-dual.

succ

Lemma 4.2.13. For any regular norm o we have that @ is non-self-dual.

Proof. We give a winning strategy 7 : w<“ — w for Player I in the game Gi (¢, ) by setting
forall s € w<¥
0 if lh(s) =0
T(8) := ! (5) ’
s(lh(s) — 1) otherwise.
For any € R we then have that 7(x) = (0) ~ x and so
PE(2) = p((0) " ) = (7)),

which shows that 7 is indeed winning for I and hence that Player II does not win the game
Gy (951, ¢51<C). Thus ¢ is non-self-dual. O

So we get as an immediate corollary of Lemma 4.2.12 and Lemma 4.2.13 that (5" is the <wy-
minimal non-self-dual degree strictly above .

Proposition 4.2.14. For any regular norm ¢ we have that [0™"|y is the <yw-minimal Wadge degree
such that [@|w is non-self-dual and [plw <w [¢*"|w.

Next for an arbitrary regular norm ¢ we are going to obtain the <vyy-least self-dual degree strictly
above ¢ by iterating the succ-operation w-times using the join operation.

Definition 4.2.15 For a regular norm ¢ we define a regular norm ¢ by setting 10 := ¢.
For n € w, n > 1 and a regular norm ¢ we define a regular norm ¢ ™" by setting for all z € R:

@(unstretch(z)) +n+1, if 3%°m (x(m) # 0),
n, otherwise.

For any regular norm ¢ we furthermore define a regular norm “ by setting for all n € w and x € R:

p(unstretch(x)) +n, if 3%°m (z(m) # 0),

n otherwise.

)

P (n) ") = {

Clearly we have 1 = 51 = (o 10)5uc¢ and Th(p*™) = 1h(p**) = lh(p). We are going to show
now that for & € w + 1 we have that |¢|y, = |¢|yw + .

Lemma 4.2.16. For any n € w, n > 1 and any regular norm o we have that o+ ("1 =p (7)™,
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Proof. We have that for any x € R

p(unstretch(unstretch(z))) + n+2, if 3°m € w (z(m) > 1)

(™) (2) = n+1, ifvV°m € w (z(m) = 1),
0, if v°m € w (z(m) = 0).
Now we give a winning strategy 7 : w<¥ \ {#} — w for Player II in the game

GE (et (7)) by setting for all s € w<« \ {0}
7(s) := s(lh(s) — 1) + 1.

Then for any z € R with z(m)

> 0 for infinitely many m € w we have that 7(z)(m) > 1 for infinitely
many m € w and that unstretch(z)

= unstretch(unstretch(7(x))) and so
@t (" (z) = p(unstretch(z))+n+2 = @(unstretch (unstretch(7(z))))+n+2 = (go“’)succ (1(x)).

For any z € R with 2(m) = 0 for cofinitely many m € w, however, we have that 7(z)(m) = 1 for
cofinitely many m € w and so that

<,O+(n+1)(l‘) =n+1= ((ern)succ (7’(1‘))

In total this shows that 7 is indeed a winning strategy for Player IT and hence that (" 1) <y (+7)*",
Next we give a winning strategy o : w<* \ {#} — w for Player II in the game
GE((pt™)™, (1) by setting for all s € w< \ {0}

s(lh(s) = 1) — 1, ifs(lh(s) —1) >0,
0, otherwise.

o(s) :=

Then for any z € R with 2(m) > 1 for infinitely many m € w we have that 5(z) has the property
that for infinitely many m € w we have &(z)(m) > 0 and furthermore unstretch(unstretch(z)) =
unstretch(a(z)) and so

(<p+")succ (z) = p(unstretch(unstretch(z)))+n+2 = p(unstretch(a(z)))+n+2 = "+ (F(x)).

For any « € R with 2(m) = 1 for cofinitely many m € w we have that also &(z)(m) = 0 for cofinitely
many n € w and so we have that

(™)™ (@) =n+ 1= D (E(2)).

Finally for any € R with z(m) = 0 for cofinitely many m € w we have that 3(x)(m) = 0 for cofinitely
many n € w and so
(@)™ (@) =0 < n+ 1= (5 ().

In total this shows that o is indeed a winning strategy for Player IT and hence that (™)™ <[, et tl),
O

Corollary 4.2.17. Assume AD and DC. Then for any regular norm ¢ and any n € w withmn > 1 we
have that

Proof. We prove this by induction on n. For n = 1 this follows from Lemma 4.2.12, since 1! = ¢suce,
Then we assume the claim for some n > 1. By Lemma 4.2.16 we have that o7 (" +t1) = (o17)51 and
so again by Lemma 4.2.12, using the induction hypothesis, we get

’(p+(n+1)‘w _ |(<p+n)succ|w _ |¢+n|w 4+1= |90|W +n+1.

This concludes the induction and hence the proof. [

Proposition 4.2.18. Let  be a regular norm. Then we have that

SDer =y @ cer(nJrl).

new
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Proof. First we note that for any z € R and n € w we have

P (n) ") =

new

p(unstretch(z)) +n+1, if3°m € w (z(m) # 0),
n, otherwise.

Thus for all z € R we have that o7 (z) < (B, ¢T™*Y) () and so we get that ' <,
DP,.c.. @t(+1) a5 witnessed by the identity function on R. In the other direction we give a winning
strategy o : w<* \ {0} — w for Player IT in the game G (B,,c., o+, o) by setting for all
s € wSw

new

(5) = s(0) + 1, if Th(s) =1,
7 s(lh(s) — 1), otherwise.

Then for any m € w and = € R we have that 7((m) ~ =) = (m + 1) ~ z and so if € R is such that for
infinitely many k € w we have that 2(k) > 0, then

P &+ ((m) ~ 2) = (unstreteh(z)) + m+ 1 = g ((m + 1)~ 2) = *(3((m) " 2).
new
If, however z € R is such that for cofinitely many m € w we have that z(m) = 0, then

Pt ((m) ") =m<m+1=¢"(m+1) ") =T GE(m) " x)).

new

In total this shows that ¢ indeed is a winning strategy for Player II and hence that
B, 0T < gt O

Corollary 4.2.19. Assume AD and DC. Let p be any regular norm. Then ||y, = |¢|y + w.
Furthermore [ty is the least self-dual Wadge-degree with [o]lw <w [ ]w.

Proof. By Corollary 4.2.17 we have that for any regular norm ¢ and any n € w
lot" | = lel +n.
Then by Proposition 4.2.18 and Lemma 4.2.6 we have that

@ (‘0+(n+1)

new

“p+w’vv =

w

— +(n+1)’ c }
sup{’cp w |new

=sup {(Jply +n+1)[ncw}

= |l +w.

Now we let ¢ be a regular norm with ¢ <w ¥ <w ¢™. Then there is n € w \ {0} such that
[vlw = || + nand so i =y T =w (T mD)suce, But then 1 is non-self-dual by Lemma 4.2.13.
Thus [p+%] is the minimal Wadge degree strictly <y-above [¢]w such that [¢T*]y is self-dual. [

Now to conclude this section we will give an alternative, simpler operation yielding for any non-self-
dual regular norm ¢ a <yy-minimal self-dual regular norm above (. This alternative operation will come
in very handy in Subsection 4.3.3.

Definition 4.2.20 Let ¢ be a regular norm. We define a regular norm ¢5t"°*? by setting for all z € R

stretch go(unstretch(x)), it 3%°m (x(m) 7& 0)7
@ (z) = .
0, otherwise.

Furthermore for any n € w we define a regular norm ¢ + n by setting for all z € R

(¢ +n)(z) = p(z) + 1.
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stretch

Lemma 4.2.21. Assume AD. If  is non-self-dual, then ¢ =y, ¢

Proof. The map f : R — R,z — = + 1 is Lipschitz and clearly for all x € R we have that p(z) =
@streteh( £(z)). This shows that ¢ <y, @Streteh,

For the other direction we note that by assumption ¢ is non-self-dual and so Player II does not have
a winning strategy in the game Gy (¢, ¢), which by AD implies that Player I has a winning strategy
o (wU{p})<¥ — win the game G (¢, ). Then taking z € (w U {p})* such that z(m) € w for
infinitely many m € w we have that

p(filter(z)) < ¢(a()).
Now we define a bijection g : wS* — (w U {p})=* by setting for any = € (w U {p})* and m < lh(z)

)b, if x(m) =0,
g(z)(m) = {x(m) —1, ifa(m)>0.

Then by definition of the stretch we get that for all € R with 2:(m) # 0 for infinitely many m € w we
have that
unstretch(z) = filter(g(x)).

Now using this we define a winning strategy 7 : w<* \ {#} — w for Player II in the game
GE(@reteh o) by setting for all s € w< \ {0}
7(s) = U(g(Shh(s)q))-

Then for any € R with infinitely many m € w such that z(m) # 0 we have that 7(z) = 7(g(x)) and
$O

et (z) = p(unstretch(z)) = p(filter(g(z))) < p((g(2))) = ¢(T(x)).

If, however = € R is such that there are cofinitely many m € w such that x(m) = 0, then ¢***¢*l(z) = 0
and so vacuously ¢*¢*" (1) < (7(x)). Thus in total we have shown that 7 is indeed a winning strategy
for Player IT and hence that ©5t¢*? <; o as claimed. O

Lemma 4.2.22. Let ¢ and i) be regular norms and n € w arbitrary. Then ¢ <y, v implies that p +n <y,
1 + n and the same with L replaced by W'.

Proof. We note that if f : R — R is any function such that for all z € R we have that p(z) < o(f(x)),
then clearly also p(z) + n < @(f(z)) + n. Thus taking f to be Lipschitz or continuous shows the
claim. O

Definition 4.2.23 Let ¢ be a regular norm. Then we define a regular norm " by setting for all z € R

©'((n) " @) = p(z) +n.

Proposition 4.2.24. Assume AD. If @ is a non-self-dual regular norm, then % =, ©".

Proof. We consider the Lipschitz function f : R — R,z — = + 1. Then we have for all x € R that
oY (z) < T (f(x)) and so we have that ¢V <y T,

For the other direction we define for any n € w a regular norm ¢,, by setting ,, := @stretch 4 p,
Then by definition of ™ we have that

30+w = @ Pn-

new
Furthermore we define for any n € w a regular norm ¢/, by setting ¢, = ¢ + n. Then by definition of
" we have that
0 =P

new
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We begin by showing that for any n € w we have that ¢,, =w ¢/,. For this we first note that since ¢
is non-self-dual, Lemma 4.2.21 implies that ¢ =vw ¢**°*" and so by Lemma 4.2.22 we finally get that

stretch 1n

On =0 =w @ +n=¢),.

But by Lemma 4.2.2 this already implies that

e =P en=w P =¢"

new ne€w

as claimed. O
Now we state and prove another small fact regarding self-duality that will be very useful later.

Lemma 4.2.25. If ¢ is self-dual, then we have that p +n <y, p foralln € w.

Proof. First we note that if ¢ is self-dual, then ¢ + n is self-dual for any n € w. The reason for this is
that any Lipschitz function f : R — R such that for all z € R we have that p(x) < (f(x)) also satisfies
that for all z € R we have that p(z) + n < o(f(z)) + n.

Also if ¢ is self-dual and again f : R — R is the Lipschitz-function witnessing it, then we have for
all z € Rthat p(z) + 1 < o(f(x)) and so p + 1 <p, .

But then inductively we get for self-dual ¢, assuming that o + n <y, ¢, that ¢ + n is itself self-dual
andso ¢ +n + 1 <y, ¢ +n <y, ¢. This concludes the proof. O

4.3 A New Lower Bound for X

In this section we will work towards getting an improved lower bound for ¥ by increasing the lower
bounds for the 3,s for all & < ©. Our strategy will be to show — using suitable operation on A/ — that the
ordinals ¥, are closed under multiplication, which we will then use to show that for all « < © we have
that 3, > ©(©%) and therefore ¥ > 0©%),

We will do this in several steps. In Subsection 4.3.1 we will introduce an operation on N acting
on Wadge ranks as ordinal addition. In Subsection 4.3.2 we will introduce an operation on A acting
on Wadge ranks as multiplication of a rank with w;. In Subsection 4.3.3 we will finally introduce an
operation on A acting on Wadge ranks as ordinal multiplication. Then we will wrap up everything and
prove the new lower bound for ¥ in Subsection 4.3.4.

The operation acting as addition and the operation acting as multiplication with w; on Wadge ranks
were — in the context of the original Wadge hierarchy — first considered by William Wadge (see [Wad12]).
The operation acting as multiplication on Wadge ranks was developed later. Again in the context of the
original Wadge hierarchy a complete treatment of this operation is given in the book draft [And00],
which credits the PhD theses [Ste77] and [VW77] as sources for it. The addition and the multiplication
operations operations were transfered by Benedikt Lowe to the context of the hierarchy of norms in
unpublished notes [Low10]. He also already showed that the addition indeed acts a addition. For the
multiplication, however, he only gave a lower bound for the multiplication. In this thesis, we will give
the exact action of all of the noted operations on Wadge ranks.

4.3.1 Closure Under Addition

The goal of this subsection will be to define for any two regular norms ¢, ¢ a regular norm ¢ + 1) such
that for any self-dual regular norm ¢ and an arbitrary norm ) we have that |¢ + |y = |¢|w + 1+ [¢|w
and 1h(¢ + ¢) = max{lh(p),1h(¢))}. Towards this end we will first introduce an auxiliary operation
@+ ¢V on N which assigns to every self-dual regular norm a successor.

Definition 4.3.1 Given a regular norm ¢ we define a norm ¢V by setting for all 2 € R:

v, . )wly), iftherearen,m € w such thatz = 0 ™ (m +1) "y,
(z) = if 7 = 0@
0, if x = 0.
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succ

Lemma 4.3.2. Assume AD. If o is a self-dual regular norm, then ¥ =vw @ and so ¢ <w @V. If
we furthermore assume DC we get as additional consequence that for any self-dual regular norm p we
have ’gpv|w = ||y + 1.

Proof. First we note that oV <p, "% as Player IT wins the game GE (oY, ) using the strategy
o:w<¥\ {0} — w defined by setting for all s € w<*\ {0}

0, if¥Vn < 1h(s) (s(n) = 0),
0 if¥n < 1lh(s) =1 (s(n) =0) A s(lh(s) —1) #0,

o(s) =10,
s(lh(s) — 1)+ 1, otherwise.

This strategy is indeed winning for IT; if 2 € R is of the form 0(®) ™ (m + 1) ~ y for some 7, m € w and
y € R, then by construction @(x) = 0*+1) ™ (y 4 1) and therefore unstretch(z(z)) = y. But then we
can calculate that

oV () =o(y) < o(y) + 1= ¢ (F(x)).

If, however, we consider the real 0(), then we get that 7(0()) = 0(“) and thus
(pV(O(w)) —0= (psucc(o(w)) — (psucc(a(o(w))).

Thus we have shown that indeed ¢V <1, ©®"°° and so a fortiori ¥ <y U,

For the other direction we first show that 0 <w ¢V . To do this we assume towards a contradiction that
Player IT has a winning strategy 7 : w<* — wU{p} in the game G%V (¢, ). Since we assumed that ¢ is
self-dual, we have by Corollary 3.5.6 that T(ip) is well-founded and so [T()] = 0. Hence in particular
filter (7(0(“))) ¢ [T(¢)] and so we can fix the minimal n € w such that filter(7(0™)) € 9T ()
and set 5 := filter(7(0™ ~ (1))). Then 7 induces a winning strategy 7’ for Player II in the game
(e ((gov) om0 "PLSJ) by setting 7/(t) = 7(0™) 7 (1) " ¢) for all t € w<« \ {}}. But clearly we
have that (V) Loy, = ¥ and that s ¢ T(p), which implies that ;) <w ¢. But then putting all
this together we get that

v
Y= (Sﬁ )Lo(n)/\<1>J <w Pls] <w ¥,
a contradiction. Hence we have shown that ¢ <w ¢V. Now by Lemma 4.2.12 and the linearity of <y
we can finally conclude that v < ", concluding the proof. O

Now we are ready to define the addition operation.

Definition 4.3.3 For any two regular norms ¢, ¢ we define a regular norm ¢ + 1) by setting

—~

) _Jely), ifthereiss € ws*suchthatz = (s +1) " (0) ",
(o4 0)(2) 1= {W? e

Lemma 4.3.4. For any regular norms g, o1, Vo, V1, if po <L %o and p1 <r, 1, then g + 1 <,
Yo + 1. An analogous statement holds for <wy.

Proof. Given winning strategies oo, 01 : w<% \ {#} — w for Player IT in the game GE(QOO,'(/JO) and

GE (1, 1), respectively, we construct a winning strategy 7 : w<“ \ {#} — w for Player II in the game
G (po + @1, %0 +1b1) by setting for all s € w<« \ {0}:

o1(s = 1)+ 1, if¥n <Ih(s) (s(n) #0),
0, if¥n <1lh(s) =1 (s(n) #0) A s(lh(s)—1) =0,
oo(s\ (slg)), ifIn<lh(s)—1(s=0),

where k = min{m < lh(s) | s(m) =0} + 1.

T(s) :=

This is indeed winning for Player I1, since for any x € R of the form = = (s + 1) ~ (0) — y for some
s €w<?andy € Rwe getthat 7(z) = (o1(s) + 1) ~ (0) ~ To(y) and so

(o +1)(®) = @o(y) < Yo(T0(y)) = (Yo +1)((@1(s) + 1)~ (0) ~ Fo(y)) = (Yo + ¥1)(T(x)).
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and for any = € R of the form z = (y + 1) we get that 7(z) = 71(y) + 1 and so
(b0 +¢1)(@) = ¢1(y) < 1(@1(Y)) = (Yo + 1) (@1(y) + 1) = (Yo + ¥1)(F(2))-

This establishes that g + @1 <y, 1o + 11. The argument for <y is completely analogous. O

Lemma 4.3.4 implies that the J-operation acts on Wadge-degrees, i.e., for any two regular norms
©, 1% we can define [p]lw + [¥]w := [p + ¥]w. The rest of this subsection will be devoted to showing
that the 4-operation really acts like addition on Wadge-degrees.

Lemma 4.3.5. 1. For any two regular norms , 1) we have that o <p, ¢ + 1 and ¢ <y, © + ).

2. We have o + 0= @V for any regular norm . Hence, assuming AD, if ¢ is self-dual and 1) is an
arbitrary norm, we have that ¢ < ¢ + 1.

3. We have that

(@ +9) s41) = @+ 915
and
@+ ) a1y = ¢

Sforany s € w<v.

Proof. 1. We consider the Lipschitz functions f : R - Rz — (0) "zandg : R - Rz — o + 1.
Then for any z € R we have that

p(x) < (p +9)(0) ~ z) = (f(2))

and
¥(z) < (p+9)(z+1) =v(g(2)).

This shows that indeed ¢ <, ¢ + v and ¢ <, ¢ + 9, as claimed.
2. We note that for any x € R we have

- o(y), ifthereiss € w<* suchthatz = (s+ 1) (0) " v,
(¢ +0)(z) = {0 :
, otherwise.

Hence we can give a winning strategy o : w<* \ {#} — w for Player IT in the game G (¢ + 0, ")
by setting for all s € w=<*\ {0}

0, if Vn < 1h(s) (s(n) # 0),
o(s) =<1, if ¥n < 1h(s) —1(s(n) #0) A s(lh(s) —1) =0,
s(lh(s) — 1), otherwise.

This is indeed winning for Player II, since for any = € R of the form z = (s + 1)~ (0) ~ y for some
5 € w< and y € R we then have that 7(x) = 0*()) = (1) ™ y and so

(¢ +0)(@) = py) = @V (0D ™ (1) " y) = ¥ (a(x))
and for any € R of the form = = y + 1 for some y € R we have that 7(z) = 0() and so
(p+0)(@) = 0=V (0“) = oV (a(x)).

We can give a winning strategy 7 : w<* \ {#} — w for Player IT in the game G=(¢V, ¢ + 0) by
setting for all s € w<“ \ {0}

, if Vo < lh(s) (s(n) = 0),
, if¥n < 1lh(s) = 1(s(n) =0) A s(lh(s) —1) #0,
s(lh(s) — 1), otherwise.

O =

T(s) :=

This strategy is indeed winning for Player II, since for any 2 € R of the form 2z = 00 = (m + 1) "y
for some n,m € w and y € R we have that 7(x) = 1(") = (0) ~ y and so

P (@) = o(y) = (¢ FO)(A™ 7 (0) " y) = (0 + 0)(7(2))
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and for 0() € R we have that 7(0(“)) = 1() and so
PY(0W) =0=(p+0) 1) = (0 +0)(@(2)).

This establishes that indeed ¢ + 0 =, ¢V.
3.Ifz € Risof the formz = (¢t + 1) ~ (0) ~ y for some ¢ € w<* and y € R, then we can calculate
that

P+ ) sr1y(@) = (e +)(s+1) " 2) = (@ +)(((s 1) +1) " (0) " y) = 0(y) = (¢ +¢15)) (@)

and if z € R is of the form « = (y + 1) for some y € R, we can calculate that

(0 F+9) [s11) (@) = (0 +9) (s +1) " 2) (@ + ) (s y) +1)) = (s ™ y) = Y5 (W) = (¢ + Y1) (2).

Furthermore for any « € R we can calculate that

(0 +9) i1y (@) = (9 F (s +1) ™ (0) " @) = ().

Lemma 4.3.6. Assume AD. For regular norms o, 1,1’ and o self-dual we have that

e+ <wety & <y

Proof. We have already shown the left-to-right direction in Lemma 4.3.4. For the other direction
we assume that there is a winning strategy o : w<“ \ {#} — w U {p} for Player II in the game
G\év (p+v,p+1"). Now we claim that according to o, Player IT will never be the first player to
play 0, i.e.,

Vs € w\ {0} (o(s+1) #0).

To show this we assume towards a contradiction that there are s,t € w<% such that
filter((s + 1)) = (t + 1) = (0). But then we get that (¢ + ¢)|s41) <w (¢ + w/)L(t—H)A(O)J and thus
that

o <w s = (e + V) st Sw (@ +Y) a0y = ¢

which is absurd.

Using this we now define a strategy o’ : w<*\ {#} — w U {p} for Player IT in G, (¢,¢) by setting
for every s € w<« \ {0}
o(s+1)—1, ifo(s+1)€w,

o (8) = p, ifo(s+1)=p.

But this strategy is winning for Player II, since for any 2 € R we have that o/(z) = &(x + 1) — 1 and so
P(z) = (¢ +¥)(x +1) < (o +¢)(filter(@(z + 1)) = ¢/ (filter(F(z + 1) — 1)) = ¢'(filter(o’ (z)).
O

Lemma 4.3.7. Assume AD. Suppose ¢ and ) are regular norms such that ¢ <w 1. Then there is a
regular norm x such that

o+ x=w .

Proof. LetT := {s € w<“ | ¢ <w || }. By assumption ¢ <w % andso ) € T. Also if s € T and
t C s, thent € T, since p <w ww <w thJ' Hence T’ is a tree. Furthermore 7' is pruned. To see this
we assume to the contrary that there is an s € T such that for all n € w we have s (n) ¢ T'. But then for
all n € w we have Pls™ )] <w « and so by Lemma 4.2.4 we have that |, = @, ., Pl my) <w ¢
and so s ¢ T, a contradiction.

Now since T is a pruned tree, its body [T] C R is a non-empty closed set and so there is a surjective
Lipschitz function f : R — [T'] such that f [y = id[). We let h : w=* — T be a surjective, monotone
and strictly infinitary function inducing f. Next we define a regular norm x := v o f and claim that

o+ x=w .
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To show this claim we first define a winning strategy 7 : w<* \ {0} — w U {p} for Player II in
the game G%V(z/}, @ + x). For this we first note that the set w<* is countable and so we choose for any
t € w<¥\ T a winning strategy o; : w<“ \ {0} — w U {p} in the game G%V(ww ,©), which exists by
definition of T'. Now we go on to define 7 by setting for all s € w<“ \ {0}

s(lh(s) —=1)+1, ifseT,
0, if s ¢ T, but s[y,(5_1 € 7T,
7(8) := < o4 (u), if s ¢ Tand sy, 5—1 ¢ T
where t is the unique terminal node in 7" s.t. £ C s

andu € w<¥iss.t.s =t wu.

To see that this strategy is indeed winning for IT in G%V(zp, © + x) we note that for any z € [T'] we have
7(x) =2+ 1 and so

P(z) = x(z) = (¢ + x)(z + 1) = (¢ + x)(filter(7(z))

and for € R\ [T], considering the unique terminal node in ¢ € T such that x =t~ y for some y € R,
we getthat7(z) = (t+ 1)~ (0) " oy

o¢(y) and so
V(@) =P (y) < p(filter(Ti(y))) = (¢ + x)((E+1) ~ (0) ~ filter(3(y))) = (¢ + x)(filter(7(y)))-

Thus we have established that 1) <w ¢ + x.

Next we define a winning strategy 7/ : w<“\ {0} — wU{p} for Player IT in the game G%v(gp—i—x, ).
For this we choose for any ¢ € T' a winning strategy o : w<“\ {0} — wU{p} in the game G%V(go, Vis))s
which exists by definition of 7. Now we go on to define 7’ by setting for all s € w<%¥ \ {0}

h(s—1)(Ih(s) — 1), if Vn < 1h(s) (s(n) # 0),
(s) = min{n € w | h(shp)—1) () €T}, ifVn <lh(s) =1 (s(n) #0) A s(lh(s) —1) =0
o (s \ (s1mt1)), if 3n <Ih(s) — 1 (s(n) = 0),

where m € w is minimal s.t. s(m) = 0.

This strategy is indeed winning for Player II; for any 2 € R of the form z = y + 1 for some y € R we
have that 7/(z) = lim{h(y],,) | m € w} = f(y) and therefore

(o +x)(@) = x(y) = ¥(f(y)) = Y(filter(r'(x))).

On the other hand for any = € R of the form 2 = (s + 1) = (0) ~ y for some s € w<* andy € R we
have that there is a ¢ € T such that 7/(z) = ¢~ o (y) and therefore by choice of o} we get that

(o +x)(@) = @(y) < 9y (filter(ai(y))) = B(t filter(oy(y))) = Y(filter(t”o{(y))) = Y(filter(7'(x)).
This establishes that o 4+ y <w % and thus in total that ¢ + Y =w 1), as claimed. O

Next we give a purely ordinal arithmetical argument showing that the results we have established
up to now suffice to characterize the action of the 4--operation on the level of Wadge ranks of self-dual
regular norms in terms of ordinal addition.

Lemma 4.3.8. Let X be a set of ordinals and § an ordinal. Let A : X x § — Ord be such that for all
a € Xand B, € 6 we have

Ala, f) < Ale,B) & p<p
and for all o € X and v € § such that o < ~y there is an ordinal § € 6 such that
Ale, B) =~

and for all @ € X we have
Ala,0) = a+ 1.

Then for all « € X and 8 € 0 we have that A(a, B) = a+ 1+ 5.
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Proof. We show this by induction on 8. Let @ € X be fixed. The base case is immediate since by
assumption A(a,0) =a+1=a+1+0.

For the successor step we need to show that A(a, 8 + 1) = A(a, §) + 1. To see that A(a, ) + 1 <
A(a, B+ 1) we simply note that by assumption 8 < /5 + 1 implies that A(«, 5) < A(a, 8+ 1). Now we
assume towards a contradiction that A(c, 3) +1 < A(a, 8+ 1). Then we have that A(«, 3) < A(a, 8)+
1 < A(a, S+ 1) and since there is no ordinal 8’ such that 5 < 8’ < 8+ 1, this implies that for no ordinal
~ we have A(«, v) = A(a, 5)+1, although clearly o < A(ex,0) < A(ev, 8)+1, which is a contradiction.
Hence using the induction hypothesis we get that A(a, 5+ 1) = A(e, 5) + 1 =a+ 1+ (8 +1).

For 3 a limit ordinal we have to show that A(a, ) = sup{A(e, ') | f’ < B}. To show that
A(a, B) > sup{A(a, ') | 8/ < B} we simply remark that by assumption A(«, 5) > A(«, 8') for any
B’ < f. For the converse we assume towards a contradiction that sup{A(a, 8) | 8/ < 8} < A(«, B).
Then for all 3 < 3 we have A(«, 8"”) < sup{A(a, ) | 8’ < B} < A(«, 3), again contradicting our
second assumption as in the successor case. Hence by induction hypothesis

A(a, ) = sup{A(a, B') | B’ < B} =sup{(a+ 1+ ) | B < B} =a+1+5.
O

Theorem 4.3.9. Assume AD and DC. If p is a self-dual regular norm and ) an arbitrary regular norm,
then

lo +¥lw = lelw + 14 [Py -

Proof. Let X := {|p|y | ¢ isself-dual regular norm}. It follows from Lemma 4.3.4 that the map
A: X x X = Ord, (o, [¥]w) = ¢+ ¢y is well-defined. It follows from Lemma 4.3.6 that for
any o € X and 8,5’ € ¥ we have A(«, ) < A(a, ') if and only if 5 < . By Lemma 4.3.7 for any
a € X and any v € Ord with @ < v < X there is 8 < X such that A(«, ) = . By Lemma 4.3.5 we
have for all « € X that A(,0) = a + 1.

Thus all prerequisites of Lemma 4.3.8 are satisfied and we get that for all « € X and 5 € Y we have
A(a,B) = a+ 1+ 3, i.e., that for any self-dual regular norm ¢ and any regular norm v we have that

|80‘i‘@/’|vv: |90|W+1+|¢|W' [

Thus we have fully characterized the action of the 4-operation on Wadge degrees if the regular norm
on the left is self-dual. Putting together several facts that we have shown until now we can furthermore
give an upper bound for the general operation of + on Wadge degrees.

Proposition 4.3.10. Assume AD and DC. Then for any two regular norms p, ¥ we have that

lo + 1w < lelw +w+ [Py -

Proof. We have that ¢ is self-dual and so, since [ |y, = ||\ + w, we get that

[0 F ol = o™y 1+ [0y = lely +w+ ¥y -
But since ¢ <1, ™ we have that |¢ + ¢|, < [T 4+ 9|y and thus the claim follows. O

Next we note that we can iterate addition up to, but not including, wj -fold by the following definition.

Definition 4.3.11 Assume AC,,. We define for any Wadge degree [¢]y of regular norms Wadge degrees
[¢]w © « for any ordinal « with 1 < v < wy by recursively setting:

o Weset [plw © 1 := [p]w.
e For « a successor ordinal, say o = v + 1, we define [p]w © « := ([p]lw ©7) + [¢]w-

e For « a limit ordinal we take a sequence {(«,, | n € w) of ordinals cofinal in « and choose —
using AC,, — a sequence (¢, | n € w) of regular norms such that for any n € w we have that

Un € [¢]w - @ Then we set
[QO]W Oa= [@ ¢71] .
w

new
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That this is already well-defined follows from the next lemma.

Lemma 4.3.12. Assume AC,(R). If {¢n | n € w} and {¢, | n € w} are families of regular norms
such that for all n € w there is a k € w such that p,, <1, ¥y, then we have that

@@n <L @wk

new kew
The same is true for <y, replaced with <\ everywhere.

Proof. We only show the proposition for the case of <y, since the case of the <y is completely anal-
ogous. To do this we construct a winning strategy o : w<“ \ {#} — w for Player II in the game
Gt (B,,c0, Pn> Brcr, ¥ic) as follows. First we fix the function

frw—=wn—min{k €w|p, <t pi}.

Then using AC,,(R) we choose for any n € w a winning strategy o, : w<* \ {#}} — w for Player IT in
the game Gf(cpn, ©f(n))- Now we set for any n € wand s € w<¥

f(n), ifs=0,
on(s), otherwise.

o({n) " s):= {

Then o is indeed winning for Player II, since for any m € w and x € R we have that 7({(m) ~ z) =
(f(m)) ™ @m(x) and so

<EB %) (m)"z) = @m(x) < Vym) (Tm(2)) = (EB 1/)k> ((f(m)) Tm(z)) = <EB m) (@(x)).

new kew kew

O

Now to see that the limit step of Definition 4.3.11 is actually well-defined. For this we first note
that given a choice (o, | n € w) of a cofinal sequence of ordinals for «, we have that the choice of
representatives 1, € [p]w - A, does not matter, since the join operation acts on Wadge degrees. Thus we
only have to show that the choice of the sequence cofinal in « does not matter. So we let (a,, | 1 € w)
and (8, | n € w) be two sequences of ordinals cofinal in . Then using AC,, we choose sequences
(Y, | n € w) and (¢!, | n € w) of regular norms such that for all n € w we have that ¢,, € [¢]w - an
and !, € [¢]w - Bn. But then, since (a,, | n € w) and (B, | n € w) forany n € w we have a k € w
such that av,, < f3; and so directly by the definition of [¢]w - v for v < «, we see that then v, <p, ;..
Thus by Lemma 4.3.12 we have that @, . ¥n <w @, 1},- But then by symmetry it follows that
P,.co, Un =w Pc., ¥y» Which shows that [p]w © « is indeed well-defined.

Next we show that this operation acts as multiplication with a given ordinal o < w; on the level of
Wadge ranks.

Lemma 4.3.13. If p, ) are self-dual regular norms, then the norm o + 1 is also self-dual.

Proof. Let 0,01 : w<“ \ {0} — w be winning strategies for Player II in the game G (¢, ¢) and
Gy (1, ), respectively. Then we verbatim repeat the construction in the proof of Lemma 4.3.4 to obtain
a strategy 7 : w<* \ {0} — w for Player IT in the game Gy (¢ + 9, » + ). This strategy is winning
for Player II, since as shown in Lemma 4.3.4 for any € R of the form z = (s + 1) = (0) ~ y for some
sew“andy € Rwegetthat7((s + 1)~ (0) " y) = (G1(s) + 1) ~ (0) ~ 7o(y) and so

(p+ 1) (@) = o(y) < v(@0(y)) = (¢ +¥)((F1(s) +1) 7 (0) " T0(y)) = (¢ + ) (7(2)).
On the other hand for 2 € R of the form x = (y + 1) we have that 7(x) = o1(y) + 1 and so
(p+)(@) = () <¥(@1(y) = (¢ +¥)@I(Y) + 1) = (¢ + ¥)(F(2)).
In total this shows that Player IT wins the game Gy (¢ + 1, ¢ 4+ v) and so that ¢ 4 ¢ is self-dual. [

Proposition 4.3.14. Assume AD and DC. For all « < wy, if [¢|w is a self-dual Wadge degree, then for
any o < wy, [plw © a is a self-dual Wadge degree. Furthermore we have for all a < w; that the Wadge
rank of [plw - v is [ply - o
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Proof. The first part of the proposition follows directly from Lemma 4.3.13 and Lemma 4.2.7 by induc-
tion on a.
The second part also follows by induction on « as follows. For a = 1 we have that [¢]w © a = [p]w

and so |[plw © arlyy = [eolyy - o
For « a successor ordinal, say & = v + 1, we have that [p]w © a = [p]w © v + [¢]w but since
[p]w © 7 is self-dual, we then have that

[Plw © alw = llelw O7lw + 1+ lely = lelw -7 + 1+ ol -
But since ¢ is self-dual we have that |¢|;, > w and so it follows that

[elw © 04|w = |80‘w v+ 1+ |‘P|w = “P|W Y+ |90|w = |80|w T Q.

Finally for «v a limit ordinal we have by induction hypothesis that |[¢]w - &'|\y = ||y - @ for all
o/ < «. But then we have that for some sequence (o, | n € w) of ordinals cofinal in « that

@([SD] © an)

new

= sup{|lp] © anlyy | n € w} = sup{|ply-an | n € w} = [ply-a.
w

lelw © aly =

O

This result is the basis for our investigation of an operation acting as multiplication with w; on Wadge
degrees in the next subsection.

4.3.2 Multiplication with w,

In the last subsection we have constructed an operation on self-dual Wadge degrees for multiplication
with an arbitrary ordinal & < w;. Now we will define an operation ¢ + ¢% on A such that for any
self-dual ¢ we have that |<pt"w = ||y - w1

Definition 4.3.15 For any regular norm ¢ we define ¢ by setting for all z € R

ply), ifdscw“(x=s"(0)" (y+1)),
Pi) = {ply), ifz=(y+1),
0, if 3%°n € w (y(n) = 0).

The idea behind this definition is that ¢ on input 2 € R sequentially reads 2(n) and assembles a
sequence y at the side by at step n appending z(n) — 1 to the sequence assembled up to now, if x(n) > 1.
Otherwise, if x(n) = 0, the sequence assembled up to now is erased instead and a new recording of a
sequence ¥ potentially begins in the next step. If this procedure results in a sequence y € R, then ("
outputs ¢(y), otherwise 7 outputs the default value 0.

We will formally capture this idea using the following auxiliary definition:

Definition 4.3.16 We fix some 10 ¢ (w U {p})=* U (w U {p}) and use this as a symbol that we read as
“not defined”. Then we define a function record : w<* — w=* U {nd} by setting for all z € w=*

y—1, if Im <lh(z)Vn >m (n <lh(z) = z(n) #0),
record(z) := where y is the unique maximal end-segment of z s.t. Vn < lh(y) (y(n) > 0),
no, otherwise.

Furthermore we define NRec : wS¥ — w + 1 by setting for all z € w<¥

card{n < lh(z) | z(n) =0} + 1, if card{n <lh(z)|z(n) =0} € w,

_ | |
Mol = {Card{n < Ih(z) | 2(n) = 0}, if card{n <Ih(z) [ z(n) = 0} = w.
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According to this definition we get that for any € R we have that record(z) = nd if and only if
NRec(x) = w. We can now use these auxiliary function to note that for any regular norm and any z € R
we have that

f p(record(z)), if NRec(z) € w,
pi(x) = :
0, otherwise.

We will not use this presentation of ¢? in this subsection. However, in the next subsection it will be used
to simplify the presentation of norms resulting from successive applications of several operations on V.

In the remainder of this subsection we are going to show that the operation ¢ — o really acts on
self-dual Wadge ranks as multiplications with wy .

Lemma 4.3.17. For two regular norms @, 1) with ¢ <w 1 we have that p* <w "

Proof. Weleto : w<“\ {0} — wU{p} be a winning strategy for Player IT in the game G%V(go, ). Then
we define a winning strategy 7 : w<* \ {#} — w U {p} by setting for all s € w<« \ {(}

) = {0, if s(Ih(s) — 1) =0,

T(t —1) 4+ 1, otherwise, where ¢ is the maximal end-segment of s s. t. Vn < 1h(¢) (¢(n) # 0).

This is indeed winning for IT; if x € Ris such thatx = s~ (0) ~ (y + 1) for some s € w<“ and y € R,
then by construction there is some ¢ € (w U {p})<% such that 7(z) = ¢ ~ (0) ~ (a(y) + 1) and so we
have that

i) = o(y) < Y(filter(@(y))) = ¢ (filter(t ~ (0) ~ (@(y) + 1)) = ¢* (filter (7(2))).
If x € Ris such that © = y 4 1 for some y € R then we have that 7(z) = &(y) + 1 and so again
Pi(2) = ply) < Y(filter(@(y)) = ¥ (filter (@ (y) + 1)) = ¢¥(filter(7())).

If, however, € R is such that there are infinitely many n € w such that z(n) = 0, then there are also
infinitely many n € w such that (7(z))(n) = 0 and thus we have that

¥ (z) = 0 = ¢f (filter(7(x))).
This shows that 7 <y 7. O

This shows that the f-operation acts on Wadge degrees, i.e., for any regular norm ¢ we can define

el = lelw-

Lemma 4.3.18. For any self-dual regular norm ¢ the regular norm ©° is non-self-dual.

Proof. Let o : w<* \ {0} — w be a winning strategy for Player II in the game G (¢, ¢). Then we
define a winning strategy 7 : w<“ — w for Player I in the game G5 (¢7, ) by setting for all s € W<«

(s) 0, if Ih(s) = O orelse s(lh(s) — 1) =0,
T(s) 1=
o(t—1)+1, iftisthe maximal end-segment of s s.t. for all n < 1h(¢): t(n) # 0.

This is indeed winning for Player I; we note that for any z € R of the form x = y + 1 for some y € R
we have that 7(z) = (0) ~ ((y) + 1) and so

P (T(2)) = 9" ((0) ~ [@(y) + 1)) = (@(y)) > ¢(y) = ¥*(2).

Furthermore for any « € R of the formz = s = (0) ~ (y + 1) for some s € w<* and y € R we have
t € w<¥suchthat7(z) =t~ (0) ~ (c(y) + 1) and so

G(T(x) =t~ (0) " (F(y) + 1) = 0(@(Y)) > () = ().

Finally for any « € R such that there are infinitely many indices n € w such that z(n) = 0 we get that
there are infinitely many indices n € w such that (7(z))(n) = 0. Hence we have

¢*(T(2)) = 0 = ().

In total we thus get that for any = € R we have that ©*(7(z)) > ¢%(z), which shows that Player T wins
Gy (%, %) and so Player IT has no winning strategy in Gy (%, %), which in turn implies that ¢ is
non-self-dual, as claimed. O

55



Lemma 4.3.19. Assume AD. Let ¢ be a self-dual regular norm. For any two regular norms 1, x <w ¢"
we have that ¢ + x <w ¢

Proof. We note that — since ¢° is non-self-dual — by Proposition 3.4.7 we have that v,y <w
©% implies that Player II wins the games Gy (v, %) and G (x, %) with winning strategies
70w\ {0} »wU{p}and 71 : w<¥\ {0} — w U {p}, respectively. Now we define a winning
strategy o : w<* \ {#} — w U {p} in the game G5, (¢ + x, ¢7) by setting for all s € w<\ {0}

T1(s—1), if ¥n < 1h(s) (s(n) > 0),
o(s) = 0, if s(Ih(s) — 1) =0,
. T0(5\ (8,41)), if In <1Ih(s) — 1 (s(n) = 0) and s(lh(s) — 1) # 0,

where m < lh(s) — 1 is minimal s.t. s(m) = 0.

This strategy is indeed winning for IT; if x € R is of the form « = y + 1 for some y € R, then we get
that o(x) = 71(y) and so by choice of 71 we get

(¥ +x)(@) = x(y) < F(filter(Ti(y)) = @ (filter (7 (z)).

If € Risof the foomx = (s +1) ~ (0) ~ y for some s € w<“ and y € R we have a t € w<* such that
filter(a(z)) =t~ (0) ~ (filter(To(y))) and so by choice of 7y we get

(¥ +x)(2) = U(y) < ¥ (filter(To(y)) = (¢~ (0) ™ (filter(T(y)))) = ¢ (7 (2)).

This establishes that Player IT indeed wins Gy, (v + X, %) and so again by Proposition 3.4.7 it follows
that ¢ + v <w " as claimed. O

Proposition 4.3.20. Assume AD and DC. Let v be a self-dual regular norm. Then for any o < wy with
a > 0 we have that [o]lw © o <w [gp]%v

Proof. We show this by induction on «.

For the base case we need to show that ¢ <w . Since © is non-self-dual, by Proposition 3.4.7 this
is equivalent to showing that Player IT wins the game Gy (¢, ©"). For this we take a winning strategy
0w\ {0} — wU {p} for Player II in the game G, (¢, ¢), which exists, since ¢ is self-dual, and
define a winning strategy 7 : w<* \ {#} — w U {p} by setting for all s € w<«\ {}

7(s) :==o(s) + 1.
Then we have for all z € R that 7(x) = 7(z) + 1 and so
o(z) < o(filter(@(x))) = Y (filter(a(z)) + 1) =  (filter(7(x)),

which shows that this strategy is indeed winning for Player IT and so that ¢ <vw . But then we have

that [plw © 1 = [elw <w [¢liy.
For the successor step we take a successor ordinal «, say o = y+1. Then [¢]w ©Oa = [¢]w Oy+[e]w.
But by induction hypothesis we have [p]w © v < [cp]%v and by the base case we have [p]w < [ap]E,V and

so by Lemma 4.3.19 we have that [¢]w ©® v + [plw < [@]E,v

For the limit step we note that for some sequence {c,, | n € w) of ordinals cofinal in « and a sequence
(Xn | n € w) of regular norms with x,, € [¢]w © a,, for all n € w we have that

[@}W Oa= [@ Xn‘| .

new
But since for all n € w by induction hypothesis we have that [x,|w = [¢lw © an <w [cp]%v we get
by Lemma 4.2.6 that [¢]y, © @ = [@, e Xn]yw <w [p]%. But by Lemma 4.2.7 the regular norm
P,.c., Xn is self-dual and by Lemma 4.3.18 the regular norm " is non-self-dual. Thus we have that

Dcw Xn FwW ", from which it finally follows that [p]y, ® o <w [‘P]Ezv’ concluding the proof. O

Theorem 4.3.21. Assume AD and DC. For any self-dual regular norm ¢ we have that
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Proof. From Proposition 4.3.20 together with Proposition 4.3.14 it follows that for all @ < w; we have
|cph|w > ||y - « and thus that ‘90“|W > ||y - wi-

For the other direction we take a regular norm ¢ with ¢ <w " and show that there is o < w;
such that [¢)]w <w [¢] ® . Since o is non-self-dual we fix by Proposition 3.4.7 a winning strategy
o w<\ {0} — wU {p} for Player IT in the game G5 (1/, ¢*). We note that then for all z € R we
have that for cofinitely many n € w, (filter((x))(n) # 0. To see this we take towards a contradiction an
x € R denying this. Then by definition of ¢ we have ¢* (filter(7(x))) = 0 < 1(x), a contradiction.

Now based on o we define for any v € w<“ a winning strategy o, : w<*\ {0} — wU {p} for Player
IT in the game G5, (¢4, ") by setting for any s € w<*

This strategy is indeed winning for Player II, since for any « € R we have that o,,(z) = (u "~ ) and so

Pl (@) = plu " 2) < lElter(@(u " x))) = Y(flter(T2(2)))-

Furthermore it is also clear that o = oy.
Now we define a function r : w<* — w by setting for any s € w<%

(s) = 0, if Vi < 1h(s) (s(#) # 0),
e max{i < lh(s) | s(i) =0} + 1, otherwise.

Then we let < be the quasi-ordering on w<* defined by setting for any two s,t € w<¥
st o g C sl

Now using the strategies o, for u € w<* as fixed above, we define for any u € w<* a quasi-ordering
<, on w<¥ by setting for any two s,t € w<¥

s<yt & Ailter(ay(s)) < filter(a,(t)).

Next we note that for any v € w<% the quasi-order (w<%, <,,) is well-founded. To see this, we assume
towards a contradiction that <, is ill-founded. Then using DC we get an infinite strictly <,-decreasing
sequence (s; | i € w) € (w<“)“. But then

filter (7, (lim {s; | ¢ € w})) = lim {filter(y(s;)) | i € w}
and by definition of < clearly there are infinitely many n € w such that
(lim {filter(74(s;)) | i € w}) (n) =0,

which by definition of o,, implies that there is z € R such that for infinitely many n € w we have that
filter(a(x)) = 0, which contradicts our choice of o. Hence indeed (w<*, <,,) is well-founded.
Thus we can consider the order types ||| for any u € w<* and get that ||| < w;, since
“ is a countable set. Furthermore we note that for any s, u € w<“ we have that the two quasi-orders
({t ew<¥ | s Ct},<y)and (W<, < ~ ) are isomorphic as witnessed by the function

F:{tews|sCt} >w“ t—t\s.

This function is clearly bijective. Also we see that it is order-preserving, since for any ¢, t3 € {t € w<% |
s C t} we have by definition of <,, and < s that

t1 <y to filter(oy (t1)) = filter(a,(t2))

filter(a(u ~ )) = filter(a(u ~ t2))

filter((u " s~ (t1 \ s))) X filter(a(u " s (t2\ 9)))
filter (o, q( \ 5)) = filter(a,=_(t2 \ 5))
ti\s<,~ta\s

F(t1) <,~, F(ta).

(I R R
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Hence F is an isomorphism as claimed. In particular this implies that for any three s, u,t € w<% such
that s C ¢ we have that

Itl<, =\ sll< ~

Also we note that it follows from the definition of < that for any u € w<“ and any ¢ € w<%“ we have that
t <, 0.
Now we prove simultaneously for all u € w<* via induction on the ordinals c, := ||()]| . that

s

(1)) Sw [elw © (e +1).

For the base case we assume that o, = 0. Then for all s € w<“ we have that ) <, s and so by
definition of < we have for all s € w<* that r(filter(a,(s))) = 0 and so that in particular o,,(s) # 0.
But then we can give a winning strategy 7 : w<* — w U {p} for Player II in the game G%v(wtuj , ) by
setting for all s € w<¥

7(s) = ou(s) — 1.

This is indeed winning for Player IT, since then we have for any = € R that
Yluy(x) < O (filter(ay(z)) = o(filter(ay (z) — 1) = o(filter(F(z)).

Hence we get that [¢ ], <w [plw = [plw © 1.

Now we assume that «,, > 0 and take x € [p]w © ay,. Then we have for any s € w<*“ such that
[sll<, < o that H(Z)HSHAS = @,~, < aand so by induction hypothesis we have that ¢ ,~  <w Xx.
Thus for any such s we choose a winning strategy o, , : w<“ \ {0} — w U {p} for Player IT in the
game G%V(@/JLUAS |»X)- Using these strategies we define a winning strategy 7' : w<“\ {0} — w U {p}

for Player IT in the game G\%\/(’(/}LuJ , X + 1) by setting for any s € w<* \ {0}

ou(s), if HSllgu = Qy,

7_,(5) — 0, if ‘Shh(s)—ngu = ay, and H5||gu < Qs
o,.+(s\'t), otherwise,

where ¢ is the maximal initial segment of s s.t. [[t[|. = .

This is indeed winning for Player IL; if z € R is such that [|z[, ||« = o, forall n € w, then we have

that 7/(z) = &, (z) and since furthermore (7, (z))(n) # 0 for cofinitely many n € w we have by choice
of o, that

Vi) (@) < @ (filter(7u(2))) = p((filter(7,(2)) ~1) = (x+) (filter(Fu(2))) = (xFe) (filter('(2))).
If, however, x € R is such that there is n € w such that ||z {"HSH < «, then we let m € w be the least

such and get that 7/(z) = (,(,,)) ~ (0) ~ (a’ o @\ (z [m))) and thus

u7‘ m

D) () =¥, (0 (31,))
< x (fitter (o7, (@ \ (21,,))) )
= (x+9) (@) 0~ (o, @\ @)
= (x + ) filter (7' (2)).
In total this shows that indeed 1|,,; <w X + ¢ and so
[Vlu)]w <w Xw + [elw = [plw © au + [elw = [plw © (o + 1).

This induction in particular has shown that for every regular norm 1) such that 1) <w ¢ there is an
ordinal o < wy such that [¢)]; <w [¢] ® and so by Proposition 4.3.14 it follows that |¢* |W < |p|Owi,
concluding the proof. O
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4.3.3 Closure Under Multiplication

Without further ado we will now define the multiplication operation (, ) — ¢ ® 1) on NV, for which we
are going to show in this subsection that for any self-dual regular norm ¢ and any regular norm v such
that ||y is a limit ordinal of uncountable cofinality we have that

|<P®7/’|W = |§0|w TW1 - |¢|w

Definition 4.3.22 For any two regular norms ¢, 1) we define a regular norm ¢ ®1) by setting forall z € R

o(y), if In € w, (s, | M < 2n) € (W<¥)2n
((s04+1)"(0) (s141)" ()" ...” (0) (s20+1)" (0)" (y+1))
P(so sz ... san y) ifIn€w, (s, |m<2n+1) € (ww)2ntt
((s04+1)” (0) (s141) (0) .. (0) (s2n414+1)” (0) (y+1))

(oY) (z) == V(so " sy sy .., if s, | m € w) € (WW)¥
((50+1) " (0) (s141) () (s241) (0) )
0, if In € w (z(n) =x(n+1) =0).

We call € w=* product conform iff x = () or
z(0) #0 A (lh(z) <1V Vm<lhiz)—1(z(m)=0=z(m+1)#0)).
Product conform reals are indeed all we need, when working with norms of the form ¢ ® .

Lemma 4.3.23. Let ¢, 1), x be regular norms. If Player 11 wins the game GE (¢, © X), then there is
a winning strategy o : w<“ \ {0} — w U {p} for Player 11 in the game Gg (p, ¥ ® x) such that for all
x € R we have that 5(z) is product conform.

The analogous result holds for games of the form G (¢, ¢ ® ), G%V(go, Y © x) and Gy (¢, @ X).

Proof. We consider a winning strategy o : w<* \ {#} — w for Player IT in the game G (0,1 ® X).
Now we define another strategy o’ : w<* \ {(}} — w for Player II in the game GE (¢, © x) by setting

forall s € w<¥\ {0}
o' (s) = 1, ifo(s) = 0 and either 1h(s) = 1 or o(s[y,(5—1) = 0,
o(s), otherwise.

Then by construction for any € R such that (x) is product conform we have that (z) = ¢/(x) and
thus

p(z) < (Y © x)(filter(@(x))) = (¢ © x)(filter(o”(x))).

If, however z € R is such that &(x) is not product conform, then o/(x) is still product conform by
construction, but we have that

p(z) < (¥ © x)(filter(a(z))) = 0

and so ¢(x) = 0, which vacuously implies that p(x) < (¢ ® x)(filter(o’(z))). But this shows that ¢’ is
a winning strategy for Player IT in the game GE (¢, ® x). Analogous constructions work for the other
games listed in the claim. O

In light of this lemma, whenever we take an arbitrary winning strategy ¢ for Player II in a game of
the form G%V(cp, Y ®x), Gy (e, ¥ © x), GE (¢, ® x) and Gf (¢, ¥ ® x), we can always without loss
of generality assume that for all s € w=“ we have that 5(s) is product conform.

The idea behind the definition of the multiplication is the following. For regular norms ¢, the
regular norms ¢ ©® 1 reads a product conform real = by successively going through the natural numbers
z(n) for n € w by filling out two rows at the side in the following way. In the beginning, as long a
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no 0 is encountered row 1 is filled with the read natural numbers minus 1. However, an encountered O
means a row change and so a change to row 2 begins, where newly encountered natural numbers minus
1 are filled in until another O is encountered, which results in a further row change back to row 1 and so
on. Thus after reading the whole real x, assuming that it was product conform, we have a distribution
of natural numbers in two rows. If there are infinitely many natural numbers filled in in row 1, then we
assemble them into a single real z and ¢ © ¢ outputs 1(z). If, however, there are only finitely many
natural numbers filled in in row 1, then we consider the real y that was assembled in row 2 from the point
on, where the last change into row 2 occurred (i.e. we forget everything filled into row 2 beforehand) and
© © 9 outputs ¢(y).

Now using this idea we define the following auxiliary functions to simplify the presentation of ¢ ® v
considerably.

Definition 4.3.24 We define a function NCol : (wU{p})=* — (w+1)U{nd} by setting for all z € w=¥

card({n € w | z(n) = 0}),

if filter(z) is product conform and card({n € w | z(n) = 0}) = w,
NCol(z) = card{n € w | z(n) =0}) + 1,
if filter(z) is product conform and card({n € w | z(n) = 0}) € w,

no,

if filter(z) is not product conform.

We define a function cut : (w U {p})=¥ — ((w U {p})=*)=¥ U {nd} as follows. For any
x € (wU {p})=¥ such that filter(z) is not product conform we set cut(z) = nd. Forany z € (wU{p})<¥
such that filter(x) is product conform, however, we define cut(z),, for n < NCol(x) recursively by the
following terms

e cut(z)g is the unique maximal y € (w U {p})=* such that (y + 1) C x.
e cut(x),1 is the unique maximal y € (w U {p})=* such that we have

(cut(z)o+1) 7 (0) ~ (cut(x); +1) 7 (0) " ... 7 (0) " (cut(z), +1) " (0) " (y+1) Cz.
We define a function rowchoice : (w U {p})=* — {1,2,1nd} by setting for all z € (w U {p})=*

1, if NCol(z) = w,

1, if NCol(z) € wis odd,
2, if NCol(z) € w is even,
no, if NCol(x)

rowchoice(z) :=
=nd.
Then we define Row; : (wU {p})=¥ — (wU {p})=* U {nd} by setting for all = € (w U {p})=¥

cut(z)o ~ cut(x) ... cut(x) | Mool | if NCol(z) € w,
Rowi(z) := q cut(z)y ~cut(z)s ~ ..., if NCol(z) = w,
no, if NCol(z) = nd.
Also we define Rows : (w U {p})=¥ — (wU {p})=* U {nd} by setting for all x € (w U {p})=¥

Rows(x) cut(xz)Nncol—1, if rowchoice(z) = 2,
ows(x) :=
2 no, otherwise.

Now using this we can write down the definition of ¢ ©® 1 for two regular norms ¢, ¢ slightly more
concisely in the following way for any = € R:

(Rowy(z)), if rowchoice(z) =1,
(p ©9Y)(z) := < p(Rowz(x)), if rowchoice(r) = 2,
0, if rowchoice(x) = nd.

60



This will be useful to establish results regarding this multiplication operation. We will also use the
following facts which are immediate from the above definitions:

e For all z € R we have that rowchoice(x) = 1 if and only if there are infinitely many n € w such
that rowchoice(z[,) = 1.

e For all z € R we have that rowchoice(x) = 2 if and only if there are cofinitely many n € w such
that rowchoice(z|,,) = 2.

Lemma 4.3.25. If oo, p1,%0,%1 are regular norms such that o9 <w o and @1 <y 1, then
Yo © @1 <w Yo O P1.

Proof. We take winning strategies oo : w<* \ {#} = w U {p} and oy : w<* \ {#} — w for Player IT in
the game G%V(goo, 1) and Gf(gal, 1), respectively.

Now we define a monotone infinitary function g : w<“ — w<¥ such that for all product conform
s € w<¥ the following four properties are satisfied:

1. NCol(s) = NCol(g(s));

2. rowchoice(s) = rowchoice(g(s));

3. Rowi(g(s)) = a1(Row, (s));

4. If rowchoice(s) = 2, then Rowy(g(s)) = filter(ag(Rows(s))).

We define g(s) by recursion on the length of s € w<“. First we set g()) = 0. Now we assume that
g(s) is already defined for some fixed s € w<*. Then we let s’ = s (n) for some n € w and define g(s’)
by distinguishing several cases. First, if s’ is not product conform, then we simply set g(s') := g(s) ™ (0).
Therefore from now on we assume that s’ is product conform and distinguish cases as follows.

Case 1 is that rowchoice(s) = 1 and so rowchoice(g(s)) = 1.

Subcase 1.1 is that n = 0 and so rowchoice(s’) = 2 and NCol(s") = NCol(s) + 1. Then we set
g(s") := g(s) ~ (0), which by induction hypothesis directly implies that

NCol(s") = NCol(s) + 1 = NCol(g(s)) + 1 = NCol(s").

By assumption we have that Ih(s) > 1 and s(lh(s) — 1) # 0, since otherwise s’ were not product
conform. Therefore, since by induction hypothesis Row;(g(s)) = @1(Rowy(s)) and since 771, <w
is strictly infinitary, we have that lh(g(s)) > 1 and g(s)(lh(g(s)) — 1) = o1(Rowi(s)) +1 > 0.
Hence g(s’) is product conform and therefore rowchoice(g(s)) = 1 implies that rowchoice(g(s’)) = 2
and so rowchoice(s’) = rowchoice(g(s’)). Next we note that Row;(g(s’)) = Rowi(g(s)) and
Row;(s’) = Row;(s) and so by induction hypothesis Row;(g(s)) = o1(Rowi(s)). Finally we note
that Rowy(g(s")) = 0 = Rows(s’) and thus vacuously Rows(g(s’)) = filter(ag(Rowa(s))).

Subcase 1.2 is that n > 1 and so rowchoice(s’) = rowchoice(s) = 1 and NCol(s") = NCol(s). Then
we set g(s') := g(s) " (a1 (Rowy(s)) + 1). We have NCol(g(s")) = NCol(g(s) and so by induction hy-
pothesis NCol(g(s")) = NCol(s’). Also we have that rowchoice(g(s’)) = rowchoice(g(s)) = 1 and so
rowchoice(s’) = rowchoice(g(s’)). By induction hypothesis we have that Row1(g(s)) = o1(Row1(s))
and thus

Row1(g(s')) = Rowi(g(s)) ™ (01(Row1(s'))) = 71(Row1(s)) ~ (o1(Row1(s"))) = 1 (Row1(5)).

Case 2 is that rowchoice(s) = 2 and so rowchoice(g(s)) = 2.
Subcase 2.1 is that n = 0 and so rowchoice(s’) = 1 and NCol(s’) = NCol(s) + 1. Then we set
g(s") :==g(s) ~ (1,0), which by induction hypothesis directly implies that

NCol(s') = NCol(s) + 1 = NCol(g(s)) + 1 = NCol(s').

Also since rowchoice(g(s)) = 2 and by construction g(s’)(1h(g(s")) — 2) # 0, we then get that g(s’)
is product conform and so rowchoice(g(s’)) = 1 and thus rowchoice(g(s’)) = rowchoice(s’). Finally
we note that Row;(g(s’)) = Rowi(g(s)) and Row;(s’) = Rowi(s) and so by induction hypothesis
Row1(g(s)) = a1 (Row1(s)).

Subcase 2.2 is that n > 1 and so rowchoice(s’) = rowchoice(s) = 2 and NCol(s") = NCol(s). Then
we set g(s') := filter(g(s)” (oo(Rowsa(s")) + 1)) and get that rowchoice(g(s’)) = rowchoice(g(s)) = 2

~—
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and so rowchoice(g(s’)) = rowchoice(s’). Clearly we also have that NCol(g(s’)) = NCol(g(s)) and so
by induction hypothesis NCol(g(s")) = NCol(s"). Also by construction and the induction hypothesis we
have that

Rowa(g(s")) = filter(Row(g(s)) ~ (or0(Rows (')))
= filter(og(Rowa(s)) ~ (o0(Rowa(s")))
= filter(co(Rowa(s")).

Finally it is immediate that Row1(g(s’)) = Rowi(g(s)) and Row;(s’) = Rowi(s). So by induction
hypothesis we have that Row; (g(s’)) = Rowy(s').

This finishes the construction of g : w<¥ — w<“. We have verified at every step that the four
properties listed above are satisfied. Furthermore by the recursive construction g is monotone. To see that
g is infinitary we assume towards a contradiction that g is not infinitary, i.e., that thereisx € Randn € w
such that for all m € w we have that lh(g(z[,,)) < n. But considering the above recursive definition of g
we note that this can only be the case, if for cofinitely many m € w we have that o1 (x[,,) = p. But then
there are only finitely many m € w such that (7(x))(m) € w, contradicting the fact that oy is a winning
strategy for Player IT in a Wadge game. Thus indeed g is infinitary.

Now since g is monotone and infinitary, g induces a continuous function G : R — R. We claim that
G witnesses g © P9 <w 1 © U1, i.e., for all x € R we have that (o9 © ¢1)(z) < (Yo @ 9¥1)(G(z)).
To prove this we distinguish different cases for z € R.

If + € R is such that rowchoice(x) = 1, then for infinitely many m € w we have that
rowchoice(z[,,) = 1 and so by Property 2 of the function g we have infinitely many m € w such
that rowchoice(g(x1,,)) = 1 and so there are infinitely many m € w such that rowchoice(G(x)[,,,) = 1,
which in turn implies that rowchoice(G(z)) = 1. But now we note that by Property 3 of the function g
for all m € w we have that Row; (g(x1,,)) = a1(Rowi(z],,)) and so Row;(G(z)) = 1(Rowy(x)).
But since o is winning for Player IT in the game GE (¢1,11) we finally get that

(0 © ¢1)(x) = p1(Rowy (2)) < ¢ (Fr(Rowy(2))) = 1 (Row1 (G(2))) = (Yo © ¥1)(G(x)).

If, however, z € R is such that rowchoice(x) = 2, then for cofinitely many m € w we have
that rowchoice(z[,,) = 2 and furthermore NCol(x) € w. By Property 1 of the function g we have
for all m € w that NCol(z[,,) = NCol(g(z[,,). But then clearly also NCol(z) = NCol(G(x)).
Then since NCol(z) is odd, since rowchoice(x) = 2, we also have that NCol(G(x)) is odd and so
rowchoice(G(x)) = 2. But now we note that by Property 4 of the function g we have for cofinitely many
m € w that Rows(g(x[,,)) = filter(ag(Rowa(z],,))) and so Rows(G(x)) = filter(co(Rowz(x))). But
since o is winning for Player IT in the game G%V(go(h o) we finally get that

(0 © ¢1)(x) = po(Rows(x)) < tho(filter(ao(Rowz(x)))) = to(Rowz(G(x))) = (Yo © ¥1)(G(x)).

Finally if z € R is such that rowchoice(z) = ud, then z is not product conform and so
(0o ©® ®1)(x) = 0, which implies that vacuously we have

(o © 1)(x) < (Yo © P1)(G(2)).
In total this shows that g ® 1 <w Yo ® ¥ as claimed. O]

This result implies that for any regular norms ¢ and any non-self-dual regular norm v we can define
the ®-operation on Wadge degrees by setting [¢]w © [¢]w = [¢ © ©]w. The reason for this is that for a
non-self-dual regular norm v we have that [¢)]w = [¢], by Corollary 3.4.8.

Lemma 4.3.26. Assume AD. If p,v and x are regular norms such that  is self-dual, then we have that
PO <weOx = ¥ <wx

and
POV <L pOx = ¥ <y X

62



Proof. We only show that from ¢ ® ¢ <y ¢ ® x it follows that v <w x. The argument for <y,
runs analogously. We take a winning strategy 7 : w<* \ {#} — w U {p} for Player II in the game
G%V(go © ¥, © x). Without loss of generality we assume that for all z € R the real filter(7(x)) is
product conform. Furthermore for any ¢ € 9T(p) we choose — using AD and AC,,(R) — a winning
strategy o : (wU {p})<* — w for Player I in the game G%V(go, ©t))-

Next we recursively define a monotone and infinitary function f : w<* — w<% satisfying the follow-
ing two properties for any s € w<¥

1. rowchoice(f(s)) =1 and Rowy(f(s)) = s;
2. if rowchoice(filter(7(f(s)))) = 2, then Rowz (filter(7(f(s)))) € T(yp).

First we set f(})) = (. Now we assume that f(s) was already defined for a given s € w<,
let n € w be arbitrary and set s’ := s~ (n). To simplify our notation we then furthermore set
f'(s") := f(s) 7 (n+1). Now to define f(s") we distinguish three cases.

Case 1 is that rowchoice(filter(7(f'(s’)))) = 1. Then we set f(s’) := f’(s’). Then, since
by induction hypothesis we have rowchoice(f(s)) = 1 and Row;(f(s)) = s, we clearly have that
rowchoice(f(s")) = 1 and Row1(f(s)) = Row1(f(s)) ~ (n) = ¢

Case 2 is that rowchoice(filter (7(f/(s")))) = 2 and Rows(filter(7(f'(s")))) € T(¢). Then again
we set f(s') := f/(s’) and get as in Case 1 that rowchoice(f(s")) = 1 and

Rowi (f(s)) = Row1(f(s)) ~ (n) = 5.

But furthermore we get that rowchoice(filter(7(f(s")))) = 2 and Rowa (filter(7(f(s)))) € T(p).

Case 3 is that rowchoice(filter(7(f'(s")))) = 2 and Rowz(filter(7(f'(s")))) ¢ T(y). But then
clearly rowchoice(filter(7(f(s)))) = 2, since otherwise Row, (filter(7(f’(s")))) = 0 ¢ T(p), a contra-
diction. Thus by induction hypothesis Rows (filter(7(f(s)))) € T(¢) and so Rows(filter(7(f'(s")))) €
OT(y). To simplify our notation we now abbreviate ¢ := Row (7(f’(s’))) and t := filter(¢). But since
t € 9T () we can take the winning strategy o; for Player I in the game G%V(ap, ©t))-

Our idea is now to let Player I play according to the strategy o, to force Player IT — when reacting
with the strategy 7 — to change back to the first row in the game G%V(np ©® ¥, ® x). To implement this
we recursively define matches p,;, in the game G%V(cp ® 1, ® x) for any m € w by setting:

(po)r = f'(s") ~(0),
) (w1 <0’t(ROW2((pm)H) \ 1) + 1> , ifVk < m (rowchoice((pg)11) = 2),
(pm+1)l — @ .
) otherwise,
(Pm)11 == T((Pm)1)-

Now we assume towards a contradiction that rowchoice((p,,)11) = 2 for all m € w. Then by con-
struction we have for all m € w that (py )1 € (Pm+1)1and (P )11 € (Pim-+1)1x and rowchoice((pm )1) =
2 and (pm)ir = T((pm)1) and ROWQ((p77L+1) ) = G7(Rowa((pm)r1) \ ). Then we define z € R
and y € (wU {p})¥ by setting  := lim{(pp)1 | m € w} and y := Um{(pm )11 | m € w} and
by the properties just noted we get that rowchoice(z) = rowchoice(y) = 2, that y = 7(z) and that
Rows () = a3 (Rows(y \ ©)).

Since 7 is a winning strategy for Player II in the game G%V(cp ® 1, ® x) we furthermore get that

filter(y) € R and using this and the fact that o is a winning strategy for Player I in the game G%V(go, )
we can now calculate that

¢ © x(filter(y)) = p(filter(Rowz(y)))
= @(t " filter(Rowa(y) \ t))
= |1 (filter(Rowa(y) \ 1))
< (o7 (Rowa(y) \ 1)
= ¢(Rows (1))
=0 O ()
< ¢ © x(filter(7(z)))
= ¢ © x(filter(y))
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and so ¢ © x(filter(y)) < ¢ © x(filter(y)), which is a contradiction. So we let m > 0 be the least non-
zero natural number such that rowchoice((py,)11) = 1. First we note that (p,, )1 is product conform,

since (pm)II = ?((pm)ll)'
Now we set f(s') := (pm)1~ (0). Then we have that rowchoice(f(s")) = 1 and

Rowy (f(s')) = Row1(f(s")) = ¢,

since by construction there is some u € w<* \ {(}} such that f(s') = f/(s") ~ ( ) " (u+1) " (0). Fur-
thermore also directly by construction we have that rowchoice(7(f(s’))) = 1. This concludes the con-
struction of f.

It is clear from our recursive construction that f is monotone and infinitary. Now we claim that for
any z € R and any m € w there is & > m such that rowchoice(filter(7(f(x];))) = 1. To see this
we assume towards a contradiction that this is not the case and take # € R and m € w such that for all
k > m we have that rowchoice(filter (7(f(z[)))) = 2 and so Rowz (filter(7(f(z[;))) € T(y). But then
either filter(7(f(z)) € w<* or T(¢) is ill-founded. The former contradicts the fact that 7 is a winning
strategy for Player IT in a Wadge game and the latter contradicts the fact that ¢ is self-dual and therefore
by Corollary 3.5.6 the tree T(¢) is well-founded.

But then considering the continuous function /' : R — R induced by f we get for all z € R that
rowchoice(F'(z)) = 1, Row; (F(z)) = x and rowchoice(filter(7(F(z)))) = 1 and so

U(z) = @ OP(F(x)) < ¢ © x(filter(7(F(x)))) = x(Row, (filter(7(F(x))))-

But now we note that the function H : R — R defined as H := Rows, o(filter o7) o F is continuous and
witnesses ¢ <w X, thus concluding the proof. O

Lemma 4.3.27. Assume AD. Let ¢ be a self-dual regular norm and v an arbitrary regular norm. Then
@ © 1 is self-dual if and only if Y is self-dual.

Proof. For the left-to-right direction we assume that ¢ © 1) is self-dual. But then there is a winning
strategy 7 : w<“ \ {0} — w U {p} for Player IT in the game G, (¢ ® ¢, ¢ © v). But using the fact that
also ¢ is self-dual we can now from here on verbatim repeat the construction of the continuous function
F : R — Rin the proof of Lemma 4.3.26 to get that for all z € R

(@) = ¢ OP(F(x)) < ¢ @ pfilter(T(F(x)))) = (Rowy(filter(7(F(x))))-

Then setting H := Rows o(filter oT) o F" as there and noting that H : R — R is also continuous we then
have that for all x € R

Y(z) < (H(z)),

which implies that Player IT has a winning strategy in the game G+, (1, 1) and so that ¢ is self-dual.

For the right-to-left direction we assume that ¢ is self-dual. But then we take winning strategies
o0 w<“\{0} - wU{p}and oy : w<¥\ {0} — w for Player IT in the games G (¢, ¢) and Gy (¢, ¢)),
respectively. Furthermore since ¢ is self-dual we also note that Ih(p) > w and so we fix z € R such that
©(z) > 0. Then we define g : w<* — w<¥ for product conform arguments as in Lemma 4.3.25. For any
s € w<Y¥ that is not product conform, however, we set

£(s) g(t) " (0) " 2T if for ¢ C smaximal s.t. ¢ is product conform rowchoice(g(t)) = 1,
s) =
g(t) " (0,1,0) ~ 2[s), if fort C smaximal s.t. ¢ is product conform rowchoice(g(t)) = 2,

But then as in the proof of Lemma 4.3.25 we get that g is monotone and infinitary and we let G : R — R
be the continuous function induced by g. Then again as in the proof of Lemme 4.3.25 we get for any
product conform x € R that

(P OP)(x) < (p ©P)(G(x)).

If, however, « € R is not product conform, then we get that rowchoice(G(x)) = 2 and Rows(x) = 2
and so

(P OY)(x) =0<p(z) = (pOP)(G(2)).

This implies that Player IT has a winning strategy in the game G, (¢ ® ¢, ¢ ® ¢), which in turn implies
that ¢ © 1 is self-dual. O

64



Next we will state three lemmas expressing that the ®-operation behaves well under composition with
several other operations on A/ that we have already defined before. However, the proofs of these results
are very lengthy and give no new insights; so we will skip them here.

Lemma 4.3.28. Let , 1, x be regular norms. Then we have that o © (Y + x) =L ¢ @9 + 0 © x.
Lemma 4.3.29. Let ¢ be a regular norm and (1, | n € w) a sequence of regular norms. Then we have

that
JO] <@'¢n) =W @(@an‘i'@)'

new new
Lemma 4.3.30. Let ¢ and 1 be regular norms. Then we have that ¢ ® % =w (o ® )L

Now we are going to show that for ¢ self-dual and ¢ such that |¢|,; is a limit ordinal of uncountable
cofinality we have that [ © Y| = |¢|w - w1 - V|-

To do this we first show that for any self-dual regular norm ¢ and for any regular norm 1) with
|| = w1 we have that

lo © ¢|W = “P|w -w%.

Definition 4.3.31 We define a regular norm @ by setting for all v € w

We define a regular norm «j; by setting oj; := @7

Now to give a simple presentation of «j; we make the following auxiliary definition.

Definition 4.3.32 We define a function target : w=* — w U {nd} by setting for all x € w=*

z(0), if z # () and Vm < lh(z) (z(m) # 0),
z(max{n < lh(z) | z(n) =0} + 1), if Im < lh(x) (x(m)=0) A
target(x) := dn <lh(z) —1Vm>n
(m < lh(z) = z(m) # 0),
no, otherwise.

Also we define a function NTar : wS® — w + 1 by setting for all 2 € w=¥

card{m < lh(z) | x(m) =0} +1, ifcard{m <lh(z) | z(m) =

| }ew,
w, ifcard{m < lh(x) | x(m)

0
0} =w.

NTar(z) := {

Then by construction of «; we have for any x € R that

W (x) =
1) 0, otherwise.

. {target(x), if target(x) € w,

Also we note that evidently by the above definitions we have for any « € R that target(z) € w if and
only if there is some m € w such that for all n > m we have that NTar(z[,,) = NTar(z[,,). If these
equivalent statements are true, we also have for cofinitely many m € w that target(z) = target(z/,,).

Clearly we have that & = €, ., 7 and therefore & is self-dual and furthermore, assuming AD and
DC we have that |0]y, = w. But this already implies that ||y, = @7, = w - w1 = w;. Thus
we have obtained an archetypical regular norm of Wadge rank w;. Our goal now will be to show that
lo @ wilw = |elw - w? for any self-dual regular norm (. The next step will be to look at the other side
of this equality and for a given self-dual ¢ to find a regular norm ¢ such that [P|y, = ||y - wi.

Definition 4.3.33 Given a regular norm ¢ we define a regular norm ¢ by setting ¢ := ((goh)v)h.
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Now assuming AD and DC again we get for any self-dual ¢ that |<,0h |W = ||y - w1 and that o is
non-self-dual. This in turn implies that |(g0h)v‘ = |<ph|w + w = |@|y - w1 + w. But then again (¢%)Y
is self-dual and so finally we get that ||y = (Jo|y - w1 + w) - w1 = ||y - wi.

Thus our actual goal is to show that for all self-dual ¢ we have that ¢ © 1 =w @ or equivalently —
since ¢ is non-self-dual — that p ©® W =1, @.

To be able to do this we will look at these two norms a bit more carefully. We can calculate that for
any x € R we have that

©(y) +n, if there are s,t € w<* such that
z=s"(0)"(n+1)"(E+1) 1) (y+2)
orz=s"(0) " (n+1)" (y+2)
orz=(n+1)"(t+1)" (1) (y+2)

o(x) = orz=(n+1)" (y+2),

n, if there are 5,t € w<“ and z € R with V®°m € w (2(m) = 1) s.t.
xr=s(0)" (n+1)" (z+1)
orz=(n+1)" (z+1),

0 if v°m € w (z(m) = 0).

Here in total we distinguish seven cases. We will introduce two natural auxiliary functions to simplify
this presentation significantly.

Definition 4.3.34 We define a function target wWS¥ — wU {nd} by setting for all z € W<

z(0) — 1, if x # () and Vm < 1h(z) (z(m) # 0),
- z(max{n < lh(z) | z(n) =0} +1) =1, if Im <lh(z) (z(m)=0) A
target(x) := dn <lh(z) —1VYm>n
(m < 1h(z) = z(m) #0),
no, otherwise.

—_~—

We define a function record : w<* — w=* U {nd} by setting for all z € w=<

y—2, ifdn <lh(z) —1Vm >n (m < lh(z) = z(m) > 1),

/\—/d () where y € wS* is the unique maximal end-segment of z s.t.
record(x) :=
Vm <lh(y) (y(m) > 1),
no, otherwise.

—_ —_~—

To measure how often record and target get reset we define functions NTar NRec : wS¥ = w+1
by setting for all x € w<

ﬁ‘gr(x) _Jcard{m <Ih(z) | 2(m) =0} +1, ifcard{m <Ilh(z) | z(m) =0} € w,
| w, if card{m < lh(z) | z(m) =0} =
and, defining R, := {m < 1h(z) | z(m)=1 A (m > 0= z(m — 1) # 0)} as an auxiliary notion
m(m) _ Jeard(Ry), if record(m) € {0, nd},
card(R;) + 1, otherwise.

It follows directly from the definition that if ‘m/a_r?g?c(m) = 1, then also r;;)r/d(x) = 1nd. Also we

have that record(z) € R U {nd}, whenever z € R. Now using these functions we can simplify our
presentation of ¢ by seeing that for all z € R we have:

p(record(x)) + ‘u:r\égu(x), if record(z) € R and tfn\/get(x) € w,

o(x) = tar/_\g_gc(x)7 if record(z) = nd, but target(x)
0, if record(x) = nd and target(:v) =no.
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We note the following facts for z € R, which are immediate by the above definitions:

e~

. rc?:\c;r/d(x) € R if and only if there is k € w such that for cofinitely many n € w, NRec(z[,) = k.
If these two equivalent statements are true, then for such k € w we have that k¥ = NRec(z). Also
for any m € w such that NRec(z[,,,) = NRec(z) we have that

record(z) = lim{record(z[,) | n > m}.

. ‘u/a_r\/get(:v) € w if and only if there is £ € w such that for cofinitely many n € w, lm(x ) = k.
If these two equivalent statements are true, then for such k € w we have that k¥ = NTar(x). Also
we have for cofinitely many n € w that target(z[,,) = target(z).

Next we note that directly by its definition the regular norm ¢ ® ; can be characterized as follows
forany x € R:

target(Rowy (z)), if rowchoice(z) = 1, target(Rowy(z)) # nd,
v O uw1(z) = < p(Rowa(x)), if rowchoice(x) = 2,
0, otherwise.

In the following two lemmas we are going to calculate that ¢ =1, p © ;.
Lemma 4.3.35. Assume AD. Let p be self-dual. Then we have that ¢ <1, ¢ ® Wj.

Proof. Since ¢ is self-dual, we have that IT wins all games GE(cp + n,p) for all n € w. Now using

AC,,(R) we now choose for any n € w a strategy 7, : w<* \ {0} — w for Player IT in G= (¢ + n, ).
Using this we now define a monotone function g : w<* — w<* such that for all s € w<“ we have
that 1h(s) < 1h(g(s)) and that the following five properties are satisfied:

1. If rec/—\o_r/d(s) € w<¥\ {0} and tgr\ga(s) € w, then rowchoice(g(s)) = 2,
Rows(g(s)) = m(record(s)) and target(Rowy (g(s))) = ‘;_ar\/get(s).

2. If re/;)r/d(s) = () and ‘u/a_r\g_gc(s) € w, then rowchoice(g(s)) = 1 and
target(Row1 (g(s))) = target(s).

—_~—

3. If record(s) = nd and m/}&(s) = nd, then rowchoice(g(s)) = 1 and target(Row1(g(s))) = nd.

—_~—

4. NCol(g(s)) = lm(s) + NRec(s).
5. NTar(Row:(g(s))) = NTar(s).

We define g(s) for s € w<*“ by recursion on the length of s. First we set g(f)) = (). Now assume that
g(s) is already defined, then we construct g(s'), where s’ = s~ (n) for some n € w by the following
case distinction: o

Case 1 is that target(s) € w and record(s) € w<*\ {(}} and so by induction hypothesis we have that

rowchoice(g(s)) = 2, Rowa(g(s)) = m(m(s)) and target(Rowy (g(s))) = ‘cgr\g_gc(s).

Subcase 1.1 is that n = 0 and so ‘@g@c(s’) = rcw/;r/d(s’) = nd. Then we set

g(s') = g(s) ~(0,1).

Since rowchoice(g(s)) = 2 we then have that rowchoice(g(s’)) = 1. Furthermore we get that
target(Rowy(g(s’))) = nd. Hence Property 3 above is satisfied. Furthermore we have that

NTar(Row1(g(s"))) = NTar(Rowl( (s))) + 1 and ﬁﬁr(s’) = m(s) + 1 and so by induction
hypothesis NTar(Rowl( (s")) = NTar( "). Finally we have that NCol(g(s")) = NCol(g(s)) + 1 and
that NRec( = NRec( ) and so by induction hypothesis we get that

e~

NCol(g(s')) = NCol(g(s)) + 1 = (NTar(s) + NRec(s)) + 1 = NTar(s') + NRec(s).
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Subcase 1.2 is that n = 1 and so ‘@g@c(s’) = %(s), but re/(_:a;i(s’) = (). Then we set
9(s') :=g(s) 7 (0,2).

We have that rowchoice(g(s)) = 2 and furthermore, since rgc\oii(s) # () that Rows(g(s)) # 0 and
so rowchoice(g(s’)) = 1. Furthermore we get that m/\g_e/t(s) = tiar\g_gc(s’) and target(Row(g(s))) =
target(Row1 (g(s'))) and so that target(Row1 (g(s'))) = ‘cgf/m(s’). Hence Property 2 above is satisfied.
Furthermore we have that NTar(Row;(g(s’))) = NTar(Rowi(g(s))) and ﬁﬁr(s’) = m(s) and
so by induction hypothesis NTar(Row;(g(s’))) = ﬁf/ar(s’). Finally we have that NCol(g(s")) =

—~—

)
NCol(g(s)) + 1 and that NRec(s") = NRec(s) + 1 and so by induction hypothesis we get that

—~

NCol(g(s)) = NCol(g(s)) + 1 = (NTar(s) + NRec(s)) + 1 = NTar(s') + NRec(s').

—_—~—

Subcase 1.3 is that n > 2 and so %(S/) = ‘w?égc(s) and record(s’) = record(s) ~ (n — 2).
Then we set
g(s') :=g(s) ™ <UtZr\/get(s) (record(s")) + 1> .
Then we have rowchoice(g(s’)) = rowchoice(g(s)) = 2 and since nothing is changed in row 1
also target(Row(g(s))) = target(Rowy(g(s))) = tzn/\égc(s) = m/\g_/et(s’). However, we get that
record(s') = record(s) ~ (n — 2) and that Rows(g(s')) = Rowa(g(s)) ~ (record(s’))>. So
using all these facts and the induction hypothesis we get that

O Carget(s)

P

Rows(g(s')) = am/—ge/t(s)(record(s)) - <0m/xge/t(s)(record(s’))> = ow/-ge/t(s,)(record(s’)).
Hence Property 1 above is satisfied.  Furthermore we get that mr/\ggt(s) = tg;g?c(s’ ) and

target(Rowy (g(s))) = target(Row;(g(s’))) and so that target(Rowy(g(s’))) = %(s’). Hence
Property 2 above is satisfied. Furthermore we have that NTar(Row;(g(s’))) = NTar(Row;(g(s))) and
N_T\‘gr(s’) = m(s) and so by induction hypothesis NTar(Row(g(s'))) = m(s’). Finally we have
that NCol(g(s")) = NCol(g(s)) and that m(s’ ) = m(s) and so directly by induction hypothesis
we get that NCol(g(s")) = ﬁf&fr(s’) + /I\{&(s’).

Case 2 is that (ar}i&(s) € w and re/;:)?i(s) = (. Then by induction hypothesis we have that
rowchoice(g(s)) = 1 and target(Row1(g(s))) = tzm_r\g_gc(s).

Subcase 2.1 is that n = 0 and so rgc?)r/d(s’) = @g@c(s’) = (). Then we set

9(s') :=g(s) " (1)

and get that rowchoice(g(s’)) = rowchoice(g(s)) = 1. Also we get that target(Rowi(g(s’))) =
nd. Hence Property 3 above is satisfied. Furthermore we have that NTar(Row;(g(s'))) =

NTar(Rowi(g(s))) + 1 and m(s’) = 1\/I:I‘_a/r(s) + 1 and so by induction hypothesis
NTar(Rowi(g(s’))) = NTar(s"). Finally we have that NCol(g(s")) = NCol(g(s)) and that NRec(s') =
NRec(s) and so by induction hypothesis we get that

P —_~

NCol(g(s')) = NCol(g(s)) + 1 = (NTar(s) + NRec(s)) + 1 = NTar(s') + NRec(s').

—~— e~ e~

Subcase 2.2 is that n = 1 and so record(s’) = () and target(s’) = target(s). Then we set

9(s') :==g(s) ~ (2)

and so get that rowchoice(g(s")) = rowchoice(g(s)) = 1. Furthermore then target(Row1(g(s'))) =
target(row;(g(s))) = target(s) = target(s’). Hence Property 2 above is satisfied. Further-
more we have that NTar(Row;(g(s’))) = NTar(Rowi(g(s))) and NTar(s’) = NTar(s) and so

—~——

by induction hypothesis NTar(Row;(g(s’))) = NTar(s’). Finally we have that NCol(g(s")) =

NCol(g(s)) and that NRec(s’) = NRec(s) and so directly by induction hypothesis we get that
NCol(g(s')) < NTar(s') + NRec(s').
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—~

Subcase 2.3 is that n > 2 and so record(s’) =n — 2 and ‘m:;g?c(s’) = Ea?g?c(s). Then we set

9(5) 1= 9(5) ™ (20,0553 ((n = 2)) + 1)

and get that rowchoice(g(s’)) = 2, since rowchoice(g(s)) = 1. Also

target(Row (g(s'))) = target(Row;(g(s))) = target(s) = target(s’)

and

Rows (9(5)) = {0z ) (1 = 2)) ) = Ty (o (record(s")).

Thus Property 1 above is satisfied. Furthermore we have that NTar(Row (g(s’))) = NTar(Rowy (g(s)))
and NTar(s") = NTar( ) and so by induction hypothesis NTar(Row1 g(s"))) = NTar(s'). Finally we
()

have that NCol(g(s")) = NCol(g(s)) + 1 and that NRec( = NRec + 1 and so by induction
hypothesis we get that

—_—~—

NCol(g(s")) = NCol(g(s)) + 1 = (NTar(s) + m(s)) + 1 = NTar(s') + NRec(s').

Case 3 is that ‘u/a_r\/g_jﬁt(s) = no and rga);i(s) = nd. Then by induction hypothesis we have that
rowchoice(g(s)) = 1 and target(Rowy (g(s))) = nd.

Subcase 3.1 is that n = 0 and so record(s’) = nd and mr/\g_gc(s’) = nd. Then we set

and get that rowchoice(g(s’)) = rowchoice(g(s)) = 1 and target(Rowi(g(s"))) =
target(Row1(g(s))) = und. Thus Property 3 above is satisfied. Furthermore we have that

NTar(Rowi(g(s’))) = NTar(Rowi(g(s))) + 1 and m(s’) = m(s) + 1 and so by induc-
tion hypothesis NTar(Rowl( (")) = m(s’). Finally we have that NCol(g(s")) = NCol(g(s))
and that NRec( N = NRec(s) and so directly by induction hypothesis we get that NCol(g(s")) =
NTar(s )+ NRec(s').

Subcase 3.2 is that n > 1 and so mr/\ggt(s’) =n—1,but re/zt\o_r/d(s’) = (). But then we set

9(s') :=g(s) " (n+1)

and get that rowchoice(g(s’)) = rowchoice(g(s)) = 1 and target(Row(g(s’))) = n — 1, since

target(Row(g(s)) = nd. But the latter implies that target(Row(g(s')) = mr/\ggt(s’). Thus Prop-
erty 2 above is satisfied. Furthermore we have that NTar(Row1(g(s’))) = NTar(Rowl(g(s))) and
NTar(s") = NTar(s) and so by induction hypothesm NTar(Rowl( (")) = NTar( "). Finally we have
that NCol(g(s’)) = NCol(g(s)) and that NRec( N = NRec( ) and so directly by induction hypothesis
we get that NCol(g(s’)) = NTar(s’) + NRec(s').

This concludes our recursive construction of g : w<* — w<“. But since evidently for all s € w we
have that Ih(s) < lh(g(s))and g is monotone we can now define a monotone strictly infinitary function
f 1 w<¥Y = w<¥ by setting for all s € W<¥

f(s) =g(s) rlh(s)-

Now we let ' : R — R be the Lipschitz function induced by f. We claim that F' is a witnesses that
¢ <L ¢ Owr. o o

To see this we first consider € R such that record(z) € R. But then NRec(z) € w and we can
fix some m € w such that for all n > m we have that m(aj ) = m(a‘) Also we then have

that re/a)zi(x) = lim{l"e/a)Zi(x l,) | n > m}. Now by construction of g we have for all n > m
that rowchoice(g(z1,,)) = 2, which implies that rowchoice(F(z)) = 2. Also we have for all n > m

that tar/\g_gc(x[n) = m/\g_e/t(x). Finally we note that for all n > m we have that Rows(g(z[,,)) =
)(record(a: l,,)) and so

Tfarget(al,

Rows(F(x)) = (record(x)).

O farget(z)
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Now we use that O faroi() is a winning strategy for Player II in the game GE(QD + tgr\g—gc(x), ®) to

conclude that

—_~—

B(x) = plrecord(z))+iarget(s) < ¢ (7o (1) (record(z)) ) = p(Rowa(F(x)) = (¢&idn) (F ().

Now we consider € R such that tar/\g_gc(x) € w, but record(z) = nd. Then there are infinitely many
n € w such that m(x M) = m(m) and tg;g_&(a: M) = ‘a;g_gc(x) and furthermore record(x|,,).
But then by construction of g there are infinitely many n € w such that rowchoice(g(z[,,)) = 1 and
target(Rowy (g(z[,,))) = (afget(x I) = wr/\ga(a:) and NTar(Rowy (z],,)) = m(x) € w. But then
by construction of F' we get that rowchoice(F(z)) = 1 and target(Rows(F(x))) = ‘&\gzgc(x) and so

¢(x) = target(z) = target(Rows(F(2))) = (¢ © «i)(F(x)).

Finally for € R such that re/;:\o_r/d(x) =10 and tgf/m(x) = nd, we have that ¢(z) = 0 and so vac-
uously p(z) < (p©@uw)(F(x)). Thus in total we have shown for all z € R that ¢(z) < (¢ © W1)(F(z))
and since F' is Lipschitz thus ¢ <1, ¢ ® W1, as claimed. O

Lemma 4.3.36. Let @ be an arbitrary regular norm. Then we have that o © W1 <, .

Proof. We define a monotone and strictly infinitary function f : w<% — w<% such that the following
properties are satisfied:

—~

1. target(Row, (s)) = target(f(s)) and NTar(f(s)) = NTar(Row (s));

2. if rowchoice(s) = 1, then NCol(s) = 2 - NRec(f(s)) — 1;

3. if rowchoice(s) = 2, then rg(-:\or/d(f(s)) = Rowa(s) and NCol(s) =2 - m(f(s)) -2

We define f recursively. First we set f(0)) = (). Then we assume that f(s) is already defined for some
s €w<?andtaken € wand s’ := s~ (n). Then we define f(s) by distinguishing the following cases:

Case 1 is that s’ is not product conform. Then we set f(s") := f(s) ~ (0). Thus from now on we
assume that s is product conform.

Case 2 is that rowchoice(s) = 1 and so tmr/\g_;gc(f(s)) = target(Rowy(s)), m(f(s)) =
NTar(Row, (s)) and NCol(s) = 2 - NRec(f(s)) — 1.

Subcase 2.1 is that n = 0. Then rowchoice(s’) = 2 and so Row;(s) = Rowi(s’). Then we set
f(s") := f(s) ~ (1) and have that

target(f(s')) = 1 = target(Row(s))

and
NTar(f(s')) = NTar(f(s)) = NTar(Row(s)) = NTar(Row(s')).

We also see that rza);i(f(s’)) = () = Rowa(s"). To see that NCol(s) = 2 - ﬁﬁ—e/c(f(s’)) — 2 we note
that NRec(f(s’)) = NRec(f(s)) + 1 and so by induction hypothesis

NCol(s') = NCol(s) + 1 = (2- NRec(f(s)) — 1) + 1 = 2 - NRec(f(s')) — 2.

Subcase 2.2 is that n = 1. Then rowchoice(s’) = 1 and target(Row1(s")) = nd and we set f(s') :=

f(s) 7 (0). Then also m/\g_/et(f(s')) = nd and so target(Rowy(s’)) = h:r\g_a(f(s'). Furthermore we
have that

NTar(f(s')) = NTar(f(s)) + 1 = NTar(Rows(s)) + 1 = NTar(Rows(s')).

On the other hand we have that NCol(s’) = NCol(s) and m(f(s’)) = NRec(f(s)) and so we have
that
NCol(s") = 2 - NRec(f(s")) — 1.

Subcase 2.3 is that n > 2. Then rowchoice(s’) = 1 and we set f(s') := f(s) = (n). If
target(Rowy (s)) = nd, then target(Rowy(s’)) = n — 2, but then also target(f(s)) = nd by induction
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—~

hypothesis and so target(f(s’)) = n — 2 = target(Rowy(s’)). If, however, target(Row;(s)) # nd,
then we simply have that

target(Row, (s')) = target (Row: (s)) = target(f(s)) = target(f(s)).
In any case we furthermore have that
NTar(f(s')) = NTar(f(s)) = NTar(Row (s)) = NTar(Row: (s)).
Finally we have that

NCol(s') = NCol(s) = 2- NRec(f(s)) — 1 = 2- NRec(f(s')) — 1.

Case 3 is that rowchoice(s) = 2 and so target(Rowi(s)) = target(f(s)), l\ﬁgr(f(s)) =
NTar(Row (s)) and NCol(s) = 2 - ﬁf\{_e/c(f(s)) -2

Subcase 3.1 is that n = 0. Then rowchoice(s’) = 1 and we set f(s') := f(s) ~ (2). We then
have that Row;(s) = Row;(s’) and ‘mr/_\g_a(f(s)) = ‘;_M\égc(f(s’)) and so by induction hypothesis
target(Rowsy(s')) = h:r\g_a(f(s')). Furthermore also

NTar(s') = NTar(s) = NTar(Row (s)) = NTar(Row, (s')).

Finally we have that ﬁf\{_e/c(f(s’)) = m(f(s)), but NCol(s") = NCol(s) + 1 and so by induction
hypothesis

NCol(s') = NCol(s) + 1 = (2- NRec(f(s)) — 2) + 1 = 2 - NRec(f(s')) — 1.

Subcase 3.2 is that n > 1. Then we set f(s) := f(s) ™ (n + 1) and get that Row; (s") = Rowy(s) =

1 and tgr\ggc(f(s’)) = tgr\g?c(f(s)) = 1 and so target(Row(s’)) = 1 = t;\rg'e/t(f(s’)). Furthermore
we have that

NTar(f(s')) = NTar(f(s)) = NTar(Row (s)) = NTar(Row, (s')).

Also we have that

—_~ e~

record(f(s")) = record(f(s)) ~ (n — 1) = Rowa(s) ~ (n — 1) = Rowa(s’).
Finally we clearly have that
NCol(s') = NCol(s') = 2 - NRec(f(s)) — 2 = 2 - NRec(f(s')) — 2.

This concludes the construction of f. It is immediately clear from the recursive definition of f that
f is monotone and strictly infinitary and so induces a Lipschitz function F' : R — R. We claim that
F witnesses that ¢ © W1 <p, ¢. To see this we first take * € R such that rowchoice(z) = 1 and
target(Rowy(z)) # nd. Then there are cofinitely many m € w such that NTar(Rowy(z],,)) =

NTar(Row;(x)) and so by construction of f also m(f(x lm)) = NTar(Rowy(z)). This already
shows that NTar(F'(z)) = NTar(Row;(x)) € w. Also by construction of f we then have that
target(F(z)) = target(Rowy(x)). So we get that

(¢ ©u1)(z) = target(Row, (z)) = target(F(z)) < $(F/(x)).

Now we take x € R such that rowchoice(z) = 2. Then there are cofinitely many m € w such that
NCol(x1,,) = NCol(z) and rowchoice(x[,,) = 2. But then by construction of f there are cofinitely
many m € w such that

NCol(z) = 2 - NRec(f(z1,,)) — 2
and so NCol(x) = 2 - m(F(x)) — 2, which implies that m(F(az)) € w. Then furthermore by

construction of f we have that record(F'(x)) = Rowz(z) € R and %(F(m)) = 1, which implies
that
(p ©w1)(z) = p(Rows(x)) < p(record(F(x))) + target(F(z)) = ¢(F(2)).

Finally for any other 2z € R we have that (o ® ;) (x) = 0 and so vacuously (p ® W) (z) < @(F(x)).
Thus we have for any = € R that (¢ © w1 )(z) < @(F(x)) and so ¢ ® W <, @, as claimed. O
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Now from what we have just shown we immediately get the following result.

Proposition 4.3.37. Assume AD and DC. Then for ¢ a self-dual regular norm and for 1 a regular
norm such that ||\, = w1 we have that | ® |y, = || - W

Based on this we will now work towards showing that indeed for all self-dual ¢ and any 1) with [+,
a limit ordinal of uncountable cofinality we have that [ ©® 9|\ = |¢| - w1 - [¢]y-

Lemma 4.3.38. Assume AD and DC. Let ¢ and i) be regular norms such that o is self-dual and 1) is
non-self-dual. Then we have that

lo 09|y <le @ vly +w+lely -

Proof. First we show that for ¢ self-dual and 1) non-self-dual we have that ¢ @ 5% =, (p @ 1)3"cc.
To see this we first note that by non-self-duality of ¢ it follows from Lemma 4.2.21 and Lemma 4.2.22
that

wsucc _ wstretch +1= w +1.

and so0 ¢ ©® Y°"¢ =1, 0 ® (¢ + 1). By Lemma 4.3.27 also ¢ ® 1) is non-self-dual and so we have that
(4,0 @w)succ _ (80 ® w)stretch +1 =, (SO ® ’L/J) +1.

Thus we only need to show that ¢ ® (¢ + 1) =1, (¢ ® 1) + 1. To see this we first note that for any = € R
we have that

Y(Rowy(x)) + 1, if rowchoice(z) =1,
O W+ 1)(z) = < ¢(Rowa(z)), if rowchoice(x) = 2,
0, if rowchoice(x) = nd,
and
¥(Rowy (z)) + 1, if rowchoice(z) =1,
(@) +1)(z) = ¢ ¢(Rowa(x)) + 1, if rowchoice(z) = 2,
1, if rowchoice(x) = nd

But then we immediately see that for all z € R we have that ¢ © (¥ + 1)(z) < ((¢ © ¥) + 1)(x),
which already gives us that o © (¢ + 1) <, (¢ © ¥) + 1. To see the other direction we take a winning
strategy o : w<* \ {0} — w for Player IT in the game G; (¢, ¢), which clearly also is a winning strategy
for Player II in the game GE (¢ + 1, ). Also we note that since ¢ is self-dual, we have that lh(p) > 1
and so we fix z € R such that ¢(z) > 1.

Using this we define a winning strategy 7 : w<% \ {#}} — w for Player II in the game
Gw((p®¥) + 1,0 ® (¥ + 1)) by setting for any s € w<“ \ {0}

s(lh(s) — 1), if rowchoice(s) =

0, if rowchoice(s) = 2 and s(lh(s) — 1) =0,

o(Rowsy(s)) + 1, if rowchoice(s) = 2 and s(lh(s) — 1) > 0,
7(s) := < ((1,0) 7 (2 + 1)) (Ih(s) — Ih(t) — 1), ifrowchoice(s) = nd and rowchoice(t) = 1,

where ¢ C s is maximal s.t. rowchoice(t) # no,
((1,0,1,0) ~ (2 + 1))(Ih(s) — Ih(t) — 1), ifrowchoice(s) = nd and rowchoice(t) = 2,

where ¢ C s is maximal s.t. rowchoice(t) # nd.

This strategy is indeed winning for Player IT; let € R be such that rowchoice(x) = 1. Then we have
by construction that rowchoice(7(z)) = 1 and furthermore Row () = Row1 (7(z)) and so we get that

((p©9) + 1)(z) = P(Rowy (2)) + 1 = (Row1 (T(2))) + 1 = ¢ © (¢ + 1)(7 ().

Now let z € R be such that rowchoice(x) = 2. Then we have that rowchoice(7(z)) = 2 and furthermore
Rows(7(x)) = 7(Rowz(x)) and so we get that

((p©9) + 1)(x) = p(Rowz(x)) + 1 < (@(Rowa(z)) = p(Rowa(T(z))) = ¢ © (¢ + 1)(7(x)).
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Finally let z € R be such that rowchoice(x) = nd. Then we have that rowchoice(7(x)) = 2 and
Row(7T(x)) = z and so by choice of z:

(o) + (@) =1 < ¢(2) = p(Rows(T(2))) = ¢ © (¢ + 1)(7(x)).

Thus we have shown that (¢ ® ) +1 <1, ¢ ® (¢ + 1) and so that (¢ ©@ ) +1 =1, ¢ ® (¢ + 1), which —
by what we have noted above — already shows that ¢ ® ¥%"°¢ =, (p ©® ¥)5"“. But since we have shown
this for arbitrary non-self-dual v and for any regular norm  the regular norm "¢ is non-self-dual, we
get by Lemma 4.2.16 that for any self-dual ¢, non-self-dual ¢ and any n € w

(oY) =L 0o (¥M).

Now we note that by Proposition 4.2.18 we have that )t =1, @, ., ¥ " and so

oY =w 9O <EBL//+"> =w Pov™+o).

new new

Hence by Lemma 4.3.29 we get that
o™y =sup @ P + ol .
new

But by what we have just shown we note that ¢ ©® 1" =w (@ @ V)T <w (¢ @) foralln € w
and so

lp @ ™| < (e V)™ + ol -

But then we note that by Corollary 4.2.19 the regular norm (¢ © %)™ is self-dual and
(0 © )| = |¢ ® ¥l + w and so by Theorem 4.3.9 we finally get that

ooV ™|y <le O vly +w+ el
which concludes the proof. O

Proposition 4.3.39. Assume AD and DC. Let ¢ be a self-dual regular norm and 1 a non-self-dual
regular norm. Then we have that
o © ¢l = sup{le © xlw [ x <w ¢}

Proof. Tt already follows from Lemma 4.3.25 that |¢ ® 1|, > sup{|¢ © x|\ | x <w % }. To show the
other direction we take a regular norm x with x <w ¢ ® 1 and show that then there is ¥* <yw % such
that x <w ¢ ® ¢*. Since ¢ is non-self-dual by assumption we get by Lemma 4.3.27 that also ¢ © %) is
non-self-dual. Thus y <w ¢ © 1 implies that Player IT has a winning strategy 7 : w<“\ {0} — wU {p}
in the game G, (X, ¢ © v). Without loss of generality we assume that for any = € w=* that filter(7(z))
is product conform. Now we define a set Z C R as follows:

Z = {z € R | rowchoice(7(z)) = 1}.

Using this we define a regular norm * by setting for any z € R

V() = {X(x), ifzx e Z,

0, otherwise.

Then we get a winning strategy 7/ : w<“ \ {0} — w U {p} for Player II in the game G, (1%, ystreteh)
by setting for all s € w<¥

/ 7(s), if rowchoice(7(s)) = 1,
7'(s) = .
0, otherwise.

This strategy is indeed winning for Player II, since by construction we get for all x € Z that
rowchoice(filter(7(z)) = 1 and unstretch(filter(7/(z))) = Row (filter(7(z))) and so

Y*(z) = x(x) < (Row (filter(F(x)))) = 9 (unstretch(filter(7/(z)))) = 5T h (filter(77(x))).
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If, however 2 ¢ Z then vacuously ¢*(z) = 0 < S*h(filter(7/(z))). Now we note that since 1 is
non-self-dual we get by Lemma 4.2.21 that ¢ =y, 5"t and so Player IT wins the game G, (¢*, %),
which again by non-self-duality of ) implies that )™ <y .

The next step will be to show that x < ¢ ® ¥*, which would conclude the proof. For this we define a
monotone infinitary function g : w<% — w<¥ that satisfies the following two properties for any s € w<%

1. rowchoice(filter(7(s))) = 1 if and only if rowchoice(g(s)) = 1; and in this case Row;(g(s)) = s
and (g(s))(Ih(g(s)) — 1) # 0;

2. rowchoice(filter(7(s))) = 2 if and only if rowchoice(g(s)) = 2; and in this case Rowz(g(s)) =
Rows(filter(7(s))) and Rowy(g(s)) = t, where ¢ is the maximal initial segment of s such that
rowchoice(filter(7(t))) = 1.

We construct g recursively. We set g(f)) = (. Then we assume that g(s) is already constructed and
construct g(s'), where s’ = s~ (n) for some n € w, by distinguishing the following cases:

Case 1 is that rowchoice(filter(7(s))) = 1 and so rowchoice(g(s)) = 1 and Row;(g(s)) = s.

Subcase 1.1 is that rowchoice(filter(7(s"))) = 1. Then we set g(s') = g(s) ~ (n + 1) and thus have
that rowchoice(g(s’)) = rowchoice(g(s)) = 1 and

Row(g(s") = Rowi(g(s)) = (n) = s~ (n) = s".

Subcase 1.2 is that rowchoice(filter(7(s'))) = 2. Then we set g(s’) = g(s) — (0) ~
(Rows(filter(7(s)))). By construction we ensure that rowchoice(g(s’)) = 2, since (g(s))(lh(g(s)) —
1) # 0. Also we ensure that Rows(g(s’)) = Rowa(filter(7(s’))). Furthermore clearly Row;(g(s')) =
Row1(g(s)) = s and s is the maximal initial segment of s’ such that rowchoice(filter(7(s))) = 1.

Case 2 is that rowchoice(filter(7(s))) = 2 and so rowchoice(g(s)) = 2 and Rowz(g(s)) =
Rows(filter(7(s))).

Subcase 2.1 is that rowchoice(filter(7(s’))) = 1. Then we let ¢ C s’ be of maximal length such
that rowchoice(filter(7(¢))) = 1 and we set g(s') := g(s) ~ (0) ~ ((s \ t) + 1). Since by assumption
filter(7(s")) is product conform, we have that Rows (filter(7(s))) # () and so Rowz(g(s)) # 0. Thus
(9(s))(Ih(g(s))—1) # 0 and so rowchoice(g(s’)) = 1. Also we have that Row;(g(s’)) =t~ (s\t) = s.

Subcase 2.2 is that rowchoice(filter(7(s’))) = 2. Then we set g(s’) := filter(g(s) " (7(s) + 1)). Ev-
idently rowchoice(g(s’)) = rowchoice(g(s)) = 2 and since rowchoice(7(s’)) = 2, also Rowa(g(s')) =
Rowa (filter(7(s’))). Also we have that

Row(g(s)) = Row1(g(s))
= max{t C s | rowchoice(filter(7(¢))) = 1}
= max{t C s’ | rowchoice(filter(7(t))) = 1}.

This concludes the construction of g. It is clear from the recursive construction that g is monotone.
To see that g is infinitary, we assume that this is not the case, i.e., there is an x € R such that for cofinitely
many m € w we have g(z[,,) = g(x[,,, ;). But this can only be the case, when there is an 2 € R such
that for cofinitely man m € w we have 7(x[,,) = p, contradicting the fact that 7 is a winning strategy for
Player IT in a Wadge game. Thus g indeed is infinitary and so induces a continuous function G : R — R.

We claim that G : R — R witnesses x <w ¢ © ©*, i.e., we have for all z € R that
x(x) < ¢ ®Y*(G(z)). To see this we first consider € R such that rowchoice(G(x)) = 1. But then
we have for infinitely many m € w that rowchoice(g(z[,,,)) = 1 and so rowchoice(filter(7(x1,,))) = 1,
which implies that rowchoice(filter(7(z))) = 1 and so € Z. By construction of g we also have for in-
finitely many m € w that Row (g(z[,,)) = «1,,, and so Row; (G(x)) = =. But then we get by definition
of y that

x(@) = x(Row1(G(2))) = ¢ (Row:1 (G (2))) = ¢ © Y™ (G(x)).

If, however = € R is such that rowchoice(G(z)) = 2, then we have for cofinitely many m € w that
rowchoice(g(z[,,)) = 2 and so rowchoice(7(z[,,)) = 2 and Rowa(g(x[,,)) = Rowy(filter(7(z[,,)))-
But this implies that rowchoice(7(x)) = 2 and Row2(G(z)) = Rows(filter(7(x))). But then, since 7 is
winning for Player IT in the game G%V(X, © ® 1), we get that

x(@) < ¢ O P(filter(7(2))) = p(Rows(filter(7(2)))) = ¢(Rows(G(2))) < ¢ © ™ (G(2)).

To conclude the proof we finally note that by construction of g we have that for all z € R the real
G(z) is product conform. So the cases considered are the only ones that can occur. O
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Theorem 4.3.40. Assume AD and DC. Then for all regular norms ¢, such that ¢ is self-dual and
||y is a limit ordinal of uncountable cofinality, we have that

|90®¢|w = || wr - |1/’|W

Proof. We prove this by an induction on « := [¢]y,. The case that [¢|\;, = w; is already dealt with
in Proposition 4.3.37. Thus we assume that & > w;. By Cantor’s Normal Form Theorem as stated in
Lemma 2.1.3 we then have a unique k& € w as well as unique sequences (£, | m < k) and (n,, | m < k)
of ordinals with &, > &,,4+1 forall m < k and 0 < 7,,, < w; for all m < k such that

o= Z wf’” N

m<k

Now we distinguish two cases.

Case 1 is that £ > 0. Then we fix a regular norm y of minimal Lipschitz rank such that |x|y =
wfo - . Now we distinguish two subcases.

Subcase 1.1 is that cf(wfo - 1)) = w, i.e., that y is self-dual. Then by Lemma 4.3.7 there is a regular
norm ¢* with x 4 ¢* =w 1 and so by Theorem 4.3.9 we have that ||, = |x|yw + 1+ [¢¥*|yy. But then
clearly |1)* |y is a limit ordinal, which implies that in fact

|1/)|W = |X|w + |w*|w

and so [¢*|\y = Y. wi™ - Nm. By elementary ordinal arithmetic we also get that
0<m<k

cf (197 lw) = cfIxlw + [¥7w) = cf([¢]w) > w.

Hence by induction hypothesis we get that
|<P®w*|w = || wr - |¢*|W

Next we note that since cf (wfo -1o) = w we have that either the ordinal 7, or the ordinal & is a limit
ordinal of countable cofinality. In any case we can find a sequence (v, | n € w) of ordinals cofinal in
wfo -ng such that for all n € w we have that c¢f(v,,) > w. Then by AC,, we choose for any n € w aregular
norm x,, with |X,|yw = V5. Then by induction hypothesis we have that [¢ © Xy |w = |¢lw - w1 * [Xnlw-
By Lemma 4.2.6 we also have that x =1, @,,,, X» and so we can calculate that

O xlw =90 P xn (by Lemma 4.3.25)
new W
=P oxnte) (by Lemma 4.3.29)
new W
=sup{|p © xn + ¢lw | n < w}. (by Lemma 4.2.6)
But now for any n € w we can calculate that
lelw - w1 [xnlw = |9 © Xnlw
<l ®xn + olw (by Lemma 4.3.5)
< e © Xnlw +w + |olw (by Proposition 4.3.10)
< lelw - (Wi - [xnlw +2) (since |¢| > w)

< |elw w1 - [Xnt1ly -

Thus we get that

sup{ly © xn + ¢l [ n <w} = sup{lply - wi - [xnl [ 7 <w}

= |<P|W TW1 - |X|W-

75



Therefore we can finally calculate that

POy =lpo (x+¥)lw
=lpOx+eov’|y (by Lemma 4.3.28)
=l O xlw + e © V" |w (by Theorem 4.3.9)
= |<P|W Twp e |X‘w + |80|Vv Twr e |7/’*|w
= lelw - w1 - (Ixlw + ¥ [w)
= |‘P|W Swp - |1/J|w

Subcase 1.2 is that cf (wf“ 7o) > w, i.e., that x is non-self-dual. Then we have to distinguish two
subsubcases.

Subsubcase 1.2.1 is that there is n € w such that [¢)|, = w§® - o + wy - (n + 1). Then we define
regular norms x, for £ < w recursively by setting xo := x and X411 = Xj“’ + &1 and get for all
¢ € wthat |x/|\y = |x| + w1 - £ as follows. For £ = 0 we vacuously have that |xo|y = X. Now we
assume that for a given £ € w we have |x¢|yy = x| + w1 - £. Then we use that xj‘” is self-dual and that
I |W = |X¢| + w by Corollary 4.2.19 and that furthermore |.J; |, = w; to calculate

evihy = e + iy,

= [Xe|w +w + w1 (by Theorem 4.3.9)
= |X€|W + wy
= x|y + w1 €+ w1 (by induction hypothesis)

- |X|W +w1 . (€+ 1).

This concludes the induction. In particular we get that for any ¢ € w that |x¢|y, is a limit ordinal of
uncountable cofinality and thus by Proposition 4.2.9 that x, is non-self-dual.

Now since | x|y = w0 1o we get that |y ,41 lw = Wi mo+wr - (n+1) = Y|y - Since furthermore
1) is non-self-dual by assumption this also shows that y,,+1 =r, 1. Thus we get by Lemma 4.3.25 and
Lemma 4.3.28 that

POY=W PO Xnr1 =90 (X +61) =w e O XY + v O 1.

Butsince [¢ © xnlw < ¢ © Xit¥|lw < ¢ © Xnlw +w+]|¢|w by Lemma 4.3.25 and Lemma 4.3.38,
we thus get that

lelw - w1 - [Ylw = lelw w1 - (IXnlw +w1)
= el - w1 - [Xnlw + [plw - w
= O xnlw + ¢ © Ji|w (by induction hypothesis)

2

<|p o x| + lp @ dily
=leoxt¥+eodly

= ¢ © Xn+1lw

= | © Yl

and that

o O Yly = e OxiY + o dily
=le o x|y + v ©dily
<19 © Xnlw +w+ el + el - o
= |lw - w1 |[Xn| + W+ |@lw + el - @i (by induction hypothesis)
= lelw w1 - ([xnlw +w1)

= |90|w Twr e |¢|wa

which in total shows that [ © V| = |¢|w - w1 - ¥y, as claimed.
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Subsubcase 1.2.2 is that [1)[,, > wf“ ‘No+w1 -w. Then we consider xt* and note that by Lemma 4.3.7
then there is a regular norm v¥* such that ¢ =w x*“ + ¥* and so by non-self-duality of ¢ furthermore

P = xTY F ¢*. Also ¢* satisfies [¢*|yy = Y. wi™ - W and cf(|¢)*]) > w. Then by induction
1<m<k

hypothesis we have that |¢ © ¢¥*| = |¢lyw - w1 - [¥*|y. Also since x** is self-dual and therefore
@ ® x T is self-dual, we get that
le@Ylw =0 (Xt +9v )|y =l Ox + 009 |y = e O x|y + lelw - w1 - [¥* ]y -
But since ¢ is self-dual and x <p, x ¢ <p, x*“ + &1, we have that
pOX<weOXT Sw o (Y +d)

and so using the induction hypothesis

lohw - w1 - IXlw < e © xlw < lelw - wr - (Ixlw + wi1)-

And so finally, since [1)* |, > w1 - w, we get that

lp @l = e @ x|y + lol - w1 - [ |y
< lelw w1 - (Ixlw +wi) + [e] w1 - |7y
= [l - w1 - (Ixlw + w1 + [¥"|w)
= |l w1 - (Ixlw + [¥"w)
= |‘p‘w tw1 W"w

and

|</’|W cWi e |¢|W = |<P|w tWy |X|W + |€0|w cWy e W*|w
=leOxlw + 1OV |w (by induction hypothesis)

<lpox™|y +lp © 9|y
=lpox™ +eoyy

which shows that [ © 1|y = ||y - w1 - [¥]yy, as claimed.

Case 2 is that k£ = 0. Then we have that [¢)|y, = w%° - 1o. Since cf(|1)|yy) > w we have that o must
be a successor and & either a successor or a limit of uncountable cofinality.

Subcase 2.1 is that 19 > 1, i.e., there is v > 0 such that 79 = v + 1. But then |9y, = w§° Y+ w§“
and we take regular norms x, ¢* of minimal Lipschitz rank such that | x|, = wt -~ and [1* lw = wto.

Then arguing from here exactly as in Subcase 1.2 we can show that

lo©® ¢|w = |‘P|W tWp |1/’|W
Subcase 2.2 is that 79 = 1 and & is a successor ordinal, i.e., there is an ordinal # such that {; = 64 1.

Then we have that ||y, = w{ - w; and we fix a regular norm x of minimal Lipschitz rank such that

|X|w :W?~

If y is self-dual, then by Theorem 4.3.21 and the non-self-duality of 1) we have that x® =, ¢ and so
by induction hypothesis and Lemma 4.3.30 we get that

e vl = le@ Xy = (0O x) |y =19 xlw - @1-

Now since  is self-dual, we have by Proposition 4.2.9 that cf(|x|y) = cf(w?) = w. But then we take
a sequence (v, | n € w) of ordinals cofinal in x|y, such that cf(v,,) > w for all n € w. Arguing now
exactly as in Subcase 1.1 we get that

|90®X‘w = |<P|W Tw1 |X|w

and so in total

|<P®¢|w:|@®X|w'w1:|W|W'w1'|X|W'W1:|‘P|w‘wl'|¢|w-
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If, however, x is non-self-dual, then we have that ) =p, (X“’)h. Since x ™ is self-dual, we get by
the argument just given for the case that y is self-dual:

o OVl = [p @ YF|y - wi.

But by Lemma 4.3.25, Lemma 4.3.38 and the induction hypothesis we get that

|‘P|w 'W'|X|w = |<P®X‘w < “PQX—W’W < “P|w T |X|W+w+ |‘P|W-

In total we can now calculate that

lelw w1 - [¥lw = lelw w1 - Ixlw - @i
= [0 © Xl - w1
<lpox™|y o
= [p O Ply

and

o ©Yly = [0 O x| -wn
< (lelw - w1 - Ixlw + @ + lelw) - w1
< |90|w Twr e (‘Xlw +1) - wr
= lelw - w1 - [xlw - w1
= |90|W Tw1 |1/)|Vva

which shows that | © Y|y = ||y - wi - [¢]yy, as claimed.
Subcase 2.3 is that 179 = 1 and & is a limit ordinal of uncountable cofinality. Then for any a < wfo

we have that 8 := a + w; < wfo, where o < 8 and cf(f) = w;. Using this fact we get by Proposition
4.3.39 and the induction hypothesis that

lp © Yly = sup{le © xlw | x <w ¢}
= sup{le © xlw [ X <w ¥ A cf([xlw) > w}
= sup{lelyw - w1 - IXlw | X <w ¥ A cf(Ixlw) > w}
= SUP{“P|W TWr |X‘W | x <w ¥}
= liply w1 - [l -
This concludes the proof. O

We call an ordinal 0 closed under multiplication if for any 5,y < 6 we have that § - v < 6. Now it
follows as a corollary that for any o < w the ordinal X, is closed under multiplication.

Corollary 4.3.41. Assume AD and DC. Then for every o < ©, X, is closed under multiplication and
therefore 3 is closed under multiplication.

Proof. We fix a < © and let 3,7 < ¥,. Then we fix regular norms ¢, ¢ such that |p|,, = § and
|¥|w = 7. By definition of ¥, we then have that 1h(¢),1h(¢)) < A,. Also we note that Ih(w;) = w and
since || = w = Ag s0o w1 < ¥g < X,. Then we consider the norms ¢ := 1 and ¢’ := ™ + ;.
We note that by definition of the operations (-)™* and + and the fact that 1h(.j;) = w we have that

Ih(') = Ih(ep), if 1h(¢) is limit ordinal,
7= Ih(¢) + w, if 1h(p) otherwise,
and the same with ¢’ and ¢ replaced by ¢’ and ). But since ), is a limit ordinal we have for any
successor ordinal § < ¢, that also § + w < d,. Thus clearly |¢'|\y , [¢'|y < Xa. Now we note that
1’ |w = leT|w = l¢lw +w by Corollary 4.2.19 and since ¢)** is self-dual, we have by Theorem 4.3.9

that [¢/'|yy = [ 4+ xlw = W w + 1+ Ixlw = Wlw +w + w1 = [Py + wr.
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In particular we have that ¢’ is self-dual and ¢’ is such that |¢)|,, is a limit ordinal of uncountable
cofinality. Now we consider the regular norm ¢’ ® ¢, for which we note that

h(p' © ) = max{lh(y'), h(¥)} < A

and so |¢" ©® 9’|y < Xq. By Theorem 4.3.40 we can now calculate that

|90/ @¢/|w = |89/|w T |¢I|W > |90/|w : W’/|w = (|90|W +w)- (|¢|w +wr) > |90‘w : |1/)|w

Thus we get that there is § < X, such that 5 -y < ¢ and so by transitivity 5 - v < 3. This shows that
Y, is closed under multiplication.

Now to see that ¥ is closed under multiplication we take 3,7 < X. Then there are o, @’ < © such
that 8 < X, and v < X4 and s0 3,7 < Ypaxfa,a’}- SO by what we have just shown we get that
By < Xmax{a,a} and so -y < 3. O

4.3.4 The Lower Bound

In this section we will deduce from the closure under multiplication of the ordinals 3, for @ < © that
indeed X > ©(©?). This considerably improves the formerly best known lower bound for ¥, which was
given in Subsection 4.1.1.

Proposition 4.3.42. Assume AD and DC. For any o < © and any 3 < © we have that if v < X, then
P < B, As a consequence for every v < X, we have that v© < %,,.

Proof. We take v < X, and a regular norm ¢ such that ||, = 7. Now we fix < ©. Then also
8+ 1 < © and we can fix a surjection 7 : R — 5 + 1. Furthermore we note that w; < ¥y < X, since
1h(W1) = w. Now we construct norms ¢; for § < g s.t. [@s]y > |<p|fN recursively as follows.

We set g := . If § is a successor ordinal, say § = 6 + 1, we set @5 := gpgw O (ptY +wy). Ifdisa
limit ordinal we finally set for any x,y € R:

o) (y), ifmw(z) <,
@Mx*w:={w()() )
o(y), otherwise.

Clearly by construction we have for any § < 3 that lh(ps) < A, and so |ps|y € Xo. Now we
inductively check that indeed for any 6 < /3 we have that |5y, > \<,0|€,V.

We have ol = @]y = |g0\%v. In case ¢ is a successor ordinal, say § = 6 + 1 we get — using the
induction hypothesis — that

loslw = |0d® © (g +X)|w
= (Jpolyy +w) - w1 - (lolw +w1)

> (Jolty +w) - (el +w1)

0+1 5
> el = lelw -

In case ¢ is a limit we note that for any §’ < 4, the regular norm ¢4 embeds into s and so ps <w ©s,
which in total implies that [ps]yy > sup{|¢s |y | 6" < d}. Thus by induction hypothesis we get that

&' )
loslw = sup{|ely | 6" <0} = |oly -

Now in particular we get that gy, > |go\€v =+, but since also |pg|y, < Ea. this implies that by
transitivity 72 < 3. Since we have shown this for arbitrary 3 < ©, we finally get that

7® =sup{y” | B < O} <%,
concluding the proof. O

Theorem 4.3.43. Assume AD and DC . Then we have that ¥ > @(99).
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Proof. We show by induction that for any ordinal & < © we have that ©(®") < X,. As shown in

Theorem 4.1.8 we have ©(®”") = © < 3. Let a be a successor ordinal, say & = v + 1 and assume that
0% < >. Then in particular 09" < ¥, and so by Proposition 4.3.42 we get that

09" = (e@”)e N
Finally if « is a limit and assuming that for all o’ < a we have that ¥ > @(@a), we get that
0®") = sup {@(Qa/) | o/ < a} <sup{Xy | & <a}=3,.
Now since for all o« < © we have that ¥, < ¥ we get that ©(®”) < ¥ and so

0©?) = sup {@(ea) |a < @} <sup{Z,|a< O} =%.

80



Chapter 5

Open Questions and Future Work

Regarding the subject matter of this thesis several questions remain open, which could lead to further
work in this area. I will note a few of them in the following.

At the conclusion of this thesis we know that 9(@@) < ¥ < ©T, but these bounds still lie far apart
from each other. To extend the idea of this thesis further one could try to find even stronger closure
properties for the ordinals 3, for & < ©. The logical next step would be the following question.

Question 5.1.1. Assume AD and DC. Is there an o < © and an operation exp : N x N — N
such that for any ¢, € N we have that lh(exp(p, 1)) = max{lh(y),1h(¢))} and there are upwards
<w-unbounded subsets X C N andY C N such that for all ¢ € X and all ¢ € X,

alelw 9

lexp(e, V)l = (Ielw)™

This would positively decide the following question, which, however, is also of interest, even if the
Question 5.1.1 should be answered negatively.

Question 5.1.2. Assume AD and DC. Is it true that for every a < © the ordinal ¥, is closed under
ordinal exponentiation ?

Such a closure under exponentiation would again considerably increase the lower bound for . We
will in the following establish the lower bound for ¥ that we could show under this assumption.

Definition 5.1.3 For any two ordinals «, 5 with 8 > 0 we define an ordinal « 1 8 by recursion on 3 as
follows:
We set a 111 := . For 8 > 1 asuccessor, say 8 = v+ 1 weset a1 S := (a1 v)%. For 8 a limit

ordinal we set o 11 3 := Uﬂ,<6(a 6.

Definition 5.1.4 For every ordinal o we define an ordinal €, by recursion on « as follows:
We set gg := w Tt w. For v a successor ordinal, say o = v + 1, we set &, := €, 11 w. Finally for a a
limit ordinal we set €, := sup{en | & < a}.

We note that the ordinals €, exactly enumerate the ordinals v with the property that v = w?”. Also we
note that for any uncountable cardinal £ we have that €, = k. Now we get the following proposition:

Proposition 5.1.5. If for every a < O the ordinal ¥, is closed under exponentiation, then ¥ > o o.

Proof. We inductively show that for all &« < © we have that 3, > €g,. For & = 0 we have by Theorem
4.1.8 that Xo > O. But © = g, since © is an uncountable cardinal. Thus we have that Xy > c¢.

Now let a be a successor ordinal, say o = « + 1. Then by induction hypothesis >, > eg1~. But
then we have that eg, < X,. But since X, is closed under exponentiation we inductively get that
o4+ Tt n < X, forall n € w. But then we have that eg o = co4, TTw < X

Finally we let « be a limit ordinal. Then by assumption ¥,/ > g for all &’ < « and thus

€ota =Suplcota | @ <a} <sup{Sy | & < a} =3,.
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This shows that indeed for all « < © we have that ¥, > €g. But then it follows immediately that
Y=sup{Z, | a <0} >{cota | a <O} =co;0,
as claimed. O]

Another interesting open question of course is how to improve the upper bound for ¥. For this it
would seem to be a good starting point to try to find an upper bound for 3y. We already know that
© < 3¥y. So the answer to the following question would be interesting.

Question 5.1.6. Assume AD and DC. Is ¥y = ©?

An approach to answer the above question negatively is to try to construct an operation O : N' — N
such that for all regular norm ¢ with lh(¢) < w we have that Ih(O(p)) < w and there is at least one
regular norm ¢ with Ih(y) < w such that either |O(¢)|w = |¢lw + © or |O(9)|w = |¢lw - ©. If we,
however, try to answer above question positively we should try to find a surjection

sa R = {[plw € N/=y | lolw < a}

for any @ < ©. In any case we should keep in mind that it is conceivable that this question cannot be
decided in ZF + AD + DC, since it could depend on the cofinality of ©.
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