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Abstract Logic is not just aboutsingle-agennhotionslike reasoningor zero-agennotions
like truth, but also about communication between two or rpeple.What we tell andask each
other can be just as 'logical' as what we infeDIlpmpic solitude. We show how suchinteractive

phenomena can be studied systematically by merging epistemic and dynamic logic.

1 Logic in a social setting

1.1 Questions and answers

Considerthe simplesttype of communicationa question—answegpisodebetween
two agents. Here is a typical example. Being a Batavian seldi€termantribe in
the Rhine delta of proverbial valour — | approach yoa lousy Romanstreet,A.D.
160, intent on contacting my revered general Maximus, now a captive, and ask:

Q Is this the road to the Colosseum?
As a well-informed and helpful Roman citizen, you answer
A Yes

This is the sort of thing thatwe all do competentlymillions of timesin our lives.
There is nothing to it. Butvhatis going on?I learnthe fact that this is the roadto
the Colosseum. But much madnappensBy askingthe question,| conveyto you
that | do not know the answeandalso, that| think it possiblethatyou do know.
This informationflows beforeyou havesaid anythingat all. Then, by answering,
you do not just conveythe topographicafact to me. You also bring it aboutthat
you know that lknow, | know thatyou know | know, etc. This knowledgeup to
everyfinite depthof mutualreflectionis calledcommonknowledge It involves a
mixture of factual information and iterated information about what others know.

Theseepistemicovertonesconcerningour mutual information are not mere side-
effects. Theymay steerfurther concreteactions.Somebystandersknowing that |

know may lead them to rush aihdwarn the EmperorCommodus- my knowing
that they know | know may lead me to preventthem from doing just that. So



epistemicovertonesare ubiquitousandimportant,and we are good at computing
them!In particular,we are well-attunedto fine differencesin group knowledge.
Everyone'sknowing individually that your partneris unfaithful is unpleasantput
shame explodes when you meet people and know they all know that they know.

This is just the tip of an iceberg. | have described one type of question, budrthere
others.If you aremy student,you would not assumehat my classroomquestion
showsthat| do not know the answer.It neednot evenconveythat | think you
know, since my purpose mdpge to exposeyour ignorance.Suchphenomendnave
been studied from lotsf angles.Philosopher®f languagehave developedspeech

act theory, linguists study the semanticsof questions,computer scientistsstudy
communicationmechanismsand gametheoristshave their signaling games. Al
these perspectives are importartiut thereis alsoa foothold for logic. This paper

will try to show that communications a typical arenafor logical analysis.Logical
models help in raising and sometimes solving basic issues not recognized before.

1.2 The puzzle of the Muddy Children
Subtletiesof informationflow are often high-lightedin puzzles,somewith a long
history of appeal to broad audiences. A perennial example is Muddy Children:

After playing outside, two of three children have mud on their foreheads.
They all see the others, but not themselves, so they do not know their own
status. Now their Father comes and says: “At least one of you is dirty”.

He then asks: “Does anyone know if he is dirty?" The children answer
truthfully. As this question—answer episode repeats, what will happen?
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Nobody knows in the first round. But uponseeingthis, the muddy children will
both know in the second round, as each of them can argue as follows.

“If I were clean, the one dirty child | see would have seen only
clean children around her, and so she would have known that
she was dirty at once. But she did not. So | must be dirty, too!”



This is symmetricfor both muddy children— so both know in the secondround.
The third child knowsiit is cleanoneround later, after they have announcedhat.
The puzzle is easily generalized to other numbérdeananddirty children. Many
variants are still emerging, as one can check by a simple Internet search.

Puzzleshavea seriousthrust, as they highlight subtle featuresof communication
beyond simple questions and answers. E@nsidera putative Learning Principle
statingthat what we hearin public becomescommonknowledge.This holds for
announcing simple facts — suchthe onein Tacitusthat, long beforeinternational
UN peace-keeper§;ermanimperial guardsalready policed the streetsof Rome.
But the Principle isot valid in general'in the first round of Muddy Children, the
muddy onesboth announcedhe true fact that they did not know their status.But
the result of that announcementvas not that this ignorance becamecommon
knowledge.The announcementather producedits own falsity, since the muddy
children knew their status itthe secondround. Communicativeactsinvolve timing
and informationchange and thesemay changetruth valuesin complexways. As
we shall see, one of the virtues of logic is that it can help us keep all this straight.

1.3 Logical models of public communication
A logical description of our question-answer episode is easy tokjnat, we need
to picture the relevamformation statesafter that, we say how they anpdated

Answering a questionOne initial information model fathe group{Q, A} of you
and me has two statesth ‘¢ ,'- ¢, with ¢ "this is the roadto the Colosseum".

We draw these states as points in a diagram. Alsandicateagents'uncertainties
between states. The labeled line shows@hednnot distinguish between the two:
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The black dot is an outside marker for the actual world wineragentdive. There

are no uncertainty lines féx. This reflects the fact that the Roman los&nowsif

this is the roado the ColosseumBut Q, thoughuninformedaboutthe facts, sees
that A knows in each eventuality, and hence he knows that A knows. This
information about other's information is an excellent reason for asking a question.

Next, A's answer triggers arpdateof this information modelln this simple case,

A's answer eliminates the optinat-@, thereby changing the initial situation into



the following one-point diagram:

(N ]
This picture has only one possible state of the world, where the proposition
@holds, and no uncertaintyline for anyone.This indicatesthat ¢is now common

knowledge betweenyou and me. Cognoscentiwill recognize where we are
heading.Information statesare modelsfor the modal logic S5 in its multi-agent
version, and communication consists in actions which change such modetatin
follows, we mean by 'knowledge' only: "according to the agent's information”.

Muddy Children: the movie Hereis a video of information updatesfor Muddy
Children. States of the world assiDn(dirty) or C (clean)to eachchild: 8 in total.
In any of these,a child hasone uncertainty.lt knows aboutthe others’faces,but
cannot distinguish the state from one where its DBWihvalue is different.
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Updates start with the Father's elimination of the wGGL.
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When no one knows his status, the bottom worlds disappear:
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The final update is to
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1.4 General communication

Updateby eliminationof worlds incompatiblewith a statemenmadepublicly is a
simple mechanismHumancommunicationin generalis very complex, including
many other propositionalattitudesthan knowledge,suchas belief or doubt — and
logically more challengingphenomenahan announcingthe truth, such as hiding
andcheating.Thereare two main lines of researchhere. Oneis further in-depth
analysis of publicommunicationwhich turnsout to be a quite subtleaffair. This
will be the main topic of the presentpaper.The other direction is modeling more
complex communicative actions, suchgiaging answergso questionswhich others
do not hear, or whicbthersoverhear etc. Naturallanguagehasa rich vocabulary
for all kinds of attitudestoward information, speechacts, secrets,and so on —
reflecting our natural proficiency with these. We will discosse complexmodels
briefly later on. Actually, this might seem a hopeless enterprismyrdsehaviouris
so diverseand open-endedBut fortunately, there exist simple realistic settings
highlighting key aspects, vigameswhich will also be discussed toward the end.

Somecrucial referencedor this researchprogramare Fagin, Halpern, Moses &
Vardi 1995, Gerbrandy 1999, Baltag-Moss & Solecki 139®] the extensivenew
mathematical version 20a# the latter basicreference Also well-worth readingis
van Ditmarsch 2000, which containsa mathematicalanalysisof all the subtle
information passing moves in theell-known parlourgame"Cluedo”. The present
paperbuilds on thesereferencesand others, while also including a number of
results by the author over the past few years, mostly unpublished.

2 The basics of update logic

The logic of public information update can be assembled from existing syst&ams.
survey basic epistemic logic and dynamic logic, and then discuss their combination.

2.1 Epistemic logic
Language Epistemic logic has an explicit notation talking about knowledge:
Kj @ agent knowsthat ¢

With such a symbolism, we can also analyse further patterns:



-Kj-¢@ (or<j>@) agent considers ipossiblethat ¢
KioLKj-@ ageng knowsif ¢
Kj = Kj g ] knows thai does not know thap

E.g., in asking a 'normal’ questidp,conveys he does not knowgf

-KQ@y & -KQ-¢
and also that he thinks thatmight know:
<Q> (KApUKA-¢)
By answering affirmativelyA conveys thasheknowsthat ¢, but shealso makes
Q know thatgetc., leading teommon knowledgevhich is written as follows:
Cion®

Models Models for this epistemic language are of the form
M = (S, {71306}, V)

with (a) Sa set of worlds, (bY a valuation function fopropositionletters,and(c)
for each agerda[ /G, anequivalenceelation ~ relatingworlds s to all worlds that]

cannot distinguish from it. These may be viewed as collective information states.

Semantics Next, in thesemodels,an agenta knowsthosepropositionsthat
are true in all worlds she cannot distinguish from the current one. That is:

M,s|=K ¢ iff M,t|=¢ forall t st st
The related notatiorK;~ @ or <j> gworks out to:
M, t|=<j> ¢ iff M,t|=¢ forsome t s.t. st

In addition, there are several useful operators of 'group knowledge"



Universal knowledge EGe

This is just the conjunction of all formul&sg for jLIG

Common knowledge Caco

This says as$ thatgis true in every state reachable fretimrough
some finite path of uncertainty links for any members of g@up

Implicit knowledge IGp
This says thap is true in all states which are relatedto

via theintersectionof all uncertainty relations, for /G

Logic Information modelsvalidate an epistemiclogic that can describeand
automate reasoning with knowledge and ignorance. Here are its major validities:

Ki(p- ) - (Kjo-Kjy) Knowledge Distribution
Kig - ¢ Veridicality

Kjp - KjKjp Positive Introspection
-Kjo - Kj-Kjop Negative Introspection

The completesystemis multi-S5 which servesin two different guises:describing
the agents' own explicit reasonirand describingour reasoningastheoristsabout
them. And here are the required additional axiomsdanmon knowledge

Ccp - p&EGCG o Equilibrium Axiom

(& Cg(p-EG @) - Cc o Induction Axiom
The complete logic is also decidable. This is the standard version of epistemic logic.
2.2 Dynamic logic

The usuallogic of knowledgeby itself can only describestatic snapshotsof a
communication sequence. Now, we must add actions.

Language The language has formulksand program expressioRon a par:

F:= propositional atomsp, q, I, ... | -F | (F&F) | <P>F
P:= basic actiong, b, c, ... | (P;P) | (BIP) | P" | (F)?



Semantics This formalism is interpreted over polymodal models

M = <Sy {Ri}aDA) V>

which are viewed intuitively as processgraphswith statesand possible basic
transitions. The truth definition explains two notions in one recursion.

M, s|= @ @ is true at state s
M,s,,@|=Tm the transition from g§to $ corresponds

to a successful execution for the program

Here are the inductive clauses:

. M, s|=p iff  sCV(p)

M, s|= -y iff not M, s|=y

M,s|l=@ & @ iff M, s|= @ and M, s|= @

M, s|= <@ iff for some s'with M, s, s' |=mT M,s' |=¢
. M,s, 9 |=a iff (s, %) CRa

M,s1, |=m; m iff there existsswith M, s, 3 |[= @
andM, 3,  |= @
M, s, & [= m O iff M,s, @ [=mor M, s, |=m

M,s;, 9 |=1 iff some finite sequence a@ktransitions
in M connects swith 9

M,s, 9 [=(@? iff s1=sp and M, s |= @

Thus, formulas have the usual Booleanoperators,while the existential modality

<r>@ is a weakestpreconditiontrue at only thosestateswhereprogram rr can be

performed to achieve the truth@fThe program constructions are tualregular

operations of relational composition, Boolean choice, Kleene iteratnuitestsfor
formulas. This system defines standard control operators on programs such as

IF e THEN i1 ELSEm (&)?; m) (-7 ; )
WHILEe DO T (&2 ; m*; (~e)?



Logic Dynamic logic expresseall of modal logic plus regularrelational set
algebra. Its complete set of validities is known (cf. Kozen, Harel & Tiuryn 2000):

. All principles of the minimal modal logic for all modalitigs]
. Computation rules for weakest preconditions:

<> @ - <Mm><m>@

<mim>@ - <m>@l<m>g

S@>Y - Q&Y

<I>Q o QO<><1>¢@

J Induction Axiom (P& [T](Q - [TTQ) — [T*]@

The system is also decidable. This propegtyainsalsowith certainextensionof
the basic language, such as the program constructairintersection— which will

return below. Extended modal languages occur quite frequently in applications.
2.3 Dynamic epistemic logic

Analyzing communicationrequiresa logic of knowledge in action, combining
epistemic logic and dynamic logic. This may be done in at least two ways.

Abstract DEL  One can join théanguage®f epistemicand dynamiclogic, and
merge the signatures tifeir models.This yields abstractiogics of knowledgeand
action, cf. Moore 1985 on planning, vBenthem2001A on imperfectinformation
games.The generallogic is the union of epistemicmulti-S5 and dynamiclogic.

This is a good basefor experimentingwith further constraints.An exampleis

agentshaving perfectmemoryfor what went on in the courseof communication
(cf. Halpern & Vardi 1989). This amounts to an additional commutation axiom

Kj [a] ¢ - [a]Kj Q@
AbstractDEL may be the best setting for general studies of communication.

Concrete update logic In Sectionl, public announcemendf a proposition

@ changes the current epistemic maddels with actual worlds, as follows:

eliminate all worlds which currently do not satigfy



10

from Q to

Thus, we work in a universe whose states are epistaoiels— eitherall of them

or just some family- and basicactionsare public announcementa! of assertions

A from the epistemic language. These actiongargal functions If A is true, then

it can be truthfully announcedwith a unique update. From the standpointof
dynamiclogic, this is just one instanceof abstractprocessmodels, with some
epistemic extras. The appropriate logic has combined dynamic-epistemic assertions

[Al] @ “after truthful announcement Af ¢ holds”

The logic of this system merges epistemic wagimamiclogic, with someadditions
reflecting particularsof our updateuniverse.Thereis a completeand decidable
axiomatization (Plaza 1989, Gerbrandy 1999), with key axioms:

<Al>p o A & p for atomic facts p
<Al>- @ - A& -<Al> @

<A@y o  <A>@O<A>y

<Al>K @ o A&KjA - <Al> @)

Essentially thesecomputepreconditions<A!> ¢ by relativizing the postcondition

@ to A. The axioms can also be stated with the modal box, leading to versions like
[AlK i@ o A- KA - [Alg

This axiom is like the above law for Perfect Recall. Ascammonknowledge the
earlier epistemic language needs a little extension, viatheay version

Ca(A, ¢ common knowledge apin the submodel defined y

There is no definition for this in terms of just absolute comkmowledge.Having
added this feature, we can state the remaining reduction principle

<A>CGp - Ca (A, <Al>q@)
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Thesetwo systemsdo not exhaustall ways of combining knowledgeand action.
Van Benthem 1999A sketches a more thoroughly epistemized dynamic logic.

DEL with program constructions  Public announcemenis just one basic
action. Conversationmay involve more complex programmingof what is said.
Sayingonething after anotheramountsto programcomposition,choosingone's
assertions involves choice, and Muddy Children even involved a guarded iteration:

WHILE 'you don't know your status' DO 'say so'.

The basiclogic of public updatewith the first two constructionss like its version
with just basic announcememty because of the reduction axiofos composition
and choicein dynamiclogic. But with possibleiteration of announcementshe
system changes — and even loses its decidability (Baltag, Moss & Solecki 2002).

3 Basic theory of information models

Special model classes Multi-S5modelscanbe quite complicated.But there
are some subclasses of special interest. For instance, Muddy Children stared with
full cube of 3-vectors, with accessibility given as the special equivalence relation

X ~ Y it (X), - (Y)

J

Cube models are studied in algebraiclogic (Marx & Venema 1997) for their
connectionswith assignmenspacesover first-order models. But the subsequent
Muddy Children updateted to submodelf suchcubes.Thesealreadyattain full
epistemic generality (van Benthem 1996):

Theorem Every multi-S5 model is representable as a submodel of a cube.

Other special model classes arise in the study of card games (van Ditmarsch 2000).

Bisimulation Epistemicand dynamiclogic are both standardmodal logics
(cf. Blackburn, de Rijke, & Venema 2001) with this structural model comparison:

Definition A bisimulation betweentwo modelsM, N is a binary relation =

between their states, nsuch that, wheneven = n, then (ayn, nsatisfythe same
propositionletters,(b1) if m R m' thenthereexistsa world n* with n R n' and

m' =n', (b2) the same ‘zigzag clause’ holds in the opposite direction.
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E.g., our question-answer example has a bisimulation with the following variant:

.......
et
.........

= () -ememiiiill A _l(p

In a natural sense theseare two representation®f the sameinformation state.
Bisimulation equivalence occurs naturally in update. Suppose thedittestmodel
is like this, with the actual world indicated by the black dot:

Pe -p
1

p

Note thatall three worlds satisfy different epistemicformulas. Now, despiteher
uncertainty,1 knows thap, and can say this — updating to the model

Pe
1

p

But this con be contracted via a bisimulation to the one-point model
Pe®
It is convenient to think of update steps with automatic bisimulation contractions.

Somebasicresultslink bisimulationto truth of modalformulas.For convenience,
we restrict attention henceforthfinite models— but this can be lifted.

Invariance and definability Consider general models, or those of multi-S5.

InvarianceLemma  The following are equivalent:
@ M, sandN, t are connected by a bisimulation
(b) M, sandN, t satisfy the same modal formulas

Any modelhasa bisimilar unraveledtree mode] but also a smallestbisimulation
contractionsatisfying the same modal formulas. But there is another useful tool:
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StateDefinition Lemma For each mode¥, sthere is an epistemic formula

B (involving common knowledge) such that the following are equivalent:

@ Nt|=p
(b) N, t has a bisimulatios with M, ssuch thas= t

Proof Thisresultis due to AlexandruBaltag (cf. Barwise & Moss 1997). The
version and proof given here are from van Benthem1997, 1998. Considerany
finite multi-S5modelM, s This fallsinto a numberof maximal'zones'consisting
of worlds that satisfy the same epistemic formulas in our language.

Clam1 There exists a finite set of formul@y1<i<k) such that

(a) each world satisfies one of them, (b) no world satisfies two of
them (i.e., they define a partition of the model), and (c) if two worlds

satisfy the same formulg, then they agree on all epistemic formulas.

To showthis, takeany world s, andfind 'differenceformulas & ' betweenit and
anyt which doesnot satisfy the sameepistemicformulas, where s satisfiesd™ '
while t doesnot. The conjunctionof all &' is aformula g trueonly in s andthe

worlds sharing its epistemic theory. We may assumegthasolist all information

about the proposition lettetsie andfalse throughouttheir partition zone.We also
make a quick observation about uncertainty links between these zones:

# If any world satisfyingy is ~,-linked to a world satisfying,

then all worlds satisfying also satisfyka> ¢
Next take the following descriptig$, ;of M, s

(@) all (negated) proposition letters true at s plus the unjptrie atM, s
(b)  common knowledge for the whole group of

(b1) the disjunction of allg
(b2) all negations of conjunctiong& ¢ (i#)
(b3) allimplicationsg — <a> ¢ for which situation # occurs

(b4) allimplicationsg — [a] Lky where the disjunction runs
over all situations listed in the previous clause.
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Claim2 M, s |=B,
Claim 3 If N, t |= B, , then there is a bisimulation betweént andM, s

To proveClaim 3, let N, t be any modelfor 3, . The @ partition N into disjoint
zonesZ, of worlds satisfying thesormulas.Now relateall worlds in sucha zone
to all worlds that satisf@in the modelM. In particular,t getsconnectedo s. We

must check that this connection is a bisimulation. The atomic claaaifrom an
earlierremark.But also, the zigzagclausedollow from the given description.(a)

Any ~_-successor step M has been encoded in a formgla- <a>¢ which holds
everywhere irN, producingthe requiredsuccessothere.(b) Conversely|f there
is no~_-successor iM, this shows up in the limitative formuéa — [a] Llp, which

also holds irN, so that there is no 'excess' successor there either. [ |

The Invariance Lemma says bisimulatioaisthe right fit with the modallanguage.
The StateDefinition Lemmasayseachsemanticstate can be characterizedy one
epistemicformula. E.g., considerthe two-world model for our question-answer

episode. Here is an epistemic formula which definegstsite up to bisimulation:

P& C{Q, A} ((KAgoﬂKA_'go) & _'KQ(p& _‘KQ_'CD)

This allows us to switch, in principle, betweensemanticaccountsof information
statesasmodelsM, s andsyntacticonesin termsof completedefining formulas.
There is more to this thguast technicality.For instance syntacticapproachesave
been dominant imelatedareadike belief revisiontheory, whereinformation states
are not modelsbut syntactictheories.It would be good to systematicallyrelate
syntactic and semantic approaches to update, but we shall stay semantic here.

Respectful and safe operations The above also constraiapistemicupdate
operation®. These shouldespect bisimulation

If M, sandN, t are bisimilar, so are their valu€gM, s)andO(N, t)
Fact Public update respects bisimulation.

Proof Let = be a bisimulationbetweenM, s andN, t. Considertheir submodels

M|@ s, N|g t after public updatewith @. The restriction of =to theseis still a
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bisimulation. Here is the zigzag clause. Suppose some wdrétsan ~-successor

vin M|g s This same is still available in thedthermodel:it remainedn M since
it satisfiedg. But thenv alsosatisfied@in N, t, becausef the InvarianceLemma

for the bisimulatiore — and so it stayed in the updated madje, t, too. [

Many other proposedupdateoperationgespectiisimulations(cf. also Hollenberg
1998 on process algebra). Finally, bisimulation also whkslynamiclogic — but

with a new twist (varBenthem1996). Intertwinedwith invariancefor formulas ¢,
one must show that the zigzag clausesgo through for all regular program

constructions: not just the atonfg but each transition relati¢ghr] :

Fact Let =Dbe a bisimulation between two modkilsM' |, with s=s' .
® s, s' verify the same formulas of propositional dynamic logic
(i) if s[[A]M t, then there exists withs'[[ ]M t ands' =t

This observation motivates this notion of invariance for program operations

Definition An operationO(Ry, ..., Ry) on programs isafe forbisimulationif,
whenever= is a relation of bisimulation betweentwo modelsfor their transition
relationsRy, ..., Ry, then it is also a bisimulation f@(Ry, ..., Ry).

*

The core of the above program induction is that the ttegelaroperations; [J
of PDL are safe for bisimulation. By contrast, progiatarsectionis not safe:

al.ll b /\

°2 °2.1 °22
There is an obvious bisimulation with respecatd — but zigzag fails foR; N Ry.

After indulging in this technical extravaganza, it is titogeturnto communication.
In fact, the Muddy Children puzzle highlighasvhole agendeof further questions.
We alreadynoted how its specific model sequencas characteristidor the field.
But in addition, it raises many further central issues, such as

(@)  the benefits of internal group communication
(b)  the role of iterated assertion
(c) the interplay of update and inference in reasoning.
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We will look into theseas we go. But we start with an issuewhich we already
noted: the putative 'learning principle' that was refuted by Muddy Children.

4 What do we learn from a statement?

Specifying speech acts Update logic may beonsidereda sequelto dynamic
speechact theories,which originatedin philosophy,and then partly migratedto

computerscience(cf. Wooldridge 2002). Earlier accountsof speechacts often

consistin formal specificationsof preconditionsand postconditionsof successful
assertionsguestions,or commands.Someof theseinsights are quite valuable,
such aghoseconcerningassertoridorce of assertionsk.g., in whatfollows, we

will assume,in line with that tradition, that normal cooperativespeakersnay only

utter statementsvhich they know to be true. Even so, what guaranteeshat the

specifications are correct? E.g.hdsbeensaid that answergo questiongypically

produce common knowledge of the answer. But Muddy Children provided a

counter-exampldo this putative 'Learning Principle'. Logical tools help us get

clearer on pitfalls and solutions. The learning problem is a good example.

Persistence under update Public announcemenof atomic facts p makes
them common knowledge, and the same hfdd®othertypesof assertionBut, as

we notedin Sectionl, not all updateswith @resultin commonknowledgeof ¢

A simple counter-example is this. In our question-answer cageskat truly
p&-Kyp “p, but you don’t know it”

This very utterancaemovesQ’s lack of knowledgeaboutthe fact p, and thereby
makes its own assertion false! Ordinary terminology is misleading here:

learning that ¢ is ambiguous betweemwasthe case, before
the announcement, ags the case — after the announcement.

The explanation is thatatementsnay changetruth value with update.For worlds
surviving in the smaller model, factual propertiesdo not change,but epistemic
properties may. This raises a general logical isspersistence under update

Which forms of epistemic assertion remain true at a world
whenever other worlds are eliminated from the model?
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Theseare epistemicassertionswvhich, when publicly announcedo a group, will
always result in common knowledge. Examples are atomicfaesd knowledge-
free assertions generally, knowledge assertigipsignorance assertiors,p.

New kinds of preservation results Hereis a relevantresult from modal
logic (cf. Andréka, van Benthem & Németi 1998):

Theorem The epistemic formulasithout common knowledge
that are preserved under submodels are precisely those definable
using literalgp, -p, conjunction, disjunction, arid-operators.

Compareuniversalformulasin first-order logic, which are just those preserved
under submodels. The obvious conjecturetlfierepistemiclanguagewith common
knowledge would allow arbitrarg—operators as wellBut this resultis still open,
as lifting first-order model theory to modal fixed-point languages seems non-trivial.

OpenQuestion Which formulas of the full epistemic language with
common knowledge are preserved under submodels?

In any case,what we needis not really full preservationunder submodels,but
rather preservation under ‘self-defined submodels’:

When werestricta model to those of its worlds which satigfy
thengshould hold throughout the remaining model,
or in terms of an elegant validityp — (¢?

OpenQuestion Which epistemic formulas imply their self-relativization?

For that matter, which first-order formulas are preservedin this self-fulfilling
sense? Model-theoretic preservation questions of this special form seem new.

A non-issue? Many people find this particulassueannoying.Non-persistence
seemsa side-effectof infelicitous wording. E.g., whenA said "p, but you don't
know it", sheshouldjust havesaid"p", keepingher mouth shutaboutmy mental
state. Now, the Muddy Children example is not as blaatttis. And in any case,
dangers in timing aspects of what was true beforasatrde after an updateare no
more exotic than thacknowledgedlangerin computerscienceof confusingstates
of a process. Dynamic logics were developed precisely to keep track of that.



18

Let's stop fencing: can we reword any messagdo make the non-persistencgo
away?An epistemicassertionA definesa set of worlds in the currentmodel M.
Can we always find an equivalgmrsistentdefinition? This would be easyif each
world hasa simple uniquefactual description like handsin cardgames But even
without assuming thisthere is a method that works, at least locally:

Fact In each model, every public announcement has a persistent equivalent.

Proof Without loss of generalityagssumene areworking only with bisimulation-
contracted models which aa¢sototally connectedno isolatedcomponentsLet w
be the currentworld in model M. Let j publicly announceA, updatingto the

submodeM|A with domainA" = {sCOM | M, s |= A}. If thisis still M itself, then

the announcemeritTrue" is adequateand persistentNow supposeA’ is not the
whole domain. Our persistent assertion consist of two disjuncts:

A2

First we makeA. Using the proobf the StateDefinition Lemmaof Section3, this

is anepistemicdefinition for A" in M formedby describingeachworld in it up to
bisimulation, and then taking the disjunction of these.

Now for Z. Again using the mentioned proof, write a formula which desciiblés

up to bisimulation. Foconcretenesghis had a commonknowledgeoperatorover
a plain epistemic formula describing the pattern of seedinks, true everywhere
in the modeM|A. No specific world description is appended, however.

Next, A [7>is common knowledge iM|A, because is. But it also picks out the
right worlds in M. Clearly, any world in A" satisfiesits own disjunct of A.

Conversely, suppose any wotlth M satisfiesA [ 2. If it satisfiessomedisjunct
of A, thenit mustthen be in A" by the bisimulation-minimality of the model.
OtherwiseM, t satisfies>. But then by connectedness, every worldirsatisfies

2, andin particular, given the constructionof 2, there must be a bisimulation

betweerM andM|A. But this contradicts the fact that the update was genulle.

Of course, thisecipefor phrasingyour assertionss ugly, andnot recommended!
Moreover, it is local to one model, and does not work uniformly. Recall that,
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dependingon group size, muddy children may haveto repeatthe sameignorance
statement any number of times before knowledge dawns. Ifweesone uniform

persistentequivalentfor that statementthe latter's announcementvould lead to

common knowledge after some fixed finite stage.

5 Internal communication in groups

The best we can The muddy children mighjust tell eachotherwhat they see,
and commonknowledgeof their situationis reachedat once. The sameholds for
card playerstelling eachother their hands.Of course, life is civilized precisely
becauseave do not 'tell it like it is'. Even so, thereis an issueof principle what
agents in a groupanachieveby maximalcommunicationConsidentwo epistemic
agentsthat find themselvesn somecollectiveinformationstateM, at someactual
situations. They cantell eachother things they know, therebycutting down the
model to smaller sizes. Suppose they wish to be maximally cooperative:

What is the best correct information they can give via successive updates
— and what does the resulting collective information state look like?

E.g., what is the best that can be achieved in the following model?

This is correct! First, any sequenceof mutual updatesin a finite model must
terminate in some minimal domain which can no longeebeced.This is reached
when everything each agent knoissalreadycommonknowledge:i.e., it holdsin

everyworld. But whatis more, this minimal modelis unique andwe may call it

the ‘communicativecore’ of the initial model. Here is an explicit description,
proved in van Benthem 2000:
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Theorem Each model has a communicative core, viz. the set of worlds
that are reachable from the actual world via all uncertainty links.

Proof For conveniencegonsidera modelwith two agentsonly. The casewith
more than two agents is an easy generalization of the same technique.

First, agentscan reachthis special set of worlds as follows. Without loss of
generality let all statest in the model satisfy a unique defining formula J, asin
Section 3 — opbtainedby an ad-hocargumentAgent 1 now communicatesll he
knows by stating thdisjunctionid, for all worlds t he considersndistinguishable
from the actual one. This initial move cuts thedeldown to the actualworld plus
all its ~;-alternativesNow thereis a small technicality. The resultingmodel need
no longer satisfy the above unique definability property. The update may have
removedworlds that distinguishedoetweenotherwisesimilar options. But this is
easyto remedyby taking the bisimulationcontraction Next, let 2 make a similar
strongest assertion availablehter. This cutsthe modeldown to thoseworlds that
are also-,-accessible from the actual one. After that, everything any &gemts is
common knowledge, so further statements have no informative effect.

Next, supposeagentsreacha statewhere further announcementbave no effect.
Thenthe following implicationshold for all @ K,¢ - C,, ,¢ K, - C, ,@.
Again using defining formulas, this meansl, 2 havethe samealternativeworlds.
So, theseform a subsetof the abovecore.But in fact, all of it is preserved An
agent can only make statements that hold in all efddds, asit is includedin his
information set, Therefore, thehole core surviveseachepisodeof public update,
and by induction, it survives all of them. [

A corollary of the preceding proof is this:

Fact Agents need only 2 rounds of communication to get to the core.

In particular,thereis no needfor repetitionsby agents.E.g., let 1 truly say A
(something he knows in the actual world), note the indpcdstic update,andthen
say B (which he knows in the new state). Then he mjgsttaswell haveasserted
A & (B)" straightaway: wherB)" is therelativizationof B to A (cf. Section 6).

Incidentally, a two-step solution to the initial example of this sectionis the
following rather existentialist conversation:

Q sighs: "l don't know"
A sighs: "l don't know either"
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It does not matter if you forget details, because it also works in the opposite order.

The communicative core is the actual world pueryworld connectedo it by the
intersectionof all uncertaintyrelations.This is the rangeusedin defining implicit

knowledgefor a group of agentsin Section2.1. Thus, maximal communication
turnsimplicit knowledgeof a group into commonknowledge.As a slogan, this

makes sense, but there are subtlettesay be implicit knowledgethat noneof us
know where the treasuis. But oncethe communicativecoreis all thatis left, the
location of the treasuremay be common knowledge. Comparethe difference

between quantifier restriction and relativizatitmplicit knowledgel ¢ looks only

atworlds in the communicatiorcore CC, but it thenevaluateghe formula ¢ from
eachworld therein the whole model. By contrast,internal evaluationin just the

core is like evaluating totally relativized statemdgS® in the model.

Another technicality is that the relevamtersectionof relations,thoughkeepingthe
logic decidable, is no longer safe for bisimulation in the seh&ection4. Adding
it to the language leads to a genuinely riagt@stemiclogic, for which someof the
earlier model theory would have to be redone.

Planning assertions This sectionshowsa shift in interest.Updatelogics can

be usedto analyzegiven assertionsput they can also be usedto plan assertions
meetingcertain specifications A more complexexampleis the following puzzle

from a mathematical Olympiad in Moscow (cf. van Ditmarsch 2002):

7 cards are distributed amoig B, C A gets3, B gets3, C getsl.
How shouldA, Bcommunicate publicly, in hearing 8f, so that
they find out the precise distribution of the cards w@idoes not?

There are solutions here — but their existence depenttie onmberof cards.This

guestion may be seen as a generalization of the preceding one. Hawutagroup
of all agents communicateaximally, while keepingthe restof the groupasmuch
in the dark as possible? Normally, this callshating, but it is interestingto see—

at leastto politicians,or illicit lovers— that someof this canbe achievedpublicly.

This sort of planning problem is only beginning to be studied.

Herewe just observean analogywith computerscience.The dynamic epistemic
logic of Section 2.3 is like program logics manipulating correctness assertions
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Q- [Al y if precondition@holds, then saying always

leads to a state where postconditipholds.

Suchtriples may be looked at in different ways. Given an assertion,one can
analyze its preconditions and postconditionsyaglid for questionsandanswers.

This is programanalysis.Or, with preconditiong andassertionA!, we can look
for their strongest postconditiagih perhaps, common knowledgeAfBut thereis

alsoprogramsynthesis. Given a preconditiongand postconditiony, we canlook

for an assertioA! guaranteeing the transition. Conversation planning is like this.

6 Public update as relativization
This technical intermezzo (van Benthem 1999B) joins forces with standard logic.

Semantic and syntactic relativizationHereis a simplefact. AnnouncingA
amounts to a logical operationsgmantic relativization

from a modeM, sto the definable submod#l|A, s

This explains all behaviour so far — whigsing new questionsFor a start, in the
new model, we caagainevaluateformulasthat expressknowledgeandignorance

of agentsjn the standardormat M|A, s |= @ In standardogic, this may alsobe

described viayntactic relativizatiorof the formulapby the update assertién

RelativizationLemma MIA, s|=@ iff M, s|=@"

This says we can either evaluate our assertionsin a relativized model, or
equivalently,their relativizedversionsin the original model. For conveniencewe

will assumehenceforththat relativizationis definedso that (¢)* alwaysimplies ¢.

For the basic epistemic language, this goes via the following recursion:

(p)" = A&p
(-9* = A&- (9"
(eap) = @ 0"

Kp* A&K(A - (9"
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In this definition, oneimmediatelyrecognizeshe aboveaxiomsfor public update.
Whether this works entirely within the languageof epistemic announcements
depends on its strength. E.gelativizationwas lessstraightforwardwith common

knowledge, aso syntacticprefix 'A —..." or'A&..." on absoluteoperatorsC,

doesthe job. But one canextendepistemiclogic with a binary restrictedcommon
knowledge operator. Actually, dynamic logic is better behaved in this respect.

Fact Dynamic logic is closed under relativization.

Proof In line with the usual syntax of the system, we need a doablesionover
formulas and programs. For formulas, the clauses are all as above, while we add

(g’ [(M1(@*

For programs, here are the recursive clauses that do the job:

(R;S) = (RY; (Sf

(RO Sy = (R 0 (Sf

(@) = (A?; @7,

()" = (A)? 5 () u

Clearly, common knowledg€,@may beviewed as a dynamic logic formula

[(Ofi [i0GY] ¢

Therefore, we can get a naturalativizationfor epistemiclogic by the aboveFact,
by borrowing a little syntax from dynamic logic.

General logic of relativization Stripped ofits motivation,updatelogic is an
axiomatization of one model-theoretic operation, viz. relativization. The@tisng
specifically modalaboutthis. One could askfor a completelogic of relativizations

(" in first-order logic, as done feubstitutiongt/x] in Marx & Venema 1997.

OpenQuestion  What is the complete logic of relativization in first-order logic?

At leastwe may observethat thereis morethanthe axiomslisted in Section3.3.
For instance, the following additional fact is easy to prove:
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Associativity  ((A)P) © is logically equivalent to,((B)°)

In our updatelogic, performingtwo relativizationscorrespondgo performingtwo
consecutive updates. Thus Associativity amounts to the validity of

[Al;Bl] ¢ « [(AB)] @

Why was this not on the earlier list thfe completeaxiom system?The answeris a
subtlety. That axiom system does indeed derive evalig formula. But it doesso
without beingsubstitution-closedn particular, the above basic axiom for atoms

<Al>p - A&p

fails for arbitraryformulas ¢. Define the substitutioncore of updatelogic asthose
schemataall of whose substitution instancesare valid formulas. Associativity
belongs to it, but it is not derivable schematically from the earlier axiom system.

OpenQuestion Axiomatize the substitution core of public update logic.

There are also interestingly invalid principlesinessthe discussionof persistence
in Section4. Announcinga true statement'p, but you don't know it" invalidates
itself. More technically, even whgn& <1>-p holds, its self-relativization

(p&<1>-p)PE™® = p&<I>-p &<I>(p & <1>-p &p)

is a contradiction. Thus some assertiansself-refutingwhenannouncedandthe
following pleasing principle is not part of a general logic of relativization:

o - (9° holds only for special assertiogs

We will look at somefurther issuesin the logic of relativization in Section 7,
including iterated announcement and its connections with fixed-point operators.

Excursion: richer systems of update In standardlogic, relativization
often occurs together with other operations, sudheaslation ofpredicates- e.g.,
in the notion of relative interpretationof one theory into another. Likewise, the
aboveconnectionextendsto more sophisticatedforms of epistemicupdate (cf.
Section 9). For instance,when a group hearsthat a questionis asked and
answered,but only a subgroupgets the preciseanswer, we must use a new
operation ofarrow elimination rather than world elimination. More precisely,
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all arrows are removed for all members of that subgroup between
those zones of the model that reflect different exhaustive answers.

Arrow elimination involves substitution of new accessibility relations forctireent
ones. E.g., when the questiop? is asked and answered, the uncertanetgtions

~ for agents in the informed subgroup are replaced by the union of relations

(@?:~:(@?0 (~9?;~; (-9
But this is just translation of the old binary relatigninto a new definable one.

Next on this road, there are more complex ‘product updatesieh correspondo
those interpretations betwetreorieswhich involve constructionof new definable
objects,like when we embedthe rationalsinto the integersusing orderedpairs.
Axioms for update logics will thestill axiomatizepartsof the meta-theoryof such
generallogical operations.Thus, progressivelymore complex notions of update
correspond to more sophisticated theory relations from standard logic.

Finally, relativizationsuggests slightly different view of eliminative update.So
far, we discarded old information states. But now, wekegapthe old information
state,and perform‘virtual update’via relativizedassertionsThus, the initial state
alreadycontainsall possiblefuture communicativedevelopmentsAnothertake on
this at leastkeepsthe old modelsaround,doing updateswith memory There are
also independent reasofts maintainingsomepasthistory in our logic, havingto
do with public updates which refer explicitly to the 'epistemic past’, such as:

"what you said, | knew already".

See van Benthem 2002A, and also Section 9 below, for more concrete examples.

7 Repeated announcement and limit behaviour

'‘Keep talking' In the Muddy Childrenscenarioan assertiorof ignorancewas
repeateduntil it could no longerbe madetruly. In the given model, the statement
wasself-defeatingwhenrepeatedteratively, it reachesa stagewhereit is not true
anywhere Of course,self-defeatinggnorancestatementdead to somethinggood
for us, viz. knowledge.Thereis alsoa counterparto this limit behaviour:iterated
announcementf self-fulfilling statementsnakesthem commonknowledge.This
happenedn one stepwith factualassertionsandothersin Section4. More subtle
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casesare discussedin van Benthem 2002B, viz. repeatedjoint assertionsof
rationality by playersin a strategicgame,sayingthat onewill only chooseactions
that may be best possible responseshat the othersdo. Thesemay decreas¢he
set of available strategy profilemtil a 'bestzone'is reachedconsistingof eithera
Nash equilibrium, or at least some rationalizable profiles to be in.

Limits and fixed-points Repeated announcement of rationality tiyo players
1, 2has the following form, which we take for granted here without motivation:

JR: <1>B, [J<2>B,

Wherethe propositionletter B, saysthati's actionin the currentworld is a best
response for to what the opponent [@aying here.It canbe shownthat any finite
game matrix has entries (worlds in the corresponding epistemic model) in a loop

X[=B =% =By~ % [=B,~ ... 9% =B,

Repeated announcement of joint rationaliB/may keepremovingworlds, aseach
announcement may remove worlds satisfyifgjan which one conjunalepended.
But clearly, whole loops of the kind describedemainall the time, asthey form a

kind of mutual protection society. Thus, we have a first

Fact Strong Rationality is self-fulfilling on finite game matrix models.

The technicalconnectionwith fixed-points suggestsextendingbasic updatelogic
with fixed-point operatorsThis is like extending modal aynamiclogic to the so-

called p—calculus whose syntax provides smallestfixed-point definitions of the
form upe@(p) and greatesbnesof the form vpeg(p). Stirling 1999 has detailson
the u—calculus, Ebbinghaus & Flum 1995 on more general fixed-point logics.

We explore this a bit, as there @@metricky but nice issuesinvolved (for detalils,
cf. the reference). For a start, we can prove this

Fact The stable set of worlds reached via repeated announcendéht of
is defined inside the original full game model by the greatest

fixed-point formula vpe (<KE>(B; LJp) U<A>(B, [Ip))
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Iterated announcementin dynamic logic In anymodel M, we can keep
announcing any formulg until we reach a fixed-point, perhaps the empty set:
#(g, M)

E.qg.,self-fulfilling formulasg in M become common knowledge#(p M):

0~ Cop) "

Whatkind of fixed-point are we computinghere?Technically#(¢@, M) arisesby

continued application of this function, taking intersections at limit ordinals:

Fue X) = {sOX | M[X,s|=¢}
with M|X the restriction oM to the seX
The mapF is not monotone andthe usualtheory of fixed-pointsdoesnot apply.

The reason is the earlier fact that statementgay changeruth valuewhen passing

from M to submodel$/ | X. In particular,we do not recomputestagesnside one
unchangingmodel, asin the normal semanticsof greatestfixed-point formulas

vpe @p), butin eversmallermodels,changingthe range of the modal operators.

Thuswe mix fixed-point computationwith relativization (cf. Section6). Despite
F's non-monotonicity, iterated announcement is a fixed-point procedure of sorts:

Fact The iterated announcement limit isiaflationary fixed point.

Proof Take anyy and relativize it to a fresh proposition lefeyielding

(@F

Herep neednot occur positively (it becomesnegativewhen relativizing positive
K—operators). Now the obvious epistemic Relativization Lemma says that

M, s |=(pf iff M/X, s |=¢
Therefore, the above definition B, , (X) as {s[X | M|X, s |=@ equals
{sM | M, s |=(@P} n X

This computes a greatesflationary fixed-poin{Ebbinghaus & Flum 1995). R



28

But then, why did iterated announcemengdBfproducean ordinary greatesfixed-

point? The above update mapg, ,(X) ismonotone with special sorts of formulas:
Fact F,, (X) is monotone foexistential modal formulas

The reasonis that suchformulas are preservedunder model extensionsmaking
their F monotone for set inclusion: cf. the related preservation issues in Section 4.

Excursion: comparing update sequencesUpdate logic is subtle, evemere.
What happenswhen we comparedifferent repeatedannouncementsf rationality
that playerscould make?Van Benthem2002B considersa weakerassertionWW R
which follows fromJR Does this guarantee that their limits are included:

#(SR,M)0 #(WR,M)?

The generalansweris negative . Making weakerassertiongepeatedlymay lead to

incomparable results. An example are this forngukend its consequencgg

¢= pO(<>-p -~ <>q)
Y= @ 0(p0-q)

In the following epistemic modelhe updatesequencdor @stopsin one stepwith

the world1, whereas that fog runs as follows{1, 2, 3}, {1, 2}, {2}.

1 2 3
P, q -p, 7q P, q

But sometimes, things work out.
Fact If anexistentialpimplies ¢ in M, then#(@, M) #(, M).
Proof We always have the inclusion
T,M) O T, (M)
The reason for this is the following implication:

if XY, thenF ,, , (X) OF ,, , (Y)
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For, if M|X, s |F @ands(JX, thens[]Y andalsoM|Y, s | ¢ — by the modal

existentialform of ¢ But thenM|Y, s |=¢, by our valid implication. [

One moretype of fixed point! Iteratedannouncementanbe describedoy
the finite iteration of dynamiclogic (cf. Section2.2). This extensionis studiedin
Baltag—Solecki—Moss 2002, which shows that formulas of the form

<(A)’>C_A

are not definable in the modatcalculus. Still, it is well-known that formulas

[(A)] @
with program iteration of this sort are definable with greatest fixed-point operators
vpe @ LJ[Al]p

But these cannot be analyzed in the earlier styltheganvolve relativizingp to A,
rather than the more tractal#ido p, as in our analysis of repeated announcement.

8 Inference versus update

Dynamic inference Standard epistemiogic describesnferencein unchanging
information models. But the current literature also has a more lively notion
following the dynamics of update (cf. van Benthem 1996):

Conclusiongfollows dynamicallffrom premise®,, ..., R, if
after updating any information state with public announcements

of the successive premises, all worlds in the end state satisfy

In terms of dynamic-epistemic logic, the following implication must be valid:
[P);...;RlICsop

This notion behaves differently from standard logic in its premise management:

Order of presentation matters
Conclusions fromA, Bneed not be the same as frBmA
witness-Kp , p (consistent) versys, -Kp (inconsistent)
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Multiplicity of occurrence matters
-Kp&p has different update effects frqpKp & p) & (-Kp & p)

Adding premises can disturb conclusions
-Kp implies=Kp — but-Kp, p does not imply-Kp.

By contrast, the structural rules of classical logic say precisely that order,
multiplicity, and overkill does not matter. Nevertheless, there is a description.

Structural rules and representation Van Benthem2001C providesthree
modified structural rules that are valid for dynamic inference as defined above:

Left Monotonicity X O A implies B, X[J A
Cautious Monotonicity X[O A andX, Y Bimply X, A, Y[J B
Left Cut X[O A andX, A, YO Bimply X, Y[J B

Moreover, the following completeness result holds:

Theorem The structural properties of dynamic inference are characterized
completely by Left Monotonicity, Cautious Monotonicity, and Left Cut.

The coreof the proof is a representatiomrgumentshowingthat any abstracffinite
tree model for modal logic can be represented up to bisimulation in the form:

Worldsw go to a family of epistemic modéi4,,

Basic actions go to suitable epistemic announcemets

This suggestghat public updateis a quite generalprocess,which can encode
arbitrary processes in the form of ‘conversation games'.

Inference versus update Here is amore general moralogic hastwo different
inferential processes. THiest is ordinary inference relatedto implicationsA - B.
This stays inside one fixed model. The second processis a model-jumping
inferenceunder relativization relatedto the earlier formulas [A!]B . Both seem

interesting. Everso, one empiricalissueremains.The muddy childrendeduced a
solution: they did not draw update diagrams. What is going on inside our heads?
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9 The wider world

As stated in Section 1, update analysstwo main directions:increaseccoverage
by means of new models and mechanisms, and increased indaejetistandingf
the logics that we already have. This paper has concentratibe latter, hopingto
show the interest of logical issues in communication. In this Section, the gedsler
a lightning tour of what she has missed.

Keeping track of past assertions Somepuzzlesinvolve referenceto past
states, with people saying things like "What you said did not surprise me"
(McCarthy 2002). This saysthat they knew at the previous state, calling for a
further updatethere. To accomplishthis, we needto maintain a stack of past
updates, instead of just performing thandtrashingpreviousstages.In the limit,
as also mentioned earlier, this richer framework might also include protocol
information about the sort of communication that we are in.

Privacy and hiding The next stage of complexityeyondpublic communication
involves hiding information, either willfully, or through partial observatidereis
about the simplest example, first stated in the glossy brochure Spinoza 1998:

We have both just drawn a closed envelope. It is common knowletlgeerus that one
envelopeholds an invitation to a lecture on logic, the otherto a wild night out in
Amsterdam. Ware both ignorant of the fatein storefor us! Now | openmy envelope,
and read the contents,without showing them to you. Yours remains closed. Which
information has passed exactly because of my actia&?tainly know now which fate is
in store for me. But you have also learnt something thé | know— though notwvhat |
know. Likewise, | did not just learn what is in my envelope.l also learnt something
aboutyou, viz. that you know that | know. The latter fact has evenbecomecommon

knowledge between us. And so on. What is a general principle behind this?
The initial information state is a familiar one of collective ignorance:
me
L @ —oN

you

The intuitive updatejust removesmy uncertaintylink — while both worlds remain
available, as they are needed to model your continued ignorance of the base fact:

L @ —you—oN
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Suchupdatesoccurin card games,when players publicly show cardsto some
others, but not to all. But card updatescan also blow up the size of a model.
Supposd openedmy envelope but you cannottell if | readthe cardin it or not.
Let us say that in fact, | did look. In that case, the intuitive update is to the model

me
L o oN
you
you you
e O
L you N

The road to this broader kind of update leadsGerbrandy1999, Baltag, Moss &
Solecki 1999, van Ditmarsch 2000. The general idea is this.

Complex communication involves two ingredierdsurrentinformationmodelM,
and another epistemic modebf possiblephysicalactions,which agentsmay not
be ableto distinguish. Moreover, theseactionscome with preconditionson their
successfulexecution.E.g., truthful public announcemenf! canonly happenin
worlds whereA holds. General update takepraductof the two models,giving a
new informationmodelM x A whosestates(s, a) recordnew actionstakenat s,
providedthe preconditionsof a is satisfiedin M, s. This may transformthe old
modelM drastically. The basic epistemic stipulation is this. Uncertainty amewng
states can only come from existing uncertainty via indistinguishable actions:

(s,a) ~(t,/b) iff boths~t anda~Db

In the firstcard example the actionswere "readlecture”,"read night out". Taking
preconditions into account and computing the new uncertainties gives the correct

(L, read lectur¢ —you—— (N, read night out)

The secondexampleinvolved a third action"do nothing" with preconditionTrue,
which | can distinguish from the first twbut you cannot.Productupdatedelivers
a model with four worlds (L, read L). (L, do nothing), (N, read N), (N, do
nothing) — with agents' uncertainties precisely as shown above.

Clearly, truth valuescanchangedrasticallyin productupdate.Dynamic-epistemic
logic now gets very exciting, involving combining epistemicformulastrue in M

and epistemicinformationaboutA expressedn a suitablelanguage Many of the
concerns for public update in this paper will return in more sophisticated versions.
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General communication  Generaltools like this canchart many varieties of
communication, and their broad patterns. For instatheegare naturalthresholds

One leads from partial information inherentin a game or a communicative
conventionto that generatedy people'slimitations, suchas boundedmemory or

limited attentionspan.Another, perhapsmore exciting, crossesfrom mere partial
information to misleading,lying and cheating.In principle, product update also
describegthe latter, but thereis a lot of fine-structureto be understood A final

broad challenge are hiding mechanisms, such as security protocols on the Internet.

Games and social software Again, there is not just analysis, but also
synthesis.Communicationinvolves planning what we say, for a purpose.The
proper broader setting fdinis are games which involve preferencesnd strategies
(cf. Baltag 2001, van Benthem 1999-2002). Tikisne instanceof what hasbeen
called 'social software'recently: the design of mechanismssatisfying epistemic
specifications such as who gets to know what (cf. Parikh 2002, Pauly 2001).

Communication channels After all thesesweepingvistas,we comedown to
earth with a simplexample,againbasedon a puzzle.The 1998 'National Science
Quiz' of the Dutch national research agency NWO had the following question:

Six people each know a secret. In one telephone call, two of them can
share all secrets they have. What is the minimal number of calls they
have to make to ensure that all secrets become known to everyone?

The answersofferedwere: 7, 8, 9. The correctoneturnsoutto 8. For N people,
2N-4 calls turns out to be optimal, a reswtiich is not deepbut difficult to prove.
The best algorithm notes that four people can share all their secrets in four steps:

1 calls 2, 3 calls 4, 1 calls 3, 2 calls 4.
So, single out any four people in the total group.

First let the otheN-4 call one of them, then let the four people share
all they have, then let the-4 people call back to their informant.

The total number of calls will b2N-4. Now, this clearly raisesa generalquestion.
What happens to update logic wh&a makea further semanticparameteexplicit,
viz. the communicatiometwork? Our running exampleof public announcement
presupposedome public broadcasisystem.The gossip puzzle assumeswo-by-
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two telephone connections without conference calls. We can loo&doltslinking
up desired outcomes with properties of the network. E.g., it is easy to show that

Universal knowledge of secrets can be achieved if and only if the nesvork
connectedevery two people must be connectible by some sequence of calls.

But there are many other intriguing phenomena. Suppose three generalgwigth
on different hilltops are planningjaint attackon the adversaryin the plain below.
They have completelyreliable two-way telephonelines. One of them possesses
some piece of informatigmwhich has to become commé&nowledgeamongthem
in orderto executea successfutoordinatedattack.Canthey achievethis common
knowledge op? The answer is that it depends on the scenario.

If the generals only communicate secrets, ameluding informationaboutall calls
they made,thencommonknowledgeis unattainablejust as in the more familiar
two-generalgroblemwith unreliablecommunication.Informally, thereis always
someonavho is not surethat the last communicationtook place. More precisely,
product update allowing for this uncertainty will leaatdeastone agentuncertainty
chainfrom the actualworld to a -p—world, preventingcommonknowledge.But
what aboutgeneralA phoninggeneralB, sharingthe information,andtelling him
that he will callC, tell him aboutthis whole conversationjncluding the promiseto
call him? This is like mediatorsgoing back and forth betweenestrangedarties.
Canthis producecommonknowledge?Again, it dependson whetheragentsare
surethat promisesare carriedout. If they are,then a scenarioariseswith actions
and observations where product update will indeed deliver common knowledge.

We leavemattersat this informal statehere.Our aim in this excursionhas merely
beento show that updatelogic fits naturallywith otheraspectf communication,
such as the availablitiy and reliability of channels.

10 Logic and communication

Traditionally, logic is about reasoning. If | want to find out somethiirggt backin
my chair, closemy eyes,andthink. Of course,| might alsojust go out, and ask
someoneput this seemdike cheating.At the University of Groningen,we once
did a seminarreadingNewton'stwo greatworks: Principia Mathematica and the
Optics Thefirst wasfine: pure deduction,andfacts only admittedwhen they do
not spoil the show. But tH@pticswas a shock, for being so terribly unprincipled!
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Its essential axioms even include some brute facts, for which youdgeeout on
a sunny day, and seewhat light doeson when falling on prismsor films. For
Newton, what we can observe is as hard a fact as what we can dHukisameis
true forordinarylife: questiongo nature,or otherknowledgeablesourcessuchas
people,provide hardinformation. And the generalpoint of this paperis that logic
has a lot to say about this, too. One cantBiseas an extensionof the agendaand
it certainly is. But eventually,it may also have repercussiongor the original
heartland Say, what would be the crucial desirablemeta-propertie®f first-order
logic when we add the analysis of communication as one of its core tasks?

I will not elaborateon this, as this paperhas alreadytakenup too much of the
reader'stime. And in any case,now that| know the roadto the Colosseumit is
time for meto go. As a former memberof the guard,| havesomedutiesto fulfil,

even though the script of the movie does not promise a happy ending.
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