
The Logic of Framing
The Framing Effect as a Non-Monotonic Decision Process of

Path Dependence

MSc Thesis (Afstudeerscriptie)

written by

Michiel den Haan
(born 31 January, 1991 in Aalsmeer, The Netherlands)

under the supervision of Prof. Dr. Ing. Robert van Rooij, and
submitted to the Board of Examiners in partial fulfillment of the

requirements for the degree of

MSc in Logic

at the Universiteit van Amsterdam.

Date of the public defence: Members of the Thesis Committee:
26 June, 2015 Dr. Maria Aloni (chair)

Prof. Dr. Michiel van Lambalgen
Prof. Dr. Ing. Robert van Rooij (supervisor)
Prof. Dr. Frank Veltman



To hatch a crow, a black rainbow
Bent in emptiness

over emptiness
But flying

- Ted Hughes (1930 - 1998)



Abstract

People’s perception can be influenced by framing a message in differ-
ent ways. For example, decision makers are often favourably disposed
towards a medical treatment with a 60% success rate, but less often to
one with a 40% failure rate. This suggests that human judgement or
decision making is not merely concerned with the content of the mes-
sage at stake, but also with the way in which this content is presented
or ‘framed’. This observation is at odds with standard theories of de-
cision making, which prescribe that human judgement should be in-
variant under different descriptions of the same fact(s). In this thesis,
I explore what framing is, how it makes itself manifest and how the
underlying process of human decision making functions. I argue that
this decision process is best to be characterised as a non-monotonic
process of path dependence, and I present a formal model to make this
idea more precise. This model has several advantages over existing
models. It is able to provide an elaborate account of framing that is
descriptively accurate, more uniform and has a larger scope than ex-
isting accounts. Furthermore, it allows for a thoughtful approach to
the relationship between the framing effect and human rationality.
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Introduction

Would you prefer a medical treatment with a 60% success rate or one with a 40%
failure rate? And would you vote for an economic policy plan that yields 95%
employment or one that yields 5% unemployment? Do you like your glass half full
or half empty? These question may seem silly, but they take centre stage in research
on ‘framing’, a topic studied extensively in, for example, cognitive psychology,
political science, communication studies and behavioural economics. As it turns
out, in all the cases above people are more often favourably disposed towards the
former option than to the latter, despite the fact that both options seem to describe
one and the same thing.

Framing is ubiquitous in our everyday lives. For example, we encounter press
releases of big companies about ‘restructurings’ or ‘reorganisations’ rather than
redundancies or job losses. We see advertisements of soda companies stressing the
percentage of ‘pure fruit juice’ in their products rather than the percentage of sugar
and additives. And we hear politicians talk about the success rate of their new job
placement policy, rather than the failure rate.

This suggests that in making decisions, human beings do not merely take the
content of the choice options at stake into account (e.g., the effectiveness of a med-
ical treatment), but also the way in which these options are presented or ‘framed’
(e.g., in terms of success or failure). If this manner of presentation affects the judge-
ment of the decision maker, one speaks of ‘the framing effect’.

In this thesis, I will study what the framing effect is, how it comes about, how
the underlying process of decision making works and what the consequences of
framing are for human rationality. The results of this investigation will be used to
construct a formal model that is able to provide an elaborate account of the framing
effect.

Framing and Decision Making
The framing effect will be studied in this thesis from a decision theoretic purview.
The point of focus is how we perceive different frames, how differences in present-
ation influence decision making and how they can induce us to act.

Perhaps surprisingly, relatively little has been written about these issues. Des-
pite the fact that framing is a fruitful research area today, it has long been neglected
in theories about human decision making. One reason for this is that framing, in
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the words of Robert Entman, is a “fractured paradigm” (Entman 1993, p.51). That
is, framing is studied by various disciplines, from different points of view, each
focusing on different sides of the phenomenon, but the results of these endeavours
are rarely connected.

For instance, in cognitive psychology various settings are studied in which the
framing effect is observed, as well as factors that can enhance or attenuate the effect.
Typically, these studies focus on individual test subjects. In political science and
communication studies, on the other hand, the persuasiveness and effectiveness of
framing is investigated, as well as it relation to, for example, source reliability and
reputation effects. Here, studies typically focus on groups and the consequences
for public opinion or the way in which public debates are perceived.

Furthermore, the framing effect has, for instance, been studied from linguistic
perspectives, focusing on the semantic properties of different formulations. It has
been studied from evolutionary perspectives, focusing on possible advantages of
responding differently to positive and negative information. And it has been studied
from contextual perspectives, focusing on regularities between certain beliefs or
events and the words people choose to describe these events.

What is seldom done, however, is to provide an overarching analysis of the
framing effect by combining the results from these various fields, studies and ex-
periments. For a decision-theoretic study, such analysis is crucial. A systematic
investigation into what framing is, the circumstances in which it appears or disap-
pears and the various factors that are at work is needed in order to obtain a proper
understanding of how framing influences our perception, decision making and be-
haviour.

Two decades ago, Entman articulated this problem as follows: “Despite its om-
nipresence across the social sciences and humanities, nowhere is there a general
statement of framing theory that shows exactly how frames […] make themselves
manifest […] or how framing influences thinking” (ibid.). Today, these issues still
stand in need of clarification, and will therefore be taken as the point of departure
of this thesis.

Decision Theory and Rationality
A second reason why the framing effect has received little attention from decision
theory has to do with the historical development of this research area.

For a long time, decision making has been studied from the purview of ‘per-
fectly rational agents’. According to this view, a decision maker is a fully rational
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agent that “is assumed to have knowledge of the relevant aspects of his environment
[…] He is assumed also to have a well-organized and stable system of preferences,
and a skill in computation that enables him to calculate, for the alternative courses
of action that are available to him, which of these will permit him to reach the
highest attainable point on his preference scale” (Simon 1955, p.99).

At the core of this conception of rationality lies the principle of description
invariance, or, as logicians call it, the principle of extensionality. Kenneth Arrow
characterises this principle as a “fundamental element of rationality, so elementary
that we hardly notice it” (Arrow 1982, p.6). The principle states that preferences
should be unaffected by the way a problem or choice is described. What counts is
what is described, not how it is described.

From the perspective of a logician, this principle makes perfect sense. The lo-
gical implications of some state of affairs are taken to depend on this state of affairs
itself, not on the way it is presented. For instance, whether I use the formulation
‘the glass is half full’ or ‘the glass is half empty’ to describe some state of affairs
(the amount of liquid in a glass), the truth value of this state of affairs and the con-
sequences it has depends on the logical properties and implications of the actual
amount of liquid in the glass, not on its being described as half full or half empty.
Logicians tend to say that “two formulas which have the same truth-value under
any truth-assignments [are] substitutable salva veritate in a sentence that contains
one of these formulas” (Bourgeois-Gironde and Giraud 2009, p.386).

As a result, standard decision theory, assuming that decision makers are per-
fectly rational, is unable to accommodate the framing effect. Given that the prin-
ciple of extensionality holds, the effect is predicted not to occur. That the effect
does occur in practice has long been dismissed as an insignificant aberration of the
norms of rationality, not of interest for decision theory (ibid.). This was mainly due
to the normative, rather than descriptive, character of theories of human decision
making.

It was not until the 1980s, with the pioneering work of Amos Tversky and
Daniel Kahneman, that the framing effect and its consequences for decision making
were systematically investigated for the first time. I will discuss their work in de-
tail in chapter 1. It is interesting to note that Tversky and Kahneman did not reject
standard decision theory. In fact, they argue that the principle of description invari-
ance, even though “descriptively invalid”, is “normatively essential” (Tversky and
Kahneman 1986, S251). That is, the principle should be valid in any a theory of
choice that claims normative status (ibid., S253).
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Hence, rather than rejecting standard decision theory, they argue that “the norm-
ative and the descriptive analyses of choice should be viewed as separate enter-
prises” (Tversky and Kahneman 1986, S275). If one wants to know what decisions
humans should make, standard decision theory is the way to go. As argued above,
in this setting the occurrence of the framing effect is precluded. Tversky andKahne-
man themselves provide a descriptive account of human decision making, i.e., what
decisions humans do make. The model they present is able to accommodate the
framing effect, but this automatically means that for it to occur, some rationality
principles have to be violated. This idea that the framing effect is irrational ‘tout
court’ is still widespread today (e.g., O’Keefe 2007, Marcus 2008).

In this thesis, I will take a different course. The notion of rationality outlined
above is a highly idealised and unrealistic one. If one adopts a more moderate
notion of rationality, tailored to the humanmind and the context of decisionmaking,
this conclusion no longer follows. Rather than dismissing the framing effect as
‘irrational’, I will argue that much more is to be said about framing. In fact, in some
cases, violating the principle of description invariance can be perfectly reasonable.

Outline
This thesis is structured as follows. In chapter 1, I will investigate how framesmake
themselves manifest, in order to obtain a thorough understanding of what the fram-
ing effect is and to fathom what factors are at work in its occurrence. An overview
of the framing effect and its various appearances will be provided, and Tversky
and Kahneman’s Prospect Theory, a formal model that has dominated the framing
literature for more than two decades, will be presented and criticised. I will argue
that framing is a much more diverse phenomenon than generally recognised, and
that there are various factors at work that cause different frames to trigger differ-
ent associations. Furthermore, I will argue that despite the diversity of the framing
effect, a similar decision process can be said to underlie all instances of framing.

In chapter 2, I will probe into this decision process that underlies the framing
effect. Some alternatives to Prospect Theory will be discussed, and I will argue that
they all fail to provide a robust account of the framing effect. Furthermore, some
empirical results will be presented that will prove to be problematic for all existing
accounts of framing. Based on this and other results, I will provide an extensive
characterisation of the underlying decision process of framing. Furthermore, the
consequences for the alleged irrationality of the framing effect will be explored.

In the final chapter, the insights gained so far will be used to formulate four
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desiderata for a formal model of the framing effect. I will develop a dynamic model
that accommodates these four desiderata, and which provides a robust account of
framing in its various forms.
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1 The Diversity and Uniformity
of Framing

In this chapter, the framing effect will be studied in its various shapes. I will assess
the psychological and cognitive science literature on framing to investigate how
it comes about and how it is related to our cognitive capacities. I will study a
landmark framework typically associated with the framing effect, Prospect Theory,
and will argue that it has some serious shortcomings. Furthermore, I will attack
some common characterisations of the framing effect and argue that focus should
shift to the information conveyed by different frames.

1.1 Framing in Thought and Communication

In order to obtain a thorough understanding of the framing effect, some words have
to be said about preferences first. A preference can be taken to be a ranking order on
a set of events or objects. For instance, one can prefer reading a book over watching
a movie, an immediate ban on environmental pollution over a piecemeal reduction,
or working less and receiving a lower pay over workingmore and receiving a higher
pay. Particularly interesting for decision theorists is what properties this preference
ordering has and should have. Well known ordering conditions include consistency,
asymmetry, connectedness and transitivity (Resnik 2008, pp.22-24).

In practice, however, many, if not all of these conditions are violated under
certain circumstances. The framing effect is often seen as such a circumstance that
may lead to the violation of these conditions, especially consistency. It turns out
that framing can induce people to prefer a over b when one specific formulation is
chosen, whereas it can induce people to prefer b over a when another formulation
is used.

To see how this framing effect works, I will give a characterisation of pref-
erences and how they arise. This issue has been studied extensively, especially
by psychologists and economists. Commonly, a preference is taken to be an at-
titude towards an object or event. This attitude is the outcome of our evaluative
beliefs (positive and negative) about that object or event (T. Nelson and Oxley
1999, p.1040). One widely accepted way of representing this idea is the so-called
‘expectancy value model’, in which evaluative beliefs are represented as ‘consider-
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ations’ or ‘dimensions’ of an issue that together make up an attitude.1 For example,
one’s attitude towards a policy plan might consist of one’s evaluative beliefs about
the impact on the economy and the environment, the estimated costs of the plan,
the perceived reliability of the politician that proposed it, etc. The weighted sum of
all these beliefs or dimensions determines one’s overall attitude towards an object
or event.

The notion of a frame can be characterised in terms of such attitudes and di-
mensions. In the literature, framing is used in two different ways. First of all, there
is so-called ‘equivalence’ or ‘valence’ framing, of which some examples have been
considered in the introduction.2 For now, suffice it to say that this involves casting
the same information differently, such as speaking about 95% employment or 5%
unemployment. Here we are concerned with one dimension of a decision problem,
presented in different ways. As it turns out, phrasing a dimension in positive terms
often leads to a more favourable evaluation than phrasing it in negative terms, des-
pite the fact that the dimension under consideration is one and the same. Valence
framing is typically studied in psychology, economics and cognitive science .

A second way in which framing is used is in the sense of so-called ‘value’,
‘issue’ or ‘topic’ framing (Druckman 2011, pp.281-283). This type of framing is
concerned with the relative importance that is attached to different dimensions of a
problem. For example, we may consider both arguments about individual freedom
and public safety in making a decision. Or we may attach decisive value to the eco-
nomic dimensions of a problem, thereby adopting an ‘economic’ frame of thought.
Contrary to valence framing, we now have several distinct evaluative beliefs that
are treated differently: one dimension is taken to be more important than another.
Topic framing is typically studied in political science, communication studies and
public relations.

So far, I have focused on framing in thought and the way in which attitudes are
formed from relevant considerations. However, what determines which considera-
tions we take into account and what weight we attach to them? Presumably, various
factors such as prior experiences, cultural background, social environment and on-
going world events play a role in this (ibid., pp.283-284). One factor, however, is
particularly significant for the present purposes of this thesis: communication with
others, be it relatives, public authorities or the media, as this is arguably the most

1See for instance Feather (1982).
2In psychology, the term ‘valence’ refers to the “intrinsic attractiveness or aversiveness” of events,

objects, situations or descriptions (Frijda 1986, p.207). A sentence can be said have ‘positive valence’
or ‘negative valence’, depending on whether its appeal is ‘attractive’ or ‘aversive’.
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important source of information we have for evaluating our preferences.
Not surprisingly, framing is not merely confined to thought, but plays a role in

communication as well. Speakers can engage in ‘valence framing’ by stressing the
positive side of an issue (e.g., employment) rather than the negative side. Or they
can engage in topic framing, by stressing one dimension (e.g., the environmental
impact) rather than another.

Therefore, frames can be said to lead a ‘double life’. As political scientists
Kinder and Sanders (1996) put it: “frames are interpretative structures embedded
in […] discourse. […] At the same time, frames also live inside the mind; they are
cognitive structures that help individual[s] make sense of the issues that animate
[…] life” (ibid., p.164).

A framing effect, in its broadest sense, can be said to arise when a frame in
communication affects an individual’s frame in thought (Druckman 2011, p.282).
At the end of this chapter, it will become clear what exactly this means (section
1.4.2). For now, I will confine my analysis to (equi)valence framing. However,
one central claim of this thesis is that topic framing can be analysed in the same
way as valence framing, and that one can question whether it is feasible to draw a
clear distinction between valence framing and topic framing.3

1.2 Prospect Theory

In 1981, Amos Tversky and Daniel Kahneman published their now-famous article
The Framing of Decisions and the Psychology of Choice in which they describe the
results of their ‘Asian disease’ experiment. They presented a scenario to a group of
students from Stanford University and the University of British Columbia in which
the outbreak of an unusual Asian disease is imminent. The disease is expected to kill
600 people when no action is taken. Luckily, the U.S. government can cushion the
impact of the disease by adopting one of the following two programmes (Tversky
and Kahneman 1981, p.453):

Programme A: If programme A is adopted, 200 people will be saved.
Programme B: If programme B is adopted, there is 1/3 probability
that 600 people will be saved and 2/3 probability that no people will be
saved.

When asked which programme they prefer, 72% of the respondents prefer pro-
gramme A over programme B, whereas 28% prefer programme B over programme

3See section 1.4.2.
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A. Despite the fact the both programmes yield the same expected value (1×200 =

1/3 × 600), the majority of people prefers the certain rescue of 200 lives over the
uncertain rescue of 600 lives. This is in line with the widely observed fact that
human behaviour is risk averse.4

A second group of respondents is presented the same scenario but now the pro-
grammes are as follows:

Programme C: If programme C is adopted, 400 people will die.
ProgrammeD: If programme B is adopted, there is 1/3 probability that
nobody will die and 2/3 probability that 600 people will die.

Surprisingly, when asked which programme they prefer, 78% of the participants
of this second group prefers programme D over programme C, even though C is
‘effectively’ identical to A and D to B (Tversky and Kahneman 1981, p.453). The
only difference, it seems, is the way in which the programmes are presented or
formulated. This experiment, in which different formulations of the same event or
fact result in different preferences or actions, is the classical example of valence
framing effects.

What exactly is going on? How can one account for the differences in pref-
erences? The Asian disease experiment has two important features. First of all,
uncertainty plays a big role. Both programme B and D have uncertain outcomes
and thereby stand in contrast to the certain consequences of A and C. Secondly, the
experiment can be interpreted in terms of gains and losses relative to some ‘given’
outcome. Programme B can be interpreted as putting at stake the sure gain of pro-
gramme A (200 survivors), whereas programme D can be interpreted as a chance
to reverse the sure loss of programme C (400 deaths). The choice between A and B
therefore takes place in a ‘gain frame’, whereas the choice between C and D takes
place in a ‘loss frame’.

Tversky and Kahneman use these features in what they call Prospect Theory
(PT) to explain the framing effect (Kahneman and Tversky 1979). PT is a theory to
account for individual decision making under risk and was developed as a reaction
to standard expected utility theory, which dominated decision theory for a long
time. One problemwith this expected utility theory is that it cannot account for risk-
averse behaviour. For example, it turns out that people prefer to have $2.400,- with
certainty, rather than a 33% chance of winning $2.500,-, a 66% chance of winning
$2.400,- and a 1% chance of winning nothing, even though this latter option has

4Cf. Kahneman and Tversky (1984).
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a higher expected utility ($2.409,- vs. $2.400,-) (Kahneman and Tversky 1979,
p.265).

According to Prospect Theory, wemake use of various ‘heuristics and biases’ in
decision making. These are cognitive aids that “reduce the complex tasks of assess-
ing probabilities and predicting values to simpler judgmental operations” (Tversky
and Kahneman 1974, p.1124). A downside of this, however, is that some inform-
ation may be lost or misrepresented in this process, thereby leading to “severe and
systematic errors” (ibid.).

By incorporating these heuristics and biases in the model, Prospect Theory is
able to accommodate the observed behaviour such as in the example above. Tver-
sky and Kahneman distinguish two phases in the choice process: “an early phase
of editing and a subsequent phase of evaluation” (Kahneman and Tversky 1979,
p.274). In the editing phase, the different choice options are organised, reformu-
lated and simplified. Various factors are at work here. Most importantly, according
to Tversky and Kahneman, we tend to rephrase outcomes in terms of gains and
losses relative to some reference point, rather than as final states of wealth. Apart
from that, there are many other changes we make to the choices. For example,
we tend to simplify them, such that a 49% chance to win $101,- is recorded as a
50% chance to win $100,-. After this editing has taken place, the decision maker
chooses the prospect of the highest value, but because the perceived or edited pro-
spects may differ from the original or actual ones, ‘anomalies’ in choice may occur
(ibid., p.275).

The tendency for risk-averse behaviour may be explained in terms of reference
points. Tversky and Kahneman argue that, in evaluating the different choices we
have, wemake use of a so-called value function that has two arguments: a reference
point and the magnitude of the change (ibid., p.277). This value function, at least
for many of our considerations, is likely to be concave above the reference point.
That is, the difference between a $100,- gain and a $200,- gain appears to us to be
larger than the difference between a $1.100,- gain and a $1.200,- gain, just as the
difference between a temperature change of 3° C and 6° C is easier to notice than
a temperature change of 33° C and 36° C (ibid., p.278).

The converse holds for losses. Below the reference point, the value function is
likely to be convex. This means that when it comes to losses, there is a tendency
for risk-seeking behaviour. For instance, whereas people tend to prefer a sure gain
of $240,- over a 25% chance to gain $1000,- and a 75% chance to gain nothing,
they prefer a 75% chance to loose $1000,- over a sure loss of $750,- (Tversky and
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Figure 1: An example of an S-shaped value function.

Kahneman 1986, S255). As a result, the value function is commonly S-shaped (see
figure 1).

In both gain and loss cases, the marginal value is expected to decrease with the
magnitude of the gain or loss.5 However, studies have shown that for most test
subjects, the convex part is considerably steeper than the concave part. That is,
losses loom larger than gains (e.g., Halter and Dean 1971, Barnes and Reinmuth
1976).

A famous example of this S-shaped value function is the so-called ‘favourite-
longshot bias’. It turns out that in horse racing events, bets on long shots are most
popular on the last race of the day (cf. Sobel and Travis Raines 2003).6 A popular
explanation for this phenomenon is that bettors do not consider individual bets in
isolation, but rather take into account their gains or losses of the day. Suppose
that someone has spent a day at the race track and has already lost $200,-. At the
beginning of the day, the bettor may perceive a bet on a long shot as, say, a very
small chance of winning $200,- and a big chance of losing $10,-. Given that her
current return is $0,-, the potential loss is assessed as the difference between $0,-

5Note that deviations may occur due to special circumstances on preferences. Prospect Theory
does leave room for this. For example, it seems natural to assume that a person’s aversion to losses
increases sharply if the losses become so big that the person would be forced to sell their house. See
Kahneman and Tversky (1979, pp.278-279).

6In this context, a long shot is a horse that has a very small chance of winning and, as a result,
carries long odds.
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and -$10,-. At the end of the day, however, the bettor may take her present loss
of $200,- as her point of reference. As a result, the long shot bet may now be
perceived as a very small chance to break even and a big chance of losing $210,-.
The potential loss is now assessed as the difference between -$200,- and -$210,-.
Because the value function is likely to be convex for losses, the potential loss of
the bet at the beginning of the day looms larger than the loss of the same bet at the
end.

Apart from value functions, Tvsersky and Kahneman also introduce weighting
functions. That is, a subject attaches a certain decision weight to each perceived
outcome of a choice. This decision weight does not only take into account the per-
ceived likelihood of a specific outcome, but also the impact of an outcome on the
desirability of prospects (Kahneman and Tversky 1979, p.280). As a result, de-
cision weights behave differently from probabilities, and all weights together need
not add up to 1. Nevertheless, the corresponding weighting function is expect to
be positively related to the probability of an outcome. That is, we tend to attach
greater weight to more probable outcomes. However, there is room for deviations.
For example, Tversky and Kahneman suppose that very low probabilities are gen-
erally over-weighted (ibid., p.281). Due to this and other factors, the weighting
function is expected to be non-linear (see figure 2).

Figure 2: An example of a weighting function.
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By looking at the relation between the perceived value of a prospect and the
weight that is attached to it, Prospect Theory is able to account for various ob-
served attitudes towards risk. For instance, in the ‘$2.400,- example’ presented
above, PT predicts that the difference in perceived value of winning $2.400,- or
$2.500,- is presumably small, whereas the 1% of winning nothing is presumably
over-weighted. If the extent of these effects is large enough, the ‘edited’ prospect
of the $2.500,- / $2.400,- / $0,- gamble may receive a lower evaluation than the
prospect of receiving $2.400,- with certainty.

For two decades, Prospect Theory has been dominant in the analysis of framing
effects. In what way can PT account for these effects? Recall that Tversky and
Kahneman argue that our use of various heuristics and biases in decision making
can lead to systematic errors or anomalies. The framing effect is an example of
such an anomaly.

According to Tversky and Kahneman, the most important feature of framing is
that it emphasises one reference point rather than another (Tversky and Kahneman
1981, p.456). As the horse track example shows, this can result in differences in
behaviour. That is, one can assess a single bet individually or from the point of view
of one’s current return, and this influences the way in which the potential gains and
losses of the bet are evaluated. Something similar may be going on in the Asian
disease experiment. Programme A and B are phrased in terms of gains, and hence it
can be argued that the point of reference (the ‘default’ option) is a situation in which
all people die. Programme C and D, on the other hand, are cast in terms of losses,
and hence the point of reference is a situation in which no one dies. As a result,
programme A and B are assessed on the concave gain part of the value function,
whereas C and D are assessed on the convex loss part of the value function. This
can explain why the programmes are evaluated differently, despite their (apparent)
equivalence.

Related to this explanation of framing in terms of reference points is an ob-
served pattern in human behaviour pertaining to certainty. When it comes to gains,
it turns out that people tend to have a strong preference for certain outcomes rather
than merely probable ones. When it comes to losses, the opposite is the case. For
example, people tend to value a reduction of the probability of a harm from 1% to
zero (much) higher than a reduction of the same harm from 2% to 1%, despite the
fact that both reductions are similar in magnitude (ibid.). PT can accommodate this
tendency by means of the weighting function. Since weights differ from probabilit-
ies, the ‘certainty effect’ will result in a weighting function that rises sharply when
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the probability of a choice option reaches 1.
This tendency is exploited in framing. PT predicts that the certainty of pro-

gramme A is considered an asset, because it is presented as a certain gain, while
the certainty in programme D is considered a disadvantage, because it is presented
as a certain loss.

Many, if not all actions or events can be framed in either conditional or uncon-
ditional form. Tversky and Kahneman provide the following two examples:

“[A]n insurance policy that covers fire but not flood could be eval-
uated either as full protection against the specific risk of fire or as a
reduction in the overall probability of property loss. […] [A study has
shown] that a hypothetical vaccine which reduces the probability of
contracting a disease from .20 to .10 is less attractive if it is described
as effective in half the cases than if it is presented as fully effective
against one of two (exclusive and equiprobable) virus strains that pro-
duce identical symptoms.” (Tversky and Kahneman 1981, p.456)

By casting an action or event in a different way, one is able to narrow down or
broaden the context in which this action or event is embedded. In this way, one is
able to present a seeming probability as a certainty and vice versa, and thereby to
exploit the difference in weight we attach to these outcomes. Hence, as said above,
our use of ‘heuristics and biases’ may lead to systematic errors.

1.3 The Diversity of Framing

In a nutshell, Tversky and Kahneman explain the framing effect as follows. PT
accommodates various asymmetries in the way in which we perceive and evaluate
(probabilistic) events. By casting an event or action in a different way, one is able
to exploit these asymmetries by shifting the reference point of the decision maker.
This may lead to different evaluations of one and the same event, and thus result
in a difference in preferences. In the past decades, the Asian disease experiment
has been replicated, adapted and criticised. And as it turns out, the framing effect
is a much more diverse phenomenon than the experiment suggests. As a result,
Prospect Theory leaves many issues unanswered.

One important feature of the Asian disease experiment and the explanation
offered by PT is that risk plays an important role. Both groups of respondents
have to choose between a riskless prospect and a risky, all-or-nothing prospect. In
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a meta-analysis Levin, Schneider and Gaeth (1998) argue that this complicates the
interpretation of the experiment’s results. The presence of risk in the choice options
makes it more difficult “to extract what influence the frame, as opposed to the risk,
is having on information processing” (ibid., p.157). They distinguish three types
of valence framing that remain undifferentiated in Tversky and Kahneman (1981).
In a comparable meta-study, Kühberger (1998) makes a similar distinction.

1.3.1 Risky Choice Framing and Attribute Framing
First of all, there is ‘risky choice framing’, of which the Asian disease experiment
is the classic example. It involves a choice between a riskless option and a risky
option. Several experiments of this type of framing show a so-called ‘choice re-
versal’. That is, the majority of subjects who are presented a positively framed
problem prefer the option with a certain outcome rather than the risky one, while
the majority of subjects who are presented the negatively framed problem prefer
the risky option rather than the certain one.

As seen above, PT incorporates the widely observed tendency for risk-averse
behaviour in gain situations and risk-seeking behaviour in loss situations. In this
way, the framing effect can be accommodated. However, the framing effect has also
been observed in settings in which no risk (or other potentially distorting factors)
are involved. This type of framing has been named ‘attribute framing’. Here, the
different choice options are identical, except that one single attribute is subject to
framing manipulation.

A few notable examples of attribute framing include an experiment by Davis
and Bobko (1986) in which people had to value an employability development pro-
gramme that “has placed 39.9% of all participants in either part-time or full-time
jobs” while another group had to value a programme that “has failed to place 60.1%
of all participants in either part-time or full-time jobs” (ibid., pp.130-133). These
programmes are identical, but one attribute (the programme’s result) has been either
cast in terms of success rate or failure rate. The experiment shows that the former
(success rate) is valued considerably higher than the latter (failure rate). Another
experiment, by Wilson, Kaplan and Schneiderman (1987), involves a pregnant wo-
man who carried haemophilia. 42% of the subjects feel that the baby should be
aborted when confronted with the thesis that the baby had a 50% chance of being
infected with haemophilia as well, whereas only 26% feel that the baby should be
aborted when they are told that there was a 50% chance that the baby was ‘clean’
(ibid., p.55). Yet another experiment, by Levin andGaeth (1988), shows that people
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evaluate a hamburger that is presented as ‘75% lean ground beef’ more favourably
than one that is presented as ‘25% fat ground beef’ (Levin and Gaeth 1988, pp.375-
376).

Nearly all studies on this type of framing show a ‘valence-consistent shift’, i.e.,
a tendency to evaluate positively framed attributes more favourably than negatively
framed ones (Levin, Schneider and Gaeth 1998, p.160). How can this effect be
explained using PT? This is not straightforward. There are two key differences
between attribute framing and risky choice framing. First of all, in the former the
decision maker does not face a set of choices, but is presented either with a positive
or a negative frame of one and the same event. Secondly, in attribute framing no
risk is involved. The decisionmaker is dealing here with one single, certain piece of
information (e.g., the outcome of an employability programme) and evaluates this
information differently depending on the frame that is used. As a result, “a direct
prospect theory explanation of attribute framing results is not feasible because the
theory is designed to address changes in preference for options varying in riskiness
when each of a set of options is framed; it is not designed to address subtleties in
evaluations of individual objects or events” (ibid., p.166).

One may argue that, just like PT, attribute framing leads to different reference
points. However, this creates another problem. PT is able to explain how prefer-
ences are formed and evaluated within a certain frame, but not across frames. That
is, PT can explain that in a gain frame we tend to prefer programme A over pro-
gramme B, whereas in a loss frame we prefer D over C. Yet it does not say anything
about the relative value we attach to programme A in the gain frame, as compared
to its counterpart C in the loss frame. And precisely this is what is needed if one
explains attribute framing in terms of different reference points. A 39.9% success
rate may (supposedly) be evaluated from a reference point in which no success was
expected. We thus end up with a value function with 0% as the origin. A 60.1%
failure rate, on the other hand, (supposedly) gives rise to a different value function,
with 100% as the origin. In the first case, we are thus operating in the gain area,
and in the second in the loss area, but of different value functions. How can these
two value functions be compared?

Tversky and Kahneman do not provide an answer to this question. In fact, they
do not consider attribute framing at all within their model. One possible answer
would be to point at the differences in slope of gain and loss frames. According to
PT, the loss part is likely to be steeper than the gain part, but Tversky andKahneman
do not use this in explaining framing effect. One can argue that precisely this can
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explain why the same information processed as a loss results in less favourable
evaluation than when processed as a gain.

It is questionable, however, whether this is really what is going on in attribute
framing. Furthermore, one can question whether the supposed difference in refer-
ence points between gain and loss frame is warranted, and what this reference point
should be (is our reference point in a gain frame really a 0% success rate?).

A simpler explanation, offered by Levin, Schneider and Gaeth (1998), is that
positively labelled information evokes favourable associations in our brain, whereas
negatively labelled information evokes unfavourable associations. Which one is
relatively stronger does not matter. Rather, this effect on our associative memory
affects the way in which a certain evaluation dimension is perceived, and thereby
changes our subjective scale values. This is the cause of valence-consistent shifts
(ibid., p.164).7 I will come back to this idea in chapter 2.

1.3.2 Goal Framing
The final type of framing is ‘goal framing’. Goal framing is taken to influence im-
plicit goals adopted by an individual by focusing on the issue’s potential to provide
a benefit or to prevent a loss (ibid., p.167). One example is about a campaign to
promote breast cancer prevention by encouraging women to engage in ‘breast self-
examination’ (BSE). It turns out that women are more inclined to do so when they
are told that ‘research has shown that women who do not do BSE have a decreased
chance of finding a tumour in the early, more treatable stages of the disease’ rather
than ‘research has shown that women who do BSE have an increased chance of
finding a tumour in the early, more treatable stages of the disease’ (Meyerowitz
and Chaiken 1987, p.504).

The most important difference with attribute framing and risky choice fram-
ing is that in this case, both positive and negative frames promote the same act.
Contrary to risky choice framing and attribute framing, it is not the case that the
positive frame focuses on something desirable and the negative frame on some-
thing undesirable. We do not have to decide whether we like a 75% lean ground
beef’ or a ‘25% fat’ hamburger. Rather, BSE is presented as a good thing in both
frames. Nevertheless, “a pamphlet stressing the negative aspects of not doing BSE
[has] a greater persuasive impact than a pamphlet stressing the positive aspects of
doing BSE” (ibid., p.507).

Other examples of goal framing include the preference of avoiding a ‘credit
7See also Levin, Johnson et al. (1986).
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card surcharge’ rather than forgoing a ‘cash discount’ in the case of price differ-
ences between cash and credit card purchases (Ganzach and Karsahi 1995); the
greater willingness to use mouth wash when presented with photos of ‘bad’ mouths
rather than ‘good’ mouths (Homer and Yoon 1992); and the greater intentions to eat
breakfast more often when presented with a booklet stressing the negative impact
of not eating breakfast as opposed to a booklet stressing the positive impact of eat-
ing breakfast (Tykocinski, Higgins and Chaiken 1994). In all these cases, the loss
frame has a greater impact than the gain frame. That is, people are less willing to
accept losses than to forgo gains. Hence, goal framing “influences how persuasive
the message will be” (Levin, Schneider and Gaeth 1998, p.174).

Goal framing is a type of framing that has received relatively little attention.
Researchers typically use Prospect Theory to explain its effect, by translating the
frames into implicit risks that subjects are trying to seek or avoid (ibid., p.176).
For example, Meyerowitz and Chaiken (1987) assume that women perceive per-
forming breast self-examination as riskier behaviour than not performing breast
self-examination. They argue that BSE, even though beneficial in the long run,
involves the short-run risk of detecting breast cancer. They write: “Deciding to
perform BSE requires that [women] risk aversive consequences in the present (e.g.,
finding a lump, experiencing anxiety) in hopes of enhancing future outcomes (e.g.,
living a longer life)” (ibid., p.501). These longer term considerations are likely to
be less influential in determining behaviour, because they are temporally remote.
As a result, BSE is perceived as‘risky’ behaviour.

In the positive frame, the reference point (presumably) adopted by women is
that they are healthy. Hence, they face the choice between the status quo (no BSE)
or a ‘gamble’ (BSE) that may result in long run health benefits but at the expense of
potentially finding a lump. As argued above, this short-run loss looms larger than
the long-term gain. Using PT, one can explain that most women go for the risk-
averse option (no BSE). A negative frame, on the other hand, may cause a shift
from a ‘positive’ reference point (healthy) to a ‘doubting’ reference point: without
examination, we cannot be sure that no lumps are present. Hence, we are now in
the ‘loss domain’ and, according to PT, risk-seeking behaviour is to be expected
here (performing BSE) (ibid.).

Even though some studies show that the fear of finding a lump is indeed an
important reason for women not to perform BSE,8 a similar case can be made to
argue that not performing BSE is the most risky option. Furthermore, it can be

8Cf. Mahoney (1977) and Turnbull (1978).
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questioned whether all instances of goal framing can be translated into terms of
implicit risks. For instance, can one say that a cash discount is taken to involve
more risk than a credit card surcharge? Or that eating breakfast more regularly is
riskier than not eating breakfast more regularly? This seems rather strange. As a
result, this ‘translating’ of goal frame experiments into implicit risky choice ones
in order for them to fit within Prospect Theory remains a cumbersome, contested
and, at times, contrived practice. Therefore, it remains to be seen whether PT can
provide a uniform account of goal framing.

Rather than using this translation practice, one can also again refer to the slope
of the value function. As seen above, this slope is (presumably) steeper for losses
than for gains. In the case of attribute framing, I have argued that this might open
a way for explaining why positive frames are rated more favourably than negative
ones. It may possibly also be used to explain why negative frames are more per-
suasive than positive ones. In both cases, however, much work has to be done to
adapt PT such that it is able to give a robust account of various instances of these
types of framing, and to be able to make comparisons across frames, be it in terms
of favourability or persuasiveness.

1.4 The Uniformity of Framing

The above showed that the framing effect is a much more diverse phenomenon
than the Asian disease experiment suggests, and that Prospect Theory has not been
designed to accommodate this diversity. There seem to be three different effects
of positive frames and negative frames on the decision-making process. In cases
in which some options are risky, positive frames lead to risk-averse behaviour,
whereas negative frames lead to risk-seeking behaviour. In cases in which the pos-
itive and negative sides of an option are stressed, the positive frame leads to more
favourable evaluations than the negative. And in cases in which the positive and
negative consequences of an act are stressed, the negative frame is more persuasive
or provides a stronger incentive to act than the positive one.

Does this mean that one can speak of three qualitatively distinct phenomena
here, as Levin and colleagues argue? Not necessarily. Even though it is unmis-
takeably the case that there are differences between the different observed framing
effects, there are striking similarities as well. I will argue that the framing effect
can be attributed to different information conveyed by the different frames. Fur-
thermore, this ‘informational’ process can even be said to underlie topic framing as
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well.9

So far, valence framing has been qualified in terms of ‘equivalence’. Tversky
and Kahneman call the Asian disease programmes A and C (and B and D) ‘effect-
ively identical’, Levin and colleagues characterise valence framing as casting ‘the
same critical information’ in a different light and Kühberger talks about framing
as giving different descriptions of ‘logically equivalent choice situations’.10 But
in what sense are the different choice options really equivalent? This is a difficult
question to answer.

1.4.1 Equivalence, Semantics and Information
The first aspect that makes it difficult to establish the equivalence of two statements
is that the meaning of a sentence and the information it conveys do not solely de-
pend on what is explicitly stated. One example, argued for by Sher and McKenzie
(2006), is that the conversational behaviour of speakers exhibits several regularit-
ies of which the interlocutors are (implicitly) aware. This means that there is a link
between the words and formulations chosen by the speaker and their background
knowledge about the situation.

One such regularity is that it is often the case that, given two logically equival-
ent statementsA andB, speakers are more likely to utterAwhen some background
condition C obtains than when it does not (ibid., p.469). In this way, the speaker
may ‘leak’ certain information by choosing a specific formulation. This informa-
tion may subsequently be ‘absorbed’ by the hearer, thereby inducing some specific
behaviour.11

One straightforward example is passive-form sentences and active-form sen-
tences. Despite the fact that they seem to describe the same fact, they convey “dif-
ferent information about the relative prominence of the logical subject and the lo-
gical object of the sentences (e.g., in ‘‘The man was kissed by the woman’’, the man
is intended and interpreted to be more prominent than in ‘‘The woman kissed the
man’’)” (ibid., p.470).12 Hence, when the speaker chooses one formulation over
the other, the emphasis put on the subjects in the sentence is different, and this may
tell the hearer something about the speaker’s intentions, preferences or knowledge.

9Recall that topic framing is the type of framing in which one stresses a specific dimension of a
decision problem and leaves out others (e.g., stress economic consequences rather than environmental
consequences), instead of stressing one and the same dimension in either positive or negative terms.

10Cf. Tversky and Kahneman (1981, p.453), Levin, Schneider and Gaeth (1998, p.150), Kühberger
(1998, p.23).

11Cf. Corner and Hahn (2010).
12Cf. Johnson-Laird (1968).

24



Another example is that speakers are more likely to use positive phrases when
a situation has increased or improved relative to some reference point, or when
the situation turns out to be better than expected. The opposite holds for negative
phrases. For instance, people tend to say that the glass is ‘half full’ when it was
empty before, and ‘half empty’ when it was full before (McKenzie and J. Nelson
2003, p.598). Thus, the specific formulation chosen by the speaker may reveal
information about a positive or negative trend or development. Similarly, stressing
that ‘the employability programme has placed 39.1% of the participants’ may not
only be a simple statement about the result of the programme, but possibly also tells
us something about the speaker’s expectations or assessment of the situation.

The consequence of this is that two seemingly equivalent statements A and B
that (when taken at face value) seem to license the same inferences, may be informa-
tionally non-equivalent nonetheless. The hearer can draw different inferences from
the fact that the speaker utteredA rather thanB. The way in which a proposition is
couched may convey information about relative prominence, causal agency, posit-
ive or negative trends etc. perceived by the speaker. As a result, by choosing one
frame rather than another, the speaker may implicitly make a recommendation or
reveal additional information to the listener. Sher and McKenzie write: “different
perceptions (of relative prominence, causal agency, etc.) lead speakers to choose
different sentence forms, and listeners are able to draw corresponding conclusions
from the speaker’s choice of sentence form.” (Sher and McKenzie 2006, p.470).

Information leakage by implicit speaker regularities is not the only factor that
makes it difficult to establish the equivalence of two statements. The semantic
properties of specific formulations play a role as well. Geurts (2013) argues that
there is a link between the meanings of words and expressions on the one hand,
and our evaluative and justificatory practices on the other (ibid., p.3). Consider, for
example, the following two sentences about a crashed airplane that was carrying
600 passengers:

(1) 200 people survived

(2) 400 people died

These sentences seem to describe exactly the same event, and therefore seem to
be (descriptively) equivalent. Yet, as Geurts remarks, if an agent believes that ‘it is
good that 200 people survived’, it seems contradictory to assume that this agent also
believes that ‘it is good that 400 people died’. This is puzzling: the qualification
‘it is good’ holds for (1), but does not hold for the (seemingly) equivalent (2).
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Geurts explains this as follows. He claims that the assessment of the (typical use
of the) word ‘good’ is influenced by the alternatives that are posed by a sentence.
Consider, for instance, the following sentences:

(3) Fred kicked Barney

(4) Fred kicked Barney

(5) Fred kicked Barney

Sentence (3) can have different meanings, depending on which word in the sentence
is emphasised. If one puts emphasis on ‘Fred’ (4), the sentence means something
like ‘Fred was the one who kicked Barney’. The relevant alternatives associated
with the sentence are, for example, ‘John kicked Barney’, ‘Peter kicked Barney’,
‘Henry kicked Barney’, etc. One can say that ‘it is good that (3)’ if one believes that
the situation in which Fred kicked Barney is better than (many of) the situations in
which someone else kicked Barney.

If one puts emphasis on ‘Barney’ (5), on the other hand, the alternatives associ-
ated with the sentence are, for example, ‘Fred kicked George’, ‘Fred kicked Scott’,
‘Fred kicked Bob’. In this case, one can say that ‘it is good that (3)’ if the situation
in which Fred kicked Barney is better than (many of) the situations in which Fred
kicked someone else. In general, Geurts argues that “the core meaning of ‘good’
is something like the following: ‘It’s good that ϕ’ means that ϕ ranks sufficiently
highly on the relevant qualitative scale which orders [the alternatives of ϕ]” (Geurts
2013, p.10).13

A set of alternatives can be ordered quantitatively and qualitatively. For ex-
ample, ‘Fred has n + 1 children’ can be taken to be quantitatively stronger than
‘Fred has n children’. On the other hand, one can also rank a set of alternatives
qualitatively, for example based on how ‘probable’ or ‘desirable’ each alternative
is.

According to Geurts, part of the meaning of the word ‘good’ is that it complies
with the ‘alignment assumption’, i.e., the assumption that quantitative and qualitat-
ive rankings coincide. For example, ‘Fred earns $n+1,-’ is quantitatively ‘stronger’
than ‘Fred earns $n,-’. In case of qualitative ‘goodness’, the alignment assumption
prescribes that the former is therefore also taken to be qualitatively ‘better’ than
the latter. Hence, if an agent believes that it is good that Fred earns $n,-, the agent
(probably) finds it (even) better if Fred earns $n+ 1,-.

13Note that ϕ is an alternative of itself as well.
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In general, when it comes to ‘good’, the ‘default’ assumption is to assume that
more (or stronger) is better. This explains why people are willing to apply ‘it is
good that’ to (1), but not to (2): ‘n + 1 died’ is quantitatively stronger than ‘n
people died’, but the agent’s qualitative ranking is likely to be exactly the oppos-
ite. Hence, quantitative and qualitative rankings do not ‘align’ and using the word
‘good’ would be infelicitous. For ‘n people survived’, on the other hand, quantit-
ative and qualitative rankings do coincide.

Notice that it is felicitous to say ‘it is good that less than n people died’. But in
this case, the alignment assumption is fulfilled. The sentence is likely to be ranked
qualitatively higher than ‘it is good that less than n+1 people died’, but the former
is also quantitatively stronger than the latter (e.g., ‘less than 5’ is stronger than ‘less
than 6’).

As a result, if the agent accepts the alignment assumption for both (1) and (2),
a contradiction follows. That is, it would follow that the agent believes that ‘n+ 1

people survived’ is better than ‘n people survived’ and that ‘n+ 1 people died’ is
better than ‘n people died’. This shows that despite the seeming ‘descriptive equi-
valence’ of (1) and (2), different semantic properties are at work and thus different
qualifications apply to the different sentences. Furthermore, sentences do not only
license inferences about the explicit facts they state, but also about “counterfactual
states of affairs, i.e., about what might have been the case, and these [can] turn out
to be inconsistent” (Geurts 2013, p.12).

This can also explain why a policy plan resulting in 90% employment is rated
higher than a policy plan resulting in 10% unemployment. If one supposes that
the agent prefers high employment (and thus low unemployment), she can hold
the believe that ‘it is positive that the plan results in 90% employment’, and hence
give a favourable rating. In the latter case, however, it is infelicitous to qualify the
statement ‘the plan results in 10% unemployment’ as ‘positive’, and this may result
in a lower rating. The same holds for Tversky and Kahneman’s programme A and
C: a semantic analysis provides her with reasons to believe that programme A will
receive more favourable ratings than programme C.

It is important to note that Geurts does not simply want to reduce the framing
problem to a semantic problem. His main point is that different descriptions give
rise to different alternatives. This again influences our decisions, as they are not
only based on explicitly stated facts, but also on the decision we could have made
but did not (ibid., pp.13-14). In this way, semantic properties and decision making
are related, but the one does not fully determine the other.
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The upshot of both Sher and McKenzie’s theory of speaker regularities and
Geurt’s focus on semantic properties is that the meaning of a sentence or the in-
formation it contains extends well beyond the facts it explicitly describes. In other
words, logical equivalence does not imply informational equivalence. This idea
can be traced back to Paul Grice’s theory of implicature, i.e., the theory that our
conversations and the exchange of information are characterised by various impli-
cit rules and norms, which partly determine the meaning of our speech acts. By
complying to or breaking such rules, one is able to ‘speak between the lines’.14

This lays bare a second shortcoming of Prospect Theory. As seen above, PT ex-
plains the framing effect of the Asian disease experiment in terms of risks, choices
and reference points. However, a simple semantic analysis predicts that programme
A will receive more favourable ratings than programme C, and this can explain (a
large part of) the framing effect. Such analysis does not use the notions of risks,
choice and reference points. In fact, it does not even refer to programmes B and D
and how the different programmes are related. This suggests that the key ingredi-
ents of PT’s explanation of framing may not be as vital as Tversky and Kahneman
believe. At the same time, it shows that two factors that are nearly entirely neglected
by PT, the semantic properties of descriptions and their underlying conversational
norms, may bemuchmore important than Tversky and Kahneman have recognised.

1.4.2 Logical Equivalence and the Three Types of Framing
The above shows that one may have very good reasons to draw different conclu-
sions from different descriptions. Even though the descriptions may allude to the
same event, they can nonetheless convey very different information. This sheds a
new light on the long held conviction that the framing effect induces ‘irrational’
behaviour. I will come back to this in the next chapter.

Does this mean that valence framing has wrongly been linked to the notion of
equivalence? If one defines equivalence as informational equivalence, as Levin
and colleagues do, the answer is clearly ‘yes’. However, what about ‘logical’, ‘ob-
jective’ or ‘descriptive’ equivalence? Can it not be argued that two statements,
when merely looking at what is explicitly stated, describe one and the same state
of affairs?

One can ask whether the answer to this question really matters. What is the
significance of knowing that a positive frame is equivalent to a negative frame seen
from an isolated, ‘objective’ or ‘factual’ standpoint, if this standpoint is not the

14Cf. Grice (1975).
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one adopted by the decision maker? In other words, what is the significance of lo-
gical equivalence if the agent assesses the decision problem through an embedded,
subjective, context-dependent standpoint in which the frames are (informationally)
non-equivalent?15

Furthermore, the alleged logical equivalence of different valence frames is not
always straightforward. First of all, there is a difference between logical equival-
ence per se and logical equivalence in a specific context. For example, in the Asian
disease experiment ‘200 lives saved’ is logically equivalent to ‘400 lives lost’, but
only because the context specifies that there are 600 people in the domain under
consideration. In some experiments, this context is not made explicit. This seems
unproblematic in cases like ‘95% employment’ vs. ‘5% unemployment’, as it can
be taken to be common knowledge that one entails the other (and vice versa). But
does the same hold for lean meat vs. fat or success rate vs. failure rate? Is it com-
mon knowledge that a 75% lean meat hamburger consists of 25% fat? And does it
immediately follow that a project team with a 40% failure rate has a 60% success
rate? Or do some test subjects consider the possibility that some projects are neither
(real) failures nor (real) successes? In both examples, the authors do not specify
the context and thus assume that the equivalence is apparent. In my view, this is a
premature conclusion.

Secondly, it can also be questioned whether many examples of goal framing are
logically equivalent. The positive goal frame is of the form p → q, whereas the
negative goal frame is of the form ¬p → ¬q. However, these statements are not
logically equivalent. That is, generally it cannot be concluded from the goal framing
examples that p is a necessary and sufficient condition for q (i.e., that p↔ q holds).
As a result, the agent presented with p→ q need not conclude that ¬p→ ¬q holds
as well (and vice versa).

For example, if one is told that ‘performing breast self-examination (BSE) in-
creases the chance of finding a tumour in the early stages of the disease’, then BSE
is presented as a sufficient condition for increasing this chance, but not a neces-
sary one. This means that not performing BSE does not necessarily lead to a lower
chance of finding a lump. Furthermore, if eating breakfast regularly leads to certain
benefits (e.g., increased concentration, higher productivity), it does not follow that
these benefits can only be attained by eating breakfast.

15In the next chapter, I will argue that this non-equivalence mainly has to do with the accessibility
of the information conveyed by frames, not necessarily with the information itself. In this way, the
logical equivalence of two frames can play a role in explaining certain empirical results of psycholo-
gical experiments, such as the attenuation of the framing effect over time.
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When looking more closely to logical equivalence in framing experiments, in
many of them smaller or bigger differences between the frames can be found. One
example in which the (descriptive) equivalence of frames is quite blatantly violated
is the mouth wash advertising experiment briefly mentioned above (see p.22). The
authors claim that “[c]areful attention was devoted to construct ad copies that were
as equivalent as possible” (Homer and Yoon 1992, p.22). However, when looking
at the ad copies, significant differences can be found. In the positive frame, subjects
are told the following:

“You can enjoy fresh breath if you practice good oral hygiene. Healthy
gums, cavity protection, and a germ-free mouth are assurances of clean
breath. So brush, floss, and visit your dentist regularly. Since many
people don’t clean their teeth regularly, the extra care of rinsing with
mouthwash can be important for fresh breath and good oral hygiene.”
(ibid., p.33)

In the negative frame, on the other hand, subjects are presentedwith quite a different
text:

“Your mouth may be full of oral-germs that cause foul-smelling breath,
plaque and gingivitis. And you don’t want ginivitis (sic.). Gingivitis
is a gum disease characterized by red, swollen gums. If left untreated,
it can progress to periodontitis, which can result in tooth loss. It also
causes bad breath. Three out of 4 adults have gingivitis.” (ibid.)

Given the above, one can argue that neither goal framing nor some examples of
attribute framing or risky choice framing are to be regarded as ‘proper’ instances
of framing effects, because the logical equivalence is at stake. I agree with this, but
claim that this is only a matter of definition. That is, ‘fully’ logical equivalent or
not, the same underlying mechanism is at work in all types of framing presented
here. This holds for topic framing as well. To put it bluntly, topic framing and
valence framing are two ends of a continuum. This can be argued for as follows.

Recall that I havemaintained that the notion of informational (non-)equivalence
is much more relevant to decision making than the ‘aloof’ notion of logical equi-
valence. The informational equivalence of two frames is hard to establish and, due
to semantic and conversational considerations, likely to fail. I therefore prefer to
define the framing effect in terms of ‘dimensions’ of a decision problem.
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In the first section of this chapter, it was argued that a decision problem can be
represented as consisting of several dimensions. The decision whether to build a
new road has an economic dimension, an environmental dimension etc. I have char-
acterised both valence framing and topic framing as the situation in which a frame
in communication affects an individual’s frame in thought: a situation in which the
highlighting of a particular dimension rather than another, or the highlighting of a
dimension in a particular way rather than another (frame in communication) influ-
ences the dimensions and their respective weight that together make up our attitude
towards an issue (frame in thought).

In other words, the framing effect occurs when partial information about a di-
mension or set of dimensions (due to the emphasis of the speaker) leads to a dif-
ferent decision by the decision maker than if this emphasis were different. This
emphasis can either be emphasis on a specific dimension (e.g., environmental im-
pact) or emphasis on a specific side of a dimension (i.e., positive or negative). Both
cases lead to different information than if other dimensions or formulations are em-
phasised.

It can be remarked that, stated this way, framing is a very broad phenomenon.
This is chiefly true because topic framing is included in the definition. Topic fram-
ing can be defined as the situation in which stressing one (part of a) dimension
rather than another influences the agent’s attitude towards a problem. Since speak-
ers usually stress only some information and leave out other, the ‘frame in commu-
nication’ condition is often satisfied. Furthermore, since decision makers usually
are not fully informed about the dimension(s) at stake, it is likely that the emphasis
put on this specific information indeed influences the decision maker’s attitude to-
wards the problem (‘frame in thought’ condition). Precisely this effectiveness can
explain why framing is so ubiquitous, for example in politics and advertising. I will
briefly return to this issue later.

In this setting, valence framing can be characterised as a situation in which a
particular way of presenting one and the same dimension (or a set of dimensions)
influences the agent’s attitude towards a problem. ‘Pure’ valence framing is thus
linked to a notion of descriptive (or logical) equivalence: the ‘same’ argument or
description of the ‘same’ results is presented differently.

However, I have argued that this notion of equivalence is not the most important
one. Some instances of framing deal with completely different dimensions (topic
framing), some are about ‘objectively’ the same dimensions presented differently
(valence framing), and some are about the same dimension only up to a certain
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degree (e.g., goal framing). In all these cases, the different frames convey different
information, and this informational effect of the speaker’s emphasis on the decision
maker’s attitude is central to the framing effect.

Therefore, topic and valence framing can be said to be the two ends of a con-
tinuum of one and the same mechanism. This is why the framing effect can be
said to have a certain degree of uniformity. In section 3.2.2, the similarities and
differences between the two types of framing will be investigated in detail using
the formal model presented there.

The advantage of using these definitions is that attention has shifted to the no-
tion of information. I will use this as a key ingredient in the next chapter to model
and explain the framing effect.

1.5 Conclusion

In this chapter, I have provided an overview of the framing effect. I have shown that
framing is a diverse phenomenon that comes in various forms and has been studied
in various fields. Tversky and Kahneman’s Prospect Theory, a formal model that
has dominated the framing literature for more than two decades, has been presen-
ted and criticised. I have argued that it neglects the diversity of the framing effect,
and that it only provides a proper explanation for one specific type, i.e., risky choice
framing. Furthermore, it focuses on the notions of risk, choice and reference points,
whereas these may not be the most important notions underlying the framing effect.
Instead, I have suggested that the notion of information carried by a frame is vital,
and that this may be influenced by the semantic properties of the different frames
and by implicit conversational conventions. PT neglects these semantic and con-
versational dynamics.

Furthermore, the characterisation of frames in terms of (logical) equivalence,
put forward by various authors, has been criticised. There is an important differ-
ence between informational equivalence and logical equivalence, and both types
of equivalences are difficult to establish (especially the former). For classificatory
purposes, one can say that valence framing is about stressing descriptively equival-
ent frames or dimensions, whereas topic framing is about stressing distinct dimen-
sions. However, there is a whole gamut of framing effects in which the descript-
ive equivalence only holds up to some degree. This means that these instances of
framing at the same time also stress, again up to some degree, different (parts of)
dimensions of a decision problem. Hence, they are somewhere in between ‘pure’
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valence framing and ‘pure’ topic framing.
More important than these ‘definitional’ issues is that in all cases (topic, valence

or ‘hybrid’) a similar interplay between frames in communication and frames in
thought can be said to underlie the observed framing effects. In what is to follow, I
will investigate some alternatives to Prospect Theory, and ultimately provide a new
model for the framing effect. In this model, differences in information conveyed
by different frames are central and, in this way, a uniform representation of both
topic framing and valence framing can be given.
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2 The Underlying Decision
Process of Framing

In this chapter, two alternatives to Prospect Theory (PT) will be investigated. These
alternatives will provide some useful insights into the underlying decision process
of framing. However, I will argue that just like PT, both approaches face some
serious problems and fail to fully capture the framing effect. Afterwards, an ex-
tensive account of the underlying decision process of framing will be presented,
which takes into account everything considered so far and in which the notion of
(partial) information plays a key role. Finally, the consequences of this account for
the (ir)rationality of the framing effect will be explored.

2.1 A Decision Model without Extensionality

Until recently, Prospect Theory has remained the only formal model for framing.
Bourgeois-Gironde and Giraud (2009) argue that this is so because, as explained
in the introduction, framing effects “have long been discarded as irrational and
because formal models of decision theory have for a long time only cared about
rational behavior” (ibid., p.386). In the last 15 years, this trend has shifted, and
new models for framing have been developed. Still, up until today, there are only
a handful of formal models of framing effects around.

2.1.1 DM/E
One suchmodel is developed byBourgeois-Gironde andGiraud (ibid.). Thismodel,
which will be called a ‘decision model without extensionality (DM/E), draws on the
alleged informational non-equivalence of different frames that describe the same
event. It can be regarded as a formal model for the theory of implicit information
leakage or speaker regularities, as explained in the previous chapter. Bourgeois
and Giraud make use of the model developed by Richard Jeffrey in his The Logic
of Decision (1983), but adapt it in such a way that the principle of extensionality
no longer holds. In their model, logically equivalent statements no longer (neces-
sarily) influence decisions in the same manner. This allows them to accommodate
informational non-equivalence. I will give a brief sketch of the model to provide a
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(rough) idea how it works.16

In the Jeffrey model, preferences are represented by a binary relation ⪰ on a
set of propositions A. These propositions are taken to be elements of a Boolean
algebra. For two propositions a and b ∈ A, a ⪰ b expresses that the decision
maker prefers a to be true rather than b. Furthermore, preferences are taken to
correspond to (a version of) expected utility theory, since the following version of
Bolker’s theorem holds:

Theorem 2.1 Bolker’s Theorem
There exists a function U : A → R and a probability measure P : A → {0, 1}
such that for all a, b ∈ A:17

(i) U(a) ≥ U(b) ⇔ a ⪰ b

(ii) U(a) = U(a ∧ b)P (b | a) + U(a ∧ ¬b)P (¬b | a),
with P (b | a) := P (a ∧ b)

P (a)

This theorem shows that a utility function U can be specified that behaves similar
to (a version of) expected utility (condition ii) and that corresponds with⪰ (condi-
tion i). According to Jeffrey, we make (‘ratify’) decisions based on an evaluation
of the expected utility of the different options we have. Jeffrey writes: “A rati-
fiable decision is a decision to perform an act of maximum estimated desirability
relative to the probability matrix the agent thinks he would have if he finally de-
cided to perform that act” (Jeffrey 1983, p.16). In other words, decision making is
maximisation of expected utility.

It is important to note that no distinction is made between acts or events and the
different descriptions of these. A sentence is identified with its equivalence class,

16A few other models for decision making and the framing effect have been developed in which
this theory of implicit information leakage plays a prominent role as well. See Giraud (2004) and
Ahn and Ergin (2010). Furthermore, Bourgeois-Gironde and Giraud (2009) provide a second model,
based on Ghirardato and Marinacci (2001). The specific (technical) details of neither of these models
play an important role in this thesis, but it is useful to give the reader a rough idea of how this theory
of implicit information leakage can be incorporated in a formal model. I have chosen to provide a
brief sketch of the Jeffrey model as it presupposes the least amount of background knowledge.

17 To ensure the existence of U , it is assumed that ⪰ satisfies the following conditions:
(1) ⪰ is complete and transitive
(2) Let a, b be ‘disjoint’ if a ∧ b = ⊥. For all disjoint a, b ∈ A, a ≻ b ⇒ a ≻ (a ∨ b) ≻ b and

a ∼ b⇒ a ∼ (a ∨ b) ∼ b

(3) For all pairwise disjoint a, b, c ∈ A, if a ∼ b ̸∼ c and (a ∨ c) ∼ (b ∨ c) then for all d disjoint
from a and b, (a ∨ d) ∼ (b ∨ d)

(4) For any monotone sequence (an) in A such that a =
∨
an or a =

∧
an, if b ≻ a ≻ c, then

there is an N ∈ N suc that b ≻ an ≻ c for all n ≥ N (Bourgeois-Gironde and Giraud 2009,
pp.388-389).

35



consisting of logically equivalent sentences that each express one and the same
proposition. This means that Jeffrey implicitly neglects “any morphological dif-
ferences between logically equivalent sentences” (Bourgeois-Gironde and Giraud
2009, p.389). As a result, the principle of extensionality, stating that the agent is
indifferent between sentences that belong to the same equivalence class, is (impli-
citly) taken to hold.

As explained above, Bourgeois and Giraud argue that this principle is violated
in framing situations. They use Jeffrey’s model as a starting point and define a
‘decision problem with framing’ as a tuple ⟨E,P,Φ,⪰⟩. P is a set of propositions
describing an event, E is a set of events, and ⪰ is a binary relation over P.18

Φ is the set of ‘frames’, represented as a set of homomorphisms from E to P.
This is to be interpreted as follows: suppose that for a proposition p, frame ϕ and
event e it is the case that p = ϕ(e). Then e is called the ‘reference’ of proposition
p relative to frame ϕ (ibid., p.392). By uttering a proposition, one thus refers to a
certain event, couched in a certain frame.

Bourgeois and Giraud introduce the notion of ‘good news’ to bypass exten-
sionality. ‘Good news’ is a piece of information that helps the agent to make the
right decision. It is information one would like to have before making a decision,
but which is not always available. For example, when choosing between two in-
vestment opportunities, we would like to know which opportunity has the biggest
chance of being profitable. Similarly, when deciding which economic policy to ad-
opt, we would like to know which policy will lead to the highest economic growth
or the lowest unemployment. Good news is defined as follows:

Definition 2.2 Good News19

An event k is a ‘good news’ for an event e if:

(i) ϕ(e ∧ k) ∼ ϕ′(e ∧ k), for all ϕ, ϕ′ ∈ Φ

(ii) ϕ(e ∧ ¬k) ∼ ϕ′(e ∧ ¬k), for all ϕ, ϕ′ ∈ Φ

(iii) ϕ(e ∧ k) ≻ ϕ(e ∧ ¬k), for all ϕ ∈ Φ

The first two conditions say that good news is equally beneficial to all frames when
it occurs (or does not occur). The last condition is the most interesting one. It
says that a situation in which k is true is preferred over a situation in which k is
not. Hence, knowing that k is true in a certain situation makes that situation more
attractive.

18To be precise: ⪰ is a binary relation over P\{⊥}.
19From Bourgeois-Gironde and Giraud (2009, p.392).
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Given that⪰ satisfies the same conditions as in the Jeffrey model (see footnote
17), the following theorem now holds:

Theorem 2.3 Informational Non-Equivalence20

For each frame ϕ ∈ Φ, there is a probability measure Pϕ on the set of events E
such that for all frames ϕ, ϕ′, for all events e and for all ‘good newses’ k it holds
that:

ϕ(e) ⪰ ϕ′(e) ⇔ Pϕ(k | e) ≥ Pϕ′(k | e)

This theorem says that if one prefers one description of an event over another de-
scription of this same event, then the (perceived) probability that some good news
k happens given this first description is higher than the (perceived) probability that
some good news k happens given the second description. The converse holds as
well. In this way, Bourgeois and Giraud are able to express that logically equival-
ent statements (describing one and the same event) may be informationally non-
equivalent nonetheless, thereby leading to different utility values.

As a result, the principle of extensionality no longer holds. It is no longer the
case that for all events e, e′ and frames ϕ, ϕ′, ψ, ψ′:

ϕ(e) ⪰ ϕ′(e′) ⇔ ψ(e) ⪰ ψ′(e′) (Extensionality)

For example, it may be the case that ϕ(e) ⪰ ϕ′(e′) because the perceived probab-
ility of k (given e) is high in frame ϕ. This results in a higher perceived utility of
e. However, it does not automatically hold that ψ(e) ⪰ ψ′(e′), as it may very well
be that the perceived probability of k given e is low in frame ψ, thereby lowering
the expected utility of e.

2.1.2 Assessment
This opens the door for the incorporation of the theory of implicit speaker regu-
larities into Jeffrey’s decision model. One can specify a mechanism that ensures
that certain ways of speaking or describing events increase the perceived probabil-
ity of good news, and use the model of Bourgeois and Giraud to explain that this
influences the hearer’s preferences. Bourgeois and Giraud themselves do not spe-
cify such mechanism. However, assuming that such a mechanism exists, one can
explain attribute framing by assuming that the (perceived) chance of good news is
higher in positive frames.

20See Bourgeois-Gironde and Giraud (2009, p.393).
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For example, one can argue that a glass with 90% pure fruit juice seems more
desirable than a glass with 10% added sugar if one assumes that positive aspects
are stressed more often in cases that a product is healthy or tasty. In this way, the
perceived probability of good news (i.e., that the juice is indeed healthy or tasty)
is higher in the positive frame. Or one can argue that a policy plan resulting in
95% employment is more attractive than one resulting in 5% unemployment, if
employment figures are more often used in situations of high economic growth.

For the other types of framing, however, this explanation is less straightforward.
Take, for instance, the Asian disease experiment. One can argue that a medical
programme that is effective is more often described in positive terms (e.g., amount
of lives saved) rather than negative terms. However, in this case both programmes
presented to the decision maker are phrased in the same terms. That is, the agent
either has to choose between programmeA and B (couched in terms of lives saved),
or between C and D (couched in terms of lives lost). Hence, one would expect that
the ‘good news’ effect is the same for the two choices.

So why do subjects prefer A over B, but D over C? Additional assumptions
are required to explain the framing effect here, such as that good news has a larger
impact in cases of certainty. However, whether this really is the case remains to
be seen. Furthermore, this assumption is in conflict with the underlying notion of
expected utility in the Bourgeois and Giraud model.

When looking at goal framing, such as frames promoting breast self-examination
(BSE), they run into trouble as well. As seen above, we are more likely to perform
an actionwhen the negative rather than the positive consequences are stressed. How
can this be explained with the model presented above? Again, it seems that addi-
tional assumptions are needed. For instance, it may be so that speakers tend to use
negative frames more often in cases that doing nothing has serious consequences,
thereby implicitly urging the hearer to act. However, whether this is true is again
uncertain, and psychological research is needed to support this claim.

In sum, it can be concluded that a quick evaluation shows that the model presen-
ted above works fine when it comes to the ‘cleanest’ type of valence framing, i.e.,
attribute framing. For other types, in which potentially distorting factors such as
risk play a role, however, the model cannot be straightforwardly applied.

Just like Prospect Theory, the reason for these troubles seems to be a matter of
focus. While PT mainly focuses on the notions of risk, choice and reference points,
thereby neglecting causes of informational non-equivalence such as semantic con-
siderations and implicit speaker regularities, the model of Bourgeois and Giraud
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chiefly revolves around the notion of good news. This allows them to incorporate
the implicit information conveyed by speaker regularities, but it leaves little room
for other (less direct) factors that may play a role in the framing effect.

Rather, it seems that by using a specific frame, i.e., by casting events in a spe-
cific light, a variety of associations are triggered. Only some of these associations
are due to implicit speaker regularities linked to specific formulations. Others are
due to the descriptive content of the formulation, or to the semantic properties of
the words used, and yet others due to the context in which these words are used.
These associations can be regarded as the ‘information’ (in the broadest sense of
the word) we are able to extract from what is presented to us.

For instance, as Geurts (2013) suggests, the use of specific words may cause
specific other words (such as ‘good’ or ‘bad’) to become applicable and this may
prime certain scales used for evaluation. As a result, positively framed events are
likely to be evaluated along positive scales, whereas negatively framed events are
likely to be evaluated along negative scales.21 Another example, pertaining to
context-dependent associations, is that the risk involved in programme B of the
Asian disease experiment may elicit the association of ‘putting at stake’ the certain
rescue of 200 lives of programme A, while the risky element of programme D may
‘offer a chance’ to revert the certain loss of 400 lives of programme C. Depending
on the frame chosen, the choices one faces are put in a different context, and this
subsequently influences how they are evaluated.

Hence, this interplay between formulations, associations and evaluative stand-
ards goes much further than just the process of good news conveyed by speaker reg-
ularities. This is only one aspect, just as the effects of risks, choices and reference
points is. Various factors give rise to various associations, and thereby influence
the decision process in various ways.

2.2 Framing as Path Dependence

In order to give a proper account of the framing effect, a model is needed that is able
to accommodate this ‘associative’ process outlined above. In a recent paper, Gold
and List (2004) have proposed a second alternative to PT. This approach represents
the framing effect through the notion of ‘path dependence’. Even though the model
has several shortcomings, it makes use of the concept of decision paths that will turn
out to be very fruitful later on.

21Note that a scale can be seen as an ordering among alternatives. Different frames induces differ-
ent alternatives, and hence different scales.
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2.2.1 Path Dependence
The notion of path dependence is often used in decision theory, the social sciences
and economics to refer to the fact that future decisions can be (and often are) re-
strained by decisions made in the past. One example from economics is that, ac-
cording to the received view, the (actual) inflation rate is partially determined by
the expectations of investors about what future inflation will be. These expecta-
tions are again based on past experience. In this way, past inflation rates have a
lasting influence on future inflation rates (Yared 1999).

Another example from political science is the following.22 Suppose a govern-
ment, consisting of three members, has to decide whether they will implement a
new education project, a new health care project and a new defence project. As-
sume that the implementation of all three projects together is only allowed when
taxes are increased, in order to avoid a budget deficit. This increase in taxes is
unanimously rejected by all government members, and as a result only two out of
three projects can be implemented. Furthermore, suppose that the opinions of the
government members are as follows:

Education Health Care Defence Increase Taxes
Member 1 Accept Accept Reject Reject
Member 2 Accept Reject Accept Reject
Member 3 Reject Accept Accept Reject

Note that the opinions of all three members are consistent. Now consider the fol-
lowing situation:

In January, the proposal to increase taxes is considered and rejected unanim-
ously by the government members. In February, the education proposal is con-
sidered and accepted, as two out of three members are in favour of the plan. In
March, the health care proposal is considered and accepted, for the same reasons.
Finally, in April the defence proposal is considered. Despite the fact that a ma-
jority of the government members is in favour of the proposal, acceptance is in
conflict with the government’s earlier commitments. As a result, the government
must reject the defence proposal.

It is easy to see that if the proposals were considered in a different order, the
government would have accepted different projects. Hence, one can say that the
outcome is ‘path dependent’.

22Example from List (2004).
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2.2.2 LPD
Gold and List (2004) suggest that in situations in which the framing effect occurs,
the notion of path dependence may play a role as well. They argue that the human
decision-making process is a sequential process, and that information processed
early on puts constraints on the processing of information later. They present a
Logic of Path Dependence (LPD) to model this idea. This framework will serve as
a starting point for the model I will present in chapter 3.

The process Gold and List have in mind is the following. When facing a de-
cision problem, the decision maker has to make up her mind about a so-called ‘tar-
get proposition’, such as a preference expression of the form ‘x is preferred to y’
(PREF (x, y)). To do so, the decision maker makes use of a set of ‘background
propositions’, containing both information about the decision problem and prefer-
ence rules relevant to the target proposition. These background propositions make
up the ‘context’ of the decision problem (ibid., p.259).

Gold and List use the classical framework of predicate logic to represent the
target proposition and its context. LetX be the set containing the target proposition
and the context propositions. For each proposition ϕ ∈ X , the decision maker
has an ‘initial disposition’, a preliminary opinion about the truth of a proposition.
This initial disposition is a counterfactual notion: “[the decision maker’s] initial
disposition on ϕ is the judgment (acceptance/non-acceptance) she would make on
ϕ if she were to consider ϕ in isolation, with no reference to other propositions”
(ibid.). This results in the following ‘acceptance function’:

Definition 2.4 Acceptance Function
An acceptance function is a function δ : X → {1, 0}, where X is a set of proposi-
tions. For each ϕ ∈ X , δ(ϕ) represents the acceptance (1) or non-acceptance (0)
of ϕ.

Furthermore, Gold and List define a so-called ‘decision path’. This is “the order in
which the agent considers the propositions in a sequential decision process” (ibid.,
p.260):

Definition 2.5 Decision Path23

A decision path is a function Ω : {1, 2, . . . , k} → X , where k is the number of
propositions in X .

The decision process on the target proposition can be characterised as follows. At
each step i along the decision path, the agent considers a proposition ϕi ∈ X . If the

23From List (2004).
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initial disposition ofϕi is consistent with the set of previously accepted propositions
Φ, ϕi is added to Φ. If not, there is a conflict between ϕi and Φ, which has to be
resolved. Gold and List assume that the decision maker uses a modus ponens or
a ‘priority-to-the-past’ rule to resolve tis conflict, in which previously accepted
propositions and their logical consequences can overrule the initial disposition on
ϕi. This results in the following process:

Definition 2.6 Modus Ponens Decision Process24

Given a decision path Ω of length n, consider ϕ1 := Ω(1) in step 1, ϕ2 := Ω(2) in
step 2…, ϕn := Ω(n) in step n. Let Φt be the set of all propositions accepted up to
and including t. Φt is defined by induction as follows:

• For t = 0, Φ0 = ∅
• For t = k, ϕk is considered. There are three cases:

(1) If Φk−1 entails ϕk, then Φk = Φk−1 ∪ {ϕk}

(2) If Φk−1 entails ¬ϕk, then Φk = Φk−1 ∪ {¬ϕk}

(3) If Φk−1 does not entail ϕk or ¬ϕk, then:
Φk = Φk−1 ∪ {ϕk} if δ(ϕk) = 1

Φk = Φk−1 if δ(ϕk) = 0

The decision process ends either if the decision maker has made a decision on the
target proposition, or if the final proposition of the decision path has been con-
sidered.

The Asian disease problem can now be represented as follows. Suppose that an
agent has to decide on the target proposition PREF (x, y) (i.e., which programme
she prefers over the other). Furthermore, suppose the agent has the initial disposi-
tion to accept the following factual and normative propositions:25

(i) SAVE (pa/c): Programme A / C saves some lives with certainty

(ii) ¬SAVE (pb/d): Programme B / D involves the risk that no one will be saved

(iii) DEATH (pa/c): Programme A / C entails the certain death of some people

(iv) ¬DEATH (pb/d): Programme B / D offers the chance that no one will die

24Adapted from Gold and List (2004, p.261).
25Adapted from Gold and List (ibid., p.267). pa/c is to be read as pa, referring to programme A,

if the agent faces the choice between A and B; pa/c is to be read as pc, referring to programme C if
the agent faces the choice between C and D. The same holds for pb/d (mutatis mutandis).

42



(v) SAVE (x) ∧ ¬SAVE (y) → PREF (x, y): It is not worth taking the risk
that no one will be saved

(vi) DEATH (x) ∧ ¬DEATH (y) → PREF (y, x): It is unacceptable that some
people will die with certainty

It can be argued that the difference in presentation of the choice between A / B and
the choice between C / D induces two different decision paths. The presentation
of the former makes the propositions in terms of lives saved more focal (i, ii and
v), whereas the presentation of the latter makes the propositions in terms of deaths
more focal (iii, iv and vi). An agent presented with the first problem is therefore
most likely to follow the path Ω, with Ω(1) = SAVE (pa), Ω(2) = ¬SAVE (pb),
Ω(3) = SAVE (x) ∧ ¬SAVE (y) → PREF (x, y), Ω(4) = . . ., whereas an agent
presented with the second problem is most likely to follow the pathΨ, withΨ(1) =

DEATH (pc), Ψ(2) = ¬DEATH (pd), Ψ(3) = DEATH (x) ∧ ¬DEATH (y) →
PREF (y, x), Ψ(4) = . . .

If one assumes that the set of accepted propositions Φ of both agents is de-
ductively closed,26 the first agent will reach a decision on the target proposition at
t = 3 and conclude PREF (pa, pb) (i.e., prefer programme A over B). The second
agent will also reach a decision on the target proposition at t = 3, but will con-
clude PREF (pd, pc) (i.e., prefer programme D over programme C). This is the
case because for the first agent, Φ3 = {SAVE (pa),¬SAVE (pb),SAVE (x) ∧
¬SAVE (y) → PREF (x, y)}, which entailsPREF (pa, pb), whereas for the second
agent, Φ3 = {DEATH (pc),¬DEATH (pd),DEATH (x) ∧ ¬DEATH (y) →
PREF (y, x)}, which entails PREF (pd, pc). As seen, this is indeed what the ma-
jority of agents decides when facing the Asian disease decision problem.

With this model in mind, the link between framing and path dependence can be
explored. One can say that a decision process is ‘path dependent’ with respect to a
target proposition ϕ if there exist “at least two decision paths with mutually incon-
sistent outcomes on ϕ” (Gold and List 2004, p.264). That is, there exist two paths
Ω1 and Ω2 such that under one ϕ is accepted and under the other ¬ϕ is accepted.
The framing effect can then be said to occur when two different presentations of a
decision problem lead to a path-dependent decision process.

26That is, if the agent accepts all propositions in Φ and it is the case that Φ |= ψ, then the agent
also accepts ψ.
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2.2.3 Assessment
In what situations can a path dependent decision process arise? Gold and List dis-
tinguish four conditions that, arguably, are satisfied by the initial dispositions of
any agent that can be called rational. They argue that path dependence only arises
if at least some of these conditions are violated. The four rationality conditions on
δ are as follows (Gold and List 2004, p.262):

Completeness: For all ϕ ∈ X , δ(ϕ) = 1 or δ(¬ϕ) = 1.

Weak Consistency: For all ϕ ∈ X , it is not the case that both δ(ϕ) = 1 and
δ(¬ϕ) = 1.

Strong Consistency: The set {ϕ ∈ X : δ(ϕ) = 1} is logically consistent.

Deductive Closure: Given a set of propositions Ψ, if Ψ |= ϕ and d(ψ) = 1

for all ψ ∈ Ψ, then δ(ϕ) = 1.

The completeness condition says that for all ϕ under consideration, the agent must
have the initial disposition to either accept ϕ or accept its negation. The weak
consistency condition says that the agent never has the initial disposition to accept
both ϕ and its negation. The strong consistency condition says that all propositions
the agent is willing to accept can be simultaneously true without leading to incon-
sistencies. And the deductive closure condition says that the agent has the initial
disposition to accept those statements that logically follow from the ones already
accepted.

A proposition ϕ can be said to be path dependent if the agent’s dispositions are
‘implicitly inconsistent’. This means that there are two sets of propositions, both
accepted by the agent, such that the one entails ϕ and the other ¬ϕ. This implicit
inconsistency is a necessary and sufficient condition for path dependence. It is easy
to see that for it to arise, the strong consistency condition has to be violated. That
is, only if the accepted propositions cannot all be true simultaneously, is it possible
that two opposing conclusions can be drawn from the set of accepted propositions.

Furthermore, if the agent’s dispositions are complete and weakly consistent,
then it follows that path dependence requires deductive closure to be violated as
well (ibid., p.263). That is, if the agent does not (explicitly) accept both ϕ and ¬ϕ
(weak consistency) while one path leads to ϕ and another to ¬ϕ, it follows that
one can deduce both conclusions from her set of accepted propositions. Since only
one of these conclusions is accepted, the set of accepted propositions of an agent
entails conclusions the agent herself does not accept. A consequence of this is that,
for path dependence to arise, at least two rationality conditions have to be violated.
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It is important to note that for the framing effect to occur, a path dependent
decision process alone is not enough. Path dependence is a logical requirement for
the framing effect, but there is an empirical requirement as well. That is, there have
to exist “two ways of presenting the decision problem to the agent that, empirically,
lead the agent to use these two decision paths” (Gold and List 2004, p.265). Hence,
apart from the right logical conditions, there must also be an empirically feasible
way of ‘triggering’ both paths for the framing effect to occur in practice. Gold and
List do not specify what these empirical conditions are that induce the agent to use
a specific path. I will (briefly) come back to this later.

As seen above, Gold and List’s model succeeds in explaining the Asian disease
experiment. But how about attribute framing and goal framing? Attribute framing
seems to be unproblematic as well. One can argue that a glass of 90% pure fruit
juice triggers the normative statements that ‘pure fruit juice is healthy’ and that ‘one
should choose a healthy option’. Hence, the agent is likely to end up appreciating
the juice. A glass of juice with 10% added sugar, on the other hand, is likely to
trigger the normative rules that ‘sugar is unhealthy’ and that ‘one should avoid
unhealthy food’, thereby inducing the agent to dislike the juice.

The case of goal framing is less obvious. Here, the decision problem only
provides us with a conditional fact, for instance, if one performs BSE, then one
has a bigger chance of finding a lump at an early stage. So how does this induce us
to perform BSE? And how can one explain that a negative frame is more persuas-
ive? Gold and List do not provide an answer to these questions.

2.3 The Framing Effect as a Partial-Information Decision

So far, three formal models of the framing effect have been studied: Prospect The-
ory (PT), Bourgeois and Giraud’s Decision Model without Extensionality (DM/E),
and Gold and List’s Logic of Path Dependence (LPD). I have argued that all these
models, in their current form, can only partially account for or accommodate the
various types of valence framing.

In the next chapter, I will endeavour to develop an improved model for the
framing effect. However, before doing so, a careful representation of the under-
lying decision process of the framing effect must be given. The results of some
experiments that have not been discussed so far will be helpful here. I will argue
that these experiments provide some useful insights on the relation between our
cognitive capacities and the framing effect.
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2.3.1 The Elaboration Effect
The first interesting result is that the framing effect is observed to attenuate or even
disappear when people put more effort in making their decision. Takemura (1994)
shows that there is a significant link between elaboration time and the outcome of
a decision process. He replicated the Asian disease experiment, but divided the
testing subjects into different groups. These different groups were give different
amounts of time to make their decision. While one group of subjects was asked to
think about their choice for 10 seconds, the other group was asked to take 3 minutes
before making a decision.

The results of the first group were more or less similar to the results Tversky
and Kahneman observed: a significant amount of subjects preferred the riskless
option in the positive frame and risky option in the negative frame. In the second
group, however, no significant difference between the two frames was found.

To be precise, in group 1, 29 respondents picked the riskless option in the pos-
itive frame, and 12 picked the risky option. In the negative frame, these numbers
were 13 and 28 respectively. Hence, a clear choice reversal can be observed. In
group 2, however, 24 respondents picked the riskless option in the positive frame,
and 17 picked the risky option. In the negative frame, these numbers were virtually
the same, 23 vs. 18 (ibid., p.37).

What this shows is that the differences between positive and negative frames
for the second group are much smaller. Furthermore, it is no longer the case that
the positive frame is tied to risk-averse behaviour and the negative frame to risk-
seeking behaviour. I will call this observed attenuation of the framing effect when
elaboration is high the ‘elaboration effect’.

A similar pattern is observed when subjects are asked to provide a written jus-
tification for their decision: when subjects are asked to give a justification for their
choice, the ratio between riskless and risky options was 21 vs. 24 in the positive
frame, and 28 vs. 17 in the negative frame. This difference was below the signific-
ance threshold. For subjects that did not had to provide a justification, on the other
hand, these numbers were 36 vs. 9 and 14 vs. 31 respectively, a clearly significant
difference between positive and negative frames (ibid., p.36). Similar results are
reported by Miller and Fagley (1991) and Almashat et al. (2008).

Another interesting result is that the framing effect tends to be less pronounced
when people have to decide on personal issues or have to relate a decision to them-
selves. When asked to rate the likelihood that students cheat, subjects tend to give
higher ratings when presented with the statement “65% of the students had cheated
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during their college career” than with the statement “35% of the students had never
cheated”. However, when asked to rate the likelihood that the subjects themselves
would cheat, the outcomes were the same regardless of the frame the subject was
presented with (Levin, Schnittjer and Thee 1988, p.521). This observation that the
framing effect attenuates when subjects are asked to estimate their own perform-
ance has been confirmed by various other studies as well (see, e.g., Sniezek, Paese
and Switzer 1990, Schneider 1995).

Furthermore, experiments show that the framing effect is less likely to occur
when subjects are presentedwith rather unusual or extraordinary decision problems.
For example, Beach et al. (1996) report no framing effect when subjects are asked
to evaluate a toaster that is missing many important parts, whereas the framing
effect did occur for toasters that are only missing some unimportant parts (ibid.,
pp.79-80). Similarly, Levin, Johnson et al. (1986) show that the framing effect is
much weaker for gambles with extreme probabilities of winning or losing, than for
gambles with more moderate probabilities.

For the frameworks discussed so far, these results are problematic or at least
give rise to some difficult questions. Take, for example, the elaboration effect. For
LPD, this poses a problem. It seems that neither the available decision time nor the
requirement of justification changes anything about the decision path one follows.
That is, a positive frame is still more likely to make positive facts and rules more
focal, and hence put them more towards the beginning of the decision path. Thus,
LPD would predict that subjects would follow the exact same decision process and
so reach the same conclusion, regardless the degree of elaboration.

The elaboration effect is troublesome for PT and DM/E as well. Some addi-
tional assumptions are required to accommodate this effect. For example, it might
be the case that the perceived good news fades over time. Or that the agent ad-
opts a different reference point when elaboration is higher. However, it is unclear
whether this is the case. Furthermore, such assumptions require justification, which
is currently lacking.

Another aspect of the results of the framing experiments neglected so far is that
testing subjects do not unanimously make the same choices. For example, in the
Asian disease experiment, even though 72% of the subjects prefers programme A,
a small part chooses programme B (28%). Similarly, even though a majority of the
subjects does endorse a ‘39.9% successful placement’ programme but does not sup-
port a ‘60.1% unsuccessful placement’ one, in both cases there are (considerable)
amounts of people who decide differently.
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All three models that have been discussed fail to give a clear account of this
lack of unanimity. From the perspective of LPD, one can point out that some people
have different normative rules, and that therefore the factual propositions triggered
by the presented frame lead to different conclusions. However, when looking at the
(presumed) normative rules that are at work in the Asian disease experiment (such
as ‘one should not let people die with certainty’), these seem so uncontroversial
(and natural) that it is highly unlikely that 28% of the subjects do not share them.

One can argue that PT and DM/E can account for the disagreement among sub-
jects by saying that different people attach different (expected) utility values to
different choices. However, this barely explains anything at all, for why and how
these differences arise remains opaque. In what sense are the people that make
different choices subject to the framing effect? Do they fail to perceive the ‘good
news’ implicitly conveyed by a frame, and therefore attach lower expected utility
to this frame? Or is their preference so strong that the framing effect is not enough
to make them change their minds? Both models do not answer these questions.

2.3.2 The Underlying Decision Process
I think that, in all the cases presented above something else is going on. It seems
that decision makers generally do not process all the available information before
reaching a conclusion. Rather, they draw a ‘tentative’ conclusion based on the in-
formation that is close at hand. When explicitly asked to elaborate, when relating
decisions to themselves, or when shaken up by the encounter of unusual situations,
decision makers no longer rashly accept the first conclusion that springs to mind.
Rather, they are inclined to take into account less readily available information.
This may induce them to overrule their first conclusion and make a different de-
cision.

One experiment that can be taken to support this claim shows that when agents
are given full information at once, no framing effect is observed. For example,
when the descriptions of the Asian disease programmes stress both the amounts of
lives saved and lost, and hence both positive and negative information and associ-
ations are at hand, the results are more or less the same as group 2 in Takemura’s
elaboration experiments. Furthermore, there is no difference between frames in
which the number of lives saved is put first and frames in which the amount of
deaths is put first (Kühberger 1995, p.234).

A similar result is obtained by Sniderman and Theriault (2004) in the context of
topic framing. They show that when test subjects are presented with two competing
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frames, such as a frame stressing the impact of a new law on individual freedom
and a frame stressing the impact of this law on public safety, the framing effects
mutually cancel out (Sniderman and Theriault 2004, pp.153-156).

Putting together the insights gained so far, I claim that the underlying decision
process of the framing effect can be described as follows. As argued in section
2.1.2, the use of specific words or formulations in a specific context gives rise to
various associations. Some of these associations are triggered by the ‘objective’
descriptive content of the proposition, others are grounded in semantic properties
of the words used, are the result of patterns or regularities one is implicitly aware
of and which are tied to specific formulations, or arise due to the context in which
specific words are used.

I have called these associations the ‘information’ (in the broadest sense of the
word) contained by a frame. What happens in framing is that some of these as-
sociations become more focal than others. That is, the use of a specific formula-
tion triggers some associations right away. Other, less apparent information that
can also be extracted from the decision problem requires more cognitive effort to
be considered. Since the ‘immediate’ associations are often sufficient to reach a
tentative conclusion, our decision process commonly ends before all the available
information has been considered.

Some subjects, however, are not satisfied with this conclusion and can decide
to take more information into account. This information is less focal and therefore
requires more cognitive effort to process. Several factors can induce an agent to
indeed make this effort. In this section, a few of them have been discussed: when
one is asked to take more time (e.g., by providing a justification), when the problem
gets personal, or when the mind is ‘shaken up’ by an unusual or extreme situation.

However, it stands to reason that other, less direct factors play a role as well,
such as the subject’s intelligence, mood, vigilance etc. This can also explain the
lack of unanimity. While most subjects stop the decision process as soon as they
have reached a first conclusion on the target proposition, some others proceed and
take more information into account.

It is important to note that this process of considering information is the same
for both topic framing and valence framing. Successful topic framing causes in-
formation about a certain aspect of a problem to be processed first, and thereby
often leads to a conclusion largely based on information pertaining to this aspect
(e.g., economic benefits). Valence framing causes positive or negative information
related to a problem to be considered first, thereby often leading to a conclusion

49



based on this positive or negative information. In both cases, the same underlying
process of giving priority to the primed information is at work.

Hence, the notion of ‘partial information’ can be said to be at the heart of the
framing effect. A frame greatly influences the order in which the information con-
tained by a decision problem is processed (i.e., which associations are triggered
immediately and which require more cognitive effort), and thereby influences the
information used to reach a first (and often final) decision.

In a way, this idea of partial information is reminiscent of a central claim put
forward by Daniel Kahneman in his best-selling book Thinking, Fast and Slow
(2011). Kahneman argues here that human beings have two systems or modes for
decision making. There is a ‘hasty’ mode, in which we use various heuristics and
biases to quickly decide on an issue. As a consequence, some information may be
lost or tarnished in this process. Secondly, there is a ‘slow’ mode, in which we
take more time to carefully consider all available information. Prospect Theory
is designed to model this first mode, while the second one much more resembles
classical logic.

In the next chapter, I will shown that it need not be the case that human beings
indeed use two separate systems for decision making. I will present one and the
same model that can accommodate both partial and full information processing.

In sum, one can say that the underlying decision process of the framing ef-
fect has three major tenets; (1) the central role played by a variety of associations
or information extracted from a decision problem (not merely confined to ‘risk’,
‘reference points’ or ‘good news’); (2) the varying degrees of accessibility of this
information, chiefly dependent on the frame that is used and the cognitive effort
it takes to access (implicit) information; and (3) the resulting consequence that we
often only take partial information into account when making decisions, as this is
often enough to reach a (tentative) conclusion.

It is not hard to see that Gold and List’s notion of path dependence fits well
with these tenets (especially 2 and 3). Therefore, it will play a key role in the
model presented in chapter 3. However, despite the fruitfulness of this notion, I
have also argued that the model provided by Gold and List themselves is too static
and narrow to provide a full account of all facets of the framing effect. As it turned
out, the model faces problems in representing goal framing, and it cannot provide
a proper explanation of the results discussed in the previous section, such as the
elaboration effect. The model lacks a flexible mechanism for looking beyond our
first, preliminary, conclusion and for considering less focal information.
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Apart from this, there is another problematic aspect of LPD that has not been
discussed so far: the alleged violation of the standards for rationality that Gold and
List take to be necessary for the framing effect to occur. I will turn to that now.

2.4 The Rationality of Framing

As seen in the introduction, the framing effect has typically been interpreted as (yet
another) sign of human irrational behaviour. This is echoed in LPD, as it directly
links the occurrence of the framing effect to the violation of some rationality prin-
ciples (such as deductive closure or the consistency of our beliefs). Similarly, in PT
the framing effect is labelled as a ‘systematic error’, a violation of the invariance
principle, caused by our system of heuristics and biases.

In this section, I will argue that this conclusion is unsatisfying, and that one
should look at the framing effect from the purview of the decision maker as a
bounded rational agent.

2.4.1 Rationality and Information
In the introduction, I have focused on the notion of description invariance. Many
authors take this to be a cornerstone of rationality. However, as argued in chapter
1, the descriptive equivalence of two formulations does not mean that these for-
mulations are equivalent in all respects. Logically equivalent statements may very
well contain (very) different information, and this information may have varying
degrees of accessibility.

As a consequence, the violation of ‘objective’ description invariance in the
framing effect does not necessarily mean that human behaviour is irrational. One
may have very good reasons to violate this principle. We (implicitly) notice vari-
ous patterns and regularities in the (linguistic) behaviour of others. This allows us
to ‘read between the lines’ and extract useful information from the fact that a spe-
cific formulation is used rather than another. This information is not contained in
the ‘objective descriptive content’ of the uttered statement, but may well be very
relevant for the decision one has to make.

I claim, therefore, that the logical properties (equivalence) or the descriptive
content of a statement under consideration is not of primary importance in the
decision-making process. There is some (potentially) more useful information, re-
lated to the specific formulation that is used and the context in which it is uttered.
Various non-logical factors that can provide us with such useful information have
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been indicated, such as semantic properties of the formulation used, regularities we
implicitly observe, contextual factors etc.

This does not mean that logical equivalence plays no role at all in the decision
process. Rather, this information becomes available to us (or is processed by us)
later on along the decision path. For example, if a doctor stresses the mortality rate
of a medicine rather than its success rate, the first associations that spring to mind
are related to this negative term ’mortality’ and to the fact that the doctor used this
specific formulation rather than another. This often provides us with enough clues
to reach a conclusion we find acceptable.27

However, if we are not satisfied, some more distinct observations and associ-
ations come into view, such as the logical equivalence of the doctor’s statement
with a statement in terms of survival rate. This latter statement again induces vari-
ous (more positive) associations. The processing of this information can lead to a
more ‘balanced’ decision, as more information is taken into account. This explains
why the framing effect is observed to attenuate when the degree of elaboration of
the decision maker increases.

This does not mean that our initial decision is ‘irrational’. Rather, it is based on
partial information, but this need not have any (negative) normative implications. I
will argue that the rationality of a ‘partial-information decision’ depends onwhether
one has good reasons of being satisfied with it. What exactly qualifies as a ‘good
reason’ for satisfaction in this case? In other words, under what circumstances is it
justified to rely on the most focal (and often ‘non-logical’) information, rather than
full information? There are several candidates.

One of them is the time the decision maker has available. Sometimes we simply
cannot consider all the information directly and less directly conveyed by a decision
problem, but rather have to make up our minds within a limited time.

From an evolutionary perspective, it seems reasonable to assume that this ability
to quickly draw conclusions is vital. However, this automatically means that we
have to give priority to some information, rather than others. Given our limited
time, the information we are able to process need better be as relevant as possible.

27The question whether our cognitive processes of generating associations does indeed operate
in such way will not be discussed further in this thesis. There are some theories and data that are
in support of this idea. One such theory is that our associations are largely generated by means of
their ‘semantic overlap’ with the statement we process (see for example Holyoak and Thagard 1989,
p.301). Similarly, data collected by Russo, Medvec and Meloy (1996), among others, shows that
there is a strong link between positive terms and positive associations. However, the question how
exactly the process of associations functions is a live and widely debated one. It is well beyond the
scope of this thesis to take position in this debate.
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Examples of highly relevant information are clues that signal an increased chance of
‘good news’. Since logical equivalence is, as have been just argued, less important
than some other information, a lack of timemay be a good reason to accept a partial-
information conclusion.

A second candidate for a ‘good reason’ pertains to the payoff or importance
of the decision problem. I have argued that some information is more accessible
than others, and that this influences the cognitive effort it takes to both extract and
process this information. In some cases, the problem at stake may simply be not
important enough to put much effort in processing less readily available informa-
tion.

A third candidate is the perceived reliability or authority of the source. As
has been argued above extensively, we have several ‘sensors’ for detecting certain
patterns in human behaviour, which subsequently trigger associations. In some
cases, we have reasons to doubt whether these associations are warranted, but in
(many) other cases, speakers do indeed (implicitly or explicitly) leak information
by choosing specific words. Hence, depending on the reliability or authority of
the source, it may be reasonable to assume that the source does indeed leak more
information about a decision problem than the ‘objective’ descriptive content of her
words suggests. In such cases, it may actually be better to stick to our first decision,
as this decision is primarily based on this leaked (‘non-logical’) information.

There are probably more candidates to be found, but the general idea is clear:
whether it is beneficial to put effort in processing as much information as possible
depends heavily on the situation one is in and on what is at stake.

A question that springs to mind is what the consequences of this are for the
subjects that participated in, for example, the Asian disease experiment. Were they
right to be satisfied with their initial, partial-information decision? These ques-
tions reveal the problematic character of many of the framing experiments. Various
factors that can potentially justify a subject’s ‘hasty’ decision, are difficult to assess
in experiments.

The artificial set-up of experiments makes it very difficult for subjects to assess
whether it is justified to ‘read between the lines’ or not, whether they should put ef-
fort in making a careful decision or whether it suffices to follow their first intuition.
Furthermore, the decisions made by the subject have no real consequences. Thus,
incentives to consider more information than needed to reach a first conclusion are
often distorted.

Fawcett et al. (2014) support this observation. They remark that many experi-
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ments of decision making are based on highly simplified contexts that ”bear little
resemblance to the complex, heterogeneous world in which animals (including hu-
mans) have evolved” (Fawcett et al. 2014, p.153). As a result, many of the biases
and errors that are observed in such studies may be due to the artificial situation
presented to the decision maker, rather than the (mal)functioning of our cognitive
system.

They argue, therefore, that one has to be careful in drawing conclusions about
human reasoning based on some simple, unnatural decision tasks.28 I agree with
this conclusion. There is no clear ‘yes’ or ‘no’ to the question whether the framing
effect is a failure of our rationality. In some cases, the cognitive process that un-
derlies the framing effect may indeed lead us astray. However, in (many) others it
may in fact lead to the best decision, given the circumstances we are in. A careful
assessment of the context and set-up of the decision problem is needed to be able
to say anything about these matters.

This last proviso is an important one for it means that, at least in my view,
rationality should be assessed in the light of the circumstances or context in which
the decision is made. As a consequence, there is more to rationality than merely
‘objective’ or ‘logical’ considerations.

2.4.2 Bounded Rationality
The upshot of the above is that, in my view, it is not of much use to measure ra-
tionality based on some unattainable ideal that does not reflect human cognitive
capacities. Our preferences are formed based on the information and preference
rules that are available to us at a certain time, constrained by several contextual
factors such as the time, interests and cognitive capacities.

In other words, we are ‘bounded rational agents’. This concept of ‘bounded
rationality’ was first introduced by Herbert Simon in his famous article A Beha-
vioral Model of Rational Choice (1955). In this article, he attacks the notion of
the ‘economic man’ as postulated by traditional economic theory. This economic
man is a hyper-rational, nearly omniscient person that is able to calculate, in a well-
organised, stable way, which course of action will yield the highest payoff on his
preference scale, using all resources available to him (Simon 1955, p.99).

28A similar conclusion is reached by Stenning and van Lambalgen (2008). They combat the “tend-
ency to push logic to the fringes [of cognition], in the wake of results allegedly establishing its irrel-
evance to human reasoning” (ibid., p.347). In these results, the specific context in which decisions
are made is often neglected. If we do take this context into account, and subsequently adapt our logic
to this, logic can be said to play “a much wider role in cognition than is customarily assumed” (ibid.).
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Simon argues that this concept of the economic man is too much of an idealisa-
tion of actual, observed behaviour to be useful as a scientific postulate. He opposes
this concept with his concept of man as a bounded rational agent (“a choosing or-
ganism of limited knowledge and ability”) (Simon 1955, p.114). This conception
does take into account the influence of the limited capacities of man as well as
contextual constraints on the decision-making process. Just as the maximum speed
at which we can move constrains the set of available behaviour alternatives, so
may “limits on computational capacity [be] important constraints entering into the
definition of rational choice under particular circumstances” (ibid., p.100).

Simon argues that rational behaviour should not be defined as making the op-
timal decision based on all given information. Decision making is a delicate (and
therefore costly) endeavour: it takes time and effort to collect and process inform-
ation. Therefore, one should regard decision making as the process of picking a
satisfactory solution given several limitations (e.g., pertaining to the availability of
time, information, computational capacities etc.). I will return to this in the next
chapter.

As seen above, framing influences or manipulates the order in which informa-
tion is processed by us, and this may result in different choices or behaviour. Not
necessarily because we are irrational, but rather because of the limited resources
that are at our disposal. This forces us to draw conclusions based on partial inform-
ation, either because only partial information is available, or because we only have
the resources/incentives to process partial information.

Linked to this notion of bounded rationality is the view that our process of
entailment, the information that is regarded to yield justifiable conclusions, is non-
monotonic. That is, because we draw conclusions based on partial information,
we can retract these conclusions when new information becomes available (or is
processed).

In the process in which preferences are formed, this happens all the time. For
example, we might prefer to commute to work by bike rather than by bus, until we
come to know that it is raining outside. Similarly, we might prefer to save 200 lives
with certainty rather than to save 600 with a 1/3 chance, until we realise that this
means that 400 people are sent to death.

A corollary of this is that we mostly draw conclusions (form preferences) based
on ‘default rules’ or ‘rules of thumb’. These are rules that are not strict, universally
applicable laws that always hold. Rather, many (if not all) of the rules we use to
form a preference allow for exceptions, and hence these rules may or may not apply
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depending on the context. For example, one preference rule may be: ‘Generally, I
prefer to travel by bike rather than by bus’ (e.g., because the former is healthier).
However, this rule may not apply when it is raining. Hence, rainy days may be a
systematic exception to the rule. Furthermore, there may be accidental exceptions
as well. For example, one may decide to travel by bus today because one did not
sleep very well last night.

As a result, one may draw the conclusion that one prefers option x based on
some preference rule, only to change this preference to y as soon as one learns that
this preference rule does not apply (or is overruled by another).

This notion of ‘default rules’ sheds a new light on Gold and List’s conclusion
that the framing effect only occurs when our beliefs are inconsistent. They take
our preference rules to be strict, universal laws. Under some circumstances, these
laws license contradictory results. If one looks at the preference rules we use from
the perspective of a bounded rational agent, this conclusion no longer holds. Since
we are dealing with limited resources and information, we draw conclusions based
on the assumption that things we do not know of play no role. In other words, our
preference rules are not strict, universal laws, but rather defeasible tools that help
us draw conclusions based on the information available.

Different decision paths may yield opposing conclusions, but these conclusions
are tentative. They are partial information decisions, based on the available re-
sources. Due to the non-monotonic principle of entailment, it may very well be
that when more information is considered, only one (or neither) of these conclu-
sions follows. As a result, our total belief set need not be inconsistent at all.

In the next chapter, I will show that by making use of a non-monotonic decision
process based on default rules, path dependence (and hence the framing effect)
may arise, despite the fact that the decision maker’s beliefs are perfectly consistent.
I believe that this fits better with the above considerations about rationality than
Gold and List’s conclusion that some rationality principles must be violated for the
framing effect to occur.

2.5 Conclusion

In chapter 1, the non-equivalence of information conveyed by different frames has
been identified as a key notion for the framing effect. In this chapter, I have looked
at two recent models of framing that partly incorporate this idea, a Decision Model
without Extensionality (DM/E) and a Logic of Path Dependence (LPD). I have ar-
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gued that both models, as well as Prospect Theory (PT), fail to fully accommodate
the various types of framing identified in chapter 1. Furthermore, all three models
struggle with some empirical results presented in this chapter, such as the ‘elabor-
ation effect’.

I have argued that the notion of ‘information’ should be conceived in a very
broad sense: a specific formulation gives rise to various associations, facts and
rules. Some of these are due to the ‘objective’ descriptive content of this formula-
tion, others to the semantic properties, implicitly registered patterns or contextual
factors related to this formulation.

This information is processed in a sequential way by the decision maker, and
the frame in which an event is described greatly influences the accessibility of the
information: some associations are more vivid than others, depending on the frame
that is used. Since we are able to draw conclusions based on very little informa-
tion, we often make a decision based on the most accessible information, thereby
neglecting less focal information.

This leads to the framing effect: as framing influences the accessibility of in-
formation, different formulations cause different pieces of information to become
focal. This focal information is processed first, and hence can lead to different de-
cisions. I have argued that the decision process underlying the framing effect is the
same for all types of framing, including topic framing.

Finally, I have argued that human beings are bounded rational agents, and that
the framing effect need not be irrational nor be caused by inconsistent beliefs.
Rather, a ‘rational’ decision depends on the information, time and cognitive ca-
pacities that are available, and on the added value of processing more information
given the extra effort it takes.

In the next chapter, I will develop a dynamic model of the framing effect that is
able to do provide an account of framing in its various forms, and that does justice
to the insights gained so far.
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3 The Logic of Framing

In the previous chapters, I have investigated what the framing effect is and how
the underlying decision process functions. From the insights gained there, the fol-
lowing desiderata for a model of framing that is more comprehensive than the ones
discussed can be formulated:

• First of all, such a model has to reflect that, in making decisions, we tend to
take a wide array of information or associations into account, coming from
various sources.

• Secondly, the model has to represent the underlying decision process of the
framing effect outlined in the previous chapter. As a corollary, this means
that the model has to be able to accommodate both topic framing and valence
framing, in all its forms (risky choice, attribute and goal framing), since the
underlying process is, in my view, (roughly) the same.

• Thirdly, the model has to be able to account for the lack of unanimity among
subjects, and for the fact that the framing effect is less pronounced when the
level of elaboration of the decision maker is high.

• Finally, the model has to do justice to our human nature as bounded rational
agents. This means that it should leave room for revision of one’s beliefs in
the light of new information, and for preferences rules that allow for excep-
tions. Furthermore, it should avoid the conclusion that the framing effect is
irrational ‘come what may’, but rather should leave room for more balanced
considerations.

In this chapter, I will present a model that is able to meet all these requirements. I
start out with a default logic presented by Raymond Reiter, and subsequently add a
mechanism for resolving conflicts between preference rules. Afterwards, Gold and
List’s notion of decision paths will be adapted and incorporated into the framework.
Finally, the model will be tested, some examples will be provided and its ability to
meet the four desiderata outlined above will be assessed.
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3.1 A New Model for the Framing Effect

In the previous chapter, it was argued that our preferences rules are likely to al-
low for exceptions and that the notion of entailment in human reasoning is non-
monotonic. The endeavours to develop a newmodel for the framing effect therefore
start out with a non-monotonic logic that can express default rules.

3.1.1 Reiter’s Default Logic
One of the first logical frameworks that was able to meet these requirements is
called ’Default Logic’ and was presented in 1980 by Raymond Reiter. Even though
there are many other non-monotonic logics around today, most of them make use
of propositional logic rather than predicate logic, as Reiter does. Since framing
is about stressing different sides (or properties) of the same object or event, it is
convenient to make use of the greater expressivity of predicate logic. Therefore,
Default Logic is a good starting point for the purposes of this thesis.29

A default theory ∆ is a pair (D,W ). W is a theory containing first-order sen-
tences and can be regarded as a set of facts that are currently known (a ‘background
theory’). D is a set of default rules. These rules have the following form:

A(x) :MBi(x), . . . ,MBn(x)

C(x)
(Default Rule)

A denotes the ’prerequisite’ of the default rule d andC the ‘consequent’. Bi . . . Bn

are the ‘justifications’ of the rule. I will refer to these three parts as pre(d), cons(d)
and just(d) respectively. M is to be read as ‘it is consistent to assume’. For in-
stance, BIRD(x) : MFLY (x) / FLY (x)means: “if x is a bird and it is consistent
to assume that x has the property ‘fly’, then it follows that x flies”. These default
rules will sometimes be abbreviated and written as ‘A(x)⇝ C (x)’.

A default without a prerequisite is denoted as⊤ : MBi(x) . . .MBn(x)/C(x)

(or simply⇝ C(x)) and is called a ‘prerequisite-free default rule’. These rules will
turn out to be particularly useful in resolving conflicts between preference rules, and
in the analysis of goal framing.

Default Logic allows us to infer FLY (tweety) from BIRD(tweety) and the
default rule BIRD(x)⇝ FLY (x), as long as we have no evidence to the contrary.

29There are a few other predicate default logics around, most notably Circumscription Logic by
McCarthy (1980). These frameworks are generally more profound than Reiter’s model, but for the
purpose of this thesis (and for the sake of simplicity) his Default Logic will suffice. Note, however,
that nothing in what is to follow relies on this choice, and the model presented here will work equally
well with a different underlying (predicate default) logical structure.
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That is, if none of the justifications is inconsistent with our current beliefs, the
‘default conclusion’ follows. This inference is ensured by the so-called ‘closed-
world assumption’:

:M¬PREDi(x1, . . . , xn)

¬PREDi(x1, . . . , xn)
(Closed-World Assumption)

This assumption says that one supposes for alln-ary predicatesPRED i(x1, . . . , xn)

that ¬PRED i(x1, . . . , xn) holds whenever it is consistent to do so (Reiter 1980,
p.84). This means that, in the reasoning process, we are only concerned with the
set of facts and (default) rules that are at our disposal, and hence are allowed to
draw (tentative) conclusions based on what is known (rather than being restrained
by what is unknown).

As a result, the logic is not monotonic. For example, let A = {BIRD(x)

⇝ FLY (x),BIRD(tweety)}, then A |= FLY (tweety). That is, given that all
we know is that birds typically fly and that tweety is a bird, we are justified to
conclude that tweety can (presumably) fly. However, suppose that we learn some
new facts, such that our belief set expands to B = A ∪ {PENGUIN (tweety),

∀x PENGUIN (x) → ¬FLY (x)}. Then despite the fact that A ⊆ B, it is not
the case that B |= FLY (tweety), for it is no longer consistent to assume that the
default can be applied. In words, if we subsequently learn that tweety is not only a
bird but a penguin as well and that penguins do not fly, we are forced to retract our
earlier conclusion.

Under the assumption that we are bounded rational agents, it seems straight-
forward that we have an incomplete theory (W ) of the world. Default rules can be
regarded as ways to ‘extend’ this incomplete theory by using the resources we have
available. That is, they allow us to fill gaps in our theory of the world by using
observed regularities (things that are ‘typically’ the case). In technical terms, the
set of default rules (D) induces an ‘extension’ (E) ofW (ibid., p.87).

In what is to follow, it is assumed that the default theory is ‘closed’. This means
that the formulas in W and D do not contain free variables.30 An extension E is
defined as follows:

30This is mainly for simplicity’s sake. A generalisation for arbitrary theories can be bound in Reiter
(1980, pp.115-129).
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Definition 3.1 Classical Extension31

Let ∆ = (D,W ) be a closed default theory. E is an extension of ∆ iff it is the
smallest set satisfying the following three properties:

(1) W ⊆ E

(2) E = Th(E) (i.e., the deductive closure of E)
(3) For any default d (of the form pre(d) : just(d) / cons(d)), if pre(d) ∈ E

and ¬just(d) ∩W = ∅ then cons(d) ∈ E.

In words, an extension E of our theoryW is a deductively closed set of sentences,
starting out withW and in which subsequently all default rules that can be applied
are applied (i.e., as much gaps ofW as possible have been filled).

Note that this process of extending a givenW may be nondeterministic. AsW
may contain multiple default rules, “[d]ifferent applications of the defaults [can]
yield different extensions and hence different sets of beliefs about the world” (Re-
iter 1980, p.87). For example, suppose you meet a 21 year old student (W =

{ADULT (a),STUDENT (a)}). Furthermore, you believe that adults are typic-
ally employed (ADULT (x) ⇝ EMP(x)) and that students are typically not em-
ployed (STUDENT (x) ⇝ ¬EMP(x)). Our knowledge base lacks any informa-
tion about whether the student is employed. This can be overcome by extending
ourW using defaults. However, if we use the first default, we can conclude that the
student is (presumably) employed, and, as a result, are no longer able to apply the
second default, as this yields the opposite conclusion. The converse holds if we use
the second default first. This means that there are multiple (complete) extensions
of our belief setW .

3.1.2 Prioritised Default Logic
How can one choose between these different, mutually exclusive, extensions? In
other words, which one is the ‘best’, given the situation? In the example above, one
can question, based on the information available, whether one conclusion really is
better than another. That is, as long as one does not receive more information that
may indicate that one rule is more relevant than another, it may be better not to
draw any conclusion at all.32

31Adapted from (Reiter 1980).
32One such piece of information that may shed a new light on the relevance of the two competing

default rules is that students are typically adults (STUDENT (x)⇝ ADULT (x)). This allows one
to regard students as exceptions to the rule ADULT (x) ⇝ EMP(x). See Bastiaanse and Veltman
(forthcoming) for a principled method, drawing on Circumscription Logic, for prioritising certain
rules over others based on their semantic properties.

61



However, in the context of preferences, which is the main concern here, the
situation is different. We often do have a preference for one action rather than
another, despite the fact that we have arguments for both. Hence, it is reasonable
to assume that we attach different weights to our preference rules. This weight
determines which preference rule is stronger.

For example, suppose that someone wants to be in good shape. This may induce
this person to prefer to travel by bike rather than by car. However, suppose that she
also does not want to be sweaty all day. This may induce her to prefer to travel by
car rather than by bike. Even though she has arguments for both sides, she may
find the latter more important than the former.

In this case, both arguments are semantically unrelated to each other (except
for the fact that they yield opposite conclusions). Neither preference is defeated
by the other, nor conveys any information about being a special case or atypical
circumstance that may affect the other rule. They are simply two arguments for
opposing conclusions.

This happens a lot in the context of preference rules. Since the arguments are
unrelated, we are not able to give a systematic procedure to determine which rule
should prevail based on the semantic properties of the rules/facts known. Neverthe-
less, it is often the case that an agent does find one preference rule more important
than another. To represent this in themodel, a superiority relation will be introduced
to express priorities among preference rules.

Following Brewka and Eiter (2000), a priority relation< is added to the model
that provides an ordering on the default rules . < is a strict partial order, and d < d′

indicates that default d is preferred over default d′. A prioritised default theory,
then, is a triple ∆ = (D,W,<). Since < is a partial order, the preference or-
dering among certain defaults can be left unspecified (ibid., p.30). For the sake
of simplicity, however, in what is to follow < is taken to be a total ordering, and
∆ = (D,W,<) is called a ‘fully prioritised’ default theory.33

In the case of two conflicting extensions of some default theory ∆, these pri-
orities are used to ensure that the (intuitively) correct extension comes up as the
preferred one. Brewka and Eiter formulate two principles that a system for prefer-
ence handling must satisfy in order to guarantee the correct handling of priorities:

33Note that an arbitrary prioritised default theory can be reduced to a fully prioritised one by defin-
ingE as a prioritised extension of (D,W,<) iffE is a prioritised extension of some fully prioritised
default theory (D,W,<′) such that <⊆<′, see Delgrande, Schaub and Tompits (2000, p.380).
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Principle 1:
If one has two extensions of a theory ∆, E1 and E2, generated by the
defaults d1 and d2 respectively, and it is the case that d1 < d2, then it
cannot be that E2 is a preferred extension.

Principle 2:
IfE is a preferred extension of∆ and d is a default such that pre(d) ̸∈
E, thenE is a preferred extension of∆′ = (D∪{d},W,<′) if<′ and
< have the same priority ranking among the defaults in D. That is,
if one adds a default to the theory that is not applicable in a preferred
extension, then this default cannot cause this extension to become non-
preferred.

The intuition behind this second principle is that “whether to believe a formula
[cons(d)] or not should depend on the priorities of the defaults contributing to the
derivation of [cons(d)], not on the priorities of defaults which become applicable
when [cons(d)] is believed […] In other words, a belief set is not blamed for not
applying rules which are not applicable.” (Brewka and Eiter 2000, p.31).

With these two principles in mind, a selection procedure for choosing between
competing extensions based on the priorities of the default rules can be specified.
A default rule dwill be called ‘active’ in a set of formulasW if it is applicable inW
but has not been applied so far. That is, d is active if the prerequisite of d, pre(d),
is inW , if ¬just(d) ∩W = ∅ and if cons(d) ̸∈ W . With this in mind, a selection
operator C(∆) is defined:

Definition 3.2 Selection operator C34

Let ∆ = (D,W,<) be a closed, fully prioritised default theory. C(∆) is defined
as follows. C(∆) =

∪
i≤0E

i, where E0 = Th(W ) (the deductive closure ofW ),
and for every ordinal i > 0:

Ei =


∪

j<iE
j if no default from D is active in

∪
j<iE

j

Th(
∪

j<iE
j ∪ {cons(d)})

otherwise, where d ∈ D is the minimal
default w.r.t < active in

∪
j<iE

j

This operator C provides us with an algorithm for selecting a prioritised extension
Ei of∆.

34Adapted from Brewka and Eiter (2000) and Delgrande, Schaub and Tompits (2000).
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This selection process goes as follows.35 One starts at E0 with Th(W ) and sub-
sequently considers all default rules d ∈ D, starting with the one with the highest
priority (e.g., d1). Hence, in E1, one checks if d1 is active (i.e., whether it can
be applied but has not been so far). If so, cons(d1) is added to Th(W ) and one
moves on to E2. If not, one checks the other default rules, starting with one with
the second highest priority, then the third highest priority, then the fourth highest
priority etc. until one has found a default rule that is active. When such active de-
fault rule is found, its consequent is added to Th(W ), and one moves toE2. AtE2,
one does the same, again considering the highest active default first, and adding its
consequence to

∪
j<2E

j . This process is repeated until no more defaults can be
applied.

Now what may happen is that if one adds some cons(di) to En, a more prior-
itised default dh becomes applicable in En+1. The operator C ensures that in this
next round En+1, cons(dh) is indeed added to the extension. Hence, the defaults
with the highest priorities are applied as soon as this is possible.

Unfortunately, this operator C alone is not sufficient to guarantee that the cor-
rect extension comes up as preferred (i.e., that the preferred extension complies
with the two principles stated above). Consider the following example:

Example 3.3 Violation of Principle 1
Let ∆ = (W,D,<) where W = ∅ and D consists of the following rules, with
d1 < d2 < d3:

(d1) PRED1(x) : MPRED2(x) / PRED2(x)

(d2) ⊤ : M¬PRED2(x) / ¬PRED2(x)

(d3) ⊤ : MPRED1(x) / PRED1(x)

This theory has two classical extensions, E1 = Th({PRED1(x),PRED2(x)})
andE2 = Th({PRED1(x),¬PRED2(x)}). That is, if one does not take priorities
into account, one can either apply d2 first, or d3, as they are both prerequisite free
(in both cases, pre(d) = ⊤). In the former case, d1 can no longer be applied, in the
latter case it can.

It is easy to see thatC(∆) = E2. One starts out withE0 = ∅, and subsequently
applies d2, as this is the default rule with the highest priority that is active. Hence,

35Note that Ei is used to refer to the stages of the selection operator C, whereas Ei is used to
refer to an extension of a default theory∆. As seen above, in a classical setting (i.e., without taking
priorities into account), it is possible that multiple extensions (Ei) of a theory∆ exist. The operator
C is designed to pick the most preferred one by looking at priorities. Hence, the final stage of the
operator C, Efinal , is equal to one of the classical extensions Ei.
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E1 = Th({¬PRED2(x)}). In E2, d3 is the highest active default rule, and so
PRED1(x) is added to the set. Rule d1 cannot be applied, as it is defeated by
¬PRED2(x), thus one ends up with Th({PRED1(x),¬PRED2(x)}).

This violates principle 1. Given that d1 < d2, one should prefer the extension
in which d1 is applied (namely, E1). To overcome this problem, the theory ∆ has
to be ‘preprocessed’ before applying C. A prioritised extension E of ∆ is defined
as follows:

Definition 3.4 Prioritised Extension36

Let ∆ = (D,W,<) be a closed, fully prioritised default theory. E is a prioritised
extension of∆ iff the following is satisfied:

(a) E is a classical extension of∆ (see Definition 3.1)
(b) E is a prioritised extension of a ‘preprocessed’ ∆E = (DE ,W,<E). This

prioritised extension is obtained by applying C to ∆E (i.e., E = C(∆E)),
where∆E is constructed from∆ as follows:

(i) For every default d ∈ D such that pre(d) ̸∈ E, it holds that d ̸∈ DE

(ii) For every remaining default, pre(d) is replaced by ⊤ such that one
obtains d⊤, the prerequisite-free version of d

(iii) For any δ1, δ2 ∈ DE , δ1 <E δ2 iff d1 < d2 where di = max<{d ∈
D | d⊤ = δi}.

Hence, one appliesC to some preprocessing∆E of∆ and if the resultingE is equal
to a classical extension E of∆, one has found the preferred extension. To see how
this works, it is best go provide some examples.

Example 3.5 Preferred Extension
Let ∆ = (W,D,<) be the same as in example 3.3.

As explained before, this theory has two classical extensions,E1 = Th({PRED1(x),

PRED2(x)}) and E2 = Th({PRED1(x), ¬PRED2(x)}). Obviously, our pre-
ferred extension must be one of these (condition (a)). These two extensions are
used to generate∆E1 and∆E2 , respectively, and subsequently apply C.

First consider E1. Given that d2 and d3 are prerequisite free, and given that
the prerequisite of d1, PRED1(x), is in E1, condition (i) is satisfied vacuously.
Condition (ii) makes that DE1 consists of the following rules:

36Adapted from Brewka and Eiter (2000) and Delgrande, Schaub and Tompits (2000).
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(d′1) ⊤ : MPRED2(x) / PRED2(x)

(d′2) ⊤ : M¬PRED2(x) / ¬PRED2(x)

(d′3) ⊤ : MPRED1(x) / PRED1(x)

Condition (iii) ensures that the ordering <E remains the same (except that now d1

is replaced by d⊤1 ). If one applies C to∆E1 , one starts out withE0 = Th(W ) = ∅,
adds cons(d′1) inE1, and adds cons(d′3) inE2. Hence, one ends upwithC(∆E1) =

Th({PRED1(x), PRED2(x)}) = E1. As a result,E1 satisfies both requirements
(a) and (b) of definition 2.3 and thus is a preferred extension of∆.

Notice that E2 is not a preferred extension. DE2 consists of the same d′1, d′2, d′3
asDE1 . This means thatC(∆E2) = C(∆E1), and, as seen above, this is not equal
to E2. Hence, E2 violates requirement (b).

By following the above procedure, one will always end up with a unique pre-
ferred extension that complies with both Principle 1 and 2, given that a preferred
extension exists.37 This latter, however, need not always be the case. Consider the
following example:

Example 3.6 No preferred extension38

Let ∆ = (W,D,<) where W = ∅ and D consists of the following rules, with
d1 < d2 < d3:

(d1): PRED1(x) : M¬PRED2(x) / ¬PRED2(x)

(d2): ⊤ : MPRED2(x) / PRED2(x)

(d3): PRED2(x) : MPRED1(x) / PRED1(x)

There is one classical extension E = Th({PRED1(x),PRED2(x)}). However,
E is not preferred. This is because the preprocessed DE contains {d⊤1 , d2, d⊤3 }.
Thus, if one applies C to ∆E , the rule with the highest priority that is active is
considered first, d⊤1 , and so one adds its consequent,¬PRED2(x), to the extension.
Afterwards, one considers the rule with the second highest priority that is active.
This is d3: since¬PRED2(x) is added to the theory, it is no longer justified to apply
d2. Hence, PRED1(x) is added to the extension and one ends up with C(∆E) =

Th({¬PRED2(x), PRED1(x)} ̸= E.
This is not necessarily a bad thing, as it only occurswhen the agent’s preferences

together with her priorities are inconsistent (i.e., when the former are incompatible
with the latter). Hence, if the agent fails to generate a prioritised extension, she will
not draw any conclusions, but rather will be alarmed that something is wrong.

37For a proof, see Brewka and Eiter (2000, p.38).
38Adapted from Brewka and Eiter (ibid.).
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3.1.3 Decision Paths
As a final step, the notion of a decision path is added to the framework. This notion
is inspired by Gold and List, but a different characterisation of the decision process
will be given.

Definition 3.7 Decision Path
Let ∆ = (D,W,<) and let X = D ∪ W . A decision path on X is a bijective
function Ω : (1, 2, . . . , n) → X , where n is the number of elements (facts and
default rules) in X .

The sequential processing of information can be represented with this decision path,
just as seen in chapter 2. However, since an underlying non-monotonic logic with
default rules is used here, the tentative character of the conclusions the agent be-
comes clear. That is, by moving on along the decision path, she processes pieces
of information and draws conclusions on the fly. These conclusions are not unas-
sailable truths, but are based on what is known to the agent at a certain point. In
subsequent points on the decision path, new information becomes available to her,
and this may lead to new insights.

For the sake of simplicity, the notion of ‘initial disposition’ of the agent is dis-
pensed with. It is simply assumed that the agent is willing to accept all the as-
sociations/information she ‘extracts’ from a decision problem. If this results, at a
certain point, in a contradictory belief set, the decision process ends and the agent
has to reconsider her associations. I will come back to this later. First, I will define
how our default theory∆ expands as one walks along the decision path:

Definition 3.8 Information Processing
Let X be a set of formulas with n elements, representing the information (in the
broadest sense of the word) contained by a decision problem. X includes both
‘facts’ and preference rules. Let ϕtarget be the goal of the decision process. Let Ω
be a decision path onX and let ϕj ∈ X := Ω(j). Let<n be some (partial) priority
ranking on the defaults in X .

The agent’s theory ∆j at step j of the decision path is defined as follows:

(1) ∆0 = (D0,W0, <0), where D0 =W0 =<0= ∅
(2) For all 0 < j ≤ n, ∆j = (Dj ,Wj , <j) it holds that:

If ϕj is a default,Wj =Wj−1, Dj = Dj−1 ∪ {ϕj}
If ϕj is fact, Dj = Dj−1,Wj =Wj−1 ∪ {ϕj}
In both cases, <j = <n↾ Dj (= {(d, d′) | d, d′ ∈ Dj & (d, d′) ∈<n})
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At each step j + 1 of the decision path, the agent expands her default theory (∆j)
by adding a new formula (ϕj+1) to either her current set of facts (Wj) or default
rules (Dj), depending on the nature of ϕj+1. The specific course of the decision
path determines which formula is added at step j+1. Furthermore, she updates her
priority relation (<j) to reflect her (hard-wired) priorities among preference rules.

Using this theory ∆j , the agent comes to a decision in the following way:

Definition 3.9 Decision Process
Let∆j be a theory at step j of the decision path of length n. LetEj be the preferred
extension (if existent) of ∆j (i.e., Ej = C(∆j). The decision process goes as
follows:

(I) If ϕtarget ̸∈ Ej then move on to j + 1

(II) If ϕtarget ∈ Ej and j = n, then decide ϕtarget
(III) If ϕtarget ∈ Ej and j ̸= n, then decide ϕtarget if one is satisfied with this

conclusion, otherwise move on to j + 1

In short, what happens is that at each point of the decision path, the agent adds a new
piece of information to her theory ∆. Subsequently, she extends this theory based
on the information she has to see whether she can reach a (tentative) conclusion ϕ
about the target proposition. If not, she moves on to process more information.

If she does reach a conclusion ϕ, and furthermore has no more information to
process, she simply decides ϕ. However, if the agent reaches a conclusion but has
not yet made it until the end of the decision path (i.e., when she has tentatively
reached her goal but has not yet fully processed all information), she can either
stop reasoning and conclude ϕtarget (despite its tentative status) or she can move
on and take more information into account. Which option she takes, depends on
whether she is ‘satisfied’ with this tentative decision or not.

As seen in the previous chapter, one can have good reasons to be satisfied with
a tentative conclusion. That is, I have argued that under certain circumstances,
accepting a tentative conclusion is the ‘best’ or ‘rational’ choice to make. However,
not all reasons qualify as ‘good’. Sometimes, one rashly accepts the first conclusion
that springs to mind (out of laziness, disinterest, impatience etc.), without carefully
considering or even being aware of the fact that it is based on partial information.

It is difficult to give a proper characterisation of this process of ‘satisfaction’,
as many factors and considerations seem to be at work. I will not attempt to provide
a formalisation or systematisation of this notion here, but instead refer to the liter-
ature on ‘satisficing’. This notion, introduced by Herbert Simon (1956), refers to a
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decision-making process in which an agent is not in search of the ‘perfect’ solution,
but rather takes it to be sufficient when some constraints are satisfied.

For example, suppose that an agent is looking for a needle to sew a pouch, and
suppose that she is standing next to a haystack containing several needles. Assum-
ing that the sharpest needle is the most efficient for the job and produces the best
result, she can either search the haystack until she has found the sharpest needle
in there, or she can stop searching as soon as she has found a needle sharp enough
for her purposes. A ‘satisficer’ would go for the second option, either because it
is too costly or time consuming to search for the ‘optimal’ solution, or because the
agent simply feels no need to consider any alternatives once a solution has been
found that is ‘good enough’ (Simon 1997, p.296). Several frameworks have been
developed to represent this idea. Two classic examples are Cyert and March (1963)
and Odhnoff (1965).39

What is most important about the representation of the decision process given
above is that one is often able to draw conclusions based on only a few associations,
but is also able to take more information into account. As a result, the decisions of
agents are based on varying amounts of information.

The framing effect, then, can be said to occur when different frames lead to
different conclusions when the same amount of information is taken into account.
That is, given two agents with the same preferences and priorities, one presented
with frame a, the other with frame b, one speaks of framing when the agents come
to different conclusions at the same stage t of the decision path.

By making use of the dynamic aspect of the model, the difference between
valence framing and topic framing can now be expressed as follows. Valence fram-
ing, in its purest form, is characterised by the fact that the different frames induce
different decision paths on the same underlying set of associations X . This means
that under full information, the model would predict that different frames lead to
the same decision (given that the priorities among preference rules are the same).
This is in line with the ‘elaboration effect’ observed by Takemura (1994). I will
come back to this in the next section.

39In the context of framing, a problem arises if one represents ‘satisfaction’ based on the interplay
between the expected ‘payoff’ of a more informed conclusion and the additional ‘costs’ of processing
the extra information needed for reaching this conclusion. One can say that an agent is satisfied with
a conclusion ϕj at stage j if the marginal costs of a more informed conclusion ϕk at stage k exceed
the marginal ‘revenue’ of this conclusion. However, it seems that an agent can only properly gauge
the marginal cost and revenue of processing more information if she knows what this information
(and the resulting conclusion) entails. Hence, she must (implicitly) take this information into account
when determining whether she is satisfied or not with the current conclusion. But the main point of
partial-information decisions is exactly that she does not take all information into account.
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One speaks of topic framing, on the other hand, if different frames induce de-
cision paths on different sets of associations. In other words, in topic framing the
frames do not convey the same information. As argued in chapter 1, these two con-
cepts of valence and topic framing form a continuum, rather than a dichotomy, and
in many experiments of framing, the two frames convey ‘more or less’ the same
information.

Finally, it is important to note that for framing to actually occur in practice,
more is needed than just two frames that can lead to different decisions. The cir-
cumstances in which the frame is posed have to be such that the decision maker
is actually induced to follow the different decision paths. For example, the source
has to be credible enough for the decision maker to go along with her (rather than
rejecting the frame and the information it conveys right away). This is what Gold
and List have called the ‘empirical condition’.40

3.2 The Various Types of Framing in the New Model

Now that the adapted model for the framing effect has been presented, it is time to
put it to the test. First of all, it has to be checked whether the model succeeds in
accommodating the various types of framing as identified in chapter 1: risky choice
framing, attribute framing, goal framing and topic framing.

3.2.1 Risky Choice Framing
The results of the Asian disease experiment can be explained very much along the
lines of Gold and List’s Logic of Path Dependence. However, I now have the tools
to explain the findings of Takemura (1994) as well, by showing how an increased
degree of elaboration can affect the amount of information that is processed.

Recall the set of information conveyed by the decision problem of choosing
between programme A and B, and between C and D, as presented in 2. For now,
I assume that both problems are (logically) equivalent and give rise to the same
information (even though the accessibility of the various pieces of information is
different under the different frames). In both cases, W consists of the following
propositions:41

40For a better understanding of the circumstances in which this condition is satisfied (i.e., in which
successful communication takes place), a game theoretic analysis can be useful. In the conclusion, I
will do some suggestions for future research on this topic, drawing on the results of this thesis.

41Again, pa/c is to be read as pa for an agent presented with the programme A / programme B
choice, and as pc for an agent presented with the programme C / programme D choice. For pb/d, this
is pb and pd respectively.
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(i) SAVE (pa/c): Programme A / C saves some lives with certainty

(ii) ¬SAVE (pb/d): Programme B / D involves the risk that no one will be saved

(iii) DEATH (pa/c): Programme A / C entails the certain death of some people

(iv) ¬DEATH (pb/d): Programme B / D offers the chance that no one will die

Furthermore, the following (defeasible!) preferences rules are inD:

(v) SAVE (x) ∧ ¬SAVE (y)⇝ PREF (x, y): Generally, it is not worth taking
the risk that no one will be saved

(vi) DEATH (x) ∧ ¬DEATH (y)⇝ PREF (y, x): Generally, it is unacceptable
that some people will die with certainty

Again, the frame of programmes A and B, couched in terms of lives saved, is more
likely to put propositions (i), (ii) and (v) up front on the decision path, while the
frame of programmes C and D is more likely to trigger propositions (iii), (iv) and
(vi) first.

For an agent presented with the former frame (‘agent 1’), at t = 3 this results in
a theory consisting ofW = {SAVE (pa), ¬SAVE (pb)} and D = {SAVE (x) ∧
¬SAVE (y) ⇝ PREF (x, y)}. This theory has one (prioritised) extension, in
which PREF (pa, pb) is added to W . Hence, the agent tentatively concludes that
she prefers programme A over B. For an agent presented with the latter frame
(‘agent 2’), W ′ = {DEATH (pc), ¬DEATH (pd)} and D′ = {DEATH (x) ∧
¬DEATH (y)⇝ PREF (y, x)} at t = 3. This leads her to the conclusion (exten-
sion) that programme D is preferred over C.

This is perfectly in line with the results observed by Tversky and Kahneman.
Now, in chapter 2, I have argued that some testing subjects are not satisfied with this
tentative conclusion, and rather take more information into account. This number
of unsatisfied subjects increases when subjects are encouraged to elaborate on their
decision, or when they are presented with an unusual or personal decision problem.
In all these cases, subjects are triggered to ‘think twice’ before making a decision.
That is, they move on to t = 4.

At t = 4, the ‘immediate’ or ‘directly accessible’ associations have already
been processed, and other, less focal considerations are taken into account. For
example, agent 1 comes to realise that programme A not only saves lives with
certainty, but also results in the certain death of other lives (DEATH (pa)). Sub-
sequently (t = 5), she processes the fact that programme B offers a chance that no
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one will die (¬DEATH (pb)). This triggers the preference rule that sending people
to death is unacceptable (DEATH (x) ∧ ¬DEATH (y)⇝ PREF (y, x)) at t = 6.

Now suppose that she takes this rule to be stronger than her earlier preference
rule ((vi) < (v)). At t = 6, her default theory includes propositions (i)−(vi). This
theory results in the following two classical extensions: E1 = Th({(i), (ii), (iii),
(iv), PREF (pa, pb)}) and E2 = Th({(i), (ii), (iii), (iv), PREF (pb, pa)}).
Using the prioritisation procedure outlined above, in both cases one ends up with a
preprocessed DE consisting of the rules:

(vii) ⇝ PREF (pa, pb)

(viii) ⇝ PREF (pb, pa)

That is, since the prerequisites of both (v) and (vi) are in E1 as well as E2, one re-
places themwith their prerequisite-free versions (vii) and (viii). If one now applies
the operatorC to the resulting default theories∆E1 and∆E2 , in both cases one ends
up with the prioritised extensionE = Th({(i), (ii), (iii), (iv), PREF (pb, pa)}).
Since this is equal to E2, E2 is the only extension that meets both conditions (a)
and (b) for a prioritised extension (see section 3.1.2).

Hence, agent 1 now concludes PREF (pb, pa). In other words, she prefers pro-
gramme B over A, contrary to her earlier conclusion. For agent 2, the process will
be similar, and in the end her priorities among the default rules will determine her
final choice.

By adding this possibility to process more information than necessary for reach-
ing a first conclusion, different subjects may draw different conclusions based on
different amounts of information, even though the information itself may be (rough-
ly) the same for all subjects. In this way, the model is able to explain both the ob-
served lack of unanimity among subjects, and the attenuation of the framing effect
due to increased elaboration, unusual and personal decision problems.42 As seen
earlier, in cases of full information, the priority the subject attaches to the prefer-
ence rules that are at work will determine her final choice. It seems reasonable to
assume, as Takemura (1994) observed, that in the case of the Asian disease exper-
iment, the proportion of people choosing the certain outcome and the proportion
choosing the uncertain outcome will be roughly the same under full information.

42Note that in this example, I use quite simple and straightforward associations and preference
rules. In practice, however, different subjects can have different associations, and the preference rules
used may be much more complex. Besides the amount of information processed, these differences
and increased complexity may also be sources for different choices among subjects.
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3.2.2 Attribute Framing and Topic Framing
Can the model account for the other types of framing (attribute, goal and topic
framing) as well? Both attribute and topic framing seem to be unproblematic. In
the former case, a positive frame about, for example, employment figures is likely
to first trigger associations related to the positive effect of high employment on eco-
nomic growth. A negative frame, in terms of unemployment, is more likely to first
trigger negative associations, highlighting the negative impact of unemployment
on the economy. As a result, the ‘default’ conclusion in the positive frame is more
likely to be positive, whereas the converse holds for the negative frame.

Only after this directly accessible information has been processed do the agents
that are not yet satisfied consider the fact that x% employment at the same time
means (100 − x)% unemployment, and vice versa. This additional information
may lead to a more balanced conclusion.

For topic framing, in which the different frames are not (taken to be) logically
equivalent but rather stress different aspects or dimensions of a decision problem
(such as environmental impact or economic benefits of building a new road), there is
a similar underlying process. If the agent is willing to accept the information that is
presented to her, the frame gives priority to the associations related to the dimension
that is stressed. This may result in a tentative opinion of the issue, and the stressed
dimension is likely to play a dominant role here. For example, if one is willing
to accept an argument about the economic benefits of building a new road, this
frame will trigger various associations in which (positive) economic considerations
prevail.

If the agent is not satisfied with this conclusion, she may process more inform-
ation related to the issue at stake. Here, the difference with valence framing, as
outlined above, comes into play. In the case of topic framing, the information con-
veyed by other frames may not be accessible at all, no matter how much time one
takes. That is, due to the logical equivalence of risky choice framing and attribute
framing, the agent was, with the lapse of time, able to derive the negative associ-
ations from the positive frame and vice versa. Hence, the underlying information
set X of both frames was the same.43 In topic framing, however, one cannot gen-
erally derive arguments related to the environmental impact of building a new road
from arguments related to the economic benefits of this road. As a result, when
all associations directly related to one frame are processed, the agent may consider

43Recall that I have argued that the occurrence of frames that are perfectly equivalent is quite rare,
and that in many occasions the two frames are only equivalent up to some degree.
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other arguments she happens to know about, but there is no guarantee that her final
decision will be the same under all frames.

This highlights a second important difference between valence framing and
topic framing (apart from the (non)-equivalence of the full information set X of
the different frames). In a valence framing context, a decision maker is prone to
the framing effect when both the ‘empirical condition’ is met (i.e., when she ac-
cepts the frame presented to her and sets off to follow the accompanying decision
path) and when she is satisfied with a partial-information decision (i.e., when she
does not reach the end of the decision path). In a topic framing context, on the other
hand, the first condition alone is already sufficient. This is because, in this case,
the different frames convey different information and hence can lead to different
decisions even if the decision maker takes all available information into account.
This may be an important reason why topic framing is so ubiquitous, for instance
in politics.

It is important to note that, despite these differences, in both risky choice, attrib-
ute and topic framing the underlying process is very much the same: the influence
of a frame on the accessibility of certain information has a large initial effect on the
decision process.

3.2.3 Goal Framing
There is one type of framing that has not been discussed so far, and of which none
of the existing frameworks discussed could provide a proper representation: goal
framing.

As has been explained in chapter 1, goal framing has received relatively little
attention, and as a result, there are few explanations of the phenomenon around.
The interesting thing about goal framing is that the negative frame, rather than the
positive one, is more persuasive. That is, people are more likely to perform a certain
act when the negative consequences of not performing this act are stressed.

This has generally been linked to a widely observed ‘negativity bias’ in our pro-
cessing of information. That is, “negative events appear to mobilize physiological,
affective, cognitive, and certain types of social resources to a greater degree than
do positive or neutral events” (Taylor 1991, p.72).

There are various explanations for this bias. A popular one reverts to evol-
utionary considerations. Pratto and John (1991) argue, for example, that events
with negative consequences tend to be of “greater time urgency” than events with
positive consequences (ibid., p.380). That is, averting harm often requires one to
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make decisions as quickly as possible, while “positively valenced activities, such
as feeding and procreation, are less pressing” (Pratto and John 1991, p.380). They
argue that this has led to the development of a cognitive mechanism of ‘automatic
vigilance’ that directs our “attentional capacity to undesirable stimuli”, thereby in-
ducing us to focusmore on negative information than on positive information (ibid.,
p.390).

Other researchers do not so much focus on the greater priority we give to neg-
ative information, but rather on the greater weight we attach to it. It ties the greater
persuasive impact of negative information to observed behavioural patterns such as
the ‘status quo bias’ and ‘loss aversion’. That is, people tend to avoid change, and
in particular loss (Kahneman, Knetsch and Thaler 1991).

Even though this is one of the most robust and widely observed psychological
phenomena, surprisingly little is known about its underlying causes. Most authors
take it to be a byproduct of our cognitive system(s) (e.g., Rick 2011) or a flaw of
the mind. Camerer (2005) suggests, for example, that loss aversion is in most cases
“an exaggerated emotional reaction of fear, an adapted response to the prospect of
genuine, damaging, survival-threatening loss” (ibid., p.133).

I would like to propose a different suggestion why negative information is more
persuasive, not necessarily incompatible with the explanations just mentioned. My
hypothesis is that the greater persuasive effect of negative information has to do
with our preferences rules and the amount of information that is required to reach
a conclusion. It seems reasonable to assume that we have various prerequisite-free
defaults of the form: ‘Generally, avoid bad consequenceX’ (⇝ ¬X) or ‘Generally,
seek good consequence Y ’ (⇝ Y ). Negative information is in conflict with these
rules, whereas positive information is not. To avoid such conflict, we are induced
to act.

In the positive frame, an act for attaining a certain positive outcome is described.
For example, the agent is told that if she performs breast self-examination (BSE),
she has a higher chance of finding a tumour in the early stages of the disease. This
information is perfectly compatible with her (presumed) preference rules to avoid
sickness and, when ill, to get well as soon as possible.

This harmony between information and preference rules is important. Since
performing BSE is a sufficient, but not necessary condition for good health, it does
not (immediately) follow that not performing BSE is a bad thing. That is, the frame
does not provide (direct) information that not performing BSE either leads to a harm
ormakes it impossible to attain a good consequence (e.g., good health). Hence, both
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performing BSE and doing nothing are compatible with our preference rules.
In the negative frame, on the other hand, the agent is presented with a situation

in which a negative outcome obtains. For example, she is told that if she does not
perform BSE, she has a lower chance of finding a tumour. This suggests that not
performing BSE leads to a lower chance of being in good health, a consequence
she (presumably) wants to avoid. Thus, there is a direct conflict with the agent’s
preference rules to avoid harmful consequences and seek good consequences. As
a result, the negative frame contains more direct information to induce the agent to
perform BSE.

To illustrate this, consider the following example about the breast cancer pre-
vention campaign. Assume that the positive frame triggers the following associ-
ations:

(1) BSE (x) → TUMOUR(x): If you perform BSE, you have a higher chance
of finding a tumour in the early stages of the disease

(2) TUMOUR(x) → HEALTHY (x): If you find a tumour in the early stages,
you have a higher chance of getting well

The negative frame, on the other hand, triggers the following associations:

(3) ¬BSE (x) → ¬TUMOUR(x): If you do not performBSE, you have a lower
chance of finding a tumour in the early stages of the disease

(4) ¬TUMOUR(x) → ¬HEALTHY (x): If you do not find a tumour in the
early stages of the disease, you have a lower chance of getting well

In both cases, I assume that the agents have the following (prerequisite-free) pref-
erence rule:

(5) ⇝ HEALTHY (x): Generally, one wants (a high chance) to get well

Suppose the positive frame is presented to an agent (‘agent 1’). It seems reasonable
to assume that the frame first triggers association (1), then (2) and then (5). At
t = 3 of the decision path, she (per default) concludes HEALTHY (x), and her
(prioritised) extension E3 is Th({BSE (x) → TUMOUR(x), TUMOUR(x) →
HEALTHY (x), HEALTHY (x)}). This is not enough to decide on the target
proposition (i.e., to perform or not perform BSE). Hence, if she feels so inclined,
she has to move on to t = 4 to process more information in order to be able to
make a decision. Since it is questionable whether the positive and negative frame

76



are logically equivalent, this additional information may or may not be identical to
(3) and (4). For the purposes of this thesis, this does not really matter.

What is more interesting is the decision process of an agent presented with
the negative frame (‘agent 2’). It seems reasonable to assume that the negative
frame first triggers (3), then (4) and then (5). Hence, at t = 3, the agent tent-
atively concludes HEALTHY (x) as well. Her (prioritised) extension E3 then
is Th({¬BSE (x) → ¬TUMOUR(x), ¬TUMOUR(x) → ¬HEALTHY (x),

HEALTHY (x)}). Contrary to the extension of agent 1, the extension of agent
does induce her to conclude BSE (x), by modus tollens.44

That is, her default preference HEALTHY (x) can only be realised if it is not
the case that ¬TUMOUR(x) obtains. This again requires the agent to avoid that
¬BSE (x) obtains. She can only do so by performing BSE.

Thus, the agent presented with the negative frame is already able to draw a
conclusion (i.e., to perform BSE) at t = 3 of the decision path, whereas the agent
presentedwith the positive frame requiresmore information (and effort) to reach the
same conclusion. This can explain why the former is more persuasive. Provided
that an agent presented with the positive frame is able to derive the information
conveyed by the negative frame, it takes her two more steps to come to the same
conclusion.

Whether this representation does justice to what is really going on in goal fram-
ing, is an open question. I am not aware of any studies relating goal framing to
information processing that can vindicate or refute this hypothesis. One interesting
question is whether subjects are able to perceive informational differences between
positive and negative goal frames. This is an open issue. O’Keefe (2007) acknow-
ledges the lack of logical equivalence in goal framing, but argues that “it is probably
unwise to assume that the difference between these two conditionals is readily ap-
parent to casual observers” (ibid., p.154). Corner and Hahn (2010) argue that this
view is untenable and that the “differences between the arguments are more than
stylistic” (ibid., p.160).

One possible set-up for an experiment to test whether there is an informational
difference between goal frames is the following. Take four groups of subjects. The
first group is presented with a positive conditional, the second with its negative

44Note that (1)− (4) are represented as ‘regular’ implications in this example. If they are taken to
be default rules aswell, the conclusionBSE(x) no longer follows. This is because ‘defeasible’modus
tollens (i.e., on default rules) is not a valid inference in Reiter’s logic. To overcome this problem, one
could use a more comprehensive underlying logic, such as (a variant of) Circumscription Logic. See
Bastiaanse and Veltman (forthcoming, pp.12-13) for more about this.
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counterpart, the third with a positive bi-conditional, and the fourth with its negat-
ive counterpart. If all groups are given enough decision time to process all available
information, one would expect that groups 3 and 4 come (roughly) to the same con-
clusions as the frames are presumably descriptively equivalent. Whether groups 1
and 2 come to the same conclusion depends on whether the frames are perceived as
informationally equivalent. Even though this experiment does not focus on ‘cas-
ual observers’, it could provide us with some hints about the relationship between
information, preference rules and decision-making in goal framing.

One problem for the explanation of goal framing given above is that quite a
few studies and experimental results question the use of modus tollens in human
reasoning. As it turns out, people tend to use modus tollens considerably less often
than modus ponens, and furthermore are much more inclined to doubt the validity
of a modus tollens inference.45

This led Rips (1994), for example, to suggest that, contrary to modus ponens,
our reasoning system does not contain a direct rule for modus tollens. As a result,
“subjects would have to derive the conclusion of [a modus tollens argument] by
means of an indirect proof” (ibid., p.178). This derivation takes time and cognitive
effort to execute, which can explain why we tend to use modus tollens less often
and in many cases do not (immediately) see its validity.

However, even though modus tollens may not be the best way of representing
the decision process, the underlying idea about the relationship between goal fram-
ing and information processing is worth delving into. A nice feature of representing
goal framing in this way, is that it can account for the fact that positive frames are
less persuasive than negative frames. That is, positive frames do not lead to a dif-
ferent decision than negative frames (as is the case with the other types of framing),
but people are less inclined to perform one and the same act (e.g., BSE). I attribute
this to the larger amount of information required by the positive frame to yield a
conclusion.

Other nice features include that the same procedure can be used for all examples
of goal framing, and hence that one does not have to draw on a vague or contrived
notion of implicit risk (as Prospect Theory does). As argued in chapter 1, this
notion of risk may play a role in some cases of goal framing but certainly not in all.
Furthermore, the explanation of goal framing fits the explanations provided for the
other types of framing, as they all revolve around the notion of focal information

45See Evans, Newstead and Byrne (1993, p.46) for a discussion and an overview of some experi-
mental results on the use of modus tollens in human reasoning.
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triggered by a frame.
Thus, even though more work has to be done, the model provides an interesting

starting point for representing the goal framing decision process.

3.3 Associations and Rationality

In the previous section, I have shown that the model is able to meet two out of four
of the desiderata formulated at the start of this chapter: the ability to accommodate
the various types of framing and the various experimental results discussed in the
previous chapter, such as the elaboration effect and lack of unanimity. How about
the other two desiderata, the ability to do justice to the wide array of information
involved in decision making and our nature as bounded rational agents?

The first one is quite straightforward. At the heart of the model lies the idea
that when we are presented with a decision problem, we embark on a decision path
that leads us past the propositions of a set of associationsX . The model itself does
not put any restrictions on this set: it can include any piece of information that
springs to mind in the decision-making process. In the examples I have provided,
I have mainly used facts that follow immediately from the descriptive content of
the decision problem (e.g., the amount of lives saved by a medical programme) and
some preference rules that take these facts as their input (antecedent). However,
as argued before, our set of associations may contain information pertaining to the
semantic properties of the words used, implicitly observed behavioural regularities,
contextual factors etc as well. Therefore, if required, the model allows for a more
detailed and complex representation of the decision process and the information
that is processed.

The final desideratum, i.e., the bounded rational nature of human cognition,
is also deeply entrenched in the model. The non-monotonic notion of entailment,
the use of defeasible preference rules and the sequential information process are all
tailored to express the fact that decision making is a ‘hard-fought’ process, confined
by the information, time and cognitive resources that are available to the agent.
Furthermore, the possibility of terminating the decision process before the end of
the decision path has been reached allows the model to express the fact that many
decisions are not ‘optimal’ outcomes information-wise. Rather, they are the result
of a circumstantial process in which an agent can be satisfied with a decision that
is ‘good enough’ given the context she is in.

As a result, the conclusion that the framing effect can only arise when the beliefs

79



of the decision maker are (implicitly) inconsistent or when some other rationality
principles are violated, no longer holds. The framing effect may very well arise
when we are dealing with fully consistent belief sets.

Consider, for example, the theory ∆ = (D,W,<) at the final stage of the de-
cision path of a decision maker presented with the A / B choice of the Asian disease
problem: W = {SAVE (pa), ¬SAVE (pb), DEATH (pa), ¬DEATH (pb)} and
D = {SAVE (x) ∧ ¬SAVE (y)⇝ PREF (x, y), DEATH (x) ∧ ¬DEATH (y)

⇝ PREF (y, x)}. Due to the use of default rules, whose application can be de-
feated when new information becomes available, the agent can consistently be-
lief all formulas in ∆. The presumed inconsistency, taken to be inevitable by
many authors (including Gold and List) has been transformed into two mutually
exclusive classical extensions the agent’s theory ∆ gives rise to (one containing
PREF (pa, pb), the other PREF (pb, pa)).

However, these mutually exclusive extensions do not have any repercussions
for the rationality of the agent’s belief set. Rather, it indicates that the agent cannot,
given her current information state, make a choice between the two conflicting pro-
position, unless one assumes, as I do here, that she finds one preference rule more
compelling than the other. If this preference is added by means of a priority rela-
tion <, one unique preferred extension remains, containing either PREF (pa, pb)

or PREF (pb, pa).
As a result, none of the four rationality conditions outlined by Gold and List

have to be violated: our belief set can be complete, weakly and strongly consistent,
and deductively closed, while at the same time giving rise to the framing effect. This
does not mean, however, that the agent’s belief set is necessarily consistent either.
The belief set can very well be (implicitly) inconsistent or the agent can violate
principles such as completeness or deductive closure. What happens in such cases
is that the decision process will be exactly the same as in the consistent case, except
that now there may, eventually, come a point on the decision path in which the agent
becomes aware of the inconsistency. It seems likely that the agent will then defer
her judgement, and will rethink her beliefs.

Thus, the model presented here shows, just as has been argued before, that the
issue of (ir)rationality is a muchmore complex one than is often assumed. Irrational
behaviour is not necessarily related to the occurrence of phenomena such as the
framing effect, but rather to the underlying rationale for this occurrence. That is,
I have argued that one must look at the underlying reasons or process that led the
decision maker to be satisfied with a certain partial-information conclusion.
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As a consequence, the principle of description invariance or extensionality (with
which this thesis started out) may not hold in partial-information decisions. But this
does not need to have any (negative) normative implications. That is, because two
descriptions that are fully equivalent content-wise may differ significantly with re-
spect to the accessibility of this content (the order in which the pieces of information
are triggered), there are circumstances in which the agent is normatively justified
(‘has good reasons’) to make different decisions under equivalent frames. Hence,
right decisions need not be invariant to differences in descriptions. If the agent de-
cides to process all information conveyed by a proposition, on the other hand, the
principle is predicted to hold for rational agents. In this case, the agent has judged
that differences in accessibility are not significant enough to stop the decision pro-
cess early, and hence only takes factors related to the content of the proposition into
account, not factors related to the presentation of this content.

As a result, the principle of description invariance is not as “normatively essen-
tial” as Tversky and Kahneman take it to be (Tversky and Kahneman 1986, S251).
This thesis shows that whether the principle holds or not is not (necessarily) related
to whether an agent makes the decisions she should make. It can be violated in
rational decisions, and it can hold in irrational decisions.

This may also have consequences for Tversky and Kahneman’s conclusion that
“the normative and the descriptive analyses of choice should be viewed as separate
enterprises” (ibid., S275). The relationship between normative and descriptive ap-
proaches in studying human decision making is a vexed topic, and it is well beyond
the scope of this thesis to assess these consequences in detail.46 However, it is inter-
esting to note that the model presented here does justice to various empirical results
about actually observed decision-making behaviour, but at the same time allows for
a normative assessment of this behaviour through the notion of ‘satisfaction’ and
the reasons a decision maker has for being satisfied with her decision.

3.4 Conclusion

In this chapter, I have presented a new model for the framing effect. The model
combines a non-monotonic logic with the notion of a decision path, and adds a
mechanism for resolving conflicts among preference rules. In this way, the model
is able to accommodate the four desiderata outlined at the beginning of the chapter,
which were based on the insights about the framing effect that have been gained in

46See Elqayam and Evans (2011) and Oaksford and Chater (2007) for two (opposing) views on
this issue.
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this thesis.
By making use of a set of associations triggered by a decision problem, the first

desideratum can be incorporated, a broad notion of ‘information’ conveyed by a
frame, drawing on various sources. Secondly, by using decision paths and defeas-
ible preference rules, the underlying decision process of framing, as put forward in
chapter 2, can be represented. In this way, all types of framing distinguished be-
fore, risky choice, attribute, goal and topic framing, can be represented in a uniform
way.

Thirdly, by using a non-monotonic logic, the model is able to represent the pro-
cess of assessing new information. In this way, I showed how different agents can
make different decisions based on different amounts of information. This allows
the model to explain for the lack of unanimity among subjects and the situations in
which the framing effect is observed to attenuate (the ‘elaboration effect’). Finally,
by giving the conclusions we draw a tentative status and by pointing out their con-
textual character (based on the information that is available) the model is able to
avoid the conclusion that the framing effect is irrational ‘come what may’. Rather,
I argued, the (ir)rationality of the framing effect depends on the reasons we have
for being satisfied with a partial-information conclusion.

82



Conclusion

In this thesis, I have investigated what the framing effect is (chapter 1), how the
underlying decision process works (chapter 2), and how it can be represented in a
model (chapter 3). For a chronological summary of this thesis, the reader is referred
to sections 1.5, 2.5 and 3.4. Here, I will discuss the most important results and their
consequences, point out some shortcomings and do some suggestions for future
research.

Results

Characterisation of Framing
In this thesis, it showed that framing is a much more diverse phenomenon than is
usually assumed. There are various types of framing, with various characteristics.
As a result, the typical (sloppy) characterisation of framing in terms of (logical)
equivalence does not suffice. In this thesis, I showed that the presumed equival-
ence of different frames is not so straightforward. Furthermore, even if two frames
are fully equivalent content-wise, there can still be considerable differences with re-
spect to the accessibility or distinctness of this content. Therefore, attention should
shift from the descriptive content of a frame to a much more elaborate notion of
information or association, and to the accessibility of the different pieces of in-
formation conveyed by a frame. This information can come from various sources,
and the decision maker takes various (contextual) factors into account. In doing
so, she extends well beyond the ‘objective’, ‘pertinent’ or ‘aloof’ attitude towards
decision problems that is assumed in standard decision theory.

Valence Framing and Topic Framing
In the literature, valence framing and topic framing are often treated as two dis-
tinct phenomena. The former is mainly studied in psychology, whereas the latter is
mainly studied in political science. In this thesis, I have used literature from both
disciplines, as well as other disciplines such as economics and cognitive science,
and showed that the two phenomena are more alike than has generally been recog-
nised. They do not make up a dichotomy (equivalent / non-equivalent), but rather
form a continuum. Both valence framing and topic framing can be said to be the
result of a similar underlying decision process. By making use of the notions of
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informational (non)-equivalence and the ‘logical’ and ‘empirical’ condition of the
framing effect, the similarities and differences between the two types of framing
can be made precise.

Existing Models of Framing
Three different models of the framing effect have been discussed: Prospect The-
ory, the Decision Model without Extensionality and the Logic of Path Dependence.
This thesis has shown that all three models face serious problems in providing a full
account of the framing effect and in accommodating various experimental results,
such as the ‘elaboration effect’. I have argued that this is mainly due to a wrong (or
too narrow) focus (e.g., on reference points, risks or ‘good news’) and a too static
or one-sided explanation of the underlying decision process.

Underlying Decision Process
This thesis has provided an extensive characterisation of the underlying decision
process of framing. Different frames trigger (sometimes different) pieces of in-
formation, in a different order. Decision makers do not process these pieces of
information all at once, but rather take the most focal ones into account first. We
are used to deal with incomplete theories of the world, and therefore make use of
various default rules that allow us to draw (tentative) conclusions based on little in-
formation (i.e., we ‘read between the lines’). As a result, the most focal associations
are often enough for us to reach a first conclusion about the decision problem. In
many cases, this first conclusion is ‘good enough’, and hence we do not have an
incentive to take less focal pieces of information into account as well. Thus, by
changing the order in which information is processed (framing), one is able to in-
fluence the decision process.

Rationality
Framing has long been regarded as the result of human irrationality (or the irra-
tionality of the agents prone to it). Both Prospect Theory and the Logic of Path
Dependence draw heavily on this assumption. In this thesis, I have argued that it is
mistaken to answer the question whether framing is irrational with a clear ‘yes’ or
a clear ‘no’. The fact that human beings do not live up to some highly idealised no-
tion of rationality does not justify the conclusion that we are irrational. One should
take into account the information available to the agent, the circumstances she is
in and the reasons she has for being satisfied with a partial-information conclusion,

84



before being able to draw insightful conclusions about the (ir)rationality of certain
behaviour. An agent may have very good reasons to take only partial informa-
tion into account. For example, since speakers tend to use specific formulations
more often in specific situations, a speaker may unwittingly ‘leak ’ information by
choosing one formulation rather than another. This can be a proper justification for
the decision maker to attach more weight to this information. Furthermore, time
constraints and the fact that processing less readily available information can be
cognitively demanding can be good reasons as well for accepting a tentative con-
clusion, depending on the situation the decision maker is in.

This also means that the principle of description invariance or extensionality is
not the ‘cornerstone’ of rationality it is often taken to be. One can have very good
reasons for violating the principle, as well as very bad reasons for holding on to it.

New Model of Framing
Finally, this thesis presented a new model for the framing effect. This model incor-
porates the above results in order to do justice to the diversity of framing, the role
played by different pieces of information with different degrees of accessibility,
the underlying decision process that is put forward and the nature of human beings
as bounded rational agents. In this way, the model is able to provide an elabor-
ate account of framing, and is in line with various experimental results (such as the
‘elaboration effect’) the other models struggle with. Furthermore, the model is able
to accommodate goal framing, a type of framing that has been studied considerably
less than other types of framing. Only a few, schematic psychological explanations
are around for this phenomenon, and none of the existing frameworks can deal with
it in a satisfactory, uniform way. The model presented here handles all instances of
goal framing in a similar vein, and suggests a link between negative information,
preference rules and our ability to draw conclusions that is worth probing into.

Consequences, Shortcomings and Suggestions

Reason-Based Accounts vs. Utility-Based Accounts
In the introduction, it showed that standard decision theory, based on expected util-
ity, fails to account for the framing effect. Morphological differences between equi-
valent frames are deemed irrelevant by rational agents in making a decision, and as
a result, the framing effect is predicted not to occur.

Prospect Theory and Bourgeois and Giraud’s Decision Model without Exten-
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sionality adapt the way in which the expected utility of the different prospects is
perceived such that the specific formulations used do become relevant. Both mod-
els, as well as standard decision theory, however, take decision making to be a
matter of utility computation. That is, they assume that a frame is taken into ac-
count as a whole and that this yields a certain utility value. How this value comes
about and what role the specific content of the frames play in this computational
process is not specified.

On the other hand, Gold and List’s Logic of Path Dependence, as well as the
model presented in this thesis, provide a reason-based account for the framing ef-
fect. Frames are no longer viewed as ‘monolithic’ choice options, but rather as sets
composed of various pieces of information that are taken into account by the agent.
Decision making is no longer a matter of utility maximisation, but of drawing con-
clusions based on the information at hand.

These two approaches, utility-based (or value-based) and reason-based, have
typically been applied to distinct domains. Shafir, Simonson and Tversky (1993),
for example, say the following: “Reason-based analyses have been used primarily
to explain non-experimental data, particularly unique historic, legal and political
decisions. In contrast, value-based approaches have played a central role in exper-
imental studies of preference and in standard economic analyses” (ibid., p.12).

This does not mean that both approaches are only useful for their own domains.
It is clear that reason-based accounts can be used for explaining experimental stud-
ies of preference, such as the framing effect, as well. It would be interesting to
investigate how exactly these two approaches are related. On the one hand, it can
be argued that considerations and calculations of utility can be represented as reas-
ons relevant in decision making, and thereby be incorporated in a reason-based
account (ibid., p.35). Bourgeois and Giraud, however, show that the reverse is also
possible. That is, through the notion of good news and the resulting higher expected
utility, the way utility values come about “can be given an interpretation in terms
of arguments”, they write (Bourgeois-Gironde and Giraud 2009, p.394).

Goal Framing
In the literature, the greater persuasiveness of negative information and negative
consequences has been described extensively, and this can explain why negative
goal frames tend to induce people to act more than positive goal frames do. The
model presented in this thesis is able to accommodate goal framing by arguing
that negative information is in direct conflict with our preferences rules, whereas
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positive information is not. Hence, in the former case, action is required to resolve
this conflict, whereas in the latter, no such action is needed.

For this to work, assumptions had to be made about the deductive closure of our
belief set. More specifically, the agent draws the conclusion to perform an action
by applying modus tollens. As has been explained, it remains to be seen whether
this is really what is going on, and more research is needed to vindicate (or refute)
this claim. I have done some suggestions for testing the relationship between the
information conveyed by goal frames and the effect on decision making (see p.77).

Associations and Satisfaction
The model presented in this thesis uses two ingredients that are interesting to de-
velop further. First of all, frames are taken to trigger various associations. How-
ever, the question how this process works, how these associations come about and
are related, has been largely put aside. As has been indicated, there are a few the-
ories of associative thought around, and it is worthwhile to find out how these can
be integrated (formally) in the model.

Secondly, the model allows agents to be ‘satisfied’ with a partial-information
conclusion. Here, a link has been made with the notion of ‘satisficing’, but again it
would be interesting to see how this can be incorporated in the model.

Persuasion, Ubiquity, Game Theory
Finally, the results of this thesis give rise to two interesting follow-up questions. I
have tried to answer the questions what the framing effect is and how the underlying
decision process works. It would be interesting to investigate why framing is so
ubiquitous in our everyday lives and how it can be used to persuade people.

This is linked to the ‘empirical condition’ of the framing effect. Recall that in
this thesis, a distinction has beenmade between a logical condition and an empirical
condition. The logical condition pertains to the order in which we process available
information (decision path) and to our ability to draw (tentative) conclusions based
on partial information. The empirical condition, on the other hand, pertains to the
actual, empirical circumstances under which the decision maker is willing to accept
a framed message and to follow the accompanying decision path.

One can use game theory to investigate under which conditions an agent takes a
message (or frame) to be credible (i.e., in what situations successful communication
occurs and what situations it does not). However, standard game theory predicts
that such communication only occurs when the preferences of both the message
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sender and the decision maker (message receiver) are aligned.47

The rationale behind this is as follows. Given that many people are, in one way
or another, familiar with the phenomenon of framing, one would expect that people
pay attention to it in decision making. Hence, it would seem to be fairly difficult
to ‘abuse’ framing for one’s own ends. That is, assuming that decision makers are
aware of the potential ‘dangers’ of framing, it seems hard to use framing to induce
people to make different decisions than they otherwise would have made. Only
when the interests of message sender and message receiver coincide, is the latter
willing to accept the message of the former.48

Yet, this prediction of standard game theory is at odds with the observed ubi-
quity of framing. For some reason, framing does seem to be ‘profitable’ and effect-
ive. Hence, a similar problem as touched upon in the introduction presents itself.
Just as standard decision theory fails to accommodate the existence of the fram-
ing effect, so does standard game theory fail to accommodate its persistence as a
persuasive tool.

Standard decision theory and game theory share many underlying assumptions,
for example with respect to perfect rationality, full information and computational
capacities of the agents involved. Therefore, the insights gained in this thesis about
framing and decision making may be helpful to account for the relation between
framing and communication as well.49

For example, it may sometimes require a lot of effort to compute the optimal
solution in a game. If one assumes that not all players are able or willing to take
this effort, someone may frame a message hoping others do not see through it. A
decision maker may assess the message based on the ‘prima facie’ information it
contains (i.e., the information that is directly accessible), rather than its full in-
formation. In such situation, a message may seem credible to her, but may contain
unfavourable information that could have changed her mind if it would have been
more focal.

Furthermore, as seen in this thesis, people are often dealing with an incomplete
theory of the world and use default rules to fill the gaps. This suggests another
deviation from the standard game theoretic assumptions, namely that agents have
complete information about the game that is played. It seems much more realistic
to assume that the agents’ information is incomplete. For example, in the case

47See, for example, Rabin (1990), Farrell (1993) and Stalnaker (2006).
48See also the literature on ‘Dutch books’, such as Vineberg (2011).
49See van Rooij and de Jaegher (2013) for a discussion of the assumptions underlying game theory,

and the consequences of altering them.
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of judging the credibility of a message, the receiver may not know the payoffs of
the sender with certainty, and hence may not know whether their preferences are
aligned.

These suggestions are all very informal and schematic. Altering the assump-
tions of standard game theory may lead to a better match between the predictions of
game theory about successful communication and the observed practice in which
communication and persuasion are ubiquitous. However, much more research is
needed to test the feasibility of these suggestions and to develop a formal frame-
work that can accommodate them.
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