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Abstract

In universal algebra, clones may be viewed as a way of studying definability
between functions within the presence of certain natural operations, namely
projection and composition. We show how the simply typed lambda calculus
provides a suitable framework for extending this study to higher-order functions
as well. We define what we call a combinatory clone, a higher-order analogue of
regular clones, and establish some basic results about them. Inspired by Post’s
classification of the boolean clones, boolean combinatory clones are studied.
Finally, we consider an extension of the simply typed lambda calculus with
product types, and show how they do not affect anything from the point of view
of combinatory clones.
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Introduction

Motivation

In mathematical logic and computer science, lambda calculi have been exten-
sively studied for their expressive power as systems in which to do mathemat-
ics and computation. In computability theory, the untyped system is one of
the most well-known Turing-complete models of computation. In type theory,
typed lambda calculi have been developed as foundational systems for construc-
tive mathematics. In programming language theory, both typed and untyped
lambda calculi serve as the basis for the design of many programming languages,
especially those falling under the functional paradigm.

From a less foundational perspective, one may view a system such as the simply-
typed lambda calculus as an elegant and flexible notational system for defining
new functions from old, especially in the case of higher-order' functions. As an
example, consider the operation of pointwise addition on functions. Given some
algebraic structure (R,+) and X some set, we can define pointwise addition
on RX with some equation like (f + g)(x) := f(x) + g(x). Using the lambda
calculus, we would write something like

T+ = MY RGN RLY () 4 ().

Conceptually, this has the advantage of clarifying precisely what the free vari-
ables f, g,z are doing in the above expression, while also isolating + as an entity
itself in the domain RX x RX — RX.

While this example may not be terribly impressive, suppose that we take the
level of abstraction one step further:

pointwise — >\+R><R—)R fX—>RgX—>RxX_f(x) —|—g(:L‘).

Already at this point, mathematicians are arguably more likely to think of this
more as a pattern of construction (“every binary operation on R can naturally
be made into a binary operation on RX”) than as an object in its own right
(“there is an operation in the domain (R x R — R) — (R* x RX — RX) such

IFunctions which accept other functions as arguments.



that...”). We can then see the benefit of lambda notation in defining higher-
order operations which mathematicians would otherwise have difficulty writing
out in full.

When we say that we are taking a less foundational perspective, we mean that
we take for granted the existence of sets and functions. In the above example,
for instance, we do not concern ourselves with the existence of the operation +
(or the existence of R,X, or even function spaces, for that matter). We only
concern ourselves with how functions may be combined using the simply-typed
lambda calculus in order to define other functions. To put it another way, we
are interested in relative definability between functions, elements, and higher-
order operations, as opposed to absolute definability of these objects within
some foundational framework.

This suggests a study of the simply-typed lambda calculus as a sort of “algebra
of functions”. One of the earliest works which studied the interdefinability of
functions within a notational framework was Post’s classification of the boolean
clones[5]. Post was motivated by questions concerning the interdefinability of
connectives in classical propositional logic. Since classical propositional logic
is complete with respect to the two-element boolean algebra, this question
could naturally be rephrased in terms of finitary operations on the two-element
boolean domain. While the language of propositional logic naturally suggests a
sort of notational system (sentence letters as boolean variables, connectives as
functions being applied to expressions containing these variables), it is not im-
mediately obvious how this notion of definability can be captured algebraically.
For instance, if we have some ternary connective C(z,y, z), it is intuitively clear
that we can define from it the binary connective C(x,y,x). However, it is not
necessarily clear what steps were needed to derive a definition of the second
from the first. A satisfactory answer to this question comes from the notion of
a clone, a set of finitary operations which contain the projections and is closed
under composition.

By virtue of currying, we may always view functions of the form X* — X
as also taking the form X — ... - X — X. From this perspective, clones
represent just the non-higher-order portion of the functions represented by the
simply-typed lambda calculus. We then endeavor to extend the study of clones
to include these higher-order functions as well.

Overview of this work

In Chapter 1, we review basic definitions and facts about clones and the simply-
typed lambda calculus. In Chapter 2, we establish notions of definability be-
tween higher-order functions. As in the case of clones, there are two equivalent
notions: one notational (given by the lambda calculus) and one algebraic (what



we call a combinatory clone, based on combinatory logic). Basic results on
combinatory clones and how they relate to regular clones are established. In
Chapter 3, combinatory clones over finite sets are studied. In Chapter 4, we
tackle the specific problem of classifying boolean combinatory clones, with an
eye toward a classification of the coatomic clones similar to Post’s. In Chapter 5,
we briefly consider the problem of extending combinatory clones with additional
type constructors.



Chapter 1

Preliminaries

1.1 Clones
Fix a family of sets X = (X4)acAa-

Definition 1.1.1. By a clone over X, we shall mean a collection C of functions
of the form X, x ... x X,, — Xg such that

1. Every projection function 7" : X, X ... x X,, — X4, given by the rule
(X1, ZTp) = T4
isin C

2.If f: X, x...xXg — X,isin C and g¢1,...,gm are functions in C
of type ¢; : Xo, X ... X X,, — Xg,; for each i, the composed function
folgr, - s9m): Xa, x ... x Xa, = X, given by the rule

(@1, yxn) = flgi(r, )y ooy gm (T, - o Tp))
isin C.

Note that our definition of a clone differs from the standard presentation in two
ways: First, we allow for the possibility of multiple sorts, whereas clones are
traditionally taken to be over a single set. Second, constants or nullary func-
tions are included, whereas they are often omitted in standard presentations.

It is easy to see that the clones over X always form a bounded lattice, which
we denote by C1(X). We shall denote the top (the set of all finitary operations
over X) and bottom (the set of all projections) clones by C(X) and II(X), re-
spectively.



1.2 Boolean Clones

Let B = {L, T} be the two-element boolean domain. In [5], Post gives a com-
plete characterization of the lattice of the clones' over B. He shows that the
lattice of boolean clones is countable and has a simple structure. He also shows
that every clone is finitely generated. In particular, he describes the five coatoms
of the lattice, which we list here:

1.2.1 False-Preserving Functions

A function f : B¥ — B is said to be false-preserving if

F(L,...,L)=L1.

A basis for the false-preserving functions is given by {V,®} (where & denotes
exclusive disjunction). If nullary functions are considered, the constant L must
be added.

1.2.2 True-Preserving Functions

The true-preserving functions are similarly defined. A basis for them is given
by {A,—}, and of course we must include T if nullary functions are considered.

1.2.3 Monotone Functions

Give B the obvious order with | < T. We can then endow B* with the product

ordering. A function f : B¥ — B is then said to be monotone if
x<y=f(x) < fly)

A basis for the monotone functions is given by {V,A, L1, T1}, the latter two
being the unary constant functions. If nullary functions are considered, we may
replace the unary constant functions with their actual constants.

1.2.4 Self-dual Functions
A function f: B* — B is said to be self-dual if

f(ﬁl’l,...7ﬁ$k) = ﬁf(xl,...,a:k).

A basis for the self-dual functions is given by {—, Maj}, where Maj denotes the
ternary majority function:

L Although he chose to omit nullary functions from his definition of a clone.



Maj(z,y,z) = (@ Ay) V(e Az)V (yAz).

1.2.5 Affine Functions
If v, w are k-length boolean vectors, their dot product v-w is given by @le v\

A function f : B¥ — B is then said to be affine if there is a v € B¥ and b € B
such that
fx)=v-x®b.

A basis for the affine functions is given by {®, T1}. If nullary functions are
considered, we may replace T with just T.

1.3 The Typed Lambda Calculus

We briefly provide a formulation of the simply-typed lambda calculus and recall
some basic facts about it. Since we will largely be using the lambda calculus as
a means of denoting functions and elements, our focus will lie more on the se-
mantic side of things. For a more thorough overview of typed lambda calculus,
especially with respect to syntactic matters, the reader may consult [1].

1.3.1 Syntax
Types

Given a set of atomic types A, we let 7 denote the set of types freely generated
by A and —-:

Tu=T—=T|a (acA).

Convention 1.3.1. We take — to be right-associative. That is, a — f — ~
will stand for o — (8 — 7), and more generally o7 — g9 — ...0,_1 — 0, will
stand for o1 — (02 = (... (0p—1 = on))).

The follow fact about types is simple to show, but useful enough that it warrants
statement:

Claim 1.3.2. Let 0 € T. Then there is a natural number N (possibly zero, in
the case that o is atomic), types o1,...,0n8 € T, and a € A such that

=01 ... 50N — Q.



Terms

To every o € T we assume an inexhaustible supply of variables 7,37, 27 .. ..
We then build up terms inductively in the following manner:

1. Each variable x7 is a term of type o.

2. If f is a term of type 0 — 7 and s is a term of type o, then fs is a term
of type 7.

3. If ¢ is a term of type 7, then \z?.t is a term of type o — 7.

If t is a term of type 7, we shall then write ¢ : 7. Free variables and bound
variables are defined in the standard fashion, and terms without free variables
will be called closed terms.

There are two ways to simplify a term which preserve the inherent meaning of
the term:

e The beta reduction: (Ax.M)N ~»g [N/x]M.

e The eta reduction: \z.Mxz ~», M (when z is not free in M).

Both reductions may also occur within subterms. We will more generally use
T ~+g T and T ~+, T" to mean that 7" can be obtained from T by a finite
sequence of beta (eta) reductions. If 77 can be obtained from T by a sequence
of both types of reductions, we write 1" ~g, T".

1.3.2 Set-based Semantics

Let X = (X4)aeca be an assignment of set domains to each atomic type. We
may inductively define the set domain X, for arbitrary o € T:

Xy =X,, acA
Xgyr 1= XXo,

If we have that s € X, we will equivalently write s : o.

Let g be a partial mapping of variables ¢ into X, (for arbitrary o € 7). By
gly™ — T we shall mean the mapping which results from modifying g in order
to send the variable y™ to the element T € X.

Given a partial variable mapping g and an arbitrary term ¢ : 7, we assign to it
an element [t], € X, in the following inductive manner:

L [27]4 = g(2)
2. If f: 0 — 7 and s: o, then [fs], := [f],([s]y)



3. If t : 7, then [Az?.t]4 is the function given by the rule

a— [[tﬂg[xf’»—m] .

Convention 1.3.3. We will employ the symbol A as a function-defining oper-
ator at set level, whereby the third rule above can be given as

[[)\;U.t]]g = Aa.[[t]]g[mHa] .

As we said before, beta and eta reductions preserve the meaning of terms. We
make this claim explicit:

Claim 1.3.4. Suppose M ~+g, N. Then for any X and g we have that [M], =
[N,
1.3.3 Long Normal Forms

It will occasionally be useful to assume that our lambda terms are in certain
syntactic normal forms.

Definition 1.3.5. Let c =01 — ... = 0, — «, a atomic. We say that s: o is
in long normal form if s = Az7' ... x0T} ... T, for v some variable (either
free or one of the z;’s) and T, ..., T}, each in long normal form.

Claim 1.3.6. For cvery s : o there is an s’ : o such that s’ is in long normal
form and for all assignments g we have that [s], = [s'],-

Proof. See [1]. O

1.3.4 Combinatory Completeness

Given types o, T, p, the so-called K- and S-combinators are defined as follows:

Kor =Xy x:0—=717—=0

and

Sorp =X TPy TT2% x2(yz) (0 = T = p) = (0= T) =0 — p.

It is a classic result that the K- and S-combinators form a basis for the closed
terms of the simply-typed lambda calculus. To be precise:

Claim 1.3.7. Let t: 7 be a closed term. Then there is a t' : T built by repeated
application of the K’s and S combinators such that for any X, [t] = [¢'].

Throughout the remainder of this work, we shall let K, . := [K, ;] and S, - , :=
[So.7.]-

10



Chapter 2

Combinatory Clones

We are interested in formulating a notion of definability between elements and
functions within | J, ., X,. Intuitively, when we say that ¢ is definable from a set
of elements S, we mean that there is a lambda term 7" which uses s1,...,s, € S
as variables which represents t. To be more precise:

Definition 2.0.1. Let s; € X,,,...,5, € X, ,t € X;. We say that ¢ is
definable from sq,...,s, if there is a lambda term T : 7 with free variables

7', ..., xz2" such that

[[T]] [wl’_>31;~~7$n’_>5n] =t
Note that as a consequence that the free variables of T must be limited to

LlyeoeyLp.

When establishing definability, we will not be so pedantic:

Convention 2.0.2. When giving definitions between elements, we will employ
notation which freely mixes the syntax of the lambda calculus with names for
elements in X. For example, if we wished to show that boolean conjunction
is definable from boolean disjunction and boolean negation, we will write out
something like

V = dzy.—(—x A —y)

when technically we should write something like

V= Dy f(g(f2) (fy)]ifogon)-

We immediately obtain the following result which allows us to control the oc-
currences of S in a definition of ¢:

Lemma 2.0.3. Let t € X, be definable from s1 € Xgy,...,8n € X4,,. Then
there is a closed lambda term (in the strict sense that it contains no variables
representing the s;) M : o1 — ... — 0, — T such that

11



t=Msy...S,.

Proof. Let T : T represent t with occurrences of s1,...,s, represented by free
variables x1, . .., Ty, respectively. We can then capture these variables in lambda
abstractions to obtain M:

M = X7t ooapn T

n

O

As in the case of standard clones, we seek a second notion of definability which
is more algebraic in nature. Our first notion based on lambda notation has
the advantage that it allows us to easily write out definitions between elements.
However, it is difficult to reason inductively about the structure of definitions.
The fundamental difficulty comes from lambda abstraction: if we look at a
closed term A\x.T, we pass from a (potentially) un-closed term (T') to closed
one (Az.T). So if we wish to prove something along the lines of “all functions
definable from the class of functions C have property P” and Azx.T denotes such
a function, we will not be able to apply our inductive hypothesis on the term T,
since it no longer denotes a function. At best, we could attempt to rephrase the
result over arbitrary terms with free variables, but this is messy and complicates
matters.

Instead, we shall develop a second notion of definability based on combinators,
which is equivalent to our first notion by virtue of combinatory completeness.

2.1 Definitions and Basic Results

Given a set of functions and elements G C UaeT X., let G, := GNX,. That
is, G, is the set of elements of G which have type o.

Definition 2.1.1. A combinatory clone over X is a set of functions and
elements G C | J, . X, such that

1. for all o,7 € T the function K, » € Gos7ys
2. for all o,7,p € T the function S, 7, € Gormp)s(0—7)0—p

3. forallo,7€T,if f € Go_s» and s € G,, then fs € G,.

Definition 2.1.2. Given S C |J, .+ Xo, the closure of S, denoted by S, is the
least combinatory clone containing S.

Definition 2.1.3. B C UaeT X, is said to be a basis for a combinatory clone

GifB=g.

12



Lemma 2.1.4. For anyt € X, and S C |, Xo, t is definable from S if and
only if t € S.

Proof. = Let t be definable from S. By lemma 2.0.3, there is a closed term M
and elements s1,...s, € S such that

t=Msy...S,.
Since M is closed, it follows that there is an M’ built up from K- and S-
combinators which is extensionally equivalent. Thus,

t=M'sy...5,.
We see now that t can be derived solely by application of the K- and S-

combinators to some elements of S. Thus, t € S.

< Let t € S. We induct on the membership of ¢t in S: If t € S, then t
represents itself. If ¢ is either K, - or S, 7 ,, then it is represented by K 7, So. r
respectively. Finally if t = ¢1¢9, by inductive hypothesis, ¢1, > are represented
by terms 17,15, respectively. Thus, ¢ is represented by T175. O

2.1.1 The Lattice of Combinatory Clones

Let G(X) := U, Xo. In the case that A contains a single atomic type (which
we shall always denoted by 0) and X consists of the single set X, we will make
a slight abuse of notation and write G(X).

Claim 2.1.5. G(X) is a combinatory clone.

Claim 2.1.6. Let G,’H be combinatory clones. Then G NH is a combinatory
clone.

Definition 2.1.7. Given G,H combinatory clones, let GV H :=GUH.

Definition 2.1.8. Let A(X) = {Ko r}torem U{So,rp}o,rpeT, the lambda-
definable functions.

Let CCI(X) denote the set of all combinatory clones over X.

Claim 2.1.9. CCL(X) is a bounded lattice when ordered by inclusion, with top
element given by G(X), bottom element given by A(X), meets given by N, and
joins given by V.

2.2 Relating Clones to Combinatory Clones

Definition 2.2.1. The flat types F are those which can be generated by the
following grammar:

Fi=ala—F (aeA

13



Any element of G(X) with flat type can naturally be thought of as an element
of C(X) through the typical uncurrying operation. Specifically, if f : X,, —
... > X,, — Xg, there is a related function f: Xy X ... x X, — Xg. We
will not always be so explicit in differentiating these two functions, and will
typically choose to conflate a function with its curried or uncurried form, when
applicable.

Lemma 2.2.2. Let G € CCI(X). Then the flat elements of G form a clone
over X.

Proof. First, the projection functions 7' : Xy, X ... X,, — Xa, are given by
the lambda term

Az,
If feGg . =8, and gi,...,g, are such that g; € G4, .. —qa,,—3,, then the
term

QAm

Azt oxem f(irr e @) - (G - )

corresponds to f o (g1,...,0n)- O
In light of this lemma, we give the following definition:

Definition 2.2.3. Let ® : CCl(X) — C1(X) denote the map which takes
G € CCI(X) to the clone of its flat elements.

Of course, we also have a natural way to produce a combinatory clone from a
standard clone: Given C € Cl(X), we may curry the elements of C and take the
closure of the resulting set.

Definition 2.2.4. Let ¥ : CI(X) — CCIL(X) denote the map which takes
C € CI(X) to C € CCI(X).

Obviously, C C ®(¥(C)). Does the reverse inclusion hold? Perhaps the presence
of the higher-order lambda notation allows us to define additional flat functions.
Fortunately, we may use long normal forms to see that this isn’t the case.

Lemma 2.2.5. Let T : a («a an atomic type) be a term with free variables
among ti,...,t, of flat type and x1 : B1,..., Ty : Bn of atomic type. For any
f1,---, fn we have that the function

[Azy" .. 'zgn'T]][tl’_)fla--',tn’_)fn]
belongs to the clone generated by f1,..., fn.

Proof. By claim 1.3.6 we may suppose that 7" is in long normal form. We then
induct on the structure of the term. There are two cases to consider: First, T'
could just be a variable of atomic type, in which case T after lambda abstractions
will be interpreted as a projection function. Secondly, T could begin with a flat
free variable t;. We then have that T = ¢;Ty...T,, for Ty,...,T,, of atomic

14



type. By inductive assumption, T7,...,T,, correspond to functions gi,..., gm
in the clone generated by fi,..., fn. We then see that

[[)\[L‘ll R xB”.T]][tlel

n

..... tn’_)fn] = [[)\./L',fl oo J:’g".tiTl “ o Tmﬂ[tl’_)fly--wtn’_}fn]
= fio(g1,---Gm)-

Lemma 2.2.6. ®(¥(C)) CC for any C € CI(X).

Proof. Suppose f: Xg, x...x X, — X, € ®(¥(C)). There is then a term F,
free variables t1,...,t, and flat functions fi,..., f, € C such that

[[Fﬂ[tloefl,...tn»afn] = f

Again, by 1.3.6 we may assume that F' is of the form )\m’fl . xBn T for T of
atomic type containing as free variables ¢1,...,t, and x1, ... x,. The claim then
follows from the previous lemma. O

Corollary 2.2.7. ®(¥(C)) =C for any C € C1(X).

2.3 Connections to Logic

Through the well-known “propositions as types” paradigm, many type theories
can be seen as corresponding to certain systems of logic. We briefly recall the
nature of this correspondence in the case of the simply-typed lambda calculus,
and mention some applications to the study of combinatory clones.

2.3.1 Intuitionistic Implicational Logic

Let £ denote the set of formulas built up from atomic sentences A and the
connective —. Intuitionistic Implicational Logic may be given by a Hilbert-
style proof system over the language £ with the inference rule modus ponens
and the following two axiom schemes:

L o= (¥—9).
2. (= (W —=x) = (g —=v) = (¢— X))

Formulas in £ are naturally recast as types in 7 and vice-versa, and in fact
we will entirely conflate the two from here on out. Axioms 1 and 2 correspond
to the types of the K- and S-combinators, and modus ponens corresponds to
function application.

15



Claim 2.3.1. For any o € T, o is a tautology of intuitionistic implicational
logic if and only there is a closed term S : o.

Claim 2.3.2. Let G be a combinatory clone. Define Tg :={o | G # @}. Then
T is a deductively closed theory.

Claim 2.3.3. Let T C T be a deductively closed theory. Then \J ..p X, is a
combinatory clone.

Proof. The inclusion of the K- and S-combinators is given by the fact that their
types correspond to tautologies, and closure under application is given by the
fact that T is closed under modus ponens. O

In light of this fact, we give the following definition:

Definition 2.3.4. For any deductively closed 7', G7(X) will denote the combi-
natory clone of elements with types in 7. In particular, G**"*(X) will denote the
combinatory clones of elements with types which are tautologies. Combinatory
clones of this form will be called logical.

Claim 2.3.5. T+ GT(X) is a lattice embedding.

Definition 2.3.6. Let G be a combinatory clone. We say that G is extensional
if for any o,7 € T and f,g € Xor, if f € Goyr and flg, = ¢glg,, then
g e go—>7’-

Lemma 2.3.7. Let G be extensional. Then G is either a logical combinatory
clone, or it is covered by a logical combinatory clone.

Proof. Clearly, G C G79. If G = G79 we are done, so suppose instead that
GC G79. Let s ¢ G, for o € Tg. We must show that G U {s} = GTs.

G U {s} C G79 is obvious. Suppose then that ¢ : 7 € G79. By definition of Tg,
there must be some f € G,_,.. Define f*: 0 — 7 as follows:

N )t r=3s
[ w) = {f(:zc) otherwise.
Since s € G, we have that f|g. = f*|g,. By extensionality of G, we then have
that f* € G. Thus, t = f*s € GU {s}. O
2.3.2 The Single-Typed Case

Of particular interest to us will be the case where there is only one atomic
type which we will denoted by 0 (A = {0}). In this case, the underlying logic
becomes essentially boolean:

Claim 2.3.8. Let 0 € T. Then o is logically equivalent to either 0 or 0 — 0.

Corollary 2.3.9. There are only two logical combinatory clones in the single-
typed case, G(X) and G*(X).
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The following two claims are useful:

Claim 2.3.10. Leto =01 — ... = 0, = 0 € T be a tautology. Then there is
some 1 such that o; s a non-tautology.

Claim 2.3.11. Letoc =01 — ... = 0, = 0 € T be a non-tautology. Then for
all i, o; is a tautology.

Proof. See Proposition 2.4.4 of [1]. O

Bases for tautological clones

Suppose that X is our sole base set. Given some b € X, b has more defining
power than Az~ .b simply by virtue of its type: 0 — 0 is a tautology, while 0
isn’t, and so b cannot be recovered from Az.b without using some other element
of non-tautological type. In a sense, however, that is the only difference between
the two: b and Az.b will define the same elements which are tautologies. We
make this claim precise:

Lemma 2.3.12. Let B be a basis for G. Then {AzX.b | b € B} is a basis for
g N gtaut(X)‘

Proof. Let t : T be any element in G N G¥Y(X), witht =7 — ... = 7, = 0.
Since 7 is a tautology, by 2.3.10 there is some 7; which is not a tautology. Thus,
there is some closed term T : 7; — 0.

Since t € G, there are by,...,b,, € B and a closed term M such that t =
Mby ...b,. Fully eta-expanding yields

t=Axl' ...zl Mby ... by ... Ty
This gives us access to the bound variable z;, allowing us to form the term
Tx; : 0. We can then modify the above equation as follows:
t=Xxp* .o M((Az.by)(Txy)) ... (Axby) (Tz))xr - .. Ty
Thus, t is defined in terms of Ax.bq,...,Ax.b,,.

Pairing

An old result due to Grzegorczyk[4] says that the simply typed lambda cal-
culus with with a single atomic type has product-like types with terms which
mimic the behavior of pairing and projection functions. A proof may be found
in Proposition 1.4.21 of [1]. As Grzegorczyk was studying functionals over the
natural numbers, he naturally allowed his terms to include a constant 0 of type
0. This is unsatisfactory for our purposes, and so we present a modest improve-
ment which avoids using a free variable of type O:
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Claim 2.3.13. Let o,7 € T. Then there is a type oxT € T and closed terms
P:o—7—0oxr, Pi:oxT— o, and Py : oXT — 7 such that any two terms
s:o,t:T,

P1(Pst) ~py, s
PQ(PSt) ~ gy t

Proof. Let c =01 - ... 20, > 0and 71 =7 — ... &> 7, — 0 be given.
There are three cases to consider: i) 0,7 are both non-tautologies; ii) o, 7 are
both tautologies; and iii) one is a tautology and the other is a non-tautology.

Case i: o and 7 are both non-tautologies.
Let ox7:=(0-0—=0) =01 —>... 20, >T1— ... = Ty — 0.

By 2.3.11, 01,...,0p,T1,-..,Tm are all tautologies. Therefore, there are closed
terms Si,...,8n,t1 ...ty of each such type. We then let

P:=AfogTh070202T a%nyT oyt h(far .. 20)(9Y1 - - Ym)
P := AP X" Azt .. a2 POy )y oty Lty
Py = AP X" \yTt . y7m P(A2 Y .y)s1 . 01 - - Y-

We then have that for any s: o,t: 7,

P.(Pst) = (AP:E.P(Axy.x):Ef) (()\ Fghiy.h( fj)(ggj))st)
~g (/\P:z‘:.P(Azy.x)f{) (Ahg‘sy.h(sa‘:)(tg))
g AT (Ahizg.h(sf)(tg)) (\zy.)Tl
s A (Azy.2) (52) (1)
g ST

n

and similarly in the case of Ps.

Case ii: o and 7 are both tautologies.

By 2.3.10, there are o;, 7; which are non-tautologies. Thus, 7; — oy,...,7; —
On,0; — T1,...,0; — Tm, are all tautologies, and so there are corresponding
closed terms s1,...,8n,t1,...,t, of each of these types. We define P as before,

but the definitions for P;,Ps need slight modifications to ensure that types
match:
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Py = AP X"z 2 P2yl .x) ey . e (tis) - (Em)
Po = AP X" Ayt ... y;r,;".P()\xOyO.y)(slyj) o (SnY)YL - Y

Note that the z; and y; variables are bound in each case, so these terms are
indeed closed. The proofs for correctness work much like before.

Case ii: o is a tautology and 7 is a non-tautology.

We see here that we must modify ox7, since we will need it to be a non-
tautology, and yet it would be a tautology if we were to use the previous defini-
tion. The issue is that at least one of the o;’s is a non-tautology. The simplest
way to turn all of these into tautologies is to simply precede them with a 0;
thus, our product in this case will be

oxt7:=0—20=20—>0—=0)—...20=0,) =71 —... > 7y —0.

Since 0 — o01,...,0 = oy, 71, . .., T are all tautologies, fix closed terms sy, . .., s,
and tq,...,ty, of corresponding type. We then let

P = \fogTh07070 07 [ g0=onym T h(f(21(97) - - - (0(99))(9Y1 - - - Ym)
P = AP X" \zT 27 P(Ax%9C.x)(A20x1) ... (Al )ty ety
Py = AP X" Nyl . .y7m P2 % y)s1 - 801 - - Y-
It may seem strange that g(7) is present in the arguments of f, but we only
need it as something of type 0 that can fill in the holes left by the newly added

abstractions before each ;. The proof of P5’s correctness works much as before,
but let us show why P; works:

Pl(PSt)
- (/\Pf.P()\xy.m)()\z.xl) o ()\z.xn)f) ((A Fohzg.h(f(z1(g7) ... (a:n(gg))(gg))st)
~g AL (()\ha’cy.h(s(xl(tg)) . (xn(tg))(tgj))) Azy.z)(Az.w1) ... (Az.2p)T

~rg AL (Azy.x)(s((Az.z1) (1)) . .. (Az.zp ) (t2)) (tE)
~g AT.8T1 ... Ty

n
O

Corollary 2.3.14. Let B be a finite basis for a combinatory clone G. Then G
18 generated by a single element.

Proof. All the elements of B can be paired together into one by the previous
result. O
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Nullary Functions in Clones

Propositional logic sheds a bit of light on the nature of the nullary functions
in standard clones. Logically speaking, the type X*¥ — X is a tautology when
k > 0 and is just X when k£ = 0. It is then easy to justify their exclusion,
since they may in some sense be viewed as an exceptional case or an annoying
technicality. In the higher-order case, however, we have an infinitude of types
which are non-tautologies, and so it becomes far more difficult to justify their
exclusion. For this reason, and for the fact that the general problem is more
easily stated with non-tautological types included, we choose not to exclude
them in either the standard or combinatory clone cases.

2.3.3 The Multi-Typed Case

In the single-typed case, we saw that there are only two distinct types modulo
logical equivalence, and as a consequence, there are only two deductively closed
theories and two logical combinatory clones. Of course, this does not hold if we
assume more than one atomic type. However, there is something to say if the
set of atomic types is finite.

It is a classic result due to Diego[2] that intuitionistic implicational logic with
finitely many atoms generates only finitely many sentences:

Claim 2.3.15. Let A be finite, and let L be the set of sentences generated by
A and —. Then there are only finitely many sentences of L, modulo logical
equivalence.

Proof. See [6]. O
Corollary 2.3.16. Let A be finite. Then for any X, there are only finitely
many logical combinatory clones over X.

Pairing

It is not difficult to see that we cannot obtain pairing in the case where there
are two or more atomic types. Logically, o X7 is the greatest lower bound on o
and 7. However, for a # § atomic, a and 8 don’t even share a common lower
bound, much less a greatest lower bound.
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Chapter 3

The General Case with
Finite Sets

We now restrict our attention to the case when X is a family of finite sets.
Our main result will be that the elements of C1(X) are enough to generate all
elements of CCI(X):

Theorem 3.0.1. Suppose X is a family of finite sets. Then G(X) is generated
by C(X).

For simplicity’s sake, we consider separately the cases where X does not or does
contain a set with two elements.

3.1 Zero or one elements

Lemma 3.1.1. Suppose X is a family of sets which are either empty or single-
tons. Then the flat elements C(X) generate all of G(X).

Proof. Tt is easy to see that for every o € T, X,, is either empty or a singleton.
In case X, is a singleton, we shall denote its unique element by u,. If X, is
empty, for arbitrary 7 we denote the empty map from X, — X, by e, .

If every set in X is a singleton, the proof is simple: For arbitrary ¢ = o1 —
... = op — «a (o atomic), we have that

Uy = AX]' .. X" U,

and since u, is a flat term, u, is then definable from C(X).
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Thus, we may assume that at least one set in X, which we will call X, is empty.

Our proof will go more smoothly if we instead prove the following, which of
course entails our previous claim:

For any o € T, if X, is non-empty, then u, is definable from C(X), and if o
is empty, then the empty maps €q o, €q,a are both definable from C(X).

We now proceed naturally by induction on o. If o is atomic, then u,, €q,r, and
€s,o are all of flat type, and thus belong to C(X).

Suppose that ¢ = 71 = 7. If X, is a singleton, then

Ur g = AT U,
which is definable from C(X) since u,, is definable from C(X) by inductive hy-
pothesis.
Suppose then that X,, is empty. If X, is also empty, then

Ury—7y = Az ) (6leax)
where eq r,,€r, o are definable from C(X) by inductive hypothesis.
Finally, we must consider the case where X, is empty and X, is non-empty.

Since X, -, is then empty, we must give definitions for ey, —r, and er, 7, «.
They are given by

— &, T1
Ca,my—1 = Az Y

€ri—7,0 = /\leHTz'eTz,a(fuﬁ)

where €4 ry, €ry,0, Ur, are definable from C(X) by inductive hypothesis.

3.2 Two or more elements

We now tackle the case where at least one set in X has two distinct elements.
The essential ideas and constructions behind our proof were already noted
by Zaionc in [7], where he establishes the definability of all Church-encoded!
boolean functionals in the simply typed lambda calculus.

IThat is, booleans are given the type 0 — 0 — 0, with L := Az0y%.2 and T := Az0y0.y.
Zaionc’s proof uses only the definability of the two constants along with a functionally complete
set of connectives (for instance, A and — given by the terms Ap0070g0=0202000 pa(qzy)
and A\p070705040 pyz respectively). Therefore, his result can be viewed as equivalent to

ours within our framework.

22



Suppose X, has cardinality at least two, with 0 #1 € X,. Let M:a - a — «
denote the function defined by

N 1 a1 = ag = 1
aijag =
1 0 otherwise.

Since M is flat, we are free to use it. For any 0 € T, let Eq, : 0 — 0 — «
denote the function defined by

1 S1 = S2

E =
o152 {0 otherwise.
Claim 3.2.1. For any 8 € A, Eqz € C(X).

Claim 3.2.2. For any o,7 € T, Eq,_,. is definable from C(X), Eq, and all
of the elements of X, .

Proof. Since X, is finite, extensional equality between two functions can be
written out in full. Suppose X, = {s1,...,sn}. Then

N
Eqa—)r = )\fa—H'gU—M'.l_l

i=1

(Eq,(fsi)(gsi))-

For any o € T, let If, : « — 0 — 0 — o denote the function defined by
=1
If jas s := s .
So  otherwise.

Claim 3.2.3. For any o € T, If; is definable from C(X).

Proof. Induction on ¢. If ¢ is atomic, then If, is flat. Suppose then that
o =11 — T». We then have that

If, . = Xa®f 772 g 72 If L a( fr)(gx)
where the definability of If,, follows from inductive hypothesis. O

We are now ready to show how elements of G(X) can be defined in terms of
these operations.

Claim 3.2.4. For any § € A, X3 C C(X).

Claim 3.2.5. For any o,7 € T, the elements of X,—, are definable from C(X),
Eq,, and all of the elements of X, and X;.

Proof. Let f: o0 — 7. Since X,, is finite, we may represent f by a table:
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We then give the following definition of f:

f =X’ If (Eq,xs1)t;
If . (Eq,zs2)ts

IfT(EqULL'SNfl)thl tN.

The idea behind this construction is on input = to run through the list sq, ..., sn,
and after finding some s; which is equal to x, output the corresponding t;.
O

Lemma 3.2.6. For any o € T, all elements of X, are definable from C(X).

Proof. As before, it helps to instead prove a modified statement:
For any o € T, Eq, and all elements of X, are definable from C(X).

This naturally follows by induction on o using 3.2.1, 3.2.2, 3.2.4, and 3.2.5. O

3.3 Infinite Sets

It is not difficult to see that issues of cardinality prevent us from establishing

a similar result in the case of infinite sets. Consider the single-typed case with

set w. A basic cardinality calculation shows that |C(w)| = 2%¢. The number of

lambda terms using metavariables among C(w) is then also size 2%°. However,
w?® 22“0 2.

w*  already has cardinality

2In fact, |G(w)| = ., considerably larger than |C(w)| = J;.
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Chapter 4

The Boolean Case

We now focus our attentions on CCI(B), the combinatory clones over the single
set B, which is essentially the simplest non-trivial case to consider. Throughout
this chapter, we take A = {0} with 0 corresponding to B. In particular, we
work toward a classification of the coatomic combinatory clones in hopes of a
classification of the bases of CC1(B) similar to Post’s classification of the func-
tionally complete sets of connectives.

4.1 Basic Results

4.1.1 Non-injectivity of ¢

In 2.2.7, we saw that the clones over a family of sets X inject into the combi-
natory clones over X via the map W. We now provide a simple counterexample
which shows that ® is not injective.

Throughout this section, let F : (0 — 0) — 0 — 0 denote the following function:

Lemma 4.1.1. F is not lambda definable.

Proof. Let T : (0 — 0) — 0 — 0 be a closed lambda term. By 1.3.6, suppose
it is in long normal form. It is well known that the long normal forms of type
(0 —0) = 0— 0are \f0%20 fkz for k € w, the so-called Church numerals.

It is not hard to see that the Church numerals cannot map — to Az.L:
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Azx.x k even

D\fo. s ol () = {ﬁ o

Therefore, no such T' can represent F.
O

Lemma 4.1.2. Let T : 0 be a term whose free variables are among F : (0 —
0) - 0—0andx1,...,2, : 0. Then there is an x; such that for all assignments
g we have that

[TTg1r—r) = 9(24)-

Proof. Assume T is in long normal form. We now induct on the structure of
T. If T is just a variable, then it must be some z;, and so the claim follows
immediately. The other option is that T" begins with F', in which case we have
that T'= F(Ay.U)V, for U,V : 0 in long normal form. By inductive hypothesis,
U and V each correspond to some free variables of type 0. Let x; be the free
variable for V. For U, there are two cases to consider: First, the variable could
be the y from the neighboring lambda abstraction. In that case we have that

[T1g1rsw) = [FAy-U)V]gpomy
=F([M\y.Ulgresm) ([VIgrow)
=F(A0.[U]gipsF ysn)) (9(5))
=F(Ab.b)(g(x;))
= (Ab.D)(g(x;)
= g(z;).

U might also correspond to one of the x;’s. In that case,

[T]grsm) = [F(Ay.U)V]grsry
=F([My.Ulyrew) ([VIgror)
= F(Ab-IIU]]g[Fl—)F,yHb])(g(xj))
= F(Xb.g(x:))(g(x;))
= (Ab.g(z:))(g(;))
= g(xi).
O
Corollary 4.1.3. The only flat functions definable from F are the projections.

Proof. Suppose G is a flat term with at most one free variable F': (0 — 0) —
0 — 0. As always, we may assume G is in long normal form:
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G=M?...20T

where T is of type 0 with free variables among F' and x4, ...,x,. Applying the
previous lemma to T', we obtain some variable x; which corresponds to it. Thus,

[Glipr) = [A21 - 20 T] [Py
=Ab1 b [T (P Fomysby o s
=Aby...b,.b;

which is of course a projection.

We can summarize these results as follows:

Corollary 4.1.4. A(B) # {F}, but ®(A(B)) = ®({F}) = II(B).

4.1.2 Bases in CCI(B)

We briefly restate some of our previous results in terms of combinatory clones
over B.

Claim 4.1.5. Let B be a basis for C(B). Then B is a basis for G(B).
Proof. This follows from 3.0.1. O
Claim 4.1.6. G(B) is generated by a single element.

Proof. Take a finite basis for C(B), e.g. {L,—}. By the previous lemma, it is
also a basis for G(B). The claim then follows from 2.3.14. O

Claim 4.1.7. Let B be a basis for C(B) save for the two boolean constants (that
is, B generates all functions of arity 1 or higher; for example, {—,A}). Then B
is a basis for G1**(B).

Proof. By 4.1.5 and 2.3.12, {Az.L,Az. —} are a basis for G**"*(B). Since B
generates all flat non-constants, both are definable from B. O

Let us conclude by showing that G**"*(B) is a coatom:
Claim 4.1.8. G'““Y(B) is a coatom.

Proof. Let o be a non-tautology and let s € G(B), be arbitrary. Let t € G(B),
be any element. Clearly, o — 7 must be a tautology, so Az?.t € G**4¢(B). Thus,
t = (Az.t)s € G2aut(B) U {s}. This hold for arbitrary ¢, so Gaut(B)U{s} =
G(B). O
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4.1.3 A Lindenbaum lemma for CCI1(B)

Lemma 4.1.9. Let G C H € CCI(B) with H generated by a single element.
Then there is a combinatory clone G' covered by H such that G C G'.

Proof. We employ a standard Lindenbaum-like argument: Let H be generated
by t and let {t;};c., be an ordering of the elements of H. Define G,, inductively:

Go:=¢§

oo Gn t€GnU{tn}
e Gn U {t,} otherwise.

Let G’ := U,c,, Gi- Obviously, G € G C H. Furthermore, G’ C H, since t ¢ G":
Suppose t = ty. Since t € G, if t were in G’ then it would’ve been added at
stage N + 1 of this process, which clearly isn’t possible. The real work then is
showing that G’ is a combinatory clone. Of course, G contains all K’s and S’s,
since those were already present in G at stage 0, so it remains to be seen that
G’ is closed under application. Let ¢;,t; € G’ and suppose that t;, = t;t; € G;.
The only way this can be is that t; wasn’t added at stage k + 1, meaning that
t is definable from ¢, the elements of G, and some t,,...,tx, € Gi. Consider
M = max{i, j, ki,...,kn}. At stage M + 1, adding tj; would yield all the
necessary ingredients to define ¢, since Gpr41 would then have all elements of G,
each such ¢, and ¢;,t; which are sufficient to define ;. Therefore, tpr € G,
which contradicts our assumption that ty; was added.

Finally, G’ is covered by H: Let t € H \ G'. We have that t; was not added at
stage k + 1, so t is definable from ¢, and G, C G'. Since t generated all of H,
we then have that G’ U {t;} = H.

O

Corollary 4.1.10. Let C be coatomic in C1(B). Then there is some G coatomic
in CCL(B) such that ®(G) =C.

Proof. By 2.2.7, ®(¥(C) = C. By 4.1.9, we may find some G such that ¥(C) C G
and G is covered by G(B). Clearly, we have that
C=o(¥(C)) < 2(9)

and since C is a coatom, ®(G) must either be C or C(B). Since C(B) generates
all of G(B), we can conclude that ®(G) =C. O

4.2 Categorical characterizations of the coatomic
boolean clones
While 4.1.9 establishes the existence of a coatomic combinatory clone for each

coatomic clone in C1(B), the proof provides us with little extra information. In
particular, the following questions remain unanswered:
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e Do the coatoms in CCl(B) have nice characterizations? If so, what are
they?

e Can there be multiple coatoms in CC1(B) for a given coatom in Cl(B)
(in the same way that a maximal consistent extension of a theory need
not be unique)?

In 1.2, we saw that the coatoms of CCl(B) have nice, fairly natural charac-
terizations. The obvious thing to do is then to see if these characterizations
can be extended to higher-order type. However, it is not always clear how to
“correctly” generalize a property from flat to higher-order. Take, for instance,
the false-preserving functions. Every type has a bottom element of sorts: For
o=01 = ... > 0oy, =0, take L, := Az7'...29». L. We might then expect
that false-preserving functions from B, — B, be given as those f for which
f(Ly) = L. As it turns out, this is not the correct definition, but it is still
helpful to understand why it does not work. To that end, we begin by exploring
how clones can be understood in terms of structures over B (specifically, those
that lie in a category with finite products).

Claim 4.2.1. LetC be a set-based' category with finite products and X an object
in C whose underlying set is B. Then the collection

| Hom(x*, X)
1€Ew
reinterpreted as elements of C(B) is a clone.
Proof. Standard. O

In fact, every clone over a family of sets can be seen as arising in this manner,
albeit from a possibly quite artificial category. Nonetheless, we will now observe
that the five coatomic clones as given by Post have very natural categorical
interpretations:

4.2.1 False- and True-Preserving Functions

Recall that a pointed set is just a set X paired with an element of g € X. A
homomorphism between pointed sets (X, xo) and (Y, yo) is a function f : X — Y
such that f(xg) = yo. Pointed sets have products given by (X, z¢) x (Y, o) :=
<X X Ya <1'0,y0>>~

Let B, := <B,L>
Claim 4.2.2. The false-preserving functions of arity k are precisely Hom(BX /B ).

Proof. Notice that the distinguished point in B’i is just the vector (L,...,L1).
O

Of course, the true-preserving functions have a similar characterization.

ITo be precise, there is a forgetful functor from C into Set.
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4.2.2 Monotone Functions

Given posets (X, <), (Y, <), a homomorphism between them is a function f :
X — Y which preserves order: z < 2’ = f(x) < f(2’). Posets have products
given by the product orderings. Let B< denote B with the standard ordering:
1 <.

Claim 4.2.3. The monotone functions of arity k are precisely Hom(B’%, B<).

4.2.3 Self-dual Functions

By a unary system we mean a set X together with a unary operation fx :
X — X. Given unary systems (X, fx), (Y, fy), a homomorphism between them
is a function g : X — Y such that for all € X, g(fx(z)) = fy(g(x)). Unary
systems have products given by (X, fx) x (Y, fy) := (X XY, fx x fy), with

(fx x fy)(z,y) = (fx(2), fr (¥)).
Let B, := (B, ).
Claim 4.2.4. The self-dual functions of arity k are precisely Hom(B*,B_,).

Proof. The unary operation corresponding to B is the function given by the
rule

(X1,... 2Ky — ("T1,...,"T)
and so a function f : B¥ — B is a unary system homomorphism from B* to

B._ if and only if for all z4,...,zg

f(mz,y .o mx) = f (21, .., k).

4.2.4 Affine functions

Let (M, *,1as), (N,o0,1x) be monoids. A function f : M — N is said to be
affine if there is a monoid homomorphism ¢ : M — N and a b € N such that
for all x € M, f(z) = ¢(z) o b.

Monoids with affine functions form a category with products given by the usual
product on monoids.

Let Bg := (B, ®, 1), the monoid whose operation is given by exclusive disjunc-
tion.

Claim 4.2.5. The affine functions of arity k are precisely Hom(B]g97 Bg) in the
category of monoids with affine maps.
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Proof.
= Suppose f(x) = v-x®b . Observe that x — v-x is a monoid homomorphism
by virtue of the linearity of the dot product.

< Suppose f(x) = p(x) @b is affine and arity k. For 1 <14 < k, let e; denote
the vector whose entries are all 1 except in the ¢ position where it is T.

Let v := (p(e1),...,p(er)). We now claim that for all x, v - x = ¢(x). Since
both are homomorphisms and since {e,...,e,} generate all of B, it suffices
to show that for each i that v - e; = ¢(e;). This is immediate. O

With these characterizations in hand, we look to extend them to the higher-
order types. In addition to finite products, we will expect that our categories
of interest have exponential objects, i.e. are Cartesian closed.

4.3 False- and True-Preserving Functions

In the previous section, we saw that false- and true-preserving (flat) functions
correspond to the category of pointed sets. Unfortunately, this category is not
Cartesian closed. Therefore, our idea from the start of 4.2 won’t work. However,
if we instead think of L (in the false-preserving case) not as a distinguished point
but as a distinguished subset, we are able to define exponentials:

Definition 4.3.1. A set with subset is a set X paired with some distinguished
Sx C X.

A homomorphism from (X, Sx) to (Y, Sy) is a function f : X — Y for which
f(Sx) C Sy.

Sets with subsets form a Cartesian closed category with exponentials given by

Y* = (V¥ Hom(X,Y)).

With this in mind, we generate the generalized false-preserving functions from
the object (B,{L}). To be precise:

Definition 4.3.2. FP, the combinatory clone of false-preserving functions is
defined inductively:

FPO = {L}
FP,_,, :={f:B, — B, | f(FP,) C FP,}.

The true-preservers are similarly defined:
Definition 4.3.3.

TPO = {T}
TP,y :={f: B, = B, | f(TP,) C TP,}.
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Since they are nearly identically defined, we will only prove a given result for
one of either FP or TP.

Lemma 4.3.4. FP is a combinatory clone.

Proof. FP is closed under application by design, so it suffices to check that the
K and S combinators belong to FP.

Suppose s € FP,. We must check that K, ;s = Ay.s € FP,_,,. Suppose
then that t € FP,. We then have that Kst = s € FP, by assumption. Thus,
Ks e FP,_,,,and so K € FP,_,,_.,.

A no less simple but much more tedious argument shows that an arbitrary S
combinator belongs to FP as well. O

Let us be sure that our generalized version of false-preserving encompasses the
old version:

Lemma 4.3.5. Let FPgq. denote the FP functions of flat type. For any f,
fEFPaa & fL...L=1.

Proof. Induction on the arity of f. If f is nullary, the statement is immediate.
Suppose then that f is n + 1-ary.

< Suppose f € FPg,¢. By definition, this means that f_1 is an n-ary function in
FPgat. By inductive assumption, this means that fL1...1 = (fLl)L...L =
1.

= Suppose that fL1...L =(fL)L...L = 1. By inductive assumption, this
means that f L € FPg,. Thus, f sends every element in FPg (L) to one in FP
(fL). Thus, f € FPpa;. 0

It is not hard to see that FP is extensional: We only require a given FP function
to send FP elements to FP elements, but that function can do whatever it wants
with the non-FP elements. Thus, we obtain the following result:

Lemma 4.3.6. FP is a coatom.

Proof. By 2.3.7, FP is either a logical combinatory clone or covered by one.
Clearly, it isn’t logical (since L € FP but T ¢ FP) and it cannot be covered by
G*ut(B) (since L € FP). Thus, FP must be covered by G(B). O

4.3.1 Completeness of TPg,;

Close examination of the proof of 3.0.1 shows that in the boolean case, the only
connectives needed are conjunction, equivalence, the if-then-else operator, and
the two boolean constants. Since each of these except for the false constant are
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truth-preserving, one might wonder if the proof can be modified to show that
the flat truth-preservers are enough to generate all truth-preservers. Indeed,
this is exactly what we endeavor to do.

Immediately, one finds some obvious difficulties with this approach. First, to
define a function of type 0 — 7, we needed definitions for all elements of o
and 7. Since our inductive assumption will not give us the non-TP elements of
these types, we will need to work around this. However, we know that the flat
truth-preservers with the single addition of L is functionally complete, and so
for any element s : o there is a TPgq,¢-definable function 7% : 0 — ¢ such that
T°1 =s.

The idea now is this: if our function f maps the non-TP element s to a (possi-
bly non-TP) element ¢, we can use the fact that s is non-TP in order to give a
definition of L from it. We can then use L and T in order to define t.

We shall do this using the indicator functions for TP. Given a type o, let IsSTP,, :
o — 0 be the function given by

T ze€TP,

IsTP,z = .
1 otherwise.

Claim 4.3.7. IsTPy is TPqy¢-definable.
Proof. Obviously, IsTPy = \2°.z. O

Claim 4.3.8. IsTP,_.; is TPgai-definable from IsTP. and the elements of
TP,.

Proof. Suppose s1,...,sy are the elements of TP,. We then have that
IsSTP, . = A\f7~7 A IsTP.(fs;). O

The second issue we encounter is that the old proof requires that we have an op-
eration Eq, : ¢ = 0 — 0 which mimics equality. However, we quickly see that
this won’t be definable from truth-preserving functions alone: We might have
two terms s # s’ € TP,; however, if Eq,, is truth-preserving, then Eq, ss’ = T.

To get around this, we need to augment our domain of truth values with a new
false constant which itself is truth-preserving. The simplest way to do this is
to take our new truth value domain to be 0 — 0, with Axz%._L \z®. T interpreted
as false and true as expected, but with Az°.z additionally interpreted as false
(negation remains uninterpreted).

We now need new logical operations to match this new set of truth values.
Let If : 0 - 0 — 0 — 0 denote the standard if-then-else operator (that is,
If Tey = x and If Lzy = y). We modify If in order to accommodate our new
set of truth values in the first argument:
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If: (0= 0) = 0—0—0:= X200 If (b(z A y))zy.
Notice that If is definable from TPga¢, since If, A € TPga;.

Claim 4.3.9. We have the following equations:

If(\z.T)ab = a
If(\z.z)ab=b
If (\z.L)ab = b.
Proof. Routine. O

Therefore, If correctly interprets Axz.T as true and Az.x,\x.L as false.
We extend this definition to arbitrary type, letting Ify := If and letting

Iy s i= A0 70 f777 g7 707 IEb( f2) (ga).

Equations similar to the above three hold for arbitrary If,.

We define conjunction pointwise: A : (0 — 0) = (0 — 0) — 0 — 0 :=
AP 7007020 (ba) A (cxz). One can verify that this correct with respect to our
interpreted truth values.

By an equality operation on a type o we shall mean any function f: 0 — o —
0 — 0 such that for all s: o, fss = Axz.T, and for s # s’ : o, fss’ equals either
Az.l or Ax.x.

Claim 4.3.10. There is a TPgat-definable equality operator Eq, on 0.
Proof. Let Eqq := Azyz.x <> y. O

Claim 4.3.11. There is a TPqat-definable equality operator Eq,_,. on o — T
definable from the elements of TP, and an equality operator on 7.

Proof. Let Eq, be an equality operator on 7. Let s;,...,sy be the TP, ele-
ments and let ui,...,up be the non-TP, elements. We define Eq,_,, to be
the following function:

~ N = M
AT el (A Ba(Fs)(gs) AN _ Ba (T @) (g(T" ) ),
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We are now ready to demonstrate how we can use these operations to define
elements of TP.

Claim 4.3.12. All elements of TPy are TPgat-definable.

Claim 4.3.13. All elements of TP,_,, are TPgq,i-definable from IsTP,, an
equality operator Eq,, and the elements of TP, and TP..

Proof. Let s1,...,sy be the elements of TP, and let uq,...,up be the non-
TP, elements. Suppose f : 0 — 7 is given by the following table:

x fx
S1 tl
SN tN
Uy (%
Upn UM -
Since f € TP, we know that t1,...,ty € TP, so we are free to use them in our

definition. We now define f as follows:

f = Az If . (Eq 251 )t

If . (Eq,zs2)ts

If . (Eq,zsn)tn
It (Eq,z(T" (ISTP, x)))v,

If . (Eq,z(T" (ISTP, x)))vs

If . (Eq,z(T"M ' (IsTP, z)))vpr—1vpr-

The construction works much like before, with the added wrinkle that if we
“reach” the lines dealing with non-TP elements, we know that the argument =
of the function f is non-TP. Therefore, IsTP, = will equal L, and so the 7%
functions will yield the necessary elements.

O

Lemma 4.3.14. For every o € T we have that all elements of TP,, IsTP,,,
and an equality operator Eq, are TPgai-definable.
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Proof. This follows from an induction on the type ¢ using claims 1.4, 1.5, 1.6,
1.7, 1.8, and 1.9. O

Corollary 4.3.15. TP = TPgq.; and TP is the unique generalized clone G such
that ®(G) = TPgat.

Proof. Suppose G is such that ®(G) = TPgqat. By the previous lemma, TP C G.
Since TP is a coatom, it follows that G is either TP or G(B). The latter is easily
ruled out, and so G = TP. O

4.4 Monotone Functions

At first, we are encouraged by the fact that posets are Cartesian-closed: Given
posets X = (X, <x) and Y = (Y, <y}, the exponential is given by
Y* := (Hom(X,Y), <)

with < defined pointwise:

fRg=vVreX, flx) <y g(x).

There is one problem in basing our definition of higher-order monotone on this:
The exponentials “forget” the non-monotone elements. For instance, suppose
we wish to see what the monotone elements of type (0 — 0) — 0 are. Naturally,

we expect them to be Hom(BE’S ,B<). However, the functions in this set have

as domain the three element set Hom(B<, B<) and not the four element set BB
as desired. In other words, these functions don’t tell us what to do with the
sole non-monotone element ().

We then must be very careful in defining what we mean by monotone in the
higher-order case.

Definition 4.4.1. For each ¢ € T, define Mon, and <, by mutual recursion:

Mong := {1, T}
<o =<

Mong—,, :={f : B, — B, | f(Mon,) C Mon,
& Vs,s' € Mong,s <, s — fs <, fs'}
f <oor g = Vs € M0n07fs <; gs.

Note that <, is generally now a preorder and not a partial order.

Lemma 4.4.2. Mon is a combinatory clone.
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Proof. Once again, Mon is closed under application by design. We are then left
to check the inclusion of the K and S combinators. We give a proof for K:

Let s € Mon,,.

Sub-claim: Ay.s € Mon, .

Let t € Mon.,.

Sub-sub-claim: (Ay.s)t = s € Mon,. This of course follows from assumption.
Let t <, t' € Mon,.

Sub-sub-claim: s = (Ay.s)t <, (Ay.s)t’ = s. It is not hard to see that < is
always reflexive, so this holds.

Let s <, s’ € Mon,.

Sub-claim: Ay.s <,_, Ay.s’. Let ¢ € Mon, be arbitrary. We must show that
s = (Ay.s)t <, (Ay.s')t = ¢’. This follows from assumption.
As one might expect, a proof for S is long and tedious, and so it is omitted. [

It is not hard to see that Mon is extensional, so by virtue of 2.3.7 we have the
following:

Claim 4.4.3. Mon is a coatom.
Proof. The argument is similar to that of 4.3.6. O
We now verify that Mon encompasses our old notion of monotone:
Lemma 4.4.4. Let f, g be flat function of arity k. If for all z1, ..., x, we have
that

fri, ..o < gxy,...1p
then f <o-..—0 g-

Proof. Induction on k. If k = 0 the statement is trivial. Suppose then that
k > 0. For b € B arbitrary, we have that fbxs ...z < gbxsy ...z for arbitrary
z’s. Therefore, fb < gb by inductive assumption. This held for arbitrary b, so
f<g. O

Lemma 4.4.5. Let Mong,; denote the Mon functions of flat type. For any
f, f € Monga: if and only if for all (x1,...,x%) < (y1,...,yk) we have that
frioooxp < fyroo oy
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Proof. Induction on k. The statement is trivial for £ = 0 so assume k > 0.

= Suppose f € M f and let z,Z < y,y be arbitrary vectors of boolean values.
Since x < y we then have that fox < fy. Since fx € Mong,t, by inductive
assumption we have that fzz < fxgy. Since fz < fy, we have that fzy < fyg.
Thus, fzz < fzy < fyg.

< Suppose f has the right-hand property. We see that fL1, fT each have
the same property, so by inductive assumption, both are in Mong,;. From the
previous lemma, we see that f1 < fT, so we are done. O

We conclude by showing that Mong,; does not generate all of Mon.

Let F : (0 — 0) — 0 denote the following function:

This can be viewed as a sort of indicator function for the monotone elements of
type 0 — 0.

Claim 4.4.6. F € Mon.
Proof. Routine verification. O

Lemma 4.4.7. There is no term T : 0 definable from Mong,t with a single free
variable f : 0 — 0 such that for all g € BB, [T] (4 = F(g).

Proof. Suppose such a T exists. We then induct on the structure of T'. Assume
T is in long normal form. Since Mong,; has {A,V, T, L} as a basis, there are
four cases to consider:

Case i: T = fT'. We then have that

[Tlirorer] = [T D fsre. 1)
= (Az. 1) [[T,ﬂ [fAz. 1]
=1
£ F(Ar. L),

Case ii: T is one of the two constants. This is immediately ruled out, because
F is not constant.
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Case iii: T = NT1T;. We have that [AT1T5](f-) = F(=) = L, so one of either
T1,T> must then evaluate to L. Without loss of generality suppose it is T;.
Since ATT5 evaluates to true under substitution of the other three functions,
we have that 77 must evaluate to true under all of these substitutions as well.
Thus, T has the behavior of F, a contradiction by inductive assumption.

Case iv: T = VI'Ty. We have that [VI1 T3] yxe.1) = F(Az.L) = T. Thus,
one of either T} or T must evaluate to T under this substitution. Without loss of
generality let it be T7. Since Af.T7 is defined from monotone functions, it must
itself be monotone. Thus, T} evaluates to T as well when Az.x or Az.T are sub-
situted in for the variable f. However, we have that [VI1 T3] = F(—) = L,
so 17 must evaluate to | when — is substituted in for f. Thus, 77 has the
behavior of F, a contradiction by inductive assumption.

Corollary 4.4.8. F is not definable from Mongy.

Proof. Suppose T defines F' in normal form. We then have that T = \f0=0.1"
for some T’. We then apply the previous lemma to T". O

4.5 Self-dual Functions

Intuitively, the dual of an arity-k boolean function f is the function that results
from negating the inputs of f and then negating the output:

<$1, Ce 7$k> — ﬁf(ﬁaﬁl, .. .,ﬁxk).

In this sense, the self-dual functions according to Post really are the functions
which are equal to their own dual. It seems natural then to go about general-
izing the notion of self-dual by instead generalizing the notion of a dual.

Definition 4.5.1. For each o € T, define the dualizer d, : B, — B, induc-
tively:

d() =
doyr = (d‘r ©—o da‘)'
For any s : o, d,s is called the dual of s.

Lemma 4.5.2. For each o € T, d, is an involution.

Proof. Straightforward induction on o. O
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Claim 4.5.3. Duals are distributive in the following sense: For each o,7 € T,
f:o—= 7 and s: o, we have that

dT(fS) = (do—n'f)(das)-
Proof.

(do—sr f)(dos) = (dr © f 0 ds)(do5)
d-(f ( o(dos)))
d,

(fs)-

O

Definition 4.5.4. We define SD, the combinatory clone of self-dual elements,
as the set of elements which are equal to their own dual:

SD, :={s € B, | dys = s}.

Lemma 4.5.5. SD is a combinatory clone.

Proof. First, to show that it is closed under application, let f € SD,_,., s €
SD,. By 4.5.3 we then have that

d.(fs) = (dossr f)(dys) = fs.

The fact that K combinators are self-dual follows from a straightforward calcu-
lation:

do—sr—so(Axy.2)
= \t.d;o(A\y.do).
= \zy.ds(dyx)
= A\zy.z.

And likewise for the S combinators:
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d(o—>7——>p)—>(a—>7—)—>a—>p(/\xyz-xz(yz))
= Az.d aar)ﬁo%p(/\yz (da—m——wx) (y2))
= Mg r)0p(AY2.dr 5 p(2ds2(y2)))
= A2.d(g 1) s 0—p(AY2.dp ((2(do2))dr (y2)))
= Azy.do—p(Az.dp((2(ds2))dr (dosry2)))
= Ary.do—p(A2.dp((2(doz))dr (dr(y(do2))))
= Azyz.d,(dp((2(do(do2)))dr (dr (y(do(ds2)))))
= \zyz.xz(yz).

O

Common sense tells us that L and T must be treated symmetrically. After all,
they are just two elements in the structureless set B, so if we have a combinatory
clone, we can switch the roles of L and T in it and still have a combinatory
clone. We make this precise:

Corollary 4.5.6. Let G be a boolean combinatory clone. Then
Gli={d,s|o€T,s€G}
is a combinatory clone.

Proof. By 4.5.5, the K and S combinators are self-dual. Since K, . € G, we
then have that K, ; = do—7 - Kp r € G4 and likewise for S.

Suppose f' = dy_.f € G and s’ = d,s € G%. Since G is closed under applica-
tion, fs € G. By 4.5.3, we then have that

f's" = (dosr f)(dos)
=d,(fs) e G2

For instance, FP? = TP.

Once more, let us verify that our generalized notion encompasses the old one:

Lemma 4.5.7. Let SDg,; denote the SD functions of flat type. For any flat f
of arity k, the dual of f is given by Xz ...z0.~(f(~x1) ... (—wzg)).

Proof. Induction on k. The statement is immediate for £ = 0. Suppose then
that f is of type 0 = 0 — ... — 0. We then have that
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d0_>0_>_4,_>0(f) = Ax(l)-do—>...—>o(f(d0$1))
= A$1-d0a...a0(f(ﬁwl))
= Azy. ..z (f(mxr)(mxe) .. (—xk)).

The following alternative characterization of self-dual functions is useful:

Lemma 4.5.8. For any o, 7, f: 0 — 7 is self-dual if and only if f preserves
duals. That is, for all s : o, f(dss) = d.(fs).

Proof. = Suppose f is self-dual. Then for any s,

F(dos) = (domsr f)(des)
= d, (f(do(ds(s))))

< Suppose f preserves duals. We then have that

do’—)‘rf:dTofodU
=d;od,of

Claim 4.5.9. For any o, SD, is non-empty if and only if o is a tautology.

Proof. We use induction on . The atomic case is obvious. Suppose then that
our type is o — 7. If 7 is a tautology, then by the inductive hypothesis, there
is some t € SD,. We then see that ¢ — 7 is a tautology and Az.t € SD,_,,.

Suppose then that 7 is not a tautology, and thus equivalent to 0. If ¢ is a
tautology, then by inductive hypothesis, there is some s € SD,. Since o — 7 is
then not a tautology, suppose for contradiction that f : o — 7 is self-dual. We
then have that fs € SD,, a contradiction by inductive hypothesis.

We are then left to consider the case where o and 7 are both non-tautologies.
Since ¢ — 7 is then a tautology, we must provide some self-dual f : ¢ — 7. Fix
some t : 7 and let ¢ be the dual of ¢. By inductive hypothesis, ¢ # ¢’. Since o
has no self-dual elements, d,, partitions o into two-element subsets. Within each
two-element subset, send one to t and the other (its dual) to ¢’. In this fashion
we construct a function f: o — 7 which one can easily verify is self-dual.

O
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Since SD doesn’t contain any non-tautological elements, we cannot say that SD
is maximal, since it is below the full combinatory clone of tautological elements.
Nonetheless, we have some results:

Claim 4.5.10. Let b € B. SDU{b} = G(B).

Proof. Since = € SDg_,(, assume without loss of generality that b = 1. Consider
the function f : 0 — 0 — 0 — 0 which sends L to — and T to dp—o—0(—).
Clearly, f € SDg_ 000, so fL provides a definition of —. Since 1,— is
functionally complete, we are done. O

Claim 4.5.11. Let s : o where o is a non-tautology. Then SDU{s} = G(B).

Proof. From the previous claim, it suffices to define a boolean. Since ¢ — 0 is
a tautology, there is some self-dual f : ¢ — 0, and so fs gives us the definition
of a boolean. O

Claim 4.5.12. SD is covered by G'*“*(B).

Proof. Let f: 0 — 7 be a non-self-dual element of tautological type. We shall
show that f can be used to define a function of flat type which is not self-dual.
By claim 4.1.7, this will be enough to generate all of G*#1*(B).

Since f is non-self-dual, there is some s : o such that f(d,s) # d-(fs). Let
g:0—o0send L tosand T to dy,s. Clearly, g € SDg_,,. Now we consider two
case:

(i) fs is self-dual. In this case define h : 7 — 0 — 0 — 0 by sending ¢ to m; and
everything else to mo. We can see that h is self-dual, so ho fog € SDU{f}.
However, h(f(gL)) =m and h(f(gT)) = w2, so ho f o g is not self-dual.

(ii) fs is not self-dual. In this case, let h : 7 — 0 — 0 send fs to A\z.L,
d.(fs) to Az.T, and everything else to Az.z. Clearly, h € SD,_,9_0. Observe
that h(f(g(L))) = Ax.L, and h(f(g(T))) is either Az.z or Az.L. In either case,
ho fog is not self-dual. 0

Remark 4.5.13. Since SD is not extensional, it provides a counterexample to
the converse of 2.3.7.

4.5.1 G-sets

We will now give an alternative categorical characterization of the self-dual func-
tions.

Fix a group G := (G, e, *). Recall that a group action from G to a set X is a
map - : G X X = X such that

l.VxeX,e-x==x
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2. Va,beG,zeX,a-(b-x)=(axd) x.

A G-set is a pair (X, -) such that - is a group action from G to X. Given G-sets
(X,+), (Y,0), a G-set homomorphism is a function f : X — Y such that for
alla € Gand x € X,

fla-z)=ao f(x).
Given G-sets (X, ), (Y, o), we may define a group action on Y as follows:
{a, f) = Az.a o f(a-x).

In fact, this defines an exponential object, and so G-sets form a cartesian-closed
category.

Let Bg denote the group (B, L,®). Any group G can be thought of as acting
on its own underlying set, with the action given by the group operation. With
that in mind let B denote the Bg-Set (B, @).

Given o € T, define B, inductively:

%Q =B
By oy = SB?”.

Lemma 4.5.14. For each o € T, let - denote the group action associated with
B,. Then T -s=d,s.

Proof. Induction on o. In the atomic case, T -s=T ® s = —s = dps.

Suppose then that f: o — 7. Then

T-f=Xe.T 1 (f(T-2)
=Az.T - (f(ds2))
= Az.d-(f(d,7))
= do’%‘l’f'

Lemma 4.5.15. f: B, — B, is self-dual if and only if f € Hom(B,,B,).

Proof. We use the previous lemma and 4.5.3.
= Suppose that f is self-dual. For any s € B, we must verify that f(L-s) =
L-fsand f(T-s)=T- fs. Since L is the identity, the first equation follows

from the definition of a group action for arbitrary f. We are left to verify the
second:
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f(T-s) = f(dss)
=d-(fs)
=T.fs.

< Suppose that f € Hom(*B,,B,). For arbitrary s we have that

f(dos):f(—rs)
=T fs

=d.(fs).
Thus, f is self-dual.
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Chapter 5

The Addition of Products

We now consider a natural extension of the simply-typed lambda calculus with
explicit product types, and the resulting algebra of functions. A nice discussion
of this system may be found in Chapters 3 and 4 of [3].

5.1 Simply Typed Lambda Calculus with Prod-
ucts

5.1.1 Syntax
Fix a set of atomic types A. Define the types over A to be

To=TxT|T>T|a(acA.

Convention 5.1.1. X is given precedence over —. That is, by ¢ X 7 — p we
will mean (o x 7) — p.

Convention 5.1.2. We take X to be right-associative. That is, by o1 X...XoN
we will mean o1 X (02 X (... X (on—1 X oN))).

Lambda terms are defined as before, but with three additional constructions:
o If S:oand T : 7, then (S,T):0 x T.
e If P:o x7,then mP: 0 and moP : 7.

In addition to the usual beta and eta reductions, we introduce three new reduc-
tions:

e The projection reductions: 7 (S,T) ~»p S and 72(S,T) ~p T.
e The surjective pairing reduction: (7P, myP) ~»gp P.

Definition 5.1.3. A term T is said to be normal if it cannot be reduced further
using beta, eta, or projection reductions.
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Claim 5.1.4. Every term has a normal form which is unique.
Proof. See sections 4.1-3 of [3]. O

We will take T' ~ T’ to mean that there is a finite sequence of beta, eta, pro-
jection, and surjective pairing reductions from T to T".

The pairing and projection operations can naturally be extended to higher ari-
ties:

Claim 5.1.5. Let n > 2 and 01,...,0, € T. There is an arity n pairing term
(—yeevy—) 101 = ... > 0y =01 X ...X 0, and for each 1 < i < n a projection
term ' 1 01 X ... X 0y, — 0; which satisfy the following generalized pairing and
surjective pairing reductions:

7T:L<81,...7sn> ~p S

(mlv, ..., mRv) ~gp 0.

We will wish to examine the simply typed lambda calculus as a fragment of
the lambda calculus with products. To this end, we introduce the following
definitions:

Definition 5.1.6. A type o € T is said to be simple if it is built up from A4
and —.

Definition 5.1.7. A term S of type o is said to be simple if all of its variables
are of simple type, and it does not contain any instances of pairing or projections.

Notice that simple terms are necessarily of simple type.

In some sense, the lambda calculus with products is conservative over the simply-
typed lambda calculus. In order to show this, we prove a couple of lemmas:

Lemma 5.1.8. Let P : 0 X 7 be in normal form whose free variables are all
simple. Then P is a pair.

Proof. Induction on P. P cannot be a variable, since the type of P is not simple.
P cannot be a lambda abstraction, since P is a product. If P = m;@Q, then @
is a pair by inductive hypothesis. However, this contradicts the fact that P is
normal. Lastly, suppose P = M N for M : p — o x 7 and N : p. M cannot be
a variable, since M is not of simple type. M cannot be a lambda abstraction,
since P would then not be normal. M cannot be a pair, since its type is not a
product. Thus, M must itself be a result of function application. Continuing
this argument, we arrive at the conclusion that MN = vP; ... P, N for some

variable v and Py,...,P,. Since MN : o0 x 7, we have that v: 01 — ...0, —
on+1 — o x 7. This contradicts the fact that as a free variable, v must be of
simple type. O
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Lemma 5.1.9. Let T : 7 be a term of simple type whose free variables are all
of simple type. Then the normal form of T is a simple term.

Proof. Induction on T'. If T is a variable, then of course it is simple. If ' = \z.U,
then x is a variable of simple type, and so U is a term of simple type with free
variables all simple, and so by inductive hypothesis, it is a simple term. 7" cannot
be a pairing, since its type is simple. If ' = m;U, then by the previous lemma, U
is a pairing, which violates normality. Lastly, suppose T'= M N with M : 0 — 7
and N : 0. If M is a variable, then ¢ must also be a simple type, and so N is a
simple term by inductive hypothesis. M cannot be a lambda abstraction, since
that would violate normality. M cannot be a pair, since it is not a product.
The case of M being the result of a projection is once again ruled out by the
previous lemma. Thus, M is also a result of function application. Once again,
we continue this argument and arrive at the conclusion that MN = vP; ... P,N

for some variable v and P, ..., P,. Since v must be of simple type, P1,..., P,N
must all be of simple type. By inductive hypothesis, they are simple terms, and
so we are done. O

5.1.2 Semantics

Fix X = (X4o)aca. We define X, as before, additionally stipulating that

X, s =X, x X,

Pairs are interpreted as ordered pairs, with 71, mo interpretated as the first and
second coordinates:

o [(M,N)]g := ([M]y, [NTg)

o [m P], := the first coordinate of [P]y, and [m2P], := the second coordi-
nate of [P],.

As before, we have that reduction preserves denotation:

Claim 5.1.10. Suppose M ~» N. Then for any X and g we have that [M], =
[N

5.1.3 Congruent Types

We wish to show that every type can in a sense be “rewritten” as a product of
simple types. This will allow us to “factor” arbitrary elements as finite tuples
of simple elements. To this end, we introduce the notion of congruence:

Definition 5.1.11. Let 0,7 € T. We say that o and 7 are congruent (o = 1)
when there are closed terms F' : 0 — 7 and G : 7 — o such that for all s : o,
t:7, G(Fs) ~ s and F(Gt) ~ t.

Claim 5.1.12. (i) = is an equivalence relation.
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(i) =2 is a congruence with respect to the type operations — and x: If o = o’
and T =27 theno - 170 w7 ando x 7 =o' x 7.

Claim 5.1.13. x is associative: (0 X T) X p = 0 X T X p, and more generally,
(01 X oo X op) X (T1 X o oo X Tip) 201 X oo X Op X T X oo X Ty
Lemma 5.1.14. For any o1,...,0n,,T we have that
o1 X ...X0Op =>T=0] = ... >0, =T
Proof. Define

F = \foXon=Tp 0t adn f(x, ... Xn)

and

G = \go 7O T T X X0 gl L (7).

We then have that

g A (AT .z [T, ) (TTY) L (o)

~g A f(nlo, .. )

~gp Av. fu

~n f
and

F(Gg) ~p (M1 ...xn.flz1, ..., 20)(Avg(nlv) ... (7] 0))

g AT .. Ep.(Av.g(TT0) L (TRv)) {2z, )

g AT T g(TT (X1, o)) - (T, . )

AP AL e X X1y Ty

~n g.

O

Lemma 5.1.15. For any o,71,...,7Tm € T we have that

=TI X . XTy 2 (0= 71)X...X (0= Tm).

Proof. Define

F = \fo7mxXTm (\x? 7t (fx),..., %7 (fz))

and
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G = AV XX @=Tmdye (riV)y, . (7 V)y).
We then have that

GES) ~p AWy (@t V)y, ..., (m,V)y)) Az .7y (fx), ..., A7 (fx))
~g Ayt Aeanl (fx),. .. demr (fx))y, ...,
m{dz.al (fx), ..., Az (fx))y)
~p Ay Azt (f2)y, ..., Qe (fz)y)
g YT (fY), - (fy)
~sp AY-fy
~ f

and

F(GV) g (Af-Adzat (fx), ..., demp (f2)) Ay-(m V)y, .. (7 V)y)
g Azl (Ay((m1V)y, .. (mpV)y))z, ..
Az.a (Ay (7t V)y, ..., (mpV)y))z))
~g Azl (7t Ve, ... (7 V), .. .,
Az (i V), .. (e V)

~op (A (7P V)z, . Aw (T V) z)

o (TP Vo m V)

~gp V.
O
Lemma 5.1.16. For every o € T there are simple types o1,...,0n such that
o=01 X ...XON-
Proof. Induction on ¢. If 0 = « atomic, then « is already simple.
Suppose ¢ = 7 X p. By inductive assumption, 7 = 7 X ... X 7y and p =

p1 X ... X pu, where 74, p; are all simple. We then have that

OC=TXp
(11 X oo X TN) X (p1 X oo X par)

TI X ... XTN X p1 X ... X PM.

1%

IR

Lastly, suppose 0 =7 = pwith 7 2 7 x ... X7y and p = p; X X ... X ppr. We
then have that
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O=T—=p
(11 X ...x78) = (p1 X ... X pum)
(TlX...XTN—>p1)X...X(T1X...XTN—>pM)

1R

1%

(Tl—>...—)TN%p1)X...X(T1—>...—>TN—>pM).

5.2 Combinatory Clones with Products

Given a family of base sets X = (X4 )aeca, we extend the notion of a generalized
clone over X to be a collection of functions and elements containing the K and
S combinators over all types in T, closed under application, and furthermore
containing for each o, 7 € T

1. the projection functions 77" € Xyxr—o, Ty € Xoxrosr-
2. the pairing function (—, —)sr : Xosrsoxr-

For notational convenience we will leave out type annotations.

As before, the combinatory clones with products form a lattice which we will
denote by CC1*(X).

5.2.1 Relating Combinatory Clones with and without prod-
ucts

As a consequence of 5.1.16, we obtain the following result:

Corollary 5.2.1. Let s € X,. Then s is interdefinable with s1,. .., s, of simple
type.

Proof. By 5.1.16, 0 2 01 X ... X 0, where o1,...,0, are simple. Thus, there
are closed terms F : 0 — 01 X ...0, and G : 01 X ... X 0, — 0 witnessing this
congruence. Let (s1,...,$,) := [F](s). We then have that

si = m; ([F1(s))

and
s = [GI([F](s))
= [G]({s1,.--,Sn)).
Thus, s and s1,...,s, are interdefinable.
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As in 2.2, we have maps

d: CCI*(X) — CCI(X)
¥ : CCI(X) — CCI*(X)

where ® denotes the operation of forgetting all elements whose types involve
products, and ¥ denote the closure operation.

Lemma 5.2.2. For all G € CCI(X), ®(V(G)) =G.

Proof. G C ®(W(G)) is obvious. Suppose then that t € ®(¥(G)). There is then
a term T with free variable occurrences tq,...,t, corresponding to functions in
G which represents t. By 5.1.9, we may take this T' to be a simple term. Thus,

t can be defined from ¢4, ...,t, in the (non-product) combinatory clone setting.
Thus, t € G. O

Lemma 5.2.3. For all G € CC1*(X), ¥(®(G)) =G.

Proof. U(®(G)) C G is obvious. Suppose then that ¢ € G. By 5.2.1, ¢ is
interdefinable with simple elements t¢1,...,t,. Since each such ¢; is simple and
definable from ¢, we have that t1,...,t, € ®(G)) and consequently ¥(®(G)).
Since ¢ can be defined by t1,...,t,, we conclude that ¢t € ¥(®(G)). O

Corollary 5.2.4. CCI(X) and CC1*(X) are isomorphic.
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Conclusion

We have seen that the simply typed lambda calculus provides a natural frame-
work for extending the study of clones into the higher-order realm. After initi-
ating the study of combinatory clones, we have established results showing that
clones form the non-higher order fragment of combinatory clones. In the case of
combinatory clones over finite sets, we have seen that the elements of flat type
are sufficient to generate all of the higher-order elements as well. Finally, we
have seen that the addition of product types does not essentially alter the study
of combinatory clones. Precisely, all the information about a combinatory clone
with products is already present in its elements which are of simple type.

In the study of boolean combinatory clones, some early work has been done,
but there is still much work to be done toward a complete classification of the
lattice of boolean combinatory clones or even just the coatoms. We have shown
that multiple combinatory boolean clones may project onto the same boolean
clone. In four of the five coatomic boolean clones, we have given corresponding
coatomic combinatory clones with categorical interpretations. In two of those,
we have shown that they are generated by their flat elements, and in one we
have shown this to not be the case.

We close with some open questions:

e What is an example of a coatomic boolean clone corresponding to the
affine functions? Does it have a nice categorical interpretation?

e Are there multiple coatomic boolean clones corresponding to the clones of
monotone or affine functions?

e Is there a G coatomic such that ®(G) is not a coatom?

e By virtue of his complete classification, Post showed that the lattice of
boolean clones is countable. However, the lattice of clones over a three
element set is already continuum-sized. What is the size of CC1(B)? If
there is a strong affinity between clones and combinatory clones, we might
suspect it to be countable as well. On the other hand, one could imagine
that the presence of higher-order types allows for enough pathology to
make it uncountable.
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e Post also showed through complete classification that all boolean clones
are finitely based. Does this hold for combinatory boolean clones as well?
The pairing result 2.3.14 would then imply that each combinatory clone
is generated by a single element, radically taming the general problem of
their classificiation.
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