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Abstract

Starting from the original formulation of minimal propositional logic proposed by
Johansson, this thesis aims to investigate some of its relevant subsystems. The
main focus is on negation, defined as a primitive unary operator in the language.
Each of the subsystems considered is defined by means of some ‘axioms of nega-
tion’: different axioms enrich the negation operator with different properties. The
basic logic is the one in which the negation operator has no properties at all, ex-
cept the property of being functional. A Kripke semantics is developed for these
subsystems, and the clause for negation is completely determined by a function
between upward closed sets. Soundness and completeness with respect to this se-
mantics are proved, both for Hilbert-style proof systems and for defined sequent
calculus systems. The latter are cut-free complete proof systems and are used to
prove some standard results for the logics considered (e.g., disjunction property,
Craig’s interpolation theorem). An algebraic semantics for the considered sys-
tems is presented, starting from the notion of Heyting algebras without a bottom
element. An algebraic completeness result is proved. By defining a notion of de-
scriptive frame and developing a duality theory, the algebraic completeness result
is transferred into a frame-based completeness result which has a more generalized
form than the one with respect to Kripke semantics.
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Overview

This thesis is concerned with subminimal logics, with particular focus on the
negation operator. With subminimal logics we want to denote subsystems of
minimal propositional logic obtained by weakening the negation operator. We
give here a quick overview of the thesis, presenting its structure as well as its
contents.

Chapter 1. The first chapter introduces our conceptual starting point: minimal
propositional logic. After an introduction of the syntax, and a brief presentation of
an associated Kripke semantics, the relation between the two versions of minimal
logic is made formal. In particular, we give a proof of the fact that the two
considered definitions of minimal logic are indeed equivalent. Later, the main
axioms of negation are introduced, with some motivations. Their formal relation
with the minimal system is studied. The chapter is concluded with some historical
notes concerning minimal logic, as well as the study of minimal logic with focus
on the negation operator.

Chapter 2. We start introducing the core of the thesis. We present a Kripke
semantics for each of the three main subminimal systems, and we introduce some
of the relevant notions (p-morphism, generated subframe, disjoint union). Com-
pleteness proofs are carried out via canonical models. The analysis goes here
‘bottom-up’: we start from the basic system of an arbitrary unary negation op-
erator with no special properties, and we go on by adding axioms (and hence,
properties) for the negation operator. In defining a Kripke semantics for those
systems, the semantics of negation is given by a function on upward closed sub-
sets of a partially ordered set. This reflects the fact that the negation is basically
seen as a unary functional operator. The reader may notice that the axioms of
negation happen to be equivalent to properties of the considered function.

Chapter 3. The third chapter deals with finite models and the disjunction
property. In particular, we give two different proofs of the finite model property
for the considered logics. At the beginning of the chapter we prove such a property
by means of adequate sets, i.e., sets closed under subformulas. At the very end of
the chapter, on the other hand, we prove the same result by means of filtrations.

The remaining part of the chapter is devoted to a semantic proof of the dis-
junction property. The proof goes basically as in the intuitionistic case and makes
use of some preservation and invariance results. Finally, we also give a syntactic
method to prove the disjunction property under negated hypothesis.

Chapter 4. After having introduced the general setting and developed a Kripke
semantics for the main logical systems, the fourth chapter aims to give an intro-
ductory account of the algebraic counterpart. Starting from the notion of gener-
alized Heyting algebra, we define the variety of N-algebras. We prove that every
extension of the basic logic of a unary operator is complete with respect to its
own algebraic counterpart. Later, we generalize the notion of Kripke frame by



introducing the structures of N-descriptive frames. Similarly to the case of Kripke
frames, the behavior of the negation on the frames is determined by a function.

In order to develop a duality result, we focus on a particular subclass of the
class of N-descriptive frames: top descriptive frames, i.e., descriptive frames with
a top node contained in every admissible upset. Indeed, the variety of N-algebras
is the dual of the class of top descriptive frames. This allows us to obtain a frame-
based completeness result which turns out to be more general than the one with
respect to Kripke semantics.

Chapter 5. The last two chapters represent the proof-theoretic fragment of
the thesis. We start by defining a sequent calculus system for each of the main
subminimal systems we have been considering, as well as for minimal logic. The
main characteristic of those systems is that they allow us to keep focusing on the
negation operator. As a matter of fact, some sequent calculi for minimal logic
were available already. Nonetheless, the system proposed here makes use of an
alternative axiomatization of minimal logic by means of axioms of negation.

The second part of the chapter is devoted to define alternative but equivalent
sequent systems, in which Weakening and Contraction are proved to be admissible
rules. After proving admissibility of those rules, we show the proposed systems
to be sound and complete with respect to the considered class of Kripke frames.

Chapter 6. The second proof-theoretic chapter deals with the cut elimination.
We prove that the sequent calculi introduced above are cut-free complete proof
systems. The proof goes in a fairly straightforward way: we prove cut admissibility
first, and we obtain cut elimination as an easy consequence of that. This allows
us to conclude that the proposed systems satisfy the subformula property as
well as the separation property. At this point, we make use of those systems
to prove some interesting results. In particular, we give a cut-free proof of the
fact that, in the main logical subsystem that we study, every even number of
negations is equivalent to two negations, and every odd number of negations
implies one negation. We realize that the form of the negation rules we have
chosen to obtain the admissibility of Contraction is indeed necessary to ensure
the cut-free completeness of the calculi.

Another interesting result is a proof of the Craig Interpolation Theorem, which
holds for all the systems we consider. Finally, we conclude the chapter and the
whole thesis by presenting an expressiveness result. We make further use of the
sequent systems to prove that there exists a sound and truthful translation of
minimal propositional logic into contraposition logic. Observe that this result,
together with the fact that intuitionistic logic can be translated into minimal
logic, and classical logic can be translated into intuitionistic logic, gives us a
chain of translation and lets us conclude that classical logic can be soundly and
truthfully translated into contraposition logic.



Chapter 1

Introduction

1.1 Minimal Propositional Logic

In 1937 I. Johansson [25] developed a system, named ‘minimal logic’ (or ‘Johans-
son’s logic’), obtained by discarding ex falso sequitur quodlibet (or simply ez falso
or ex contradictione) from the standard axioms for intuitionistic logic. Follow-
ing [36], we call explosive the logical systems in which every inconsistent theory
is trivial. Johansson’s system can be seen as the non-explosive counterpart of
intuitionistic logic.

In this chapter, we present minimal logic in its two equivalent formulations.
Given a countable set of propositional variables, one of the formulations uses
the propositional language of the positive fragment of intuitionistic logic, i.e.,
Lt = {A,V,—}, with an additional propositional variable f, representing falsum.
This additional variable is often presented as the usual constant L (see [36]). The
other formulation of minimal logic makes use of the language £ U {—}, where
the unary symbol — represents negation. Given a formula ¢ and a sequence
p = (p1,...,pPn), the fact that all propositional variables contained in ¢ are in p
is denoted by ¢(p1,...,pn). We may use the term atom to denote propositional
variables and the constant T.

As the axioms corresponding to the positive fragment of intuitionistic logic we
consider the following:

L p—(¢—p)

2 (p=g—=r)=((p=9—=@—=r)

3. (pAg)—p

4. (pNg) —q
p—=aq)=((p—=7)—= (0= (qAT)))

6. p—(pVa)

79— (»Va)

8. (p—=1)—=((g—=7r)—=((pVa) —r))

When defining a logic, we will list the set of Hilbert-style axioms, and we assume
modus ponens and uniform substitution to be the only inference rules. We often
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refer to the logical system axiomatized by 1-8 in the language £ as positive logic
[36] (we may denote it as IPCT).

Let us denote £f the language corresponding to the f-version of minimal logic.
We define this version as the logic axiomatized by the axioms 1-8 above. Given a
formula ¢, its negation — is expressed as ¢ — f. We denote this formulation of
minimal logic as MPCy. On the other hand, we present the alternative version in
the language £, as the logic axiomatized by 1-8, plus the additional axiom:

9. (p—= ) A(——q) — —p

Axiom 9 expresses the fact that, for ever formula , its negation —¢ holds when-
ever ¢ leads to a contradiction. There is no indication of what a contradiction
is. The second equivalent formulation of minimal logic will be here denoted as
MPC_. Axiom 9 is referred to as principle of contradiction, which is indeed the
original Kolmogorov’s name for it [13].

We present a Kripke-style semantics for both formulations of Johansson’s logic.

Definition 1 (Kripke Frame). A propositional Kripke frame for MPCy is a triple
§ = (W,R,F), where W is a (non-empty) set of possible worlds, R is a partial
orde7E| and FF C W is an upward closed set with respect to R. A propositional
valuation V' is a map from the set of propositional variables to U(W'), i.e., the set
of upward closed subsets of W. A Kripke model for MPCy is a pair M = (§,V)
consisting of a Kripke frame and a propositional valuation.

Given a model M = (F, V), we call § the frame underlying the model 9. Observe
that a propositional valuation V is usually defined as a function mapping every
propositional variable to a subset of W. The requirement of such a subset being
upward closed ensures the persistence property of the valuation: for every pair of
possible worlds w, v € W, the joint conditions w € V(p) and wRv imply v € V(p),
for every propositional variable p. We often use the term upset to mean upward
closed set.

The definition of the forcing (or truth) relation between models and formulas
goes by induction on the structure of formulas.

Definition 2 (Kripke Model and Forcing Relation). Given a model Mt = (W, R, F,
V), a state w € W, and a formula ¢, we define the forcing relation M, w F ¢
inductively on the structure of the formula ¢, as follows:

M, wE p —= weV(p)

MwE f — weF

MwkE oA — MwkEyeandMwEP

Mwk oV — MwEporMwEY

MuwkEp =y = YoeW(wRv= (MuvkEe=MuvkEp))

From this definition, we get a forcing condition for negated formulas:

M, w E —p = Yo € W(wRv = (M,vE ¢ =veEF)).

1Under these conditions, the pair (W, Ry represents an intuitionistic Kripke frame.
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A formula ¢ is said to be true on a model I if the relation MM, w F ¢ holds,
for every w € W. A formula ¢ is true on a frame § if, for every propositional
valuation V', the formula ¢ is true on the model (§, V). Finally, we say that a
formula ¢ is valid on a class of frames C if it is true on every § € C.

We define propositional Kripke frames and models for MPC_, in the same way
as in the case of MPC;. The definition of the forcing relation is again the same
as before, with the only difference that the clause for f is replaced by the one for
negation —:

M, w E - = Vv e W(wRv = (M,vE ¢ =veF)).

In [36], the upset F' is referred to as the set of abnormal worlds. A Kripke
frame whose set of abnormal worlds is empty, i.e., F' = (), is called normal. The
reader may note that a normal Kripke frame for MPC; (or MPC.) simply is
an intuitionistic Kripke frame. This suggests that the upset F' denotes nothing
more than a ‘warning’, a non-normal situation, with no further specifications.
This is a peculiarity of Johansson’s logic in its being a paraconsistent logic, i.e.,
non-explosive.

The following proposition gives some information on the relation between the
two formulations of minimal logic.

Proposition 1.1.1. For every formula ¢, the following holds:
MPC; F f < (mp A ),
where — is expressed as p — f.

A consequence of Proposition [I.1.1]is that the notion of ‘absurdum’ expressed by
the propositional variable f in MPCy is available in the system MPC_, as =pA——p,
where p is an arbitrary propositional variable. The result expressed by Proposition
[[.I.3] will be made more precise later on, by defining effective translations between
MPC; and MPC-..

In 2013, Odintsov and Rybakov [37] proved MPCy to be complete with respect
to the class of Kripke models as defined in this section. The proof, via a canonical
model, goes as the one for intuitionistic logic. We say that the disjunction property
holds for a set of formulas I" if, whenever the set contains a disjunction, then it
must contain one of the disjuncts, i.e., o V¢ € I' implies p € I" or ¢ € I'. Given
a set of formulas I', a formula ¢ is a logical consequence of T, i.e., I' I ¢, if there
exist 1,...,¢n € I such that ¢1,..., 0, F @. We call a theory a set of formulas
closed under logical consequence: I' - ¢ implies ¢ € T

Lemma 1.1.2 (Lindenbaum LemmaED. Let T be a set of formulas and ¢ be a
formula which is not a logical consequence of I', i.e., I't/ . There exists a theory
A with the disjunction property, extending I, which does not contain ¢.

Proof. The proof goes exactly as the one for intuitionistic logic (see [4]). O

2 A more appropriate way to refer to this Lemma is as a ‘Lindenbaum-type Lemma’, empha-
sizing the fact that it is a different formulation of the same type of result stated by the original
Lindenbaum Lemma.
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Definition 3 (Canonical Model). The canonical model of MPCy is a Kripke
model My = (W, R, F,V), where the set of worlds W is the set of MPCy theories
with the disjunction property, ordered by usual set-theoretic inclusion R :=C. The
set F C W is defined as the set of theories containing f, i.e., {L e W | f € T}.
The canonical valuation V is similarly defined as V(p) == {I' € W | p € T'}, for
every p.

Comparing the above notion of canonical model with the one of intuitionistic
logic, the reader may note that we drop the requirement for the theories to be
consistent. Having disregarded the law of explosion, we may allow a theory to
contain f without trivializing it.

As usual when dealing with a canonical model, we want to make sure that for
every propositional variable and each considered theory, the ‘membership relation’
coincides with the ‘forcing relation’.

Lemma 1.1.3 (Truth Lemma). Given an element of the canonical modelT' € W,
for every formula o,

MpTEps pel.

Proof. We should prove the statement by induction on the structure of . The
atomic case, together with the cases for each connective o € L1, goes as the one
for intuitionistic logic (see [4]). Given that the behavior of f is exactly the same
as the one of every other propositional variable, we are done. ]

We say that a set of formulas T' is forced at a world w in a model 9t (and we
write M, w E '), if M, w E 9 for every formula ¢ € I'. A set of formulas I is said
to semantically entail a formula ¢ if every time the set I' is forced at a world w
in a model 9, so is . We denote the relation of semantic entailment as I' F .

Theorem 1.1.4 (Soundness and Completeness). Minimal propositional logic MPCy
1s sound and complete with respect to the class of Kripke models defined above,
i.e., for every set of formula I' and all formulas ¢,

F'Fp&eTEe.

Proof. Soundness of the class of Kripke models is proved by induction on the
depth of the derivation I' F ¢. The proof, as in the case of intuitionistic logic,
consists in checking that each of the axioms 1-8 is valid on the class of Kripke
frames and that the inference rules (i.e., modus ponens and uniform substitution)
preserve validity. We do the proof only for one axiom, as it is very similar for the
others. Consider axiom 2,

p—=(@q—=7)—=((p—=q —(pP—r1)).

The aim of the proof is to show the validity of this axiom. Thus, we consider a
world w in an arbitrary Kripke frame § = (W, R, F'). For every model 9t whose
underlying frame is §, we want

MwEpP—=>(@q@—r)—=>((p—>q —(p—r)).
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From the definition of the forcing relation, this amounts to proving that every
R-successor of w which makes the antecedent (i.e., (p — (¢ — r))) true, forces
also the consequent (i.e., ((p = ¢) = (p — r))). Let v be a R-successor of w and
assume that the following holds

Mok (p—(—r) (%)
We again move forward and consider a world u such that vRu. Assume
Muk (p—q).

Hence, every other R-successor of u which makes p true, makes also ¢ true. Ob-
serve that the accessibility relation R is transitive. Thus, every R-successor of
u is a R-successor of v too. This implies 7 to be forced in such a world, by (x).
Therefore,

Mok ((p—q) — (p—r)),

and this proves axiom 2 to be true at world w in the model 9. Both model and
world have been chosen arbitrarily and hence, axiom 2 is indeed valid on the class
of Kripke frames.

For the remaining proof of completeness, we proceed by contraposition: in-
stead of proving directly that every formula entailed by I' is also a logical conse-
quence of it, we assume a formula not to be derivable from I' and we show that
it is not entailed by I' either. Suppose ¢ is such that I' ¥ ¢. The Lindenbaum
Lemma ensures the existence of a theory A with the disjunction property such
that ' C A and ¢ € A. By looking at the definition of canonical model, it is clear
that A is an element of WW. Moreover, the fact that ¢ is not an element of A,
together with the Truth Lemma, gives us My, A FI" and My, A 7 ¢. The model
M being a Kripke model for MPCy, we have shown that I' i7 ¢, as desired. [J

We move now to the second formulation of minimal logic. We prove that soundness
and completeness hold for this version as well. The proof of soundness is, as
before, a trivial matter. The only additional step we have to develop in this case
is proving that also axiom 9 is valid on the considered class of Kripke frames.
Completeness is proved again by means of a canonical model. Nonetheless, some
preliminary results are required.

Proposition 1.1.5. For every pair of formulas o, 1, the following holds:
MPC_ F (p A —p) — —b.

The statement derived above will be referred to as negative ex falso. Despite its
being a non-explosive system, Johansson’s logic proves this weak form of the ex
falso quodlibet. As it is noted in [36], this result gives us that “inconsistent theories
(in minimal logic) are positive”, because all negated formulas are provable in them
and therefore negation makes no sense.
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Proposition 1.1.6. For every formula ¢, the following holds:
MPC. F (p — —p) — —o.

The rule whose provability is claimed in Proposition is denoted here as
absorption of negation rule.

The canonical model M, for this version of minimal logic is built in the same
way as before. The set F is defined in a slightly different way, according to the
‘new’ notion of contradiction. It still coincides with the set of worlds containing
‘absurdum’, which in this context means: the set of theories containing both ¢
and -, for some formula .

Lemma 1.1.7. Given a theory I’ € W, we have that I' € F if and only if 1 € T,
for all formulas 1.

Proof. The right-to-left direction of the statement is trivial. We focus on the
other direction. Assume I' to be in F, and consider an arbitrary formula ).
The definition of F gives us the existence of a contradiction in I, i.e., there is
a formula ¢ in I', whose negation is also an element of I'. The formulas ¢ and
= both being logical consequences of I', implies I'' F (¢ A —¢). Proposition m
leads us to I' F =, via an application of modus ponens. The set I' is a theory,
and hence it is closed under logical consequence. Therefore, - € I'. O

We recall here the claim of the Truth Lemma. The proof goes in the same way
as before. This time though, the negation operator is primitive in our language,
and hence the proof of the negation step is worth being unfolded. The statement
of the Truth Lemma is the following: given an element of the canonical model
I' e W, for every formula ¢,

M_TEp&spel.

Proof. Consider the formula —p. By the induction hypothesis, the statement
holds for ¢. The left-to-right direction is proved by contraposition. Assume
—p ¢ ', for ' € W. The set I' being a theory, this gives us I' I/ —p. Proposition
1.1.6{ gives us I' F (¢ — —¢) — —p. Thus, if I' F (¢ — —¢) holds, by modus
ponens, also ' b —¢, which is a contradiction. We get T' I/ (¢ — —p). This
is equivalent to say that the formula —¢ is not a logical consequence of the set
I'U{¢}. From the Lindenbaum Lemma, we get the existence of a theory A € W,
extending 'U{¢} and not containing —¢. Apply now Lemma to get that A
is not an element of F. Moreover, M_, A E ¢ by the induction hypothesis. The
last two results are equivalent to M-, A 7 ~¢p. The canonical model My being
persistent, we conclude M_,T" ¥ —. For the right-to-left direction, we proceed
directly. Suppose = € I', and consider an arbitrary C-successor A of I'. Assume
My, AF . The induction hypothesis gives us ¢ € A. We assumed - to be an
element of I', and hence, of A. Both ¢ and —p being elements of A, we conclude
A € F. Therefore, My, I' F - as desired. O

All the tools required to prove completeness of MPC_ have been built. The
remaining steps of the proof are the same as in the first presented version of
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Johansson’s logic. Therefore, we move forward to analyze the relation between
the two formulations of minimal logic.

1.1.1 Equivalence of the two formulations of MPC

This section is dedicated to making the relation between the two given formu-
lations of minimal logic formal. We define a way to translate MPC;-formulas
into MPC_-formulas, and vice versa. This allows us to enhance the remark made
below Proposition Indeed, the notion of MPCy-absurdum is translated as
—g A\ ——q in MPC_..

Definition 4. Let ¢ be an arbitrary formula in MPCy. We define a translation
©* by recursion over the complexity of ¢, as follows:

e p"i=p,

o f*:= g A ——q, where q is an arbitrary fived propositional variable in the
MPC_ language,

o TH*: =T,
e (poh)* :=p* op*, where o € {A\,V,—}.
We prove this translation to be sound in the following lemma.

Lemma 1.1.8. Given a formula ¢ in the language of MPCy,
MPC; F ¢ = MPC. F ¢
Proof. An easy induction on the depth of the proof of . O

At this point, we define a translation of MPC_-formulas into MPC¢-formulas.
Later, after proving such a translation to be sound, we show that the two transla-
tion maps are inverses with respect to each other. This result allows us to claim
the two versions of minimal logic to be equivalent.

Definition 5. Let ¢ be an arbitrary formula in MPC-. We define a translation
v« by recursion over the complexity of ¢, as follows:

® Py =D,
e T,:=T,
o (po):= @i 0, where o € {A,V,—},
o (7)== pu = f.
Lemma 1.1.9. Given a formula ¢ in the language of MPC_,

MPC_, I ¢ = MPC; F o..
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Proof. The structure of the proof is the same as in the previous case. We focus
here on the proof of the case in which ¢ is the principle of contradiction. This
corresponds to proving that

MPCs - (p—q)A(p—(g— f)) = (p— f),

which follows trivially from the axioms of positive logic, together with modus
ponens and the Deduction Theorem. ]

The next lemma shows that the composition of the two translation results is the
identity map with respect to logical consequence. In particular, given a formula
@ in one of the MPC-systems, the image of ¢ under the composition of the two
translation maps gives us a formula logically equivalent to ¢ in the original system.
We formalize it as follows.

Lemma 1.1.10. Let ¢ and 1) be, respectively, arbitrary formulas in MPC; and
MPC_. Then,

1. MPCs k= ¢ < (%)«
2. MPC. F ¢ < (¢)*

Proof. The proof of this result goes by induction on the structure of the formulas
w and 9. In both cases we focus on the negation step, i.e., we only deal with f
and with =, respectively. Let us start considering f. The double translation of
f is of the following form:

(f)s = (g A=) = ((g = F)N(g = [) = 1)

Here, it is enough to employ Proposition to conclude the desired result

MPCy b= f < (")«
Consider now —), and assume by induction

MPC. F ¢ <> (1,)*.
Observe that

(59):)" = (e = )" = ($2)" = (mg A =)

Assume ((—))4)* within MPC_. This gives us

()" = (mg A =),
which implies, by the induction hypothesis,

¥ = (~g A —mg).

This is equivalent to

(¥ = =g) A (Y — =7q),
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which by the principle of contradiction allows us to conclude —). On the other
hand, assume —, as well as (¢4)*. This is equivalent to assume —) and 1, by
induction hypothesis. Axiom 1 gives us that both (¢ — v) and (¢ — —) are
derivable in MPC_, under these assumptions. Hence, the principle of contradiction
gives us

—, (P4)* F g
In a similar way, we get

=, ()" F =g

as well, in MPC_. Therefore, we can get
MPC. F =9 — ()" = (—g A —q)),
and we are done. ]

We conclude the current section with the following fundamental result.

Theorem 1.1.11 (Equivalence of MPCy and MPC.,). Let ¢ and 1 be, respectively,
arbitrary formulas in MPCy and MPC-. Then,

MPC; F ¢ < MPC_ I ¢*

and

MPC_ 9 < MPCy F ),.

Proof. An easy consequence of Lemmas [1.1.8] [1.1.9] and [1.1.10] O

Let I'* denote the set {¢* | ¢ € I'} and let A, denote the set {¢, | ¥ € A},
for every set I' of MPC-formulas and every set A of MPC_-formulas. An easy
generalization of the previous result allows us to claim the following.

Corollary 1.1.12. Let I',p and A, be, respectively, arbitrary sets of formulas
in MPCy and MPC_.. Then,

I'Fvpe, ¢ < I Fupc, ¢

and
A Fmpc, ¥ & AxEmpc, Ps.

Proof. An easy generalization of Theorem [1.1.11 O

1.2 Weak Negation

The first two sections of this chapter aimed at introducing the general setting in
which our work is developed. We are dealing with paraconsistent logical systems
and the negation operator is our main focus. In 1949, D. Nelson [34] suggested
a strong negation, whose main feature was that it distributed over conjunction.
Here, we present different forms of weak negation instead. We present a basic sys-
tem of negation, denoted as N, in which all the specific properties of the negation



10 Chapter 1. Introduction

operator are disregarded. The negation amounts to a functional unary operator.
Later, we extend this basic system by means of some ‘axioms of negation’: we
consider some of the theorems of minimal logic (e.g., negative ez falso, absorption
of negation) as axioms. This allows us to break down the properties of the ‘usual’
negation operator into a number of separate properties and to analyze their logical
behavior. The main axioms considered within this work are the following;:

(1) Absorption of negation: (p — —p) — —p

(2) N: (pq) = (-p < —q)

(3) Negative ez falso: (p A —p) — —q

(4) Weak contraposition: (p — q) — (—g — —p)

All of these candidates are theorems in minimal logic. Axiom (2), denoted here
as N, is an instance of a more general axiom of the form

(P = ¢) = (ke & k),

where k represents an arbitrary unary connective. This more general form of
the axiom can be referred to as uniqueness axiom [20]. The weak contraposition
axiom expresses a very basic property of negation: anti-monotonicity. The system
axiomatized by means of such an axiom is of great interest: indeed, both N and
negative ex falso are provable in this system. Moreover, the Deduction Theorem
remains in force.

This section is dedicated to proving some results about these axioms. We give
an alternative, equivalent, axiomatization of Johansson’s system, which will be
useful in Chapter 5. We show that negative ez falso does logically follow from
weak contraposition. This will allow us to hierarchically order the logical systems
defined by these axioms. From now on, we use MPC to denote the version of
minimal logic axiomatized by 1-9.

Before going into proving the first relevant result of this section, we need to
prove a ‘substitution’ result for minimal logic.

Theorem 1.2.1. Let {p;}, {¥i}l be two finite families of MPC-formulas
and let O[po, . ..,pn] be an MPC-formula containing variables po,...,pn. Then,
the following holds:

MPC = A\ (@i > 1) = (0[po/ 0, - - -,/ en] <> O[po/Yos - - -,/ Wn])-
=1

Proof. The proof is a simple induction on the structure of the formula 6. In
particular, it is enough to prove that the N axiom is indeed a theorem of minimal
logic. Given that, the proof goes exactly the same as it does in intuitionistic
logic. O

The next result establishes a strong relation between minimal logic and the axioms
(1) and (4).
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Proposition 1.2.2. The logical system axiomatized by 1-8, plus absorption of
negation and weak contraposition is equivalent to MPC.

Proof. The required proof amounts to showing that (1) and (4) are logical conse-
quences of 9, and vice versa, under the intuitionistic axioms 1-8. We use Hilbert-
style derivations to prove the desired results.

F(=gA(p—q) — —q Axiom 3
F=qg— (p— —q) Axiom 1
F(=gA(p—q)— (p— —q) Modus Ponens; Ded. Thm.
F(~gA(p—q)— (p—q) Axiom 4

F(=gA(p—=4q)— ((p— -9 N(p—q) Axiom 5; Modus Ponens

F((p—= @) AN (P—q)) = p Axiom 9
F((p—=q) A—g) = —p Modus Ponens; Ded. Thm.
(P — q) = (—g — —p) Ded. Thm.

The above derivation shows that weak contraposition is a logical consequence of
axiom 9. We prove the same result for absorption of negation.

F((p—= ) AN(p—q)— —p Axiom 9
F((p—=-p)Al—=p)— D Substitution Instance
=( — —p) = —p (p — p) being a Tautology

It remains to be shown that axiom 9 is a logical consequence of (1) and (4).
F(p—=-a)A(p—4q) = (p—q) Axiom 4
F(p—q) = (—q = —p) Weak Contraposition

F((p——q)AN(p—4q)— (—g— —p) Modus Ponens; Ded. Thm.

(= =) A (p—q)) = (p— ) Axiom 3

F({(p—= -9 ANp—=4q)—(p—D) Modus Ponens; Ded. Thm.
F(p— —p) = —p Absorption of Negation
F((p— -9 AN —q) — —p Modus Ponens; Ded. Thm.

O

In Proposition [1.1.5 we claimed that negative ex falso is a theorem in Johansson’s
system. As we already emphasized in the previous section, this result plays an
important conceptual role in the non-explosive minimal logic system: a negation
contained in an inconsistent MPC theory does not contribute anything [36]. We
prove now that negative ex falso is a logical consequence of weak contraposition.
This result can be seen as showing that one of the main ‘sources of explosiveness’
in Johansson’s system is exactly weak contraposition.
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Proposition 1.2.3. Given azioms 1-8, negative ex falso is a logical consequence
of weak contraposition.

Proof. The proof we unfold here is trivial, and gives the idea of how strong the cor-
relation between weak contraposition and negative ex falso is. Again, we proceed
by means of a Hilbert-style derivation.

Fg—(p—q) Axiom 1

F®—q) = (g — —p) Weak Contraposition
Fq— (~g— —p) Modus Ponens; Ded. Thm.
(@A —q) = —p Ded. Thm.

O

We conclude this section giving a third alternative axiomatization of minimal
propositional logic. This axiomatization is of particular interest. A study of
the corresponding algebraic structures is carried out by Rasiowa in [39]. For this
reason we choose to denote this axiom as R. Within the cited book, the considered
algebras are referred to as contrapositionally complemented lattices, and the axiom
is called contraposition law.

Proposition 1.2.4. The logical system aziomatized by 1-8 plus
(p——q) = (qg—-p) (R)
1s equivalent to MPC.

Proof. We exhibit here a Hilbert-style derivation in order to obtain R. Observe
that this amounts to look for a proof of ((p — —q) A q) — —p.

F(p— -9 Ng) = (p—q) Axioms 1, 4
F(p——g)Ng) = ((p——g) A(p—4q))  Axioms 3,5
F({p—=—g)A(p—q) = —p

F((p——g)Ng) = —p Ded. Thm.; Modus Ponens

We need now to prove that the Johansson axiom of minimal logic is a logical
consequence of the considered axiom R.

- — —q) = (g = —p) R

F(—q¢ = —q) = (¢ = —q) Substitution Instance

F (g = —q) Modus Ponens

F =T Substitution; Modus Ponens

F(p— ——q) = (mq — —p) Substitution Instance
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Fp—=q) — (p——-q) Modus Ponens; Ded. Thm.
F(p—q) = (—g — —p) Modus Ponens; Ded. Thm.
F(pA-p) = —q Proposition [1.2.3]
F(p—=a)A(p——q) = (p—-T) Axioms 3, 4; NeF; Ded. Thm.
F(p——T) = (==T = -p) CoPC Substitution Instance
F((p—q) Ap——q) = (=T — —p) Modus Ponens; Ded. Thm.
F((p—=>a)AN(p— —q) = —p Modus Ponens; Ded. Thm.
O

In what follows, we may use the term ‘subminimal’ to refer to logical subsystems
of minimal propositional logic, as well as to minimal propositional logic itself. We
basically denote as subminimal every (both proper and improper) subsystem of
minimal logic.

The reader may ask herself why we did consider exactly the axioms and prin-
ciples presented in this section. Given that this work started from a study of
minimal logic, the negative ex falso axiom is a pretty natural choice. Indeed, as
already emphasized, this principle represents one of the most debatable theorems
of minimal logic. It amounts to a weaker notion of ‘explosion’, and it seemed to
us a natural candidate for a deeper study. On the other hand, the weak contra-
position axiom can be seen as representing the ‘minimal’ requirement for a unary
operator to be seen as some kind of negation.

The reader may still argue that these motivations do not exclude other princi-
ples and axioms which may have been of equal interest. For instance, one possible
axiom to be considered is the one of the form:

=(p A —p).

Indeed, this is a formalization of the ‘law of thought’ known as principle of non-
contradiction, which was considered by Aristotle as ‘necessary for anyone to have
who knows any of the things that are’ [23]. Other axioms that present themselves
as interesting options to consider are the distribution law:

(=p A =g) = =(p V),
as well as a direction of the double negation law:

Indeed, some basic work on these two principles has been carried out already,
although it is not part of this thesis. A final possibility that I want to emphasize
is the one of taking into consideration the following distribution law for double
negation over conjunction:

—=(pAq) & (mp A =mgq).
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The last two principles introduced above represent two of the conditions in the
definition of a nucleus [26].

1.2.1 Absorption of Negation: a Further Analysis

The very last part of this section wants to deal with a technical result. Although it
is not really used within this thesis, the following result is worth being presented,
since it could give us and the reader some useful insights concerning the relations
between the different principles and axioms introduced above.

Proposition [T.2.2] gives us an alternative axiomatization of the minimal propo-
sitional system, obtained by extending the positive fragment of intuitionistic logic
by means of weak contraposition and absorption of negation. Here, we give a proof
of the fact that, if we substitute weak contraposition with N, we obtain again an
axiomatization of minimal logic (i.e., we can prove weak contraposition as a the-
orem). This is a very interesting result, especially with respect to the role played
by absorption of negation. As a matter of fact, the absorption of negation axiom
looks innocuous and not very powerful. This result tells us the exact opposite:
a functional unary operator satisfying absorption is (equivalent to) a minimal
negation.

Proposition 1.2.5. The logical system azxiomatized by 1-8, plus N and absorption
of negation proves weak contraposition.

Proof. Let us consider the following syntactic derivation:

Fp— (¢ (pNq) Axioms 1-8
Fp—(-g < =(pNa)) N
Fp—(-¢g—-(pANq) Axiom 3

FpAg) = (g = ~(pAq))

Fog = ((pAg) = ~(pAg)

F-q— -(pAq) Absorption of Negation
Together with the following Hilbert-style derivation:

Flp—=q9 = (A ©p)

Fp—q) = (=(pAg) < —p) N

Fp—aq) = (~(pAg) = p) Axiom 3

At this point, the last rows of the two derivations, together with the Deduction
Theorem and modus ponens, give us the desired derivation of

(p = q) = (=g = —p).
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As anticipated, this result makes a further alternative axiomatization of Johans-
son’s logic available. Although this result is not going to be used or studied within
this work, it may have some interesting consequences, especially from the point
of view of the expressive power of the considered systems. We will come back to
this later on.

1.3 Historical Notes

“In both the intuitionistic and the classical logic all contradictions
are equivalent. This makes it impossible to consider such entities at
all in mathematics. It is not clear to me that such a radical position
regarding contradiction is necessary.” (D. Nelson, [35])

Minimal logic appears for the first time under this name in an article by Ingebrigt
Johansson in 1937 [25], as a weakened form of the system introduced by Arend
Heyting in 1930 [24]. Indeed, the article is a result of a series of letters between
Johansson and Heyting. This bunch of letters has been studied by Tim van der
Molen and Dick de Jongh, and the results of this study is contained in [33]. In one
of those letters, Johansson claims that the axiom —p — (p — ¢), which we refer
to as ex falso sequitur quodlibet, makes a dubious appearance in Heyting’s system.
From a constructive standpoint, the axiom looks too strong. As emphasized by
van der Molen, in one of the letters Johansson writes that the axiom ‘says that
once —p has been proved, ¢ follows from p, even if this had not been the case
before’. Observe that, in the new system proposed by Johansson, the positive
fragment of Heyting’s system remains unchanged: every positive formula can be
proved in the same manner.

It is noteworthy that already Andrej Nikolaevi¢ Kolmogorov in 1925 [29] had
criticized the ex falso quodlibet axiom, as lacking ‘any intuitive foundation’. In
fact, ‘it asserts something about the consequences of something impossible’. FEx
falso, according to Kolmogorov, was not entitled to be an axiom of intuitionistic
logic. Indeed, the system proposed by Johansson in [25] coincidedﬂ with Kol-
mogorov’s variant of intuitionistic logic [29], which was in fact paraconsistent.
As emphasized in [36], ‘Kolmogorov reasonably noted that ez falso quodlibet has
appeared only in the formal presentation of classical logic and does not occur in
practical mathematical reasoning’.

The notion of minimal and subminimal negation as presented here was first
studied by Dick de Jongh and Ana Lucia Vargas Sandoval in 2015; later, this
study was enhanced and published as a paper with title “Subminimal Negation”
[14]. There, after presenting a semantics for the two versions of minimal logic,
the minimal system is analyzed as a paraconsistent logic. For this reason a study
of weakened negations is launched. The only system among the subminimal ones
which has been studied by de Jongh and Vargas Sandoval is the logic axiomatized
by weak contraposition. In particular, a semantics for this system is developed

3The two systems differed from each other with respect to the language. In particular, Kol-
mogorov’s system was formulated by using only negation (as ‘~’) and implication as connectives.
Observe that this doesn’t make any essential difference in practice.
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and a completeness result is proved. De Jongh and Vargas Sandoval studied the
relation of contraposition logic with other principles, fixing the general setting
as the one of the positive fragment of intuitionistic logic. Another result, which
will be developed in a slightly different way here, has been proved by de Jongh
and Vargas Sandoval: contraposition logic interprets minimal logic by means of a
translation. In [14], the basic logic of a unary operator and the negative ez falso
logic are studied. Several issues which are presented as open questions in [14] are
solved in this thesis.

Subminimal systems have been studied from an algebraic perspective as well.
Helena Rasiowa’s work on algebraic semantics for non-classical logics [39] is the
main one. The algebraic structures corresponding to minimal logic are studied
there under the name of contrapositionally complemented lattices. A study of
subminimal systems from an algebraic standpoint is carried out by Rodolfo C.
Ertola, Adriana Galli and Marta Sagastume in [18], as well as by Ertola and
Sagastume in [19]. In particular, the latter presents a subminimal system different
from the ones analyzed here and studies algebraic structures denoted as weak
algebras.
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Chapter 2

Subminimal Systems

Since Brouwer’s works [9, ], the negation of a statement in a logical system is
conceived as encoding the fact that from any proof of such a statement, a proof
of a contradiction can be obtained. This notion of negation agrees with the one
of paraconsistency: it does not assume that contradictions trivialize inconsistent
theories. In the last century the general trend in paraconsistent logic was to con-
sider systems with strong negations. Here, we want to do something different: this
chapter wants to give a full introduction to the main subsystems of minimal logic,
obtained by weakening the negation operator. We deal with a persistent unary
operator and we present various axiomatizations. Each different axiomatization
enriches this operator with a certain property, and this gives us the possibility of
drawing a neat line and guessing which one is the ‘minimal” property for making
such an operator a negation.

The structure of this chapter is the following. We first present our basic system
and define a class of Kripke-style models, with respect to which the considered
system is complete. The second half of this chapter is dedicated to moving further
‘up’ within the hierarchy of systems that we are considering. An extension of the
basic system, axiomatized by a weakened law of explosion, is presented. Finally,
the most important system presented here is the logic of contraposition, i.e., the
logic axiomatized by the instance of contraposition valid in intuitionistic logic.

2.1 A Basic Logic of a Unary Operator

In this section, we present the basic system in our general setting. We refer to
it as ‘basic logic of negation’ or, even more appropriately, as ‘basic logic of a
unary operator’. Indeed, one can say that the unary operator — is nothing more
than a function, in this system. It has no property of negation at all. A Kripke-
style semantics is introduced, in which the semantic clause for the operator — is
defined by means of an auxiliary function defined over upsets. In order to make
these models satisfy the basic ‘axiom of negation’, a natural property for this
function arises. Completeness is finally proved via a canonical model.

2.1.1 Kripke-style Semantics

In this framework, we take as a propositional language the one already considered
for minimal logic with negation, i.e., L U{=}. The axioms for this basic system,
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denoted as N, are the ones of positive logic (axioms 1-8), plus the additional axiom

(p+q) — (-p+ —q). (N)

Again, modus ponens and uniform substitution are the only available inference
rules. Although the considered unary operator — does not have the standard
properties usually attributed to a negation, we shall refer to it with the term
‘negation’.

At a first sight, the axiom itself suggests a possible semantics for the negation
operator: the truth of a negated formula needs to be a function. In particular, in
a persistent setting, the axiom even says that such a function needs to map upsets
to upsets. Whenever two formulas are equivalent (i.e., two upsets coincide), so
are their negations (i.e., the upsets of their negations coincide as well).

Definition 6 (Kripke Frame). A propositional Kripke frame for the system N is
a triple § = (W, R, N), where W is a non-empty set of possible worlds, R is a
partial order on W and N is a function

N:UW) = UW),

where U(W) denotes the set of all upward closed subsets of W. The function N
satisfies the following properties:

P1. For every upset U C W and every world w € W, w € N(U) & w €
N(U N R(w)), where R(w) is the upset generated by w.

P2. For every upset U C W and every world w € W, if w is an element of
N(U), then every R-successor v of w is also an element of N(U), i.e.,
Vo(w € N(U) and wRv imply v € N(U)).

The two considered properties express quite natural requirements for the function
N. The first one is closely related to the notion of locality. Indeed, the (truth)
value of a formula ¢ in a world only depends on the value of such a formula on all
the worlds accessible from that world. The second property ensures persistence
for the unary operator. As the reader may observe, this requirement is already in-
cluded in the definition of IV being a function from upsets to upsets. Nonetheless,
by stating it explicitly we make clear the fact that it is a necessary requirement
and it needs to be checked when building an N-frame.

Remark. The property denoted here as P1 is the one actually expressing the
meaning of the N axiom. In particular, although the axiom basically expresses a
notion of ‘functionality’, we need to be careful and distinguish between dealing
with the axiom and dealing with the corresponding rule. Let us focus on the rule:
if = ¢ <> 9 holds, then - —¢ <> = holds as well. This, in terms of Kripke frames,
expresses a ‘global notion’. On the other hand, the N axiom has a ‘local meaning’,
in the following sense: we need to ‘zoom in’ on each node, and check that, locally,
the antecedent of the axiom implies the consequent. Indeed, the latter is what is
expressed by property P1.
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Definition 7 (Kripke Model). A propositional Kripke model is a quadruple 9 =
(W,R,N,V), where (W, R, N) is a Kripke frame and the map V is a persistent
valuation from the set of propositional variable to the upward closed subsets of W'.

The forcing relation is defined inductively on the structure of the formula in the
same way as in the case of minimal logic. The significant difference concerns the
clause for negation, in which we make use of the function N.

Definition 8 (Forcing Relation). Given a model 9 = (W, R, N, V), a state w €
W, and a formula ¢, we define the forcing relation M, w F ¢ inductively on the
structure of the formula ¢, as follows:

M, wEp — weV(p

MwkE A — MwkEeand MwEP

Mwk oV — MwEporMwEY

MwE@—P — WweW(wRv= MvEp=MNMuvEY))
M, w FE — w e N(V(p)),

where V(@) denotes a ‘generalized valuation’, defined as the set of worlds w € W
in which the formula ¢ is forced.

We dedicate the next few pages to defining some notions which will turn out to
be useful later on. We start defining the notion of p-morphism, which will be
fundamental in Chapter [} The basic idea is to extend the notion of intuitionistic
p-morphism with a condition for N which ensures validity to be invariant under
p-morphism.

Definition 9 (p-morphism). Given a pair of N-frames § = (W, R, N) and § =
(W',R',N"), then f : W — W' is a p-morphism (or bounded morphism) from §
to § if

(i.) for each w, v € W, if wRv, then f(w)R'f(v);

(ii.) for each w € W, w' € W', if f(w)R'w', then there exists v € W such that
wRv and f(v) =w';

(i11.) for every upset V.€ U(W'), for each w € W: f(w) € N'(V) if and only if
w € N(f7L[V]), where f~{V]={veW | f(v) € V}.

We can extend this notion between frames to a notion between models M = (F, V)
and M = (F', V'), by adding the following requirement:

(iv.) for every p € Prop, for allw € W: f(w) € V/(p) & w € V(p).

That our notion of p-morphism is the right one will also become clear in Chapter
from the duality results proved there.

We prove here a result which is the first of a series of preservation and invari-
ance results which will be proved in this section.



20 Chapter 2. Subminimal Systems

Lemma 2.1.1. If f is a p-morphism from I to M’ and w € W, then for every
formula o,

M, f(w)Ep e MuwkE .

Proof. We proceed by induction on the structure of the formula ¢. We focus on
the negation step, which is the most interesting one from our perspective. The
induction hypothesis gives us that

SV ()] = Vi),

which by (iii.) allows us to conclude that w € N(V(p)) if and only if f(w) €
N'(V'(¢)), for any w € W. O

The standard semantic proof of the so-called disjunction property in intuitionistic
logic makes use of both the notions of generated submodel and disjoint union [44].
In the next chapter, we will simulate that proof and show that our main systems
enjoy the disjunction property.

Definition 10 (Generated Submodel). Given a Kripke frame § = (W, R, N) and
a world w € W, the subframe generated by w, denote as §, is the frame defined
on the set of worlds R(w) and such that

No(U) = N(U) N R(w).

In a similar way, the generated submodel M, (or submodel generated by w) is
defined by adding a valuation to §,, on the basis of the model IN.

When working in a setting with persistent valuations, the notion of generated
submodel becomes even more essential than usual. Whenever a formula ¢ is sat-
isfied in a finite model, there is indeed a ‘first’ (with respect to the R-accessibility
relation) world in which the formula is true. In a system in which generated
submodels preserve the forcing relation, the submodel generated by such a first
world as a root turns out to be a model of ¢ (i.e., a model in which ¢ is true at
every state). The following result shows that the notion of generated submodel
just introduced preserves the truth relation.

Lemma 2.1.2. Let M = (W,R,N,V) be a Kripke model and w € W be an
arbitrary world in such a model. Let 9M,, be the submodel generated by w. For
every v € W such that v € R(w), for any formula ¢,

MoE @ My, vE Q.

Proof. The proof goes by induction on the structure of ¢. The only interesting
step is the one for negation. Assume 91, v F =y, which, by semantics, means that
v e N(V(p)). Since v € R(w) by assumption, we get:

ve NV () NR(w).
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By the property P1, we have that this is equivalent to v € N(V ()N R(v)). Now,
v being an R-successor of w, the following holds:

V() N R(v) = (V(p) N R(w)) N R(v) = V(p) N R(v).

Therefore, we have v € N (V(¢) N R(v)), which gives us v € N, (Vi(p)), as
desired. O

We define now the notion of disjoint union of models, in order to be able to ‘build’
a new model which carries all the information contained in the original ones. Note
that we call disjoint two models whose domains contain no common elements.

Definition 11 (Disjoint Union). Consider a family of models M; = (W;, R;, N;, V;)
(i € I). Their disjoint union is the structure W;9M; = (W, R, N, V), where W is
the disjoint union of the sets W; and R is the union of the relations R;. Moreover,
the function N is defined as

N UMW) = UW),

U | N(Unwy).
el

In addition, for each p, V(p) = U;c; Vi(p).

Checking that the model just defined is indeed a model for N is a trivial matter,
since the function N preserves the properties (of the N;’s) in a straightforward
way. Preservation of the forcing relation is one of the most relevant characteristics
of disjoint unions. We prove here that such a property holds.

Lemma 2.1.3. Let M; = (W, R;, N;, V;) be a family of models of N, for some set
of indexes I. Then, for each formula o, for each ¢ € I and for each node w € M;,

M, wE o< WM, wE @,
i.e., forcing relation is invariant under disjoint unions.

Proof. The proof is an induction on the structure of the formula. We again
unfold only the negation step. The induction hypothesis (IH) states that, for each
1 less complex than the considered ¢, V(¢) = [U;c; Vi(¥). Suppose M;, w F =,
ie., w € N;(Vi(p)). The induction hypothesis ensures that this is equivalent to
w € N;(V(p) N W;), which by definition of N means w € N(V(¢)) N W;. Thus,
W, w FE -, O

The definitions we gave of generated submodel and disjoint union are not de-
pendent on the properties of the function N. Indeed, they only depend on the
semantic clause of negation, their main aim being to preserve the truth relation.
This fact will allow us to use the same notions of generated submodel and dis-
joint union for all the extensions of the basic logic N which share its semantics of
negation.
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2.1.2 Soundness and Completeness Theorems

When defining propositional Kripke frames, we took care of making the axiom N
valid on such frames. As already emphasized, the first requirement P1 for the
function N wants to express exactly what the axiom said. Moreover, observe that,
given a frame § = (W, R, F'), the pair (W, R) is basically an intuitionistic Kripke
frame. Therefore, validity of axioms 1-8 is straightforward as well. The notion of
logical consequence and semantic entailment are defined as in Chapter 1.

Theorem 2.1.4 (Soundness Theorem). Given a set I' of N-formulas and an
arbitrary formula o,

T'F o implies T E .

Proof. The proof is a straightforward induction on the length of the derivation
I' = . We unfold a step of the base case of the induction, the one concerning
the axiom N. Assume I' F (p <+ ¢) — (—p < —¢q). Consider an arbitrary world
w in a model M and assume M, w F I". Consider a successor of w, namely a
world v, such that 9, v E (p > ¢). Let u be a successor of v which makes —p
true. By the semantic clause of negation, this means u € N(V(p)). Property P1
gives us u € N(V(p) N R(u)). Moreover, persistence together with the fact that
M, v E (p+ q), imply

V(p) N R(u) = V(g) N R(u).

That said, we can conclude u € N(V(¢q) N R(u)), which is equivalent to u €
N(V(q)), i.e., M ukE —q. O

The proof of completeness of the system N with respect to the considered class of
Kripke frames goes via a canonical model. In order to be able to build a canonical
model for this system, we will need a Lindenbaum Lemma for N. Both statement
and proof are the same as the ones in Chapter 1. Hence, the reader may just refer
to Lemma [LT.2

We can define now the canonical model.

Definition 12 (Canonical Model). The canonical model for N is the quadruple
Mn = W, R, N, V), where W is the set of theories with the disjunction property,
the accessibility relation R is the usual set-theoretic inclusion, and the valuation
V is again defined as: V(p) :={I' € W | p e I'}. For every upset U € U(W), the
function N is defined as

NU):={T eW|Ip(UNR) =[] NR(T) and —¢ € T)},

where [ ={T' e W | ¢ € T'}.

Remark. What the given definition says is that a theory I is in a certain N'(U)
if and only if there is a negated formula in I', whose valuation ‘relativized’ to I
is U. This apparently convoluted definition is necessary because, up to now, the
function A has been presented as a total function, over all the upsets. If one is
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happy with having a partial function in the canonical model, the definition of N/
that one obtains is extremely intuitive:

N([¢l) ={T'e W | ~peT}.

Another advantage of following this alternative approach is the fact that every ex-
tension of N has a ‘good’ canonical model, in the sense that its canonical model is
a model for the logic. Saying it differently, if we build the canonical model exactly
in the same way we do it for N, considering L-theories instead of N theories, we
get a model validating all the theorems of L. This approach has been suggested by
a similar approach in the context of neighborhood semantics [16], 30} [38]. Observe
that this idea of ‘having a good canonical model’ does not imply the frame un-
derlying the canonical model to validate the considered logic L. Indeed, in modal
and intermediate logics, the latter are exactly the logics called canonical. In our
setting, it seems appropriate to denote as canonical the logics for which, given a
‘partial’ canonical model, it is possible to extend the partial function N to a total
function preserving its properties.

Before proceeding with the standard proof of completeness, we want to make
sure that the canonical model is indeed a Kripke model for the system N. This
amounts to proving that the function N satisfies the two requirements, P1 and
P2.

Proposition 2.1.5. For the function N as defined in Definition [I3, P1 holds.

Proof. The statement we have to prove is the following. Given an upward closed
subset U of W, for every theory I' € W,

reNU)&TeNUNRD)).

Assume I' € N(U). By how the canonical model was defined, this means that
there exists a formula ¢ such that

UNRT) = [¢] N R(T) and —p € T.
Note that U N R(T) = [¢] N R(T) is equivalent to
(UNRT)NRT) =[] NR(T)
and hence, I' € N(U) is equivalent to I' € N (U N R(T)). O

Proposition 2.1.6. For the function N as defined in Definition[13, P2 holds.
Proof. We have to prove that

FrcrMand e N(U) =T e N(U).

For this purpose, assume that I' C I are two theories in W, and T' € N(U), for
some U € U(W). This means that there exists a formula ¢ such that

UNRI) =[] "R((T) and ~p € T (x).
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Note now that: I' C I is equivalent to R(I') C R(T'). Thus, from (x) we get
(UNRI) NR(I) = ([¢] N RT)) NRIY),

which, by associativity of N, means U N R(I') = [¢] N R(I”). Moreover, since
' C T and —p € T', we also have —¢ € I"". Therefore, I € N(U) as desired. [

The proof of completeness will now proceed in the standard way, by showing that
the canonical model makes forcing relation and membership relation coincide.

Lemma 2.1.7 (Truth Lemma). Given a theory I' in the canonical model My,
for every formula o,

MnTEp&s pel.

Proof. We shall argue by induction on the structure of the formula . The steps
of the proof concerning the intuitionistic connectives and the atoms are standard.
We give the proof of the negation step in detail. For the left-to-right direction,
assume My, ' F —p. By semantics, together with the definition of N, this says
that there exists a negated formula —) € I such that

V(p) NR(I) = [¢] N R(I).
Observe that the induction hypothesis applied to ¢, gives us the equality

V(e) = [#l;

and hence, [¢] NR(I") = [¢] N R(I"). We want to show that - € I". It will be
sufficient to prove the following:

Claim: For every formula 6, if [0)] N R(I") = [¢v] " R(T'), then =0 € T holds.

In order to prove this statement, we will need to use the N axiom. First of
all, observe that

Yv—>60ecland — ¢ el.

In fact, suppose without loss of generality that ¢v — 6 &€ I"'. Then, by the Lin-
denbaum Lemma, there exists an extension IV of I such that ¢ € I, but 6§ ¢ I".
Hence, I € [ N R(T), but I & [0] N R(T), which contradicts our assumption.
Therefore, ¥» — 6 € I'. Now, from the fact that I" is a theory, ¥ <+ § € I'. For the
same reason, every instance of the axiom N is in I', which implies

(Y 0)—= (- —0) el

and finally, —=¢) <+ =6 € I'. Since, by assumption, - € I', we can conclude
-0 el

It is immediate now, from the claim, to conclude —p € I'. For the other di-
rection of the statement, we have to assume —p € I". Our aim is to show that
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there is a formula ) such that
V() NR(T) =[] NR(T) and —p € T.
Again, the induction hypothesis ensures V() = [¢], which implies
V() NR(I') = [¢] NR(T).

Therefore, such a formula exists and by semantics, we can conclude My, ' E =,
as desired. O

We have provided all the tools necessary to prove completeness.

Theorem 2.1.8 (Completeness Theorem). Given a set I' of formulas in N and
an arbitrary formula @,

T'E ¢ implies T' - .

The structure of the proof is standard, by contraposition, and it goes exactly the
same as the one for minimal logic (Theorem [1.1.4)).

2.2 Intermediate Systems between N and MPC

In the previous section, the basic system in our general setting has been intro-
duced. What follows will just extend the basic notions presented there. This
section is dedicated to presenting and analyzing two of the extensions of the logic
N. We will move ‘bottom-up’, presenting first the negative ex falso logic. This
system is obtained by adding to the N axioms (i.e., axioms 1-8 + N), the axiom
NeF presented in Chapter 1. The second part of this section aims to present
contraposition logic. This system, axiomatized by adding CoPC to the ‘positive’
axioms 1-8, turns out to be the most striking among the ones we are considering.
Indeed, the unary operator — starts here to behave as a proper negation. The
semantic function N becomes anti-monotone in this setting.

2.2.1 Negative ex Falso Logic

The focus of this section will be on the weakened form of the ‘law of explosion’, to
which we refer as negative ez falso. The name explains itself: the rule represents
a ‘negative’ version of the ex falso quodlibet, and expresses the fact that negated
formulas have no meaning at all in an inconsistent theory.

Before assuming NeF as an axiom and analyzing the resulting system, we ask
ourselves whether there is a way to characterize the class of N-frames validating
the formula (p A—p) — —¢. Indeed, we want to find a property P such that, given
an N-frame § = (W, R, N),

NeF is valid on § < N satisfies P.

The idea behind this is that, basically, we want to find a property for the function
N which expresses in terms of upsets what the rule NeF says in terms of formulas.
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For instance, consider a pair of propositional variables p, ¢ and their respective
valuations on an arbitrary frame, V(p) and V(q). Whenever a node w makes
both p and —p true (i.e., w € V(p)NN(V(p))), we want such a node to make also
—q true (i.e., w € N(V(q))). Therefore, the natural candidate as a characterizing
property for N is the following.

Proposition 2.2.1. Given an N-frame § = (W, R, N), the principle NeF is valid
on §, if and only if N has the following property:

VU, U € U(W) : UNNU) C NU'). (NEF)

Proof. We divide the proof in its two directions. Assuming the right-hand side of
the statement, we have a frame § such that, for any pair of upsets U, U" € U(W),

UNN(U)C NU).

Add an arbitrary valuation V to § and let 9t = (W, R, V, N) denote the resulting
model. Given an arbitrary world w € W, suppose one of its successors, v, satisfies
the conjunction (p A —p). This means that the state v is an element of both V' (p)
and N(V(p)). The set V(p) is clearly an upset, V being a persistent valuation.
So is V(q), for any arbitrary ¢q. Hence, the assumption ensures that v € V(p) N
N(V(p)) entails the fact that v € N(V(q)), which indeed means M, w = (pA-p) —
—q. The other direction of the statement is proved by contraposition. For this,
assume that we are dealing with a frame § in which there exists a pair of upsets
U, U’ such that
UNN(U)Z NU).

Consider now a propositional valuation V' on such a frame such that V(p) := U
and V(q) := U’. Note that defining such a valuation is always possible, because it
indeed satisfies the persistence requirement. Now, from the fact that UNN(U) €
NU"), we get V(p) N N(V(p)) € N(V(q)). This, by semantics, implies the
existence of a world w satisfying both p and —p, but not forcing —q. Therefore,
M, w # (p A —p) — —q and hence, NeF is not valid on the considered frame. [

In what follows, we will consider NeF as an axiom by adding it to the N-system.
In fact, we conclude this section by proving soundness and completeness of such
a logic with respect to the class of frames satisfying P1, P2 and

NEF. For every pair of upsets U,U' CW: UNN(U) C N(U").
The system axiomatized by
N+ (pA-p) = g

will be denoted as NeF. Soundness has essentially been proved already. The proof
will be an extension of the one for the basic system, obtained by checking the
base case of the induction also over the axiom NeF. In proving completeness for
this system, a new definition of A" needs to be given when building the canonical
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model. In particular, checking whether the canonical model of N satisfying the
NeF axiom implies the function A to satisfy NEF is not enoughﬂ

Theorem 2.2.2 (Soundness Theorem). Given a set I' of NeF-formulas and an
arbitrary formula o,

I'F @ implies T E .

The standard Lindenbaum Lemma, as stated in Chapter 1, is still valid. Thus,
we can immediately go through the construction of the canonical model. Observe
that the new definition of the function N is an ‘extension’ of the one given for N:
we have also to take care of the fact that a theory which contains all the negated
formulas needs to be an element of N'(U), for every upward closed subset U.

Definition 13 (Canonical Model). The canonical model for NeF is the quadru-
ple Mner = W, R, N, V), where W is the set of theories with the disjunction
property, the accessibility relation R is the usual set-theoretic inclusion, and the
valuation V is again defined as: V(p) :={T' € W | p € T'}. For upset U € U(W),
the function N is defined as

NU):={TeW | FpUnR) =[p] NR(L) and = € T) or Vp(-p € )},
where [p] ={T e W | ¢ € T'}.

Is the underlying frame of the defined model indeed a NeF-frame? In order to
answer this question and proceed with the proof of completeness, we check that
the function N as defined in the previous definition satisfies P1, P2 and NEF.

Proposition 2.2.3. For the function N as defined in Definition[13, P1 holds.

Proof. We start by considering I" to be an element of N'(U), for some arbitrary
U € U(W). From the given definition of N, two cases need to be considered.
Note that the case in which

Jp(UNR() =[] NR(T) and —¢ € T)

is exactly the same as for Proposition m Thus, suppose that T is in N (U)
because every negated formula is an element of I'. Then, for the same reason,
I'e N(UNR()), as desired. O

Proposition 2.2.4. For the function N as defined in Definition[13, P2 holds.

Proof. Given a theory I', assume that I” is an extension of this set and that
' € N(U), for some upward closed subset of W. Again, we would have to
consider two cases. The situation in which

Jp(UNR() = [p] NR(T) and —¢p € T')

Tt is to be recalled and emphasized that, if we originally built the canonical model as
suggested above Proposition [2.1.5] it would indeed be enough. All extensions of N will have
proper canonical models [7].
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goes exactly as in the Proposition 2.1.6l The other case follows easily from the
fact that I' C I”. Indeed, if " contains all the negated formulas, so does I'V. [

Proposition 2.2.5. For the function N as defined in Definition[13, the property
NEF holds.

Proof. Consider an arbitrary I' € W such that I' € U N N (U), for some upset
U C W. Suppose that the reason why I' € N(U) is

Fp(UNR(T) = [¢] NR(T') and —¢ € T).

On the other hand, we also know that I' € U, which implies that R(I") C U.
A consequence of this is that also R(I") C [¢], i.e., ¢ € I'. Therefore, both
@ and —¢ are elements of I'. Since the set I' is a theory, we have that every
instance of the axiom NeF is an element of it, and hence (¢ A =) — = € T,
where 9 can be any formula. Again, from closure of I" under logical consequence,
o, 7o, (p A —p) = —p € T gives us = € T too, for every formula 1. The
definition of N ensures I' to be in N (U’) as well. The other case, i.e., the case in
which T is in A (U) because it contains all the negated formulas, is trivial. [

At this point, we are ready to state and prove the Truth Lemma for this system.

Lemma 2.2.6 (Truth Lemma). Given a theory I' in the canonical model MpyeF,
for every formula o,

Mner, T'Fp & pel.

Proof. We proceed by induction and we unfold only the negation case of the
induction step. From left to right, assume that Myer, I' E =, i.e., T' € N(V(p)).
The definition of the function N leaves two options open: either

F(V(p) NR() = [$] NR(T) and — € T

or every negated formula — is an element of I'. In the first case, the argument
goes as the one for N (Lemma , the system NeF being an extension of N.
On the other hand, if every negated formula is in I', then = is in there too, as
desired. For the right-to-left direction, the proof resembles exactly the one for the
basic system N. 0

We conclude the section by stating the completeness result for the logic NeF. The
proof goes as in the minimal logic case. In this section, we have proved that
the system obtained by adding to N the negative ex falso axiom is sound and
complete with respect to a class of frames which is a subclass of the N-frames. In
particular, those frames validating NEF.

Theorem 2.2.7 (Completeness Theorem). Given a set I' of formulas in NeF and
an arbitrary formula o,

I'E ¢ implies T' - .
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2.2.2 Contraposition Logic

The concluding part of this section and of the whole chapter wants to focus on the
weak contraposition rule considered as an axiom. We again start characterizing
the class of N-frames which validate CoPC. In this case, the resulting property
satisfied by the function N is the so-called anti-monotonicity. In particular, it
means that the function N reverses the set-theoretic inclusion ordering over the
upsets. The section is concluded with the proofs of soundness and completeness
of the system with respect to the considered class of frames, which indeed is a
subclass of the class of N-frames.

Choosing a course resembling the path developed in the initial part of the
section, we want to find a property which holds on a certain N-frame if and only
if the contraposition rule (p — ¢) — (—¢ — —p) is valid on it. Considering a
frame § = (W, R, N) and the upward closed subsets representing the valuations
V(p) and V(q). The fact that the considered frame makes the implication p — ¢
true semantically means V(p) C V(¢). In order to have also the consequent of
the rule being true on §, we need the function N to reverse the given order, i.e.,
we need N(V(q)) € N(V(p)). The following proposition makes this reasoning
formal.

Proposition 2.2.8. Given an N-frame § = (W, R, N), the principle CoPC is
valid on §, if and only if N has the following property:

VU, U e UW) : U C U’ implies N(U") C N(U). (ANTI-MONOTONICITY)

Proof. For the left-to-right direction of the claim, we go by contraposition. In
fact, given a certain frame § = (W, R, N), assume there exists a pair U,U’ of
upward closed subsets of W such that U C U’, but N(U') € N(U). We equip
the considered frame now with a propositional valuation V' such that V(p) = U
and V(q) = U’, for some propositional variables p, ¢, and we denote the resulting
model with 9t. By semantics, this induces the frame to make the implication
p — ¢ true. On the other hand, though, by assumption we get (at least) a
world w € W such that w € N(U’) while w ¢ N(U). This means M, w F —¢
although 9, w # —p. Therefore, the considered frame does not make CoPC true.
The other direction of the statement goes similarly. In fact, assume that ANTI-
MONOTONICITY holds on some arbitrary frame § = (W, R, N). Consider a world
w € W which, for some valuation V' on §, makes p — ¢ true. This indeed means
that
Vip) N R(w) € V(q) N R(w). (*)

Consider now a successor v of w, and assume v € N(V(q)). The locality property
of the N-frames gives us that v € N(V(¢q) N R(v)). Moreover, (x) implies

V(p) N R(v) € V(q) N R(v),

by associativity of N. Therefore, we can conclude by means of ANTI-MONOTONICITY
that v € N(V(p) N R(v)), which indeed gives us v € N(V (p)) as required. O
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From now on, we use CoPC to denote the logical system obtained by adding to
the axioms 1-8 (i.e., positive logic) the weak contraposition axiom,

(p = q) = (—g — —p).

After having characterized the class of N-frames satisfying CoPC, we want to
conclude the current chapter showing that CoPC is indeed sound and complete
with respect to the class of ‘anti-monotone’ N-frames.

The proof of the soundness result simulates once again the intuitionistic one.
Hence, we only state the result here. On the other hand, for completeness, we
need to build a canonical model. The Lindenbaum Lemma as stated in Chapter
1 still allows us to build the model. Although in the case of the negative ex falso
logic the definition of N in the canonical model extended the one for N, here a
more radical modification of the definition is necessary.

Theorem 2.2.9 (Soundness Theorem). Given a set I' of CoPC-formulas and an
arbitrary formula o,

I'F @ implies T F .

Definition 14 (Canonical Model). The canonical model for CoPC is the quadru-
ple Mcopc = W, R, N, V), where W is the set of theories with the disjunction
property, the accessibility relation R is the usual set-theoretic inclusion, and the
valuation V is again defined as: V(p) :== {I' € W | p € T'}. For every upset
U eU(W), the function N is defined as

NU) ={T e W | VYo([¢] N R(T') C U implies ~p € T)},
where [p] ={T' e W | ¢ € T'}.

A verification that the constructed model is indeed a CoPC-model is necessary.
For this purpose, we show that the function N as just defined satisfies P1, P2
and ANTI-MONOTONICITY. Before proceeding with the proofs, it is worth making
a remark. Considering the above given definition of N, every time we have U C
R(T), for certain U and T, the definition is reduced to:

I e N(U) < Vo([e] €U implies =p € T').
This will soon turn out to be useful.

Proposition 2.2.10. For the function N as defined in Definition [14, P1 holds.

Proof. Let T be an element of N (U), for some arbitrary U € U(W). By definition,
this is equivalent to say that I" contains the negation of every formula ¢ such that

[Pl NR(T) € U.
Observe that every such a formula satisfies the equivalent property:

[l NR(T) € U NR(L).
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Hence, the assumption I' € N (U) turns out to be equivalent to I' € N(UNR(T)),
as desired. n

Here it is more convenient to show first that the function N is anti-monotone,
and to use such a result for proving that P2 holds.

Proposition 2.2.11. For the function N as defined in Definition[I, the property
of ANTI-MONOTONICITY holds.

Proof. Let U and U’ be two arbitrary upward closed subsets of W such that
U C U'. An arbitrary T is in N(U’) if and only if T contains the negation of
every ¢ for which

[el NR(T) €T’
holds. Consider now a formula ¢ such that
[Pl NRIT) CU
holds instead. The assumption that U C U’ allows us to conclude
[elNR@T) CU U

and hence, —¢ € I'. By definition of A/ we then conclude T' € N'(U), which indeed
is what we wanted. O

Proposition 2.2.12. For the function N as defined in Definition 1], P2 holds.

Proof. Given a theory I', assume that I is an extension of I' and that I' € N'(U),
for some upward closed U C W. Proposition [2.2.10] tells us that I' € N (UNR(T"))
holds as well. By simple set-theoretic properties we have that

UNRIT) CUNR()
and, by means of Proposition [2.2.11] we are allowed to conclude
N(UNRT)) S NUNR(I)).
Hence, I' € N (U NR(I")) as well. Indeed,
UNRI) CR().
The remark made above Proposition gives us
Ve ([e] € UNR(IY) implies ~¢ € T)

and hence, ~p € I". We conclude in this way that I' € N(UNR(I"”)) and hence,
from Proposition [2.2.10] T” € N'(U), as desired. O

At this point, we are entitled to state and prove the Truth Lemma.
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Lemma 2.2.13 (Truth Lemma). Given a theoryI' in the canonical model Mcopc,
for every formula p,

Meopc, 'Fp = p el

Proof. The proof will go by induction. We exhibit the negation case of the in-
duction step. From left to right, assume that Mcopc, ' F -, i.e., T € N(V(p)).
Observe that, by definition of N,

v ([¥] NR(I) € V() implies - € T).
The induction hypothesis gives us

[¥] NR(T) = V() NR(T) € V(p)

and hence, = € I'. It remains to prove the other direction of the statement. For
this purpose, assume —¢ € I". Recall that, by the induction hypothesis, we have
the identity

[¢] = V(p).

We prove the following claim.
Claim: For any formula v, if [¢)] " R(I") € V(¢), then = € I" holds.

Indeed, we can see that under this assumption, ¥ — ¢ € I'. We use the Lin-
denbaum Lemma to see this. Suppose ¥ — ¢ & I'. Then, there exists an
extension I” of T in the canonical model, such that ¢ € T”, while ¢ & T” ().
This gives us that IV € [¢], in addition to the fact that I” € R(T"). By assump-
tion, this leads to IV € [¢], which means ¢ € I'" and contradicts (x). Therefore,
we conclude ¢ — ¢ € I'. The set I' being a theory implies that the instance
(¥ = @) = (—p — =) of CoPC is in I" as well. Thus, = — =) is an element
of I' and, given that —p € I', modus ponens gives us = € I'; as desired.

The claim, together with the definition of the function A, allows us to conclude
the desired result: T' € N(V(p)), i.e., Mcopc, I F —p. O

We state now the completeness result for the system CoPC. The proof will go as
in the minimal logic case. The logic axiomatized by the weak contraposition rule
is sound and complete with respect to the class of N-frames whose function IV is
anti-monotone.

Theorem 2.2.14 (Completeness Theorem). Given a set I' of formulas in CoPC
and an arbitrary formula o,

I'E @ implies T F .

The results presented in this chapter give us a Kripke-style semantics for our
main subminimal systems. In the next chapter we use such semantics for proving
important properties of our logics.
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Observing the notions of Kripke frames and models presented in this chapter,
a natural further question to be asked is the following: how does the negation
operator (and hence, the N function) behave on subframes and submodels? In
particular, the analysis developed here takes care only of generated subframes and
submodels. Which kind of properties and conditions on negation will be preserved
in the case of subframes?

Another intriguing possibility is focusing on the linear (or at least upward
linear) subclass of the considered class of Kripke frames. This kind of analysis
has indeed been started already [14], although no results concerning this approach
have been included in this thesis. One interesting aspect of this option is related
to the fact that, given a finite linear Kripke frame, each upward closed subset of
it is uniquely and completely determined by its root. This suggests an alternative
approach: in order to talk about a certain upset, it is sufficient to talk about
the node generating it. As far as the study has been carried out, we can claim
that this gives us much more information about the behavior of the function N
in relation to a fixed upset of the frame (which we may call the set of abnormal
worlds).
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Chapter 3

Finite Models and the
Disjunction Property

From a practical and computational point of view, a system characterized by
means of finite frames and models is more suitable. Let us say that a formula is
satisfiable whenever there exist a model and a world in this model which makes
it true. In checking whether a formula is satisfiable or not in a system, having to
deal only with finite frames makes our life easier (e.g., it usually makes logics de-
cidable). In this chapter we give proofs of the fact that the considered subsystems
of minimal logic have indeed the so-called finite model property: if a formula is
satisfiable on an arbitrary model, then it is satisfiable on a finite model. We will
present and discuss two methods for building finite models for satisfiable formulas.

Given that we are working in a setting which is essentially intuitionistic, a
property which seems natural to be considered is the disjunction property. The
disjunction property says that whenever we have a theorem of the form AV B,
then we can conclude A or B to be a theorem too. In this chapter, a semantic
proof of this property for all our subsystems is given. The proof resembles closely
the usual intuitionistic proof of the property. Some preservation and invariance
results presented in Chapter 2 are used, namely the ones concerning generated
submodels and disjoint unions.

3.1 Finite Model Property

The basic system of a unary operator N not only behaves semantically well (in the
sense that it is complete), but it also has a finite semantic characterization: the
logic N represents the set of formulas globally forced by the class of finite frames
whose function N satisfies P1 and P2. Given a formula ¢, let Sub(yp) denote the
set of subformulas of ¢. The main notion used here is the one of adequate set of
formulas. It consists of a ‘well-behaved’ set, in the following sense.

Definition 15 (Adequate Set). A set of formulas ® is said to be an adequate set
if it is closed under subformulas, i.e., for every ¢ € ®, the set Sub(p) is a subset
of @.

In what follows of this section, we use the symbol ® to denote a finite adequate set.
The proof of the finite model property by means of adequate sets resembles very
much the proof of completeness. It requires a couple of fundamental lemmas. We
first give the whole proof for the basic system N, and later we extend that proof
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to both contraposition and negative ex falso logics. For the sake of simplicity, we
sometimes use FMP to denote the finite model property.

Lemma 3.1.1. Let I' be a set of formulas and ¢ be a formula such that I' F/ ¢
in N and T U{p} C ®. There exists a set A C & with the disjunction property,
extending I' and which does not contain @. In addition, A is closed under logical
®-consequence, meaning that

Vib € ®: if AF 1, then v € A.

Proof. Consider an enumeration 1,2, ..., @y of the elements of ®. We con-
struct the required set A by stages. Define:

OAOZF

_ {AnU{wnh if Ay U{en}t o

A, otherwise

The required set of formulas will be A = J,,,,, An. We still need to check that
it satisfies the requirements. First of all, observe that I' = Ay € A. And also,
p = py for some n < m. Thus, since ¢ F ¢, the formula ¢ has not been added
during the construction. Hence, ¢ & A. Moreover, A I/ . In fact, if we suppose
the opposite, i.e., A F ¢, we get that there are finitely many formulas in A which
represent the assumptions in a proof of . Let n < m be the maximum among
the indices of these formulas. Thus, A, U {¢n} - ¢, which contradicts the fact
that ¢, € A. Therefore, we already get that At/ .

Consider now ¥ € ® such that A . Since ¥ € @, the formula 1) appears at
some stage of the enumeration, i.e., ©) = ¢, for some n < m. Suppose A,,U{p,} F
. This implies A, F ¢, — ¢ and hence, A, F ¢. Thus, A F ¢, which is a
contradiction. Therefore, 1) € A.

Finally, it remains to be proved that A satisfies the disjunction property.
Suppose not, i.e., suppose there exists (11 V 12) € A, such that ¢y ¢ A and
o € A. Since Y1 Vb € &, also ¥ € ® and 1o € & by closure under subformulas.
This implies these two formulas to appear at some stages of the enumeration,
which means that there exist ny,no < m such that ¢; = ¢y, and 2 = ¢y,,. Since
neither ¢; nor ¢ is in A, this means that AU{¢;} F ¢ and AU{ya} - ¢. Hence,
AU {11 Vha} F @, which is a contradicts the fact that At o. O

As the reader may have seen, the lemma just proved is a version of the Lindenbaum
Lemma. The next step consists of building a finite ‘canonical model’ using the
sets of formulas whose existence is ensured by the previous lemma. We use the
notion of set of formulas closed under logical ®-consequence to denote a set A
such that, for every ¢ € ®, if A+ ¢, then ¢ € A.

Definition 16. Let Mg be an N finite model built in the following way. The
set of worlds, denoted as Wag, is the set of subsets I' of ® with the disjunction
property which are closed under logical ®-consequence. As a relation, we again
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consider the standard set-theoretic inclusion, and we denote it as Rg. Also the
propositional valuation Ve is defined as in the canonical model, i.e.,

V@(p) = {F € Ws ’ pE F}.

The function Ng is defined again as in the completeness proof, for every upward
closed subset U of Wap,

No(U):={T e Ws | Fmp € 2(UNR(T) = [¢] NR(T) and =p €T)},
where [o] ={T' e Ws | p € T'}.

Observe that, in defining the function Mg, the quantifiers range over the negated
formulas in ®. It is immediate to check that Mg is indeed an N-model (i.e., that
N3 satisfies P1 and P2). In addition, Mg turns out to be a finite model, being
a subset of the power-set P(®) of a finite set.

As in the completeness proof, we want the forcing relation in the model Mg
to coincide with the membership one. We state here an equivalent of the Truth
Lemma.

Lemma 3.1.2. Given a set I' € Mg and an arbitrary formula ¢ € @,
Mo, TEpspel.

Proof. We use induction on the structure of the formula ¢ in ®. The proof resem-
bles exactly the one for the Truth Lemma, i.e., Lemma Only, everything
needs to be restricted to the set ®. O

We are ready to prove the main result. We use the term countermodel for a
formula ¢ to denote a model in which there is a world which does not make ¢
true.

Theorem 3.1.3 (Finite Model Property). For every non-theorem of N, i.e., for
every formula ¢ such that Nt @, there exists a finite N-model which is a coun-
termodel for .

Proof. Assume N t/ ¢. Consider a finite adequate set ® such that ¢ € @, and
consider the model Mg. By Lemma [3.1.1] we know that there is a set A C ®
with the disjunction property and closed under logical ®-consequence, such that
w € A. By definition of the model Mg, the set of formulas A is a node of Mg.
This implies Mg, A F ¢ and gives us a finite countermodel for ¢, namely the
model Mg ]

Both negative ex falso logic and contraposition logic have the FMP and the proofs
go the same way as the one for the basic system N. The main difference is given
by the definition of the model Mg. In particular, we have to take care of defining
the function Mg so to make it verify the respective required properties. We first
modify the previous definition of Mg such that the resulting model is indeed a
NeF-model. Later, we follow the same procedure and we get a CoPC-model. The
reader may observe that, as it happened in the case of N, the way in which the
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functions Ng are defined consists of ‘relativising’ the canonical model A to the
set ®.

Let us build the finite canonical model for the negative ex falso logic. Let Mg
be such that the set of possible worlds Wg, the relation Rge and the valuation
function Vg are defined exactly as in the case of N. The definition of the function
Ns needs to be refined as follows. For every upward closed subset U of W,

No(U):={T € Wy | 370 € 2(UNR(T) = [¢] NR(T) and —p € T')

or V- € &(—p € I')},

where [¢] = {I" € Ws | ¢ € I'}. Proceeding similarly to the proofs of Propositions
2.2.3 2.2.4] and [2.2.5), it is easy to check that the defined model turns out to be
a NeF-model. At this point, an equivalent of Lemma [3.1.2] is required. We do
not unfold the proof here, given that it goes in the same way as the proof of the
Truth Lemma for NeF. It is enough to be careful to restrict every statement about
formulas to elements of .

Lemma 3.1.4. Given a setI' € Mg and an arbitrary formula ¢ € @,
Mo, TE o pel.

The finite canonical model allows us to claim and prove the finite model property
for the considered negative ex falso logic.

Theorem 3.1.5 (Finite Model Property). For every non-theorem of NeF, i.e.,
for every ¢ such that NeF t/ @, there exists a finite countermodel for .

Proof. The proof goes exactly the same as for N. O

We dedicate the last part of this section to contraposition logic. The proof of the
finite model property follows exactly the same path as the previous ones. It is
necessary to build a finite canonical model for CoPC. Since the definition of the
Ns function again resembles the one given in the completeness proof, we do not
give the details of the proofs.

Consider the model Mg defined as before, substituting the definition of Ng
with the following. Given an upset U C Weg,

No(U) :={T € Wy | V¢ € ([] NR(I') C U implies ~p € T') }.

Using the same reasoning and proofs as in the completeness case, it is straight-
forward to check that Mg is here a CoPC-model, in which the relations of mem-
bership and truth coincide. Therefore, we conclude the section stating the main
result also for CoPC.

Theorem 3.1.6 (Finite Model Property). For every non-theorem of CoPC, i.e.,
for every ¢ such that CoPC I/ ¢, there exists a finite countermodel for .

Proof. The proof goes exactly the same as for N. O
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3.1.1 Decidability via Finite Models

We say that a subminimal logic is decidable if the satisfiability (and, equivalently,
the wvalidity) problem of that logic is decidable. A subminimal logic is said to be
undecidable if it is not decidable. The finite model property turns out to be a
useful step for proving decidability of a certain logic. Roughly, the idea is the
following. We know that all of our subminimal systems have the finite model
property with respect to some class of models. Given a certain logic, we can
consider a Turing machine that recursively enumerates all the finite models of
the considered class. On the other hand, we can build a Turing machine that
recursively enumerates all the proofs, by means of the axiomatization of the logic.
At this point, we are in the following situation: given a formula ¢, either ¢ is the
conclusive sequent of one of the proofs generated by the second Turing machine
(and hence, it is a ValidityEI) or we can find a countermodel for ¢ among the
models generated by the first Turing machine.

We state here the result as a straightforward consequence of the finite model
property proved above. The structure of the proof is standard and the reader
may refer to standard manuals for the details (e.g., [7]).

Theorem 3.1.7 (Decidability). The logical systems N, NeF and CoPC are decid-
able.

3.2 Disjunction Property

In Chapter [2] some preservation and invariance results have been proved. In the
current section we make use of some of those results in proving a fundamental
property in a constructive setting: the disjunction property. We recall that a logic
L satisfies the disjunction property (DP) if and only if,

if FL @V, then F @ or i 9.

The standard semantic technique (employed also in intuitionistic propositional
logic, see [4]) for proving the disjunction property goes by contrapositive and
uses complteness. Indeed, assuming the consequent of the implication to be false
implies (by completeness) the existence of two countermodels 9 and 9 for,
respectively, ¢ and 1. Lemmas and [2.1.3] allow us to build a countermodel
for the disjunctive formula ¢ V ¢ which, by soundness, leads to a negation of the
antecedent. The proof ends up being very similar to the proof one would do in
IPC. Nonetheless, when building the countermodel for the disjunction, we need to
move another step to determine how to extend the function N properly.

Let ¥ = {9M; | i € I} be a finite set of N-models and let (W, Ry, Nx) denote
the frame underlying the disjoint union of 3. The following result gives us the
right to extend the disjoint union of ¥ by adding a new ‘root’, i.e., a world wy
which is a predecessor of every other world in Wy. In an intuitionistic proposi-
tional setting, we need to take care of extending the partial order in the obvious

'Observe that one has to assume also soundness and completeness with respect to the con-
sidered semantics.
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way and, when dealing with models, of enhancing the propositional valuation pre-
serving persistence. Here, when dealing with N-models, the function Ny, has to
be extended to a new function which still satisfies P1 and P2.

Theorem 3.2.1. If ¥ = {9M; | i € I} is a set of N-models, a new N-model can
be obtained by taking the disjoint union of ¥, adding a new root wg below it and
taking

N [ Ws = Ny,

NW) =0,
where W = Wy, U {wo} ]

Proof. The only thing to be proved is that N, as defined in the statement of
the theorem, satisfies P1 and P2. In particular, it is not relevant how the truth
relation of wy is defined, as long as it does not violate persistency. The proof that
the properties hold can be reduced to the proof that the disjoint union is well
defined (i.e., Lemma [2.1.3)). In fact, the root wy is not an element of any N(U),
and moreover, the newly added N (W) has no elements. Hence, saying v € N(U)
for some upset U is equivalent to saying U C Wy, and v € Nx(U). O

Corollary 3.2.2 (Disjunction Property). For every pair of formulas ¢, 1, if the
disjunctive formula @ V 1 is an N-theorem, then ¢ is a theorem of N or ¢ is a
theorem of N.

Proof. As anticipated, the proof goes by contraposition. Assume that neither ¢
nor v is a theorem in the N-system, i.e., b/ny ¢ and Hy 9. Thus, by completeness,
we know there exist models 9 and M’ and nodes w € M and w’ € M', such
that 0, w & ¢ and M, w’ 1. Let I be the model obtained from 9t and 9 as
described in Theorem [3.2.1] In order not to violate persistence, the propositional
valuation needs to be extended in such a way that neither ¢ nor ¥ can be forced
in wg. Therefore, 9N is a countermodel for ¢ V 1. Hence, soundness gives us

N @ V. O

We go on, proving the same result(s) for contraposition logic, first, and later for
negative ez falso logic. The reason why we prove immediately such a result for
CoPC is because the analogue of Theorem happens to be exactly the same
as in N. There, the way in which Ny; is extended satisfies in the most natural way
the property of ANTI-MONOTONICITY: the biggest upward closed subset is sent
by N to the smallest one. The formalization of this is given in the proof of the
following result.

Theorem 3.2.3. If ¥ = {9, | i € I} is a set of CoOPC-models, a new CoPC-model
can be obtained by taking the disjoint union of ¥ adding a new root wg below it

and taking:
N | Ws = Ny,

2The reader may observe that in Theoremwe do not specify how to extend the valuation
V5. Indeed, there are several ways to extend this map, as long as persistence is preserved. Note
also that there is more than one way to extend Ns as well. Nonetheless, the one presented in
Theorem [3.2-1] is eventually the easier way to do it and hence, it allows us to get a result holding
for every X.
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where W = Wx, U {wp}.

Proof. 1t is enough to show that extending N in this way preserves ANTI - MONO-
TONICITY. Assume U C U’ € U(W) and suppose U’ # W. Thus, U, U’ C Wy, and
we already know that the thesis holds from Lemma Assume now U’ = W.
Note that, in this case, for each U, the upset U C U’. Since N(U') = N(W) = ()
by definition, N(U’) C N(U) for every X and hence we are done. O

Corollary 3.2.4 (Disjunction Property). For every pair of formulas ¢, 1, if the
disjunctive formula ¢V 1 is an CoPC-theorem, then ¢ is a theorem of CoPC or 1)
s a theorem of CoPC.

Proof. The proof goes exactly the same as the one for N. O

The first part of this section finds its conclusion with the proof of DP for negative
ex falso logic. The definition of IV in this case turns out to be more refined. As
a matter of fact, we define the extension of Ny in the minimal way to make the
resulting N satisfy NEF.

Theorem 3.2.5. If ¥ = {IM; | i € I} is a set of NeF-models, a new NeF-model
can be obtained by taking the disjoint union of ¥ adding a new root wqy below it
and taking:

N [ Ws = N,

NW):={weW |we (VANV)) for someV € U(Wy)},
where W = Wx U {wo}.
Proof. For proving that N satisfies locality, it is enough to make sure that
we NW) < we NWnNR(w)).
The rest is ensured by Lemma [2.1.3] Note that w # wq. Hence, we have:
weNW)eweVNN(V) for some V e U(Wry).

Thus, given that the disjoint union of ¥ gives a NeF-model, for each U € U(Wy)
we have w € N(U) = Nx(U). Since

W N R(w) = R(w) = Ry (w),
we have w € N(W N R(w)) = Nx(W N R(w)), as desired. Let now
we NWNR(w)) = N(R(w)).

From the fact that w € N(R(w)) and also w € R(w), we can conclude w € N(W).
We show now that the defined N is also persistent. Let w € N(U) and wRwv.
Again, w # wg. Assume now U # W. In this case, by Lemma [2.1.3] we are done.
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Next suppose U = W instead. If w € N(W), this means w € V N N (V) for some
V € U(Wyx). Given that both V and N (V) are upsets, v € VN N(V) as well.
Therefore, v € N(W). Finally, in order to prove NEF, assume w € U N N(U) for
some U # W. By Lemma the only thing we need to check is that w € N(W).
Indeed, this holds by definition of N. On the other hand, assume U = W. Hence,
by definition of N(W), there exists V' € U(Wy) such that w € VN N(V). Again,
this allows us to conclude w € N(U') for every U’ € U(Wx). Moreover, since
w € N(W), we are done. O

Corollary 3.2.6 (Disjunction Property). For every pair of formulas ¢, 1, if the
disjunctive formula ¢ V ¢ is an NeF-theorem, then ¢ is a theorem of NeF or 1 is
a theorem of NeF.

Proof. The proof is the same as the one for N. O

The given proofs can be generalized to a stronger version of the disjunction prop-
erty. In particular, it is not necessary to assume the set of assumptions from which
@ V 1 is derived to be empty. It is enough to require such a set not to contain
disjunctive formulas. We are going to see a syntactic proof of this generalized
result in Chapter

3.2.1 Slash Relation

In 1962 28], while working on a modified notion of realizability, Kleene became
aware of having obtained an inductive definition of a property of formulas which
could be used to give and generalize proofs of results such as the disjunction
property. This property is expressed as a relation between a set of formulas I
and a formula ¢, and is denoted as I'|¢. Following the common use and, in
particular, following [42], we refer to such a relation as slash. Although the
original Kleene’s definition was not closed under deduction, this issue was solved
by Aczel [I] in 1968, and since then, the slash operator has been widely used
to prove mathematical results within intuitionistic systems. Our general setting
being intuitionistic, we want to use the slash operator to prove some interesting
results.

In this section, we assume our systems to be defined by means of axiom
schemes without the substitution rule, given that the two formulations are equiv-
alent.

Definition 17 (Slash). Given a set of formulas T, we define the slash relation
Tl inductively on the structure of v, as follows:

e U'lpiff T+ p;

D= iff T'F —p;

Ll Ay iff T and Tap;

Ll vV iff Dl or Tly;

Tl =Y iff TF o — ¢ and (not T|p or Ty).
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In order to prove the main result of this section, we first need to claim and prove
two theorems.

Theorem 3.2.7. IfT'|p, then T Fy .
Proof. The proof goes by induction on the structure of . O
Theorem 3.2.8. IfI' by ¢ and T'|x, for each x € T', then T'|e.

Proof. We argue by induction on the depth of the derivation I' Fy . We only
consider the case in which ¢ is the N axiom (¢ <> ¥) — (—¢ <> —1). Assume
'y (¢ < ¥) = (mp « =), and suppose for the sake of a contradiction
that I|(p <> ) — (—¢ <> =) does not hold, which means I'|¢p <+ 1 and not
I'|-¢ <> —p. Now, the fact that I'|=¢ <> =) is not valid means, without loss of
generality, that I'| =@ — —1 is not true. By Definition two options need to
be considered. First, consider the case in which I' /Ny = — —). Observe that
the facts that I' by (¢ <> 1) = (¢ <> =) by assumptions, and I' Fy ¢ <> 1,
give us a contradiction. On the other hand, suppose I'|-¢ and not I'|-%. Now,
Theorem gives us that I'|=¢ implies ' by . Since T' by —p <> =), we
can conclude ' Fy =t by modus ponens, and therefore, I'|=1). This contradicts
our assumption and allows us to conclude T'|(¢ <> ©) — (—p + —). O

This is the right place to recall the notion of admissible rule.

Definition 18 (Admissible Rule). An inference rule I'/A is said to be admissible
in a logic L if for every substitution o:

FL oa for every a € T, then i op for some p € A.
The following statement allows us conclude that the rule
=PV x/ (2 = )V (mp = x)
is admissible in N.
Corollary 3.2.9. Let ¢, ¥, ¢ and x be arbitrary formulas.
(a) If 9|9, then for every ¢, x:

if FNY =YV, then Fy Y — ¢ or Fy Y — x.
(b) If bn —p = Y V x, then by @ — ¥ or by —p — X

Proof. The proof of item (a) goes for reductio. Suppose 9|9 and by ¥ — ¢ V X,
and suppose not Fy 9 — 9 and not Fy ¥ — x. This means, by Deduction
Theorem, that ¥ Ky ¥ and ¥ Ay x. Now we use Theorem [3.2.7, and we get that
neither 9|y nor ¥|x holds. Definition [17] says that this means that ¢[i) V x does
not hold. Now, since ¥|¢ by assumptions, we conclude by Theorem that
¥ BN ¥ V x which again from Deduction Theorem, gives us /y ¢ — 9 V x. This
is a contradiction with our assumption, and hence we get the thesis.
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At this point, in order to prove item (b), we make use of item (a) and hence,
we first need to check that —p|—p. Since = Fy =, we can immediately apply
item (a) and conclude the desired thesis. O

Although in this section we have been mainly talking about N, the results stated
and proved are indeed valid for the extensions of N as well. The only proof we
need to unfold again is the one of the analogue of Theorem [3.2.8] Everything else
goes exactly the same way as in the case of N. In the following results, the symbol
‘- refers either to derivations within NeF or to derivations within CoPC.

Theorem 3.2.10. IfT'F ¢ and T'|x, for each x € T', then T'|p.

Proof. We start by assuming that ¢ is a NeF axiom. Note that we already proved
the result for (¢ <> ¥) — (= <> —)). Hence, let ¢ be the negative ex falso
axiom (¢ A =) — —p. Assume the axiom to be a logical consequence of I', and
suppose for reductio that I'|(¢ A —¢) — —1) does not hold. Hence, I'| A —¢p, while
I'|=% does not hold. Observe that T'|p A =@ implies T Fner ¢ A —p. This gives us
that I' Fnep =), which indeed means I'|—=1). Therefore, we obtain a contradiction,
and we can conclude I'|(p A —¢) — —b.

Consider now contraposition logic CoPC, and suppose ¢ to be the contrapo-
sition axiom, (¢ — ¥) — (=9 — —p). Assume I' Feopc (0 — ¥) = (79 — —p)
and suppose for the sake of a contradiction that not T'|(¢ — ¥) — (=) — —p).
Thus, I'|¢ — ¥ and not I'|=¢) — —p. Since I'|¢ — 1, by Theorem we
get that I' Feope ¢ — ¥ and hence, I' Fcopc —¢ — —. At this point we have
I'|=% and not I'|=p. Observe though that, if I'| =), by the same reasoning we just
unfolded, we get that I Fcopc =@ as well. Hence, we are able to conclude T'|—,
which contradicts our assumption. O

We conclude this section by stating the analogue of Corollary [3:2.9 for the con-
sidered extensions of N.

Corollary 3.2.11. Let ¢, ¥, 1 and x be arbitrary formulas.
(a) If 9|9, then for every 1, x:

if FY9—=9YVy, then FY — ¢ or H19 — x.
(b) If b —p =YV x, then k- —p — Y ork —p — .

It is not difficult to see that, as usual, the converse of (a) of Corollary|3.2.11{ holds

as well.

3.3 Filtration Method

We want now to analyze a classic method for building finite models, different
(although very similar) from the one presented at the beginning of the chapter.
We want to apply to the canonical model the idea of identifying as many nodes as
possible, by means of an equivalence relation, in order to get a finite model from
an infinite one.



3.3. Filtration Method 45

Let M be the canonical model for the basic logic N, and let ¥ be a set of
formulas closed under subformulas. Consider the following set:

Wy = {T'n% [T eW} (x

Note that, in the case in which ¥ is a finite set of formulas, then the set Wy is
finite, since it happens to be a subset of the set of subsets P(X).

Definition 19 (Filtration of the Canonical Model). Given a set of formulas ¥
closed under subformulas, let Myx, = (Ws,, Rs, Ny, V) denote the following: the
set Wy, is defined as in (%) and is ordered by the usual set-theoretic inclusion
Ry :=C; let Ny be a function such that, for every U € UWs), T NX € Nx(U)
if and only if there exists a negated formula — € I' N X such that

UNRe(TNnE)={ANXeWs | e A}NRs(I'NX).
Finally, let Vx, be the valuation map such that, for every p € 3,
Vea(p):={T'NXeWs |peTl}.

Before making use of the given definition, we have to make sure the obtained
model is still a model of the considered logic N.

Proposition 3.3.1. The function Ny, satisfies P1 and P2, i.e., the model My
obtained from M still is a N-model.

Proof. The proof of this result goes exactly as the proofs of Proposition and
Proposition 2.1.6] O

We have now defined and proved all the tools necessary to show that My, preserves
the forcing relation for the formulas in 3.

Theorem 3.3.2. Let My = (Wx, Ry, Nx, V) be a filtration of the canonical
model for N. Then, for every formula ¢ € %, and every I' € W,

MTEpe M, TNXE@.

Proof. The proof structure is an induction on the structure of ¢. The first steps
of the proof are standard, and hence we check in detail only the case of negation.

= : Let us assume M, ' E =y, which by construction means —p € I'. Observe
that we have, for each A € W, that ANY € Vx(p) if and only if My, AN E ¢,
which is equivalent to M, A F ¢ thanks to the induction hypothesis. By con-
struction of canonical model, this means ¢ € A and in particular, by closure of
Y, we get ¢ € AN Y. Hence, we have that ANY € V() is equivalent to

AN e{A'nY | pe A}
From this, we can conclude that there exists a formula —y € I' N 3 such that

Vs(p) NRe(TNY)={ANX | x € A}NRe(I'NY).
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In particular, in our case y is exactly ¢. Hence, My, I' N Y F -y, as desired.
Now, it remains to prove the other direction of the statement for —p. In order to
do that, assume My, ' N ¥ F —¢, which means by how we defined a filtration of
the canonical model, that there is -y € I' N ¥ such that Vs(¢) NRe(I'NX) =
{ANYE | x e A}NRe(I'NXE). We want to use this fact to conclude that in the
canonical model,

V() NR(T) = Ix] NR(T).

Consider an arbitrary A € V(¢) NR(T), i.e., M,AE ¢ and I' C A. From the
induction hypothesis, Ms, ANX E ¢, and also 'NY C ANX. This means that
ANY € Vs(p) NRe(I'NY). By hypothesis, this implies x € AN X, and hence
X € A. Thus, we conclude A € [x] N R(T"), and therefore we showed that

V(e) NR(T) € [x] N R(T).

Let now A be arbitrary in [x] N R(I'). Thus, x € A and I' € A. Now, the
reader may observe that this entails that x € ANXY and 'NY C ANX. Hence,
by assumption, ANX € Vx(¢) N Rx(I' N X), which allows us to conclude that
My, ANY E ¢. By the induction hypothesis, we get that M, A F ¢ and therefore,
A € V(p) NR(T). This last sentence gives us the right-to-left inclusion. At this
point, according to how the canonical model has been defined, I' € N'(V(¢)) and
so, M, I" E —p. O

Having now proved Theorem [3.3.2] we can give an alternative proof of the FMP
result for N.

Theorem 3.3.3 (Finite Model Property of N via Filtration). Consider an arbi-
trary formula ¢ such that t/N @. Then, there exists a finite model which does not
force . Moreover, there is such a finite model which has at most 2™ nodes, where
n is the number of subformulas of .

Proof. Consider the canonical model M for N, and let Mg,p,) be the model
obtained ‘filtrating’” M by means of the finite set of subformulas of ¥ = Sub(y).
Observe that we have [Wgyp)| < 2", where n = |Sub(p)|. Moreover, by the
Completeness Theorem of N and by Theorem [3.3.2] we have that t/y ¢ implies
Msup(p) 7, and therefore N satisfies the FMP. O

Observe that the notion of filtration introduced here strictly concerns the canon-
ical models of our systems. The next step in this direction should be to try to
give a complete account of the notion of filtration.
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Chapter 4

Algebraic Semantics

The study of an algebraic semantics gives extremely interesting results both in
the case of intuitionistic and intermediate logics, and in the case of modal logic.
For instance, a completeness result for certain intermediate and modal logics with
respect to a frame-based semantics cannot be obtained directly. Introducing an
algebraic semantics allows us to talk about a broader notion of frame and to prove
such completeness.

This chapter is devoted to studying and presenting an algebraic semantics
for the subminimal systems we have been studying and, more generally, for all
the extensions of N. In our setting, the notion of negation as a functional unary
operator suggests an immediate algebraic perspective. The reader may have seen
the notion of Kripke frame presented in Chapter [2] as an a posterior: notion.
Indeed, defining the function N as a map between upsets, we obtain a natural
link to the algebraic semantics.

The starting point of the chapter is going to be an algebraic completeness
result for the basic logic of a unary operator, to be enhanced to all the extensions
of N. In order to prove such a result, we present a generalized notion of Heyting
algebra, which represents the algebraic counterpart of positive logic. Later, we
will give an alternative frame-based completeness result. In particular, we want to
give a correlation between the defined algebras and a new notion of frame. This,
as in the case of intuitionistic and modal logic, allows us to conclude frame-based
completeness by means of algebraic completeness.

4.1 Generalized Heyting Algebras

As already emphasized many times in the previous chapters, the general setting
in which we have been working is the positive fragment of intuitionistic logic. The
basic language that we are using is the intuitionistic one, without 1. This gives us
immediate candidate structures to start with: the algebraic counterpart of positive
logic. The considered structures are called either generalized Heyting algebras
(e.g., [18, 19]) or implicative lattices (e.g., [30]). Alternatively, we find them
defined as relatively pseudo-complemented lattices (e.g., [39]), or as Brouwerian
algebras (e.g., [2]). We assume the reader to be familiar with the notion of lattice
[3, 12].

Definition 20 (gH-algebra). A generalized Heyting algebra (gH-algebra for
short) (A, \,V,—, 1) is a lattice (A, A\,V) such that for every pair of elements
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a,b € A, the element a — b defining the supremum of the set {c € A | a A c < b}
extsts.

We call — Heyting implication (or implication). Given this notion, a Heyting
algebra can be defined as a gH-algebra with a minimum 0. Observe that in the
finite case every gH-algebra is a Heyting algebra. The equation x >z =y — y
holds in every gH-algebra, and we denote z — x as 1 (which is the top element
of an algebra).

At this point, before going into the study of an algebraic semantics for N,
it is worth recalling the link between gH-algebras and minimal logic. Given a
gH-algebra, it is possible to define on it a negation operator which satisfies the
property corresponding to the principle of contradiction,

((z =y AN(x— ) »>x=1. (%

Resembling the Hilbert-style definition of the negation operator in the MPCy
formalization, it is enough to choose an element f € A and define, for each a € A,

—a:=a— f.

We follow [36] and denote as j-algebra a gH-algebra with the negation operator
defined in this way. This gives us that minimal logic MPC corresponds to the
variety of j-algebras. For our interests, we can see a j-algebra also as a gH-algebra
equipped with a unary operator — satisfying the property (). This approach
would immediately reflect the syntactic definition of MPC_,. For a detailed account
of these results, see [18] [19, 36].

We want to point out here an interesting curiosity. The algebraic counter-
part of minimal logic has been extensively studied by Rasiowa as the variety
of contrapositionally complemented lattices [39]. These structures are defined as
gH-algebras equipped with a unary operator ~ satisfying the equation

(= ~y)=(y =~

The reader may easily see this variety to coincide with the variety of j-algebras,
as can be shown via a proof similar to the one of Proposition [[.2.4

4.1.1 Compatible Functions

There is a natural way to modify the definition of a j-algebra and get a structure
corresponding to the basic logic of unary operator N. The obvious candidate con-
sists of a gH-algebra equipped with a unary operator whose characteristic equation
is the one corresponding to the N axiom. This way of defining algebras comes
from and is strictly related to the notion of compatible function. Such a notion
was widely studied and used while trying to define new intuitionistic connectives
(see, for instance, [11]). As observed in [1§], in Caicedo and Cignoli’s paper [11]
the notion of compatible connective for the positive fragment of intuitionistic logic
is used implicitly under the following shape: a connective V is compatible if and
only if ¢ <> ¥ F Vy + Vi, for every pair of formulas o,%. In this sense, it is
clear that the negation operator — as defined in N is a compatible connective.
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A further study of compatibility over positive logic, from an algebraic per-
spective, has been carried out in [I§]. In particular, the algebraic meaning of
compatibility amounts to the following: a function f is a compatible function of
an algebra %[ if it is compatible with all the congruence relations, i.e., if given a
congruence relation © of 2,

(z,y) € © implies (f(z), f(y)) € ©.

From the point of view of [11 (18], it would be enough to conceive — as a com-
patible function in this sense. On the other hand, the scope of this chapter is to
analyze the algebraic behavior of the operator — seen as a weak negation operator
satisfying the N axiom. Therefore, starting from Lemma 2.2 of [I§], a way to
define the algebraic counterpart of N discloses itself.

Definition 21 (N-algebra). An N-algebra (A,A,V,—,—,1) is given by a gH-
algebra (A, \,V, —, 1) equipped with a unary operator — such that

(x < y) = (—x < —y) =1

The following result about compatible functions is stated and proved in [IT], [1§].
For the sake of simplicity, we state it here in the language of our interest, i.e., the
compatible function we refer to is denoted by —.

Lemma 4.1.1. Let A be a gH-algebra. Then, A equipped with a unary operator
= 4s an N-algebra if and only if for every pair of elements x,y in 2,

—zAy=-(xAy)Ay.

In what follows, we want to formalize the connection between the logical systems
we are investigating and the structure of N-algebras.

4.2 Algebraic Completeness

In this section we make the connection between the subminimal systems and the
N-algebras formal. We introduce all the tools necessary to prove an algebraic
completeness result. Moreover, the proved completeness result turns out to be
even more general: every extension of the basic logic N is complete with respect
to the corresponding variety of N-algebras. This result will be used later on to
conclude a frame-based completeness result.

As a first step, we define the basic algebraic operations. These notions are
basically the same as the respective ones for Heyting algebras [3]|, with the ad-
ditional conditions for the negation operator. The conditions for the minimum
element 0 are left out as well, since even when an N-algebra contains a minimum
element, we do not treat it as a ‘distinguished’ element.

Definition 22 (N-homomorphism). Let A = (A, A, V,—, =, 1) and A" = (A’ N,
V= =" 1"} be N-algebras. A map h: A — A’ is a N-homomorphism (or homo-
morphism ) if



50 Chapter 4. Algebraic Semantics

h(a Ab) = h(a) N h(b),

h(aV b) = h(a) V' h(b),
e h(=a) = ~'h(a),
) =

We say that an N-algebra 2 is a homomorphic image of 2 if there exists an
N-homomorphism from 2l onto 2.

(
(
e h(a — b) = h(a) =’ h(b),
(
(1

>

Definition 23 (Subalgebra). Let 2 = (A, A, V,—, =, 1) and A" = (A, N, V', =/
'"1') be N-algebras. We say that 2’ is a subalgebra of 2 if A’ C A, the opera-
tions N, V', —', =" are the restrictions of \,V,—,— to A" and 1 =1".

This definition gives us that A’ is closed under A, V, —, = and 1. The last
operation we want to define is the one of product.

Definition 24 (Product). Let2; = <A1, A1, V1, =1, 1, 11> and Ay = <A2, N2, Vo,
—9, 19, 19) be N-algebras. The product of Ay and Ag is the N-algebra Ay x Ao 1=
(A X A9, A\, V,—,—, 1), where

e (a1,a2) A (b1,b2) := (a1 A1 b1, a2 A2 ba),

e (a1,a2) V (b1,b2) := (a1 V1 b1,a2 Va ba),

e (a1,a2) — (b1,b2) := (a1 —1 b1, a2 —2 ba),
e (a1, a2) := (—1a1, m2a2),

o 1:=(11,19).

Observe that the product operation can easily be generalized to define the product
of arbitrary many N-algebras {2;}cr.

The three notions just given are very important notions in an algebraic setting.
They suffice to characterize the nature of certain classes K of algebras of the
same signature. Recall that a class K of algebras is said to be a wvariety if K is
closed under homomorphic images, subalgebras and products [I0]. One of the
fundamental theorems about varieties is the so-called Birkhoff theorem, which
gives a simple characterization of them (see [10] for the proof).

Theorem 4.2.1 (Birkhoff). A class K of algebras forms a variety if and only if
K is equationally definable.

Let N A denote the class of N-algebras.
Corollary 4.2.2. N A is a variety.

This result follows from the fact that the notions of lattice, gH-algebra and N-
algebra can be defined equationally. The proof goes as in the case of the variety
of Heyting algebras H.A, and a more detailed account of this result for the intu-
itionistic case can be found in [3].
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4.2.1 The Lindenbaum-Tarski Construction

The proof of algebraic completeness proceeds in a very similar way to the one in
the intuitionistic case. We start by defining the notion of valuation map for a
given algebra. This allows us to talk about validity of formulas in an algebraic
structure.

Definition 25. Let A = (A, A,V,—,—, 1) be an N-algebra. A map v : Prop — A
1s called a valuation into the N-algebra A. This valuation can be extended from
Prop to the whole set of formulas Form as follows:

e v(p Ap) =v(p) Au(Y),
v(p V) =v(p) VoY),
v(e = ) = v(p) = v(1),
(mp) = —v(p),

e v(T)=1.

® v

Given this definition, we can say that a formula ¢ is true in 2 under a valuation v
if v(p) = 1. We denote this relation of truth as (2, v) F ¢. We say that a formula
@ is valed on 2 if ¢ is true for every possible valuation in 2, and we denote this
as A F ¢ ~ 1. This notion can be extended to all terms, and we write A F ¢ ~ ¢
if for every valuation v : Form — A we have v(¢) = v().

Recall that the aim of this section is to give a proof of a completeness result
with respect to the variety N .A. We want to give a proof of the fact that, for
every formula ¢,

N F ¢ if and only if ¢ is valid in any N-algebra.

The soundness direction of this statement is proved, as in the case of soundness
in Chapter [2] by a simple inductive argument on the depth of the proof. For
completeness, we want to show that every non-theorem of N can be falsified in
some N-algebra. Similarly to the Kripke completeness, we have to build a ‘falsi-
fying algebra’, which has the role of being a ‘canonical algebra’. It is denoted as
Lindenbaum-Tarski construction [I12]. In order to build such an algebra, we have
to do some preliminary work. In particular, the idea we are going to use is the
fact that the relation of logical equivalence (i.e., ¢ ~ 9 if and only if N F ¢ < 1))
is a congruence on the N-algebra of formulas.

Definition 26. Let A be an N-algebra. An equivalence relation ~ on A is a
congruence if it satisfies:

e if a; ~ by and as ~ by, then a1 A as ~ by N ba,
e if a; ~ by and as ~ by, then a1 V as ~ by V bo,
] ifa1 ~ b1 and ag ~ b2, then al — ag ~ b1 — bg,

o if ay ~ bl, then -ar ~ —|b1.



52 Chapter 4. Algebraic Semantics

It is not hard to see that indeed the equivalence relation of logical equivalence
preserves the operations of N-algebra, and for this, one has to make use of the
axiom N. Observe that this fact is strictly related to the notion of compatible
function. Indeed, the notion of compatibility as a function is equivalent, from an
algebraic perspective, to the one of compatibility with congruence relations.

At this point, we want to use the resulting equivalence classes under this
relation as ‘building blocks’ for our canonical construction.

Definition 27 (Lindenbaum-Tarski Algebra). Given a set of propositional vari-
ables Prop, let Form/~ be the set of equivalence classes that ~ induces on the set
of formulas, and for each formula ¢ let [¢] denote the equivalence class containing
. The Lindenbaum-Tarski algebra for this language is the structure

Ap = (Form/~, Ap,,N1, =5, 1, 11),

where the operations are defined in the natural way as follows: [p] AL Y] = [@A],

el VL [Eﬁ]]— oV, [¢] =L [¥] :=[p = ¢], 7Llp] := [7¢] and the top element
is1:=|T].

This structure is a well-defined N-algebra. For the details of the intuitionistic part
of the proof, see [I2]. The negation operator -y, is ensured to satisfy the desired
equation by how equivalence classes have been defined.

The only thing remaining to be proved is that the Lindenbaum-Tarski algebra
is indeed an ‘algebraic canonical model’.

Theorem 4.2.3. Let ¢ be some propositional formula, and Prop a set of propo-
sition variables containing the propositional variables occurring in . Then,

N ¢ if and only if A F p ~ 1.

Proof. The proof goes exactly as in the intuitionistic case. The reader may find
it, for instance, in [12]. O

This completeness result and the whole algebraic structure can be extended to
negative ex falso, contraposition, and minimal propositional logic. Even more, it
can be extended to all the possible extensions of N. Each of these logics L can be
associated with the variety Vi, of the respective N-algebras, i.e., the N-algebras
in which all theorems of L are valid. The fact that these classes of algebras are
all varieties follows from Theorem E2.I1 The Lindenbaum-Tarski construction
ensures that each of these logics is complete with respect to its algebraic semantics.

Remark. The behavior of these systems with respect to their respective alge-
braic semantics resembles the one of the so-called intermediate logics [3l, [12], with
some relevant differences. In particular, if we focus on intuitionistic propositional
logic, there is only one maximal extension of it, namely CPC. In our current set-
ting, this is not the case anymore. As a matter of fact, we can have ‘incompatible’
ways of extending N, meaning that we can extend N to systems which do not have
any common extension. Consider, for instance, the extension of N by means of
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the axiom —p <> p. As the reader may see, there is no way to extend that sys-
tem to minimal propositional logic. On the other hand, we can consider another
‘trivial’ extension on N by means of the axiom —p, which makes all the negative
formulas true. This system indeed extends minimal propositional logic, but is
incomparable with IPC and CPC.

In what follows, we are going to transfer this algebraic completeness result to
a frame-based completeness result. In order to do this, we give a new notion of
frame, following the one of descriptive frame in intuitionistic logic [3].

4.3 Descriptive Frames

This section wants to generalize the notion of Kripke frame as defined in Chapter
to the new notion of descriptive frames. In order to make things easier when
defining this notion, we find this the right place to make a different formulation
of the locality property explicit. The following result appears as Lemma 3.2 in

18]

Lemma 4.3.1. Consider an arbitrary poset (P, R), and let f : U(P) — U(P) be
a function between upsets of P. Then, the following are equivalent:

(a) For everyU € U(P), p € P, we havep € f(U) if and only if p € f(UNR(p)).
(b) For every U,V € U(P), we have f(U)NV = f{UNV)NV.

Proof. Let us assume (a), and consider a pair of upsets U, V of P. Consider an
element p € f(U)NV. It suffices to show that p € f(U NV). The considered
assumption, together with (a), gives us that p € f(UNR(p)). Observe that p € V,
and hence:

(UNV)NR(p) = U N R(p).

So, we get p € f(UNV)NR(p). Applying (a) again gives us that p € f(UNV). On
the other hand, we assume (b) and we consider that p € f(U). This is equivalent
top € f(U)NR(p). By (b), we get that this is equivalent to p € f(UNR(p))NR(p),
hence to p € f(U N R(p)) and we are done. O

An immediate and useful consequence of this is the following.

Lemma 4.3.2. Given a partially ordered set (W, R) and a map N between upsets,
the triple § = (W, R, N) is an N-frame if and only if, for every pair of upsets
UV Ccw,

NU)NV=NUNV)NnV.
Proof. An immediate consequence of Lemma [4.3.1 O

We are now ready to define the notions of general and descriptive frame. These
notions happen to be very similar to their intuitionistic analogues. The idea is
that the valuation need not be defined on all the upsets of the partial order. As
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a matter of fact, it is enough to consider a family of ‘admissible’ upsets for the
valuation. In our setting, this has consequences on the definition of the function
N as well.

Definition 28 (N-general Frame). An N-general frame is a quadruple § = (W, R, N, P),
where (W, R) is an intuitionistic frame, P is a set of upsets of W, containing W
and which is closed under U, (finite) N, —, where — is defined by

U—-Vi={weW |Yo(wRvAveU—veV)},

and N : P — P which satisfies localityfl}

The reader may observe that every N-frame can be seen as a general frame con-
sidering P = U(W).
The following definition is exactly the same as in the intuitionistic case.

Definition 29. Let § = (W, R, N,P) be a general frame.

1. We say that the frame § is refined if, for every w,v € W: =(wRwv) implies
the existence of an upset U € P which contains w and does not contain v,
e, we U andv ¢ U.

2. We say that the frame § is compact if for every X C P and Y C {W \
U | U e P}, if XUY has the finite intersection property, then () (X UY) #
0.

3. If the frame § is refined and compact, we call it a descriptive frame.

The elements of P are called admissible sets. Observe that every finite N-frame,
equipped with the set of its upsets, can be seen as a descriptive frame.

Remark. The reader should note that we do not explicitly require the empty-
set to be an element of P. This reflects the main difference between our setting
and the intuitionistic one. In particular, our language does not contain the L
constant. From both the intuitive and the algebraic perspective, the presence of
the empty-set among the admissible upsets of a frame is indeed strictly related to
the presence of L in the considered language. As a matter of fact, in intuitionistic
logic, V(L) = () needs to hold for every valuation map V and in every frame §;
therefore, it would be unreasonable not to require P to contain the empty-set.
On the other hand, in our setting it is more natural not to explicitly require the
empty-set to be in there, since it is not a ‘distinguished’ element among the up-
sets. The sense of this will be clear as soon as we get to duality theory.

The following definition is strictly related to this discussion concerning admis-
sibility of the empty-set.

Definition 30. A top descriptive frame is a descriptive frame whose partially
ordered underlying set (W, R) has a greatest element t such that, for every upset
UeP, we havet € U.

'In this setting, it is easier to consider as the formulation of locality the one presented in

Lemma m
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The definition of top descriptive frames happens to be fundamental in the setting
we are working in. In particular, it is useful to have the following clear: the
empty-set is not an admissible set in any top descriptive frame. The name ‘top
descriptive frame’ is chosen here to point out the connection to the notions of top
frame and top model of [27].

We want to modify the definitions of p-morphism, generated subframe and
disjoint union, to adapt them to top descriptive frames.

Definition 31.

e Given two top descriptive frames § = (W, R, N, P) and § = (W', R/, N', P'),
a map h : W — W' is said to be a p-morphism between § and § if h is
a p-morphism between (W, R) and (W', R') [3], for every U € P' we have
that =Y (U") € P and W\h=*(W’'\U’) € P, and moreover w € N(h=*(U"))
if and only if h(w) € N'(U").

e Given a top descriptive frame § = (W, R, N, P), a generated subframe of §
is a top descriptive frame §F = (W', R', N', P"), where (W', R') is a gener-
ated subframe of (W, R), the set P’ is given by {UNW' | U € P}, and the
function N'(U") = N(U")YNW', for every U' € P'.

Observe that the given definition of p-morphism ensures the top node of § to be
mapped to the top node of §'.

In order to define the right notion of disjoint union, some more work is needed.
In particular, given a (finite) family of top descriptive frames, we want to define
an equivalence relation which identifies the top nodes of the different frames.

Let {§i}l", be a ﬁnitﬂ set of top descriptive frames, whose domains and top
nodes are respectively denoted by W; and t;, for every ¢. Consider the set of
worlds W', W;. We define an equivalence relation over such set, as follows:

w~ v <& (w=wvor there exist 4,5 € {1,...,n}:w=t; and v = t;).

Let us define W as the set of equivalence classes induced by this equivalence
relation, i.e.,

W= (Wi, W)/ ~ .
We equip the set W with an ordering relation, defined as follows:
[w]R[v] < Fu € [v] : wR;u, for some i € {1,...,n}.

The resulting structure (W, R) is a partial ordering with a maximum node, namely
the equivalence class [t;]. At this point, we are ready to define the notion of
disjoint union of top descriptive frames. In the following definition, given a set
X C W, we denote as X/ ~ the following set:

X/ ~={weW|we X}

2Following 3], we consider only finitely many top descriptive frames, since the disjoint union
of infinitely many descriptive frames is not a descriptive frame [12].
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Definition 32. Let {F;}!'_, be a finite set of top descriptive frames. The disjoint
union of {§;}, is a top descriptive frame

S: <W7R7N7P>7

where (W, R) is the partial order defined as above. The set of admissible upsets P
1s defined as
P = {( CHa Uz)/ ~ |U; € P;},

and the function N : P — P maps a set U of the form \J;_, Ui/ ~ in the following
way:

NU) = W Ni(U)] [ ~ .

Observe that the resulting structure is a top descriptive frame with top node [¢;].
As already said, taking the disjoint union of a family of top descriptive frames
amounts to taking the disjoint union of the original partial orders and identifying
their top nodes. This makes sure the resulting frame is still a top frame and
ensures the disjoint union to intuitively preserve the information contained in the
original frames.

Remark. The given definition of p-morphism seems to concern only the class
of top descriptive frames. Indeed, such a notion is defined for top descriptive
frames exactly in the same way as it would be defined for descriptive frames. If
we consider the definition of p-morphism given for top descriptive frames, the top
nodes are not explicitly considered anywhere; as a matter of fact, the intuitively
necessary condition

where t and ¢’ are respectively the top nodes of § and §’ in the definition, does
not need to be stated. The reason why this is the case is that the given definition
already implies the top node to be preserved. Therefore, we could have given
the above definition as a notion of p-morphism for descriptive frames, and we
could have defined the corresponding notion for top descriptive frames as follows:
a p-morphism between two top descriptive frames is just a p-morphism between
the two structures seen as descriptive frames.

At this point, we want to make the correlation between top descriptive frames and
N-algebras formal. To convince the reader that the resulting duality is intuitively
reasonable, we will not limit ourselves to give definitions. We will try to make
reasons and motivations for our choices explicit, and this will hopefully help to
give a neat ‘picture’ of how the duality works.

4.3.1 From Frames to Algebras
Let § = (W, R, N, P) be a top descriptive frame for N. Then, the structure

(P,N,U,—, N, W)
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is an N-algebra. We refer to it as the dual algebra §* of the frame §F.

The reader may note that the step from descriptive frames to N-algebras
resembles the one from intuitionistic descriptive frames to Heyting algebras [3].
The additional requirement, which is the definition of the unary negation operator,
is straightforward from the fact that the function N has P both as domain and
as range.

Remark. We want to emphasize the fact that the presence of the top node ¢ in
the considered frame is what allows us to really distinguish this duality from the
Heyting duality. Let us consider the positive reduct of the top descriptive frame
§, as well as the positive reductﬂ of the dual algebra §*. The unique Heyting
algebra obtained by adding the empty-set to P is exactly the Heying algebra dual
to the descriptive frame (W, R, P U {0}). This analysis is carried out, from the
point of view of Brouwerian algebras and the so-called pointed Esakia spaces, in
[2]. The Esakia space ‘corresponding’ to the descriptive frame (W, R, P U {0}) is
called unpointed Esakia reduct [2].

4.3.2 From Algebras to Frames

At this point, we need to see how to construct a top descriptive frame from an
N-algebra.

Definition 33. Let A = (A, A,V,—,—,1) be an N-algebra. A non-empty subset
of A is called a filter if

e a,be F impliecsaNbeF,
eacFanda<bwmplybeF.

Moreover, a filter F' is called a prime filter if
e aVbe F impliesace F orbe F.

The reader may note that the improper filter ' = A is included in this notion
of prime filter [2]. A motivation for this choice is the following. Usually, the
structure of prime filters are meant (in the intuitionistic case, for instance) to
play the role of consistent theories with the disjunction property. Here, we are
working in a paraconsistent setting, which allows us to drop the requirement of
consistency for the considered theories with disjunction property. Therefore, we
can allow the improper filter F' = A to appear among the prime filters, since the
only reason why we usually drop it is because we do not want prime filters to
contain 0, i.e., to be ‘inconsistent’.

We use now this notion to build a top descriptive frame from an N-algebra.
Consider, as the set of worlds,

Wy := {F | F is a prime filter of 2A}.

3With ‘positive reduct’ we mean the structure (W, R, P) in the case of the frame, and the
gH-algebra (P,N,U, —, W) in the case of the dual algebra. Basically, the structures we would
consider in the case of positive logic.
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Given F, F' € Wy, we consider
FRyF' if and only if F C F.
Moreover, let P be defined as
P:={a|ac A},

where a := {F € Wy | a € F'}. Finally, consider the function Ny : P — P defined
as follows:

—

Ny(a) := (—a).

The structure A, := (Wy, Ry, Ny) is indeed a top descriptive frame. In fact,
the presence of the improper prime filter A in the set Wy ensures the obtained
descriptive frame to be a top one. Finally, the locality property of the function
Ny easily follows from the fact that 2 is an N-algebra and, in particular, from
Lemma [£.1.T] We call the obtained structure the dual frame of .

4.4 Duality

At this stage, we are ready to illustrate and study duality between the class of
top descriptive frames and the variety of N-algebras. This duality, together with
the algebraic completeness proved at the beginning of the chapter, will allow us
to give a frame-based completeness result for all the extensions of N.

The first important fact to be considered is that every N-algebra can be seen
as the dual of some top descriptive frame, and vice versa.

Theorem 4.4.1. Let 2 be an N-algebra and § be a top descriptive frame. Then:
1. 2A ~ (2A,)*.
2. §F = (F)x-

Proof. We have to build the two natural maps and to show that they are the
desired isomorphisms.

1. Consider an N-algebra 2 = (A, A,V,—,—,1) and let Wy be as defined as
in Section 4.3. We can define the isomorphism g from 2 to (,)* as follows:

g:A— Py,

A~

at— a.

For the positive part of the proof the reader may see [I2]. The interesting part of
the proof for our scope is the one concerning the preservation of negation under
g. What we want to show can be formalized as

g9(—a) = Na(g(a)),
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since the negation operator on the algebra (2(,)* is exactly the function Ny. Now,
by how the map g is defined, we know that

—

9(—a) = (-a).

On the other hand, we also know that

—

Ny(a) = (-a).

Since g(a) is exactly @ by definition, we conclude that the negation operator is
preserved, as desired.

2. Counsider a top descriptive frame § = (W, R, N,P). We can define an iso-
morphism between § and (F*). as follows:

f:W%Wg*,

w—{UeP|weU}.

We focus here again on the part of the proof concerning the negation, while for
the positive part of the proof we refer to [12]. If we consider Definition , what
we have to prove amounts to the following: given an upset V' C Pz« and given an
element w € W, then

f(w) € Ng-(V) & w e N(fH(V)).

Let V' C Pz« be an upset. We know that V' is of the form 6, for a certain O € P.
In fact, the set of admissible sets Pz is obtained from the algebra §* by taking
the sets a, for every element a of the algebra §*; the considered algebra being
the dual of the frame §, every element of the algebra is an element of P, i.e., an
admissible upset of W. Now, observe that:

AWV ={weW|fw) eV}={weW | {UeP|wecU}eV}=

={weW|weO}=0.
Consider an arbitrary w € W. By how the maps f and Nz are defined, we have:

~

f(w) € Ng=(V) = N3-(0) = N(O).

This gives us that f(w) € Nz«(V) is equivalent to w € N(O). Therefore, we can
conclude that
f(w) € Ng=(V) & w e N(f71(V)),

which is the desired result. O

As already said, this duality has been studied and used, from a categorical stand-
point, in [2]. The idea behind it is the following: the necessity of a top node in
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the frame is a consequence of the fact that we ‘drop’ the bottom element on the
algebraic side.

At this point, we are ready to state and prove a fundamental duality result
for top descriptive frames. It is worth emphasizing that the proof of this result is
very similar to the intuitionistic proof [12].

Theorem 4.4.2. Let A and B be N-algebras and § and & be top descriptive N-
frames. Let {;} | and {§;}}_, be sets of N-algebras and top descriptive frames,
respectively. Then:

1. (a) A is a homomorphic image of B if and only if As is isomorphic to a
generated subframe of B..
(b) A is a subalgebra of B if and only if A is isomorphic to a p-morphic
image of B.
(c) (TTi=, 2A), is isomorphic to the disjoint union |, (2;)«.

2. (a) § is isomorphic to a generated subframe of & if and only if F* is a
homomorphic image of &*.
(b) § is a p-morphic image of & if and only if §* is isomorphic to a sub-
algebra of &*.

(¢) (Wi, §i)* is isomorphic to [[;—, (Ti)*.

Proof. In most of the cases within this proof, we limit ourselves to proving the
steps of the proof related to the negation operator. In particular, the structure of
the proof and the candidate functions are exactly the same as in the intuitionistic
context, and the reader may see [12] for a detailed account.

1.(a) : Let h be a surjective homomorphism from B onto 2. The considered
duality maps such a homomorphism to a p-morphism, as follows:

f:Wm%W%,

F— h™}(F).

We want to show that the function f is indeed an injective p-morphism. As
anticipated, we focus only on the part of the proof concerning negation. This, in
the case of descriptive frame p-morphisms, amounts to prove that the condition
for the function N stated in Definition is satisfied. Thus, consider a prime
filter F' € Wy. We want to prove that, given an upset V € Py,

F e Ny(f~(V)) & f(F) € Np(V).

Observe that V = @ and that, by definition of Ng, the image f(F) = h™1(F) is
an element of Ny (V) if and only if h~1(F) is a member of (:E), i.e., ma € h1(F)
in B. Therefore, we get that h(—a) is an element of F', which from the fact that
h is a homomorphism, gives us that —(h(a)) € F. Therefore, this allows us to
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—

conclude that F' € (ﬂm)) = Ny(h(a)), by definition of Ng. At this point, it is
enough to show that

—_—

f7HV) = (h(a)).
Consider a filter G € f~1(V) = f~1(a). Then, this is equivalent to
ac f(G)=hr"1Q).

Therefore, we immediately get that h(a) € G, as desired.

1.(b) : Assume here 2 to be a subalgebra of 8. We proceed here as in the
previous case: we give a candidate map and we prove that it is indeed a surjective
p-morphism between B, and 2l,. Consider the following function:

f:W%%Wm,

F—FnNA,

where A represents the domain of the subalgebra 2. Let us check that the defined
function f satisfies the ‘negative’ condition of Definition[3I] Let V be an arbitrary
upset in Py. Assume f(F) € Ng(V). This means, assuming V = a for some
a € A, that ~a € f(F). We rewrite this as —a € F' N A. Therefore, —a is an
element of the filter F' in B as well, which gives us that F' € Ng(a). On the other
hand, if F' € Ng(a), i.e., F contains —a with respect to 8, we also have that —a
is in both F' and A, since a is an element of A. Therefore, we have shown that:

F € Ng(a) & FNAe Ny(a),
for every a € A. The only remaining thing to check now is that f~'(a) = a, i.e.,
{GeWg |aeGNA}={G Wy |acG},

which is trivially true.

1.(c) : We give this proof considering only a pair of algebras 2A; and 2A2. An
easy induction can extend the proof to finitely many algebras. Note that Defini-
tion [32] gives us that the elements of (), W (As), are equivalence classes of the
form [F], where F is a filter of either 2(; or 2s. We denote as W the domain

(W1 wWy)/ ~

of (A1) (A2)« and we use Wy, 9, to denote the domain of the frame (A; x Az),.
Consider the following map:

f W — WQ[lXQ[Q,

[F1] — {(a1,a2) | a1 € F} and ag € Az}, for every A; # Fy € Wy,
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[F5] — {(a1,a2) | a1 € A and ag € Fy}, for every Ay # Fy € Wo,

[Az] — Al X AQ,

where A; is the domain of 2l;. First of all, observe that the considered function f
is well-defined, as well as injective. In fact, consider without loss of generality an
equivalence class [F1], with F} filter of 21, and focus on its image by means of f.
Clearly, the set

{(al,ag) | a1 € Fy and as € A2}
is upward closed, as well as closed under A. Moreover,

(a1,a2) V (a3, as) € f([F1])

implies a1 V ag € F; and as V aq € A. The set F} being a filter in Ay, we get that
ay € Fy or ag € Fy. Therefore, the image f([F}]) is a prime filter of 24; x Ag. It is
immediate to see that this holds for the top nodes as well, i.e., the image of [4;]
by means of the map f is the improper prime filter of 20; x 2. In order to get
surjectivity, we can check that every prime filter F' of 211 x %l is of the form:

{(a1,a2) | a1 € F1 C A; and ag € F» C Ao},
where F; is a prime filter of A;. Without loss of generality, if we consider the set
{a € Ay | there is a’ € Ay such that (a,d’) € F},

we need to show that such a set is a filter in Ay. This follows easily from the fact
that F' is a filter, and allows us to claim that the map f is bijective as well. At
this point, the remaining part of the proof amounts to checking the p-morphism
conditions from Definition [3I} The positive part of that definition can be checked
smoothly, similarly to the intuitionistic case. Hence, we decide to focus only on
proving that the condition concerning N holds. We need to show that, given an
element [F] of W, for every upset V' € Py, xa1,:

[F] € N(fH(V)) & F([F]) € Natyxau, (V)

Consider an element F; C A; such that f([Fi]) € Ny, xu,(V), for some upset
V € Py, xa,. Given that, by construction, V' = a for some a = (ay, az) € Ay x A,
we get that f([F1]) € Ny, xa, (V) is equivalent to

—_—

f([Fl]) S NQI1><Ql2((a17a2)) = (_‘1a1a _‘2@2>~

This can be equivalently rewritten as (—jai, ~2a2) € f([Fi]). At this point, by
using the definition of f, we obtain that

(m1a1,2a2) € f([F1]) & —a; € I,
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which is in turn equivalent to
Fy € Ni(ay).
Observe now that, in terms of equivalence classes with respect to ~, this means:
[F1] € Ni(ar)/ ~ .

Consider now the upset Na(az2). Given that we are dealing with disjoint unions,
we get that

Nl(&l)/ ~ U NQ(&Q)/ ~ = {[F] ew ’ F e Nl(dl)} U {[F] eWw | F e NQ(&Q)} =
={[Fle W | F € Ni(a1) U Na(az)} = (N1(a1) U N2(a2))/ ~=

— N{(@ V) ~ ).

Therefore, we have
[F1] € N((ay Uag)/ ~ ).

At this point, it suffices to be proved that
V) =7"4a) = (@Uag)/ ~.

Consider an element [G] € f~1(V). This means that f([G]) € V = (@), ie.,
a1 € G and a9 € As. Then, G € a1, and hence it is an element of a; U as as well.
Therefore, we get that

[G] S (d1Ud2)/~ .

On the other hand, assume [G] € (a; U az)/ ~. Then, this means that either
a1 € G or az € G, which gives us that the pair (a1, a2) surely is in f([G]). Hence,
[G] € f~1(V), and we are done. We do not unfold the symmetric case concerning
an element F» € Wa, since the proof goes exactly the same way. Finally, for the
case in which F' = A;, the equivalence class [4;] is in every upset (since it is the
top node of W), and the image A; x Ay as well (since it is the improper filter of
20 x Az, and hence the top node of Wy, «9(,). Therefore, this step of the proof is
concluded.

2.(a) : Without loss of generality, we can assume § to coincide with its isomorphic
generated subframe of &. Let us make use of V' to denote the domain of §. Then,

consider the candidate map:

g:Ps — Pg,

U—-UnNV.
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We want to prove that this is indeed a surjective homomorphism between the
dual algebras. We keep focusing only on the ‘negative’ part of the proof. This
amounts to proving that:

9(Ne(U)) = N3(9(U)),

for every upset U € Pg. Consider g(Ng(U)), for some U € Pg. By how we
defined g, we have that
o(No(U)) = No(U) N V.

Observe that, by Lemma 4.3.2
Ng(U)NV =Ng(UNV)NV.

At this point, we want to make use of the actual definition of N5, for which we
refer to Definition Such a definition gives us that

N;(UNV)=Ng(UNV)NV.
Therefore, we are able to conclude
9(Ne(U)) = Ne(U) NV = Ns(UNV) = N3(9(U)),
as desired.

2.(b) : Let now p be a p-morphism from & onto §. Our aim here is to make
use of such p-morphism p to build an isomorphism between §* and a subalgebra
of &*. Consider the following map:

g: Pz — Pg,

U —p Y(U).

Let us focus once again on the ‘negative’ part of the proof. Consider an arbitrary
U € Pz, in order to show that

9(Ne(U)) = N5(g(U)).

Observe that g(Nz(U)) is defined as p~!(Nz(U)). This means that w € g(Nz(U))
if and only if p(w) € Nz(U). Consider now the fact that p is a p-morphism, and
hence, we have that

p(w) € N3(U) & w € Ne(p~ ' (U)),
by Definition Indeed, this is exactly equivalent to saying
w € g(Nz(U)) < w € Ne(g(U)),

and hence, we are done.
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2.(¢) : As in the case of 1.(c), we give the proof just for two frames. It can
be extended to finitely many frames by induction. Let Pz w3z, denote the set of
admissible upsets of the disjoint union of §1 and §o. Observe that every upset U
in Pz, uz, is a set of equivalence classes [w] € (W) W Wa)/ ~. In particular, the
upsets U € Pz, w3, are of the form (U W Us)/ ~, where U; € P;. Hence, consider
now a function defined in the following way:

g: 7)&1@32 — 771 X 7)2,

Uw— (Ul, UQ),

for each U = (Uy W Uz)/ ~. The function g is clearly well-defined and bijective.
Moreover, the maximum element W of the algebra Pz, w3z, is given by the quotient
(W1 WWy)/ ~ and is therefore mapped to the pair (W7, Ws). The positive part of
the proof goes similarly to the intuitionistic case, and hence, we only focus on the
homomorphism condition concerning the negation operator. We want to check
that

g(N(U)) = N'(g(V)),
where N comes from §; W F2, and N’ comes from Az, x Az, and is defined as

N'(V1,Va) = (N1(V1), Na(V2)),

with N; being the function of §; and (Vi, V) € Py x Pa. Let U represent an upset
of the form (U; WU3)/ ~, for some Uy € Py and Uy € Psy. Recall that the function
N is defined in the following way:

N(U) = (N:1(U1) & Na(U2))/ ~ .
Hence, by definition of the map g,
g(N(U)) = (N1(Ur), N2 (U2)).
Thus, we have the following chain of equalities:
g(N(U)) = (N1(Ur), N2(U2)) = N'(U1,U2) = N'(g(U)).

This gives us the desired results, and the proof of the whole theorem is concluded.
O

The above duality results give us a clear picture of the relation between the class
of top descriptive frames and the class of N-algebras. We are now ready to employ
this duality to get the desired completeness result.
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4.5 Completeness

This last section wants to finalize the frame-based completeness result for all
the extensions of the basic logic N. The idea is that each of these extensions is
complete with respect to a certain variety of algebras, which is itself the dual
of a class of top descriptive frames. This duality preserves validity of formulas
and allows us to get a completeness result with respect to the considered class of
top descriptive frames. Even more: every descriptive frame can have associated
a unique top descriptive frame which makes exactly the same formulas valid.
Therefore, the completeness result can be extended to the class of all descriptive
frames as defined in Definition
Let us define the notion of model corresponding to descriptive frames.

Definition 34. A descriptive model for N is a pair M = (F,V) such that § =
(W, R, N,P) is a descriptive frame and V : Prop — P is a descriptive valuation
map.

Validity of formulas in a descriptive frame is defined in the same way as in the
case of Kripke frames. The reader may note that, given a top descriptive frame,
the top node makes every formula of the language true.

The correspondence between top descriptive frames and N-algebras can be
extended to a correspondence between top descriptive models and N-algebras
with valuations. We make this statement formal with the following result. Recall
that we use here the notation (2, v) E ¢ to say that the formula ¢ is true in 2
under the valuation v. In a similar way, we use (2, V) F ¢ to mean that the
formula ¢ is satisfied at every node of the dual frame 2(, under the valuation V.

Lemma 4.5.1. Let A be an N-algebra. Then,
o) Foe (A, V) Fo,

where V(p) = 1@

Proof. The first thing to be proved here is that the relation between V' and v can
be extended to all formulas, i.e.,

—

V() =v(p).

The proof goes by induction on the structure of . We leave the positive steps to
the reader, who can find them in [6]. We unfold here the step concerning negation.

v(=p) = w(p) = N(v(p)) = N(V(p)) = V(=p).

Observe that the first equality comes from Definition 25 while the second one
is an application of the definition of N from an algebra to its dual frame. By
induction hypothesis we can use the fact that V(¢) = v(yp). Finally, the last
equality comes from the fact that the function NV exactly defines the valuation of
negated formulas. At this point, we can use this result to get:

AVEpsup)=1aV(p)=1=Wy< A, V)E .
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Therefore, every algebra makes true exactly the same formulas as its dual top
descriptive frame, as desired. ]

At this point, we have got all the necessary tools to prove the frame-based com-
pleteness result. Given an arbitrary class C of N-algebras, let us denote as C, the
class of the corresponding top descriptive frames, i.e.,

C.:= {20, | Aec).

Theorem 4.5.2. FEvery extension L of the basic logic of a unary operator N is
sound and complete with respect to the class of top descriptive frames (V).

Proof. Let L be one of the considered logical systems. Then,

LFpe VLEpsAEp, forany A € Vi,
< (A, v) E @, for any 2 € V1, and any valuation v
< (A, V) E o, for any 2 € (V). and any valuation V'
S A E g, forany A € (Vi) < (VL) E o,

which is the desired completeness result. O

Remark. We give an argument here to prove that, given an arbitrary descriptive
frame, there exists a corresponding top descriptive frame on which exactly the
same formulas are valid. In order to see this, assume we have a descriptive frame
§ = (W,R,N,P), and consider the corresponding top descriptive frame §p =
(Wr, Rp, Ny, Pr) built as follows: Wp = W U {t}, where ¢ is a new node; the
relation R is obtained from R by adding the fresh node to the top, i.e.,

Rr=RU{(w,t) | we W}
the set of admissible upsets is obtained as follows
Pr={UU{t} |U e P}

and finally, the function N7 is naturally obtained from N in the following way:
given an element V = U U {t} € Pr, define Np(V') as N(U) U {t}. The fact that
this new frame has the same positive validities (i.e., formulas not containing —)
as the original frame follows easily from §3 of [5]E| We want here to deal with
negative validities as well, and to show they are invariant under the addition of
the top node. It is enough to prove that for every world w € W,

& V), wE-p < (Fr,Vr),wE —p,

for every valuation map V', where Vp(p) = V(p) U {t} for every p € Prop. The
whole proof goes by induction, hence we need to unfold an induction step. The

4In fact, by how Pr has been built, we can conclude that every propositional variable is true
at the top node (indeed, the empty-set is not an element of Pr). Observe that, in addition to
that, we can even claim that every formula is true at the top node ¢, since ¢ is an element of
every upset.
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induction hypothesis allows us to assume:

<S7 V>,’LU = P = <ST,VT>5U] F P-

The induction hypothesis can be rewritten as

Vr(p) = V(p) U{t}.

Recall that (§, V), w F —¢ means, in terms of valuation sets, that w € N(V(p)).
By definition of N7, we know that

Nr(Vr(p)) = N(V(p)) U {t}.

This gives us immediately the desired conclusion, since we can say that for every

we W,
we NWV(p)) & we Np(Vr(p)).

With this result, we are able to claim that the completeness-direction of Theorem
amounts to a proof of completeness with respect to the class of descrip-
tive frames. Moreover, the basic logic of a unary operator N is indeed sound and
complete with respect to the class of descriptive frames as defined in Definition

Let us emphasize a further interesting fact concerning finite frames. Consider
the more general notion of positive morphism as defined in [5]. We can enhance
this notion in order to get a corresponding notion of partial descriptive morphism
for descriptive frames as defined in Definition In particular, given two descrip-
tive frames § = (W, R, N,P) and § = (W', R', N',P’), we can consider a notion
of function between (W, R) and (W', R') as defined in Definition 20 of [5], and
require the following additional properties: for every U’ € P’, we want h*(U’) to
be in P, where

W(U") == WA\ R (R (W U'));

moreover, we want
W(N'(U)) = N(h*(U")).

Given this notion, for every finite frame § we can build a partial descriptive
morphism from the corresponding top frame §r which is onto over §. As a
matter of fact, it is enough to consider the identity map for all the non-top nodes
of §.

These last results and observations conclude the algebraic account of the con-
sidered systems. We have defined the variety of structures corresponding to the
basic logic N and we have proved algebraic completeness with respect to such a
variety. The second part of the chapter was devoted to build some tools, such
as the notion of general and descriptive frames, in order to exhibit a duality the-
ory for the considered algebras. The final section of the chapter makes use of
the obtained tools to transfer the completeness from the algebraic side to the
frame-based counterpart.
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Several further issues naturally disclose themselves. A first option is to analyze
the topological and categorical counterpart of the considered duality. As already
said, the positive reduct of the structures we are considering is given by the
structure of pointed Esakia spaces [2]. Obviously, we would need to equip such
structures with a map behaving as the function N and simulating the locality
property. Another immediate question to be investigated concerns the so-called
universal models [3]. In particular, two different notions of universal model for
positive logic are introduced in [5], and one of them corresponds to the positive
part of the notion of top descriptive frame introduced here. It could be interesting
to try to extend the study from [5] to the more general setting presented within
this work. Formulas similar to the Jankov-de Jongh formulas seem to be of interest
as well.

More generally, here we just scratched the surface of algebraic semantics: we
defined and introduced the general setting and its relation both with the Kripke-
style semantics and with the syntax. Many intriguing questions are still waiting
for an answer.
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Chapter 5

Sequent Calculi

The sequent calculus is a formalism which was introduced by Gentzen in 1935
[21] 22] and, for this reason, it is often referred to as Gentzen system. He consid-
ered this formalism to be more manageable and practical than natural deduction,
for which the normalization technique was not yet available, and he proved the
fundamental cut elimination result. Nowadays, the two formal systems of sequent
calculus and natural deduction are often considered equally good alternatives in
the area of structural proof theory, and the choice between them and their vari-
ants depends on particular applications of the proof theory one has in mind. The
currently available technique of normalization characterizing natural deduction is
comparable to the one of cut elimination developed by Gentzen. Sequent calculi
with the subformula property and the separation property are especially worth
being studied from a computational point of view.

Chapter [f] and Chapter [6] represent the ‘proof-theoretic’ side of this thesis. In
the current chapter, we define sequent calculus systems for all the subminimal
logics we have been considering. Indeed, the sequent calculi presented here turn
out to be cut-free systems with the subformula property. We introduce here
sequent systems of type G1 [44]. Later on, we move forward to G3-systems and
we prove completeness with respect to the Kripke semantics defined in Chapter
and Chapter [2 We choose to closely follow the exposition of the sequent proof
theory for intuitionistic and minimal logic as it is presented in [44].

5.1 The G1l-systems

We begin the section introducing some useful notation. The variable p will range
over the set of propositional letters. The variables «, 8 and ¢ will range over all
formulas, while I, A will represent ﬁnittﬂ multisetsﬂ of formulas [32]. A multiset
of formulas can be simply conceived as a set of formulas in which the number of
occurrences of a formula does matter: we want {¢, ¢} to be different than {¢}.
For the formal definition of multiset, refer to [32].

We allow the sets I, A to be empty.

2We have made a design choice and based sequents on multisets instead of sets of formulas,
thus we are not concealing contractions in the notation. It is convenient to deal with multi-
sets rather than with sets of formulas when considering backward proof-search procedures and
complexity-related problems, which we only briefly mention here and which are part of the
future work.
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Definition 35 (Sequent). A sequent for a language L is an ordered pair of fi-
nite multisets of L-formulas. The sequent given by the ordered pair (I', A) is
represented as:

I'= A

If A contains at most one formula, the sequent is referred to as single-conclusion.

Observe that, when representing a sequent, the notation
r, 1

denotes the multiset of formulas obtained as the union of the multisets I and I".

As customary, we denote the left rule for a connective o as oL and the right rule
as oR. We refer to the rules in which the connective is simultaneously introduced
to the left and to the right by means of suitable names, denoting the intended
meaning of the rule.

Definition 36 (Gl-systems). Proofs (alternatively, deductions or derivations)
are finite trees with a singe root, labelled with sequents. The azioms are at the
leaves of the tree. The axioms and rules for the G1-systems are the following:

Logical Rules for the Positive Fragment

Ax p=p TR =T
La, = AR I'=« r=2g
ang = F'=sanp
I'a= g = r ,
= B=¢ UR %9
avig=yp I'= a1 Vas
I'=« Ig=o¢ Na=g
—L R —————
Na—=8=¢ I'sa—g

Logical Rules for the = Operator

Na=7 I'6=a« NeF I'=«
I —a= -3 € I'—a= -4
I'a=p I''a= -«
CoPC — An ——

I',-8 = -« I'= -«
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Structural Rules of Weakening (W) and Contraction (C)

F:>§0 C F,OZ,OZZ>(,0
Na=¢ Na=p

The system Gln for the basic logic of unary operator N is obtained from the
positive system by adding the Weakening and Contraction rules, together with the
rule N. The systems for negative ex falso logic G1lnef and contraposition logic
Glcopc are obtained, respectively, by adding the rule NeF to the sequent system
for N and by substituting the rule N with the rule CoPC in Gln. Finally, the
system for minimal propositional logic, denoted here as Glm-, is obtained by
adding An to the system Glcopc.

The multiset I' and the formula ¢ occurring in the rules will be referred to as
context. Concerning the conclusion of each rule, the formula not in the context
is the principal formula, i.e., the one whose main connective has just been intro-
duced. Observe that Weakening and Contraction are indeed quite natural rules
to consider, if one interprets a sequent of the form I' = ¢ to mean

« /\ I' implies the formula ¢ ”.

Given that the Weakening and Contraction rules do not introduce any connective,
they are called structural rules.

In the two-premise rules, the contexts in both premises are the same (except in
the case of — L, because of the restriction to have one formula in the consequent).
All the rules are indeed context-sharing.

The systems introduced obey the so-called subformula property: in every
derivation of a sequent I' = ¢, only subformulas of I',; ¢ appear. It is easy to see,
for each rule of the systems from Definition [36] that the premises only contain
subformulas of the conclusion. Probably the most important consequence of this
is the separation property for such systems, providing their completeness. The
separation property denotes the fact that the proof of a sequent I' = ¢ requires
logical rules only for the logical operators which actually occur in the sequent.

Let us give some brief comments on the rules of the system. Note that the
conjunction, disjunction and implication rules and the two axioms simply rep-
resent the Gentzen G1l-system for positive logic [44]. For this reason, we may
refer to such system as positive system. The only rules which need additional
explanations are the introduction rules for negation.

Remark. The aim of the negation rules is the one of simulating the action of
the respective logical axioms. The rules N, NeF and CoPC introduce principal
formulas both on the left and on the right-hand side of the conclusive sequent.
On the other hand, the An-rule is a right rule.

There are already many different variants of Gentzen systems for minimal logic.
Some of them are presented in [44] and they are generally obtained from the cor-
responding intuitionistic calculus by dropping the rule concerning 1. The sequent
system for minimal logic defined here uses the result proved in Proposition [I.2.2}



74 Chapter 5. Sequent Calculi

an alternative axiomatization of MPC is given by CoPC, together with An. In
particular, this system allows us to keep focusing on the negation operator. Hence,
we denote it as G1lm_, following [44] and emphasizing the role of negation.

In what follows, we want to focus on showing that we can define alternative
systems, which are closed under the structural rules of Weakening and Contrac-

tion.

5.2 Absorbing the Structural Rules

In this section we want to give alternative but equivalent Gentzen systems ob-
tained by ‘absorbing’ Weakening and Contraction into the rules of the system.
This version of the systems has computational advantages, namely it has advan-
tages in the upside down procedure of proof-search for a given sequent.

We start by defining the alternative systems. Following [44], we refer to them
as G3-systems.

Definition 37 (G3-systems). The axioms and rules for the G3-systems are the
following:

Ax T\p=p TRI'=T
Lo, = I'=a«a =g
AN ———7—— AR
LaANB = F=anp
I'a= I'.g= T .
g L= B=¢ VR %
avpg=¢ I'= o1 Vas
Na— =« L= Na=g
N SR
Na—= =9y I'=sa—>p
I —a,a= 0 I'—a, B =« NeF I'—a=a«a
I'—a= -4 © I—a= -6
I-38,a=p I'a= -«
A U

We denote as G3n the system for the basic logic N, obtained from the positive
system by adding the rule N. The system G3nef is defined as G3n + NeF. Sub-
stituting the rule N with the rule CoPC in G3n, we obtain a sequent system for
contraposition logic G3copc. The G3-system for minimal propositional logic is
obtained by adding An to the system G3copc.

We emphasize here the main differences between the systems from Definition
and the ones in Definition above. As already anticipated, the structural



5.2. Absorbing the Structural Rules 75

rules of Weakening and Contraction are absorbed into the rules of the systems.
In particular, Weakening is absorbed into the axioms, as we allow non-empty
context I'. Moreover, Contraction needs to be built in the — L rule, as well as
in the non-right rules for —. The usefulness of these technicalities is going to be
clear later, when dealing with admissibility issues.

Let us introduce some notation. We denote as depth of a derivation of a
sequent I' = ¢ the length (i.e., the number of inference steps) of a maximal branch
within the tree representing the derivation. Observe that the depth of an axiom
is n = 0. Also observe that the depth of a derivation whose last inference step is
obtained by means of a one-premise rule is n = m+ 1, where m denotes the depth
of the premise. Finally, if the last inference rule is a two-premise rule, the depth
n is the maximum max{mj, ma} + 1, where m; and mg represent, respectively,
the depth of the derivation of the left and of the right premise sequent. In this
and in the next chapter, we write -, I' = ¢ as “the sequent I' = ¢ has been
obtained via a deduction of depth n”. Moreover, we write F<, I' = ¢ as “the
sequent I" = ¢ has been obtained via a deduction of depth at most n”.

In order to be able to use Weakening and Contraction while working within
the G3-systems, we have to show that these structural rules are admissible in
the considered systems. The definition given in Chapter [3| corresponds to a gen-
eral notion of admissibility. In a sequent calculus setting, a rule is said to be
admissible if the existence of a derivation for the premises implies the existence
of a deduction for the conclusion sequent. Similarly, a rule is said to be depth-
preserving admaissible if admissibility preserves the depth, i.e., if the premises are
provable via a deduction of depth n, then the conclusive sequent is derivable via
a proof whose depth is at most n. Therefore, what we have to show amounts to
proving that the systems are depth-preserving closed under the structural rules
of Weakening and Contraction.

Theorem 5.2.1 (Admissibility of Weakening Rule). The Weakening rule is ad-
missible in the considered sequent calculus systems. In particular, it is depth-
preserving admissible.

Proof. Here, we show that whenever there is a derivation -, I' = ¢ of depth n,
it is possible to obtain a derivation <, I';a@ = ¢ by means of the appropriate
rules in each system. We prove the considered result by induction on the depth
n of the derivations.

Base case: Consider the case in which the depth n of the derivation is 0, i.e.,
the sequent I' = ¢ is an axiom. Two options need to be considered. First, sup-
pose that ¢ is a propositional variable p and p € I'. In this case, I';a = p is
still an axiom and therefore it is derivable in the system. The second case goes
similarly. Suppose ¢ is T. Of course, I';a = T is an axiom too and hence, it is
derivable.

Now, we need to take care of the induction step: m > 0. As the induction
hypothesis, let us assume that ,, I' = ¢ always implies F<,, I', &« = ¢, for each
m < n. In order to cover all the possible cases, it is necessary to consider all the
possibilities for the rule applied as the last step of the derivation of I' = .
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AL : Suppose that the sequent I' = ¢ has been obtained by applying the left
rule for the conjunction at the last step. Thus, I' is of the form I'y, 51 A B2, and
the last inference of the derivation looks like:

Flaﬂl?ﬁ? = @
[, 1A B2 =

This derivation has depth n. As we can see, the sequent I'1, 81,82 = ¢ has a
derivation whose depth is (n — 1), and hence, it is possible to apply the induction
hypothesis to such a sequent. From this, we get a derivation of depth at most
(n — 1) of a sequent of the form I'y, 31, B2, @« = ¢. By considering such a sequent
as the premise for an inference of AL, we obtain a derivation of depth at most n
whose last step is the following:

Flvﬁl)ﬁ?aa =@
Iy, 81N Br,a= ¢

where I'1, a, ¢ represent the context. Therefore, the sequent I',; & = ¢ is indeed
derivable in the system, and the derivation has depth at most n.

AR : Suppose that the sequent I' = ¢ has been obtained by the right rule for
the conjunction as the last step. Thus, ¢ is of the form 81 A B2, and the last
inference of the derivation looks like:

I'= B I'= B9
I'= B1A B2

The given derivation has depth n. Exactly as in the previous case, we can apply
induction hypothesis on both sequents in the premise. Indeed, the depth of the
derivation for each sequent is < n. In particular, denoting with my and msy the
depths of derivation for, respectively, the left and the right premise, we have
n = max{my,ma} + 1. By the induction hypothesis, we get two derivations of
the following forms:

l_Sml F,Oé = 61 s |_§m2 F,Oé = 62.
It is clear how now we can apply the right rule for conjunction again, obtaining;:

I'a= 5 I'a= ps
Ia= 31 AP

AR

where I',« is here the context. Therefore, the sequent I';a = ¢ is indeed
derivable in the system. The depth of such a derivation turns out to be <
max{myi, mo} +1=n.

VL : Suppose that the sequent I' = ¢ has been obtained by an application of
the left rule for the disjunction as the last step. Thus, I is of the form I'y, 51 V (s,
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and the last inference of the derivation looks like:

I',81=¢ [',82 = ¢
[,61VB=¢p

The depth of the given derivation is n. The depth of the derivation for each
sequent in the premise is again < n, say mi1 and mg, respectively. By applying
the induction hypothesis to both such sequents, we get two derivations:

F<m, I, Bra= 0, Fam, I, B2, = .

We can apply the rule for disjunction, considering I'1, «, ¢ as the context. We
obtain:

Fl,ﬂl,a:@ F1,52,0£:>Q0

VL
Flaﬁl \//BQ,Q =

The depth of such a derivation turns out to be < max{mj,mo} +1 = n and
hence, the sequent I', « = ¢ is derivable in the system.

VR : Suppose that the sequent I' = ¢ has been obtained by an application of
the rule for the disjunction on the right as the last step. Thus, ¢ is of the form
B1V B2, and without loss of generality, we assume the last inference to look like:

F:>51
['= 31V B

This derivation has depth n. The depth of the derivation for the premise sequent
is (n — 1). By applying the induction hypothesis, we get

VR

I_g(nfl) I'a= p.

It is clear how now we can apply the right rule for disjunction again, considering
I', o as the context. We obtain:

F,Oz@,@l
Fa= 31V P

VR

The depth of such a derivation turns out to be < n and hence, the sequent
I', & = ¢ is derivable in the system and the depth of the proof is preserved.

— L: Assume that the sequent I" = ¢ has been obtained by the left rule for
implication as the last step. Thus, I' is of the form I'y, 81 — B2, and the last
inference of the derivation looks like:

I',81 = B2 = b1 I',B2=¢
Fbﬁl —>52 =

The given derivation has depth n. Denote with m; and mo the depths of deriva-
tion for, respectively, the left and the right premise. By applying the induction
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hypothesis to both such sequents, we get two derivations

Fam ', 81— Bo,a= B1 , Fam, ', B2, = .

We apply the rule for implication, considering I'1, «, o as the context, and we
obtain

Fl)ﬁl —>/32,0[:>B1 Fluﬁ?va:> ¥
', p1 = Pa,a = ¢

The sequent I';a = ¢ turns out to be derivable in the system, by means of a
proof with no increased depth.

— R : Suppose that the sequent I' = ¢ has been obtained by an application
of the rule for implication on the right as the last step. Thus, ¢ is of the form
B1 — B2, and we assume the last inference to look like:

F761:>62
I'= 31— B

Such a derivation has depth n, while the depth of the derivation for the sequent
in the premise is (n — 1). By the induction hypothesis, we obtain

l_g (n—1) F,,Bl,Oé = ﬁQ'

Now, by applying the right rule for implication again, with I', & as the context,
we get:

F7517QZ>B2
Ia= 51— B

— R

The depth of such a derivation is indeed < n and hence, the sequent I', & = ¢ is
derivable in the system and the depth of the deduction is preserved.

N: Let I' be of the form I'y,—f3;, and let the last inference of the derivation
look like

[y, =61, = B [y, =61, 82 = B
Iy, =61 = —B2
The depth of this derivation is n. Denote with my and ms the depths of derivation

for, respectively, the left and the right premise, and apply the induction hypothesis
to both premises, to get

N

F<my T, =81, 81,0 = B2, F<my, T, =81, B2, 0 = B
Now, via another application of N with I'j, o as the context, we have

Iy, =61, Br,a= B2 'y, =1, B, o= 31
Flv_'ﬁlaa = _'52

N



5.2. Absorbing the Structural Rules 79

The depth of such a derivation is < max{mj, mo} + 1 = n. Thus, the sequent
I', & = ¢ turns out to be derivable in the system via a proof of depth at most n,
as desired.

NeF : Assume that the last inference rule applied to get I' = ¢ is NeF. Thus,
I is of the form I'y, =81, while ¢ is =32 for some formula 2. The inference looks
as follows:

', =61 = b1
', =81 = —f

NeF

By the induction hypothesis, there exists a derivation of depth at most (n — 1) of
the sequent I'y, =81, @ = B1. Therefore, by simply applying NeF again with con-
text I'y, a, we obtain I'y, =81, a = —f2, which corresponds exactly to I', o = .
Observe that the obtained derivation has depth at most n.

CoPC : Consider the case in which the last rule applied was CoPC, as follows:

['y, =81, 82 = B

CoPC
© I, =61 = =

Given that the premise of this rule has a derivation of depth (n—1), we can apply
the induction hypothesis on such a premise sequent and get

F< 1) I'1, 261, B2, = Br.

Another application of CoPC on the obtained sequent leads us to get the desired
derivation F<, I't, =81, 0 = —fs.

An : The only step we need to take care of is the one in which the sequent I' = ¢ is
the conclusion of an application of An. Consider the following step of a derivation:

I,8=-p

n I'= g

The induction hypothesis ensures the existence of a derivation of depth < (n —1)
of the sequent I', 8, « = —3. Hence, an application of An gives us a derivation of
depth < n of the sequent I', « = =, as desired. O

As the reader may have seen, the proof we gave above is not particularly involved,
and it works in a straightforward way also for the negation rules. In our proof,
we have been careful in ensuring admissibility to be depth-preserving. The rea-
sons for requiring this particular property are mainly computational, since this
requirement allows the usage of Weakening without increasing the ‘complexity’ of
the derivation.

At this point, one of the useful notions is the one of invertible rule. A rule
is said to be invertible if for every instance of the rule, the premise sequents are
derivable if and only if the conclusion sequent is. Enhancing the proof of the
Inversion Lemma that we find in [44], we would get that, in the G3-systems,
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the only non-invertible rules are VL, — L with respect to the left premise, and
the newly added rules N, NeF and CoPC. Indeed, all the other rules are depth-
preserving invertible.

We state and prove admissibility of Contraction and the proof is similar to the
one given for Weakening. Nonetheless, the required induction this time is a double
induction, both on the depth of derivations and on the complexity of the formula
a. We recall the notion of weight (or complexity) of a formula «. This notion is
defined inductively on the structure of the formula. Propositional variables and
the constant T have null weight, i.e., w(p) = w(T) = 0 for every p € Prop. For
every binary connective o € {A,V, —}, the weight w(ajoas) = w(ag)+w(az)+1.
Finally, for negation we define w(—a1) = w(aq) + 1.

Theorem 5.2.2 (Admissibility of Contraction Rule). The Contraction rule is
admissible in the considered sequent calculus systems. In particular, it is depth-
preserving admissible.

Proof. We will show that, whenever we start from a derivation of the form F,
I', o, & = ¢ in one of the G3-systems, then there is also a derivation of depth at
most n of the sequent I', & = . The structure of the proof is an induction on the
pair (n,m), where n = w(«) and m represents the depth of the derivation tree.
The pairs are considered to be ordered by means of the lexicographic orderinﬁ.

(0,0): As a base case, we consider the situation in which the sequent I', o, « = ¢ is
an axiom (i.e., the derivation has depth 0), and « is either a propositional variable
por T. Assume first a to be p. In this case, we have three different cases: the one
in which ¢ is p, the one in which ¢ is a propositional variable ¢ such that ¢ € T,
and the one in which ¢ is just T. It is immediately clear that by considering only
one instance of p in the antecedent, the resulting sequent will still be an axiom in
all the three cases. Assume now that « represents T. In this case, the options to
be considered are just two: the one in which ¢ represents T, and the one in which
@ is a propositional variable ¢ € I'. Again, in both cases, considering only one
occurrence of T in the antecedent gives a sequent which is still an axiom. There-
fore, whenever we have an axiom of the form I', a, & = ¢, and « has null weight,
the sequent of the form I', & = ¢ is still an axiom, and hence, the conclusion of C
is derivable in the system in the form of an axiom, i.e., via a derivation of depth 0.

(n,m) > (0,0) : Here we are considering three different cases. They indeed
amount to distinguish the case in which neither of the instances of « is principal
from the case in which one instance of « is indeed principal. It is immediate to
see that, if « is not principal and I', &« = ¢ is an axiom, the resulting sequent
I')a, & = ¢ is an axiom as well. Now, we assume the sequent not to be an axiom,
and we cover all the possibilities for the inference rule applied as the last step of
the derivation. Note that in the cases of left rules, the principal formula will be

3Given a set of ordered t-uples of natural numbers (n1,...,n:), we say that
(n1y...,ne) <o (Ma,...,my),
where <1, denotes the lexicographic ordering, if there is an index ¢ € {1,...,t} such that n; < m;

and, for every j < i, n; = mj, where < is the standard ordering over N.
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either an element of I'" or an instance of a. In the case in which the principal
formula is an element g8 of I', we denote I' as I'1, 5.

AL : Assume that the sequent I', o, = ¢ comes as the conclusion of an ap-
plication of the conjunction rule on the left and also that « is not principal in
such an inference, as follows:

Fl?ﬁlvﬁ%avai@
F1761A627aaa:>()0

The premise sequent comes from a derivation of depth (m —1). The lexicographic
ordering ensures that (n,m — 1) < (n,m) and we can thus apply the induction
hypothesis on such a sequent, obtaining a derivation < (,,_1) I'1, f1, B2, @ = ¢.
By considering this sequent as the premise for an application of AL rule, we get a
derivation of depth at most m of the sequent I'1, 81 A B2, @ = , which is exactly
INa= e

Assume now that the sequent I', a, &« = ¢ comes again as the conclusion of
an application of the conjunction rule on the left, but in this case, « is principal
in such an inference. Here, o will be the a conjunction of the form a; A as, and
the last step will look as:

]._‘,(11,(12,(1:>90

Ta,a= ¢

The premise sequent comes from a derivation of depth (m —1). Note that the left
conjunction rule is indeed one of the depth-preserving invertible rules. Therefore,
from F(,,_1) I'; a1, 0,0 = ¢, we can get a derivation F I', an, a2, a1, a2 = ¢,
where k£ < (m — 1). Now, n; and ngy being respectively the weight of a; and axs,
the following holds: (k,n1) < (m,n) and (k,n2) < (m,n). Thus, by applying the
induction hypothesis (to both a; and asz), we get F<(,,_1) I',a1,a2 = ¢. By
considering this sequent as the premise for an application of AL rule, we get a
derivation of depth at most m of the sequent I'1, a1 A ag = ¢, which is exactly
I'Na= ¢

AR : Assume that the sequent I',a,a = ¢ comes as the conclusion of an ap-

plication of the right conjunction rule, as follows:

Flvaaa:BI Fl,OL,Oé:>62
F17057a:>ﬁ1/\/82

Let mq, ms be the depths of the derivation whose conclusion is, respectively, the
left and the right sequent of the premise. Given that m = max{mi,mas} + 1, we
get that (n,mi1) < (n,m) and also (n,m2) < (n,m). The induction hypothesis
allows us to get

Fam Tya= 81, Fam, I, a = Bo.

By considering this sequents as the premise for an application of AR rule with
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context I'1, o, it is possible to obtain a derivation of depth at most m of the se-
quent I'y, a = B1 A B2, which is exactly I',; a = .

VL : Assume that the sequent I',a,« = ¢ is the conclusion of an application
of the left disjunction rule and that « is not a principal formula, as follows,

Flaﬁlyaaajw F15527a7a:> ¥
Flaﬁl\/BQvaaO[:@

VL

Let m1, mg be the depths of the derivation whose conclusion is, respectively, the
left and the right sequent of the premise. We have (n,m;) < (n,m) and also
(n,mgy) < (n,m), and hence, the induction hypothesis allows us to obtain the
following derivations

F<m, I, Br,a= ¢, Fapm, I, B2, = .

By applying VL to these sequents as premises, with context I'1, o, ¢, it is possible
to obtain a derivation of depth at most m of the sequent I'y, 51V B2, & = ¢, which
is I', &« = ¢ indeed.

Assume that the sequent I', o, & = ¢ is the conclusion of an application of
the left disjunction rule and that « is a principal formula is such an inference:

La,a= ¢ [Lag,a = ¢

Noa,a=¢

Let mq, ms be the depths of the derivation whose conclusion is, respectively, the
left and the right sequent of the premise. Note that the left disjunction rule is in-
deed one of the depth-preserving invertible rules. Hence, from tp,, I', a1, 0 = o,
we can get a derivation Fy, I', a1, a1 = ¢, where k; < my. Moreover, from F,,,
I',az, a0 = ¢, we can get a derivation kg, I', aa, a2 = ¢, where kg < ma. Now,
ny and ngy being respectively the weights of a1 and ag, we have (ki,n1) < (m,n)
and (k1,n2) < (m,n). Thus, by applying the induction hypothesis (to both the
obtained sequents), we get F<,,, I';an = ¢ and also F<,, I, s = ¢. By con-
sidering these sequents as the premises for an application of VL rule, we get a
derivation of depth at most m of the sequent I'1, a1 V as = ¢, which is exactly
I'Na= e

VR : Assume that the sequent T', o, & = ¢ comes as the conclusion of an applica-
tion of the disjunction rule on the right. Without loss of generality, we consider
the last step of the derivation as follows:

F,a,aéﬁl
F>a7a:>B1v52

VR

The premise sequent comes from a derivation of depth (m —1). The lexicographic
ordering ensures that (n,m — 1) < (n,m) and we can thus apply the induction
hypothesis on such a sequent, obtaining a derivation of depth at most (m—1), i.e.,
F<(m-1) I';@ = B1. By considering this sequent as the premise for an application
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of VR rule, we get a derivation of depth at most m of the sequent I', . = (51 V B9,
which represents I', « = ¢, as desired.

— L : Assume that the sequent I', o, @« = ¢ is the conclusion of an application of
the left implication rule, in which « is not principal:

Fluﬁl _>627a505:61 Flaﬁ?vaaa:(p
Fluﬁl —>B27Q,OZ:@

Let m1, ma be the depths of the derivations of the sequents in the premise. We
have (n,mg) < (n,m). The induction hypothesis allows us to get

Fami T'1,81 = Ba,a = B1 , F<m, 1, B2, = .

By applying — L to these sequents as premises, with context I'y, a, , it is possible
to obtain a derivation of depth at most m of the sequent I'y, 81 — [2,a = ¢,
which turns out to be I', & = ¢ indeed.

Assume now instead, that the sequent I',a, @ = ¢ is the conclusion of an
application of the left implication rule in which « is principal:

I'ag = as,a= oy I'Nag,a = ¢

—L I'No,a= ¢

Let mq, ms be the depths of the derivation whose conclusion is, respectively, the
left and the right sequent of the premise. Note that the left implication rule is
depth-preserving invertible with respect to the right premise. Consider first the
left premise. Observe that (n,mi) < (n,m) and thus, the induction hypothesis
can be applied. Therefore, from t,, I', o, &« = a1, we get a derivation -, I', o =
ay, where k1 < my. Take now into consideration the right premise of the inference.
By means of depth-preserving inversion on the right, F,, I', ag, & = ¢ gives us
Fr, Iy, 0 = ¢, where ko < mg. Now, ng being be the weight of apg, the
following holds: (k2,m2) < (m,n). Thus, by applying the induction hypothesis,
we get F< i, I', g = ¢. Now, we can use — L again to obtain

|_§m1 I'Nag — ao = oy |—§m2 T'as= ¢

— L
F,a1—>a2:><p

In this way, we have obtained a derivation of depth at most m of the sequent

I'1, a1 — a9 = ¢, which is exactly I', a = ¢.

— R: Assume that the sequent I',or,ac = ¢ is obtained by applying implica-
tion rule on the right. The last step of the derivation looks as follows:

F7ﬂ17a7a:>ﬁ2
P,OC,CE:>,81 _>62

— R

The premise sequent comes from a derivation of depth (m — 1) and hence, the
lexicographic ordering ensures (n,m — 1) < (n,m). We can apply the induction
hypothesis on such a sequent, obtaining a derivation F< (1) I', S1,a = B1. By
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considering this sequent as the premise for an application of — R rule, it is pos-
sible to obtain a derivation of depth at most m of the sequent I', o« = 51 — (o,
which is I', @« = ¢, as desired.

N : Assume that the sequent I',a,a = ¢ is the conclusion of an application
of the N-rule, but « is not principal, as follows:

', =61, B, o, a0 = B2 ', =61, Ba, o, 0 = By
Flv _'/617 o, = _'62

N

Let mq, mo be the depths of the derivations of the sequents in the premise. Given
that m = max{mi,ma} + 1, we get that (n,m;) < (n,m) and also (n,mz2) <
(n,m). The induction hypothesis allows us to get the following derivations:

|_§m1 Fla_'617/817a:>62 s l_sz Fla_'ﬁlaﬁkaéﬁl'

By means of an application of the N-rule with context I'i,«, it is possible to
obtain a derivation of depth at most m of the sequent I'1, =31, @ = =2, which
turns out to be I', & = ¢ indeed.

Consider the case in which the sequent I', o, « = ¢ is the conclusion of an
application of the N-rule and « is a principal formula. This means that « is of
the form —aq, ¢ is of the form =8 and the inference goes as follows:

F,"Oél,Oél,Oéjﬁ Fa_'a17ﬂva:>a1
I'a,a= -4

Let m1, mg be the depths of the derivations of the sequents in the premise. Given
that m = max{mi,ma} + 1, we get that (n,m1) < (n,m) and also (n,mz) <
(n,m). The induction hypothesis allows us to get

}_§m1 F,"O[l,Oél = ﬁ 3 l_gmz F)ﬁalvﬁ = Qaj.

By means of an application of the N-rule with context I', it is possible to obtain
a derivation of depth at most m of the sequent I', =y = — 3, which turns out to
be I', a = ¢, as desired.

NeF : Assume that the sequent I', o, @« = ¢ has been obtained by applying NeF
and that « is not principal, as follows:

F17_'ﬂ17a7a = ﬂl
Fl,_‘/Bl,Oé7a = _‘/62

NeF

for some formula 3. The depth of the derivation of the premise is (m — 1). The
pair (n,m — 1) is lexicographically smaller than the pair (n,m), and this gives
us the possibility of applying the induction hypothesis on such a sequent, getting
I'y,—B1,a = B1. Now, an application of NeF with context I'y, « leads us to the
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required sequent:

Fla_'ﬂlaa = Bl
Fla_'ﬁlaa = _'ﬁZ

NeF

Indeed, the conclusion of such an inference is exactly I', o = ¢, as desired.

The second case covers the possibility for one of the occurrences of o to be
principal. Therefore, « is -« for some «y, and the last step of the derivation
looks like:

I',—a1,a= o
I',—a,aa= -

NeF

Given that the premise comes from a derivation of depth (m — 1), we can apply
the induction hypothesis and obtain a sequent of the form I', -y = a3 which,
via an application of NeF, gives us exactly I', a3 = —f.

CoPC : Let the first case be the one in which the sequent I', o, &« = ¢ has been
obtained by CoPC, and the formula « is not principal:

F7 _‘/817527 o, = 51

CoPC Fa_'ﬁlua7a = _‘/82

The depth of the derivation of the premise is (m—1). Given that the pair (n,m—1)
is lexicographically smaller than (n,m), we can apply the induction hypothesis
and get F< (1) I', 7f1, @ = B1. Via an application of CoPC with context T,
we obtain the desired derivation <, I', =51, @ = —fs.

Consider now CoPC as the last rule applied to get ', o, &« = ¢, and one of the
instance of « is a principal formula of the form —«y. This case goes as follows:

I'y,~a1,0,8 = «
Copc L=

', —op, a0 = =

The premise sequent comes from a derivation of depth (m — 1), which lets us
apply the induction hypothesis on such a sequent and get

F<m-1) I'1, o, B = ay,

which is exactly the general form of the premise of CoPC; hence, by applying the
latter, we obtain k<, I'1, 7oy = —f and hence, we are done.

An : Consider the case in which the sequent I', o, @« = —f is obtained by means
of an application of An, in the following way:

F,OZ,OZ,B:>_'ﬁ
Io,a= -4

An

By the induction hypothesis, there is a MPC derivation of the sequent I', o, 8 =
—f whose depth is < (m — 1). Simply applying An to such a sequent, we get the
desired derivation F<,, I', e = —f. O
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The closure under structural rules that we have just proved allows us to claim the
following equivalence result.

Theorem 5.2.3. Let x € {n,nef,copc,m_}. Then, the following holds:
GlsFI'= 9o & G3x T = ¢.

Proof. The proof is an induction on the depth of the derivations, and it is straight-
forward from Theorem [£.2.1l and Theorem [(.2.2] O

5.3 The Cut Rule

As already anticipated, the systems we have introduced so far obey the so-called
subformula property. The following form of ‘transitivity’ of the = operator vio-
lates this property:

=« IMa=o

Cut
OL,I'=p
The above rule is called Cut rule. The formula « to which the rule is applied is
called cutformula. Observe that the contexts of the two sequents in the premise
are explicitly given as two different contexts I' and I"". Since Weakening and Con-
traction are admissible rules of our systems, it would have been equally effective
to consider a context-sharing Cut rule, i.e.,

I's o Na=¢

Cutgs ISy

The reader may easily realize the reason why adding the Cut rule to the considered
systems would violate the subformula property. Indeed, the cutformula « is not
necessarily a subformula of I',T”, o. We are nevertheless going to use such a rule
while building proofs, given that the following result holds for the considered
systems.

Theorem 5.3.1 (Cut Elimination). Every sequent I' = ¢ which is provable in
one of the G3-systems + Cut, is also provable in the same G3-system without

Cut.

We keep the proof and the discussion of this result for the next chapter.

5.4 Equivalence of G-systems and Hilbert systems

In order to start using the G3-systems for effective proofs, we want to make sure
that they are a sound and complete systems for our logics. The proof amounts
to showing that the Gentzen systems we have defined are equivalent to the log-
ical systems obtained from the Hilbert-style axiomatizations. For each of the
considered systems G, we want to show that having a derivation Fg I' = ¢ is
equivalent to having a Hilbert-style proof of ¢ from assumptions in I'. Given a
Gentzen system G, let Hg denote the corresponding Hilbert system.
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Theorem 5.4.1. Given a finite multiset of formulas I' and a formula ¢, we
have that I' = ¢ is a derivable sequent in the considered G-system if and only if
I' mag ¢ within the respective Hilbert system Hg.

Proof. We consider the left-to-right direction. The proof goes by induction on the
depth of the derivation of the sequent I' = ¢.

Consider the case in which I' = ¢ is an axiom. As we can see, there are two
options for this to be the case. The first option is that ¢ is p, for p € I'. In this
case, since p F p, we get the desired Hilbert-style derivation. In the second case,
@ is T. This also leads us immediately to the conclusion, given that - T holds.

For the cases concerning the rules from the positive system, together with Weak-
ening and Contraction, we refer to [44]. We focus on the cases in which the last
introduced formulas contain negation as the principal connective.

Assume that I' = ¢ comes as a conclusion of an inference of N. Thus, I' con-
sists of a set of formulas I'y, and a formula —a. The consequent ¢ is the negation
of a formula as well, and we shall denote it as =3. The last step of the derivation
looks as follows:

Fl,a:ﬁ Fl,ﬁ:>a
Fl,—\a:>_\ﬁ

The depth of such a deduction is n > 0. Therefore, by the induction hypothesis
we can claim the existence of Hilbert-style derivations I'y,a F g and I'1, 5 F «
within the N-system. At this point, by using the axiom N, modus ponens and the
Deduction Theorem, it is immediate to obtain a proof

Fl,—al——'B

within the N-system, as desired.

Assume the sequent I' = ¢ to be obtained from an application of the rule NeF.
In this case, the set I" consists of a set of formulas I'y and a formula —«, while
the consequent ¢ is the negation of a formula —f3. The last step of the derivation
looks as follows,

I'n =«

NeF ———
€ Fl,—u:>—|ﬁ

Hence, the induction hypothesis gives us a Hilbert-style proof of I'y F « within
NeF. That said, we obtain a derivation of the following form:

', —at (aA-a),
which allows us to conclude

Fl,—u F —\ﬁ,
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which indeed is the desired derivation.

Assume now that the sequent I' = ¢ happens to be derived via an applica-
tion of the rule CoPC. In this case, the set I" consists of a set of formulas 'y and
a formula —f, and the consequent ¢ is the negation of a formula —«. The last
step of the derivation looks in the following way:

Fl,Oé:>,3

CoPC T, = -a

Now, the induction hypothesis allows us to get a Hilbert-style proof of I'y, e -
within the logical system CoPC. Finally, the axiom, together with modus ponens
and the Deduction Theorem, gives us

Fl, —\ﬁ F -a.

Suppose now the considered sequent I' = ¢ is the conclusion of an application of
An. If this is the case, the formula ¢ is a negated formula —¢, and the last step
of the proof looks as follows:

I'Na= -«

An I'= -«

By the induction hypothesis, we know that the derivation I', &« F -« can be ob-
tained within the Hilbert MPC-system. Therefore, by means of the axiom An, we
can conclude I' F =, as desired.

For the right-to-left direction, it is enough to prove that each of the considered
axioms is derivable by means of the respective sequent calculus, and that the se-
quent systems are closed under modus ponens and uniform substitution.

We start by proving that the sequent whose left-hand side is empty and whose
right-hand side is given by the axiom N is derivable by means of the rule N.
Consider the sequent = N, i.e.,

= [(p—= a) ANg—p)] = [(=p = —¢) A (g — —p)].

Going backward, by means of the right implication rule — R, the left conjunction
rule AL and again, the right implication rule, we get the following two sequents:

p—¢,q—=p,—p=—qand p—q,q = p,7q = p.

They are completely symmetric. Therefore, we will unfold the proof for one of
them, given that the other one behaves in the same way. Now, we go backward
by means of N, as follows:

pP—4q¢,q—=>Dp,p,p=>(¢ p—4q—p,—P,q=Dp
pP—q¢,q—>p,7p=>"9¢q
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We first consider the derivation of the left premise which, going backward, looks
like

p—qq9—>p,p,p=>Dp qQ—Dp,7p;D;q = q
pP—4,9q—=>p,p,p=>(¢

— L

The obtained premises are both axioms. For the derivation of the right premise,
similarly we have

pP—=>4¢q9—>p,D,q=q pP—q¢7D,q¢,p=1Dp

—L P—a,q— P D q=Dp

which again leads backward to two axioms. Therefore, the axiom N is provable
in the system G3n.

We repeat the same proof for the negative ex falso axiom, and we get the fol-
lowing derivation. We start from

(pAN—p) = —q

and we proceed bacward by means of the conjunction rule on the left. This gives
us

P, P = 7q.
At this point, via a backward application of the NeF-rule, we get the axiom
p,—p=p,

and we are done. Thus, we have shown that the axiom is derivable within the
system G3nef. In particular, this derivation, together with the previous one,
proves that both the NeF axioms are provable in the G3nef-system.

In order to show that the weak contraposition axiom is derivable within G3copc,
consider the following proof. From the sequent

p—q=—q— P,
by means of the right implication rule we go backward and we get the sequent
p—q,—q= Tp.
The contraposition rule CoPC leads us to the sequent
pP—4,7¢,p=(q.

Via a final application of — L, we get two axioms,

p— q,~q,p=pand —q,p,q = q.
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The given derivation allows us to conclude that the contraposition axiom is prov-
able within G3copc.

The last axiom which needs to be checked is the absorption of negation axiom.
Indeed, the derivation of it goes as follows: we start from the sequent

(p—=a)A(g—p)=p
By applied backward AL and An subsequently, we get a sequent of the form
(p—q),(p— —q),p = —p.

Finally, an application of the implication rule on the left leads us to the axiom

(p—q),(p——q),p=0p

on the left, as well as to the sequent

(p—4q),p,mq= —p

on the right. The reader may observe that the right leaf of the proof-tree, namely
(p — q),p,—q = —p, is a weakened instance of the contraposition axiom. There-
fore, by the above proof we get derivability of An within the system G3m-, as
desired.

At this point, we have to show that the G-systems are closed under modus ponens
and uniform substitution. This part of the proof is standard. For the details we
refer to [44]E|. O

4Observe that the fact that modus ponens can be ‘simulated’ by the rules in the sequent
systems makes use of Theorem [5.3.1} Indeed, this step of the proof needs to use the Cut rule,
and hence, it needs Cut to be admissible in the considered sequent calculi.
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Chapter 6

Cut Elimination and Applications

This last chapter is dedicated to admissibility and elimination of the Cut rule.
We want to show that adding the Cut rule to the G3-systems does not make new
sequents provable. The proof essentially amounts to showing that the systems
are closed under Cut. As already anticipated, the technique of cut elimination
was developed by Gentzen in 1935 [21], 22]. Nowadays, the technique generally
used for proving the ‘redundancy’ of the Cut rule in a calculus is a semantic one.
An advantage of this semantic approach is that it usually leads to establishing
completeness with respect to the considered semantics. Nonetheless, in case of
logics with a more complicated semantics, a syntactic strategy turns out to be
more efficient and, sometimes, to be the only technique actually available.

We begin the chapter by proving the considered sequent calculi to be cut-free.
Later, we make use of these cut-free systems and prove fundamental results, as
disjunction property and Craig’s Interpolation Theorem. We conclude the chapter
with an interesting result: contraposition logic interprets minimal propositional
logic by means of a natural translation. We will see that such a translation is
somehow absorbed into the rule An, and this will make things easier through the
proof.

6.1 Closure under Cut

Within this chapter, we often call an application of the Cut rule a cut. A deduction
in the G3-systems which contains no cuts is called a cut-free deduction.

We exhibit here a syntactic argument that ensures the considered sequent
systems to be closed under Cut.

Theorem 6.1.1 (Admissibility of Cut rule). The Cut rule is admissible in the
considered sequent calculus systems.

Proof. We will show that whenever we consider a Cut inference,

'=a IMa=e
Cut

T'= ¢

and we assume that its premises have cut-free proofs, the conclusion has a cut-
free proof as well. The structure of the following proof resembles the one for
admissibility of Weakening: it is a double induction on the pair (n,m), where n
is the weight of the cutformula «; this time, m denotes the sum of the depths
of the derivation of the premises, i.e., if F,,, ' = a and F,,, IV, = ¢, then
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m = m1 + mo. We consider a base case and an induction step, which can be seen
as encoding three different cases. Given an application of Cut with associated
pair (n,m), the induction hypothesis states that any other application of Cut
with associated pair (n/,m’) < (n,m) can be replaced by a cut-free derivation
of the same sequent. Observe that we are going to make use of the fact that
Weakening and Contraction have been proved to be admissible rules.

(0,0): In this setting, the cutformula « is either p € T' or the constant T, while
the premises of the rule are both axioms. We shall go through all the possibilities.
Consider first the case in which « is a propositional variable p € I'. Then, suppose
¢ to be p. In this case, the application of the rule gives I',I” = p as a conclusion.
Such a sequent is an axiom as well, given that p € I'. Therefore, it is derivable
by means of a cut-free proof. Suppose now that ¢ is ¢ € I''. Again, given that
the resulting sequent after the cut is I',)T” = ¢, and ¢ € I”, such a sequent is
still an axiom. Finally, by assuming ¢ to be T, it is immediate to see that the
resulting formula is an axiom, given that its right-hand side formula is T. We
should consider here also the possibility of a being T. It is indeed straightforward
to see that the conclusion sequent of the Cut will be an axiom.

(n,m) > (0,0): This induction step encodes three cases.

First, we consider the case in which at least one of the premises is an axiom.
Let the right premise sequent IV, = ¢ be an axiom. This means that either
p=a=porp=qel oreven o = T. The last two options immediately imply
the sequent I',T” = ¢ to be an axiom too. If the first option holds, i.e., « is the
principal formula p, we can conclude I', T = ¢ by applying Weakening to the left
premise of Cut. Now, assume the left premise sequent to be an axiom. We need
to take care of all the possibilities for the right premise sequent. Nonetheless, we
can assume the latter not to be an axiom, because otherwise we would get back
to the previous case. Observe that the cutformula « in this setting is either p or
T, which implies the impossibility for « to be principal in IV, = . We need
to consider all the inference rules, because the principal formula of the sequent
IV, = ¢ can either be an element of I or ¢ (or both, as in the case of N, for
instance).

AL : Consider the following last two steps of the derivation, assuming the right
premise sequent to come from a conjunction left rule

] Fma—1) 2, 11572, 0=

A

Fol'= « Loy Ay, =
LT, vi Ay = ¢

Cut

We can apply the induction hypothesis (IH) in the following way, given that the
pair (0, mg — 1) is lexicographically smaller than the pair (0, ms2):

H Fol'= a Fma—1) '2: 71,72, = ¢

Ll v,72 = @
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Observe that this amounts to permuting the cut upwards and it is one of the main
techniques used in the current proof. Indeed, instead of applying the Cut after
the conjunction rule, the induction hypothesis allows us to apply the Cut first,
and then conclude the desired sequent by means of the conjunction rule. In fact,
via an application of AL with context I',I'y we can conclude

F7F2171772 =@
F7F27’Yl /\72 = 2

AL

VL : Suppose now that the right premise sequent is the conclusion of a disjunction
left rule, as follows

l_ll Po,m,a= ¢ l_lz Loy, = ¢

FoT = Po,mVy,a= ¢

Cut ;
F)P2771\/72 = p

where [y, s are such that mg = max{ly,l2} + 1. A double permutation of the cut
upward gives us the following two sequents,

|_0F:>Oé }_l1 F27717a:>30

F7F2771 =

Fol' = a Fi, o, y0, 0 = @

F1F27’72 =@

Observe that they can be used as premises for an application of VL with context
I', 9, to conclude the desired sequent I', 'y, v1 V 72 = ¢.

— L : Consider the following last two steps of the derivation

L By, Toomn — y2, =m0 Fi, To, 2,0 =
%
F2771 _>727O[ = ¥
|—0F:>Oé |—m2F2,"}/1 — V2,0 =
Cut

R e e P

with [; and [y representing depths which are strictly smaller than mo. Let us
apply the induction hypothesis, permuting again the cut upward as follows

Fol'= « Fi, Toom — v, =m0

T,y = 2=

|_0F:>Oé }_121—‘2,’}/2,(1:>Q0

F7F2772 =

The obtained sequents can indeed be used as premises for applying — L with
context I', T'y. This leads us to I',I's, 71 — 72 = ¢, which is the desired sequent.
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AR : Consider the following last two steps of the derivation

R '_ll F’,Oz =M |—12 F,,Oé = 2
A
Fol' =« I ao= v A2

Y =y Ay

Cut

where the depths [, I3 are strictly smaller than mo. In a similar way as before,
we can apply the induction hypothesis twice and get

FoT' = o F, T a=m

F,F/ =7

|—QF2>04 |—12F,,a:>72

F,F/ = Y2

Now, via an application of AR with the sequents obtained above as premises and
context I', TV we get I',T" = 1 A 72, as desired.

VR : Assume that the right premise sequent has been obtained as the conclusion
of a right disjunction rule, from a premise whose derivation depth is (mg — 1),

l_(mg—l) F/, a = 1

VR ;
Fol'= « IMa=vVy

IV =y Vs

Cut

The induction hypothesis this time gives us a sequent which can be used as a
premise for a right disjunction rule,

|—0 I'=a |—(m2_1) F/, o = Y1
H

F,F/ =7

Now, an application of VR with context I', I gives us the desired sequent I, T =
71V 2.

— R : The case in which the right premise comes from an inference of — R
resembles exactly the previous one. Indeed, the last step of the derivation is

F(ma—1) Iy, = 72

— R
Fol = o IMa= v — 7

Cut
n F,F/é’yl%’m
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The induction hypothesis gives us the possibility of permuting the cut upward
again, as follows

Fol'= Fma—1) Iy 71,0 = 72

IH
F,F/a’YI = Y2

—+R ;
LTV =m—=m

N : We consider here the case in which the rule introducing the right premise
sequent is N, and assume I, I3 to be strictly smaller than ms:

Fiy, Doy = y1, 71,0 = 92 Fi, T2, =71, 72,0 =

Fol'= « Lo, =y, =~y
Cut

Fa F?a -1 = Y2
Let us apply the induction hypothesis in the following way

H Fol'= « B, Ty =, v, 00 = 72

F7F27 V1,71 = Y2

Fol'= « Fi, Toy =71, 72,0 = M
[T, —71,72 = M

and conclude via an application of N with premises the obtained sequents and
with context I',T":

I To, =y, = 72 Do, =vi,v2 =™
F7F27_‘71 = Y2

NeF : This step of the proof goes as follows:

l_(m2,1) FQ: L, = M
NeF

|_m1 I'=«o |—m2 FQ, Y1, 00 = Y2
Cut

[Toy 71 = 2

A simple permutation of the cut upward gives us the desired sequent. In fact,
given that (n,m;+mo—1) < (n,mj+ms), we can apply the induction hypothesis
as follows

I I_m1 F:>Oé F(mgfl) F27ﬁ71,a:>71

NeF Iy =11 =m

T2, =v1 = =72

CoPC : Consider the following last two steps of the derivation:

I_(m271) an 1,72, =M
CoPC

l_m1 I'=« |—m2 FQ,—ryl,a=>—|’yg
Cut

[Toy =71 = 2
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We apply now the induction hypothesis on the pair (0,m; + mg — 1), permuting
the cut upward, in the following way

" Fmy I'=« Fima—1) T2, 71,72, = M

[T 71,72 = m

CoPC
ITo, =y = =7

which gives us the desired cut-free proof.

An : Consider the following case:
I_(mgfl) Flv /Ba a = _'5
An

Fmy I = « Fmy T o= —f3
LT =g

Cut

The induction hypothesis allows us to get the following derivation, easily permut-
ing the cut upward using derivations such that (m; +mg — 1) < m.
|—m1 I'=a }—(m2_1) F’,B,a = —f
F7 Fla B = _‘ﬁ
LT,= -8

IH

In this way, we get the desired sequent by means of a cut-free proof.

We have covered all the possibilities assuming that (at least) one of the premises
is an axiom. At this point, we consider the case in which neither of the premises is
an axiom, and the cutformula « is not principal in at least one of them. Observe
that in checking all the possible rules for the right premise sequent, we have al-
ready covered the case in which « is not a principal formula in such a sequent. In
fact, we never used the assumption that I' = « was an axiom, except for claiming
that « could not be principal in the right sequent. Therefore, the remaining cases
are the ones in which « is not principal in the left sequent. In this case, the left
premise comes from an application of a left rule.

AL : Consider the following last two steps of the derivation:
'_(ml—l) Flaﬁla 52 =
Fmy D1, 81 A B2 = « Fm, Iy = ¢
[y, B A B2, T =

Let us apply the induction hypothesis as follows:

AL
Cut

Fmi—1) T'1, 81, B2 = « Py TV 0= 0

Flaﬂl:ﬁ%F/ =
Flaﬁl /\627F/ =

We have shown that the conclusion obtained by Cut rule could be alternatively
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obtained in the original system.

VL : Consider the following last two steps of the derivation:

l_kl F1751:>Oé |_/€2 F]_,B2:>Oé
I',f1Vps= '—m2F,,Oé:>g0
Fl?lﬁl \ /827F/ =@
where the depths ki, ko are strictly smaller than m;. We can apply the induction

hypothesis, to permute the cut upward with respect to the application of the
disjunction left rule

Cut

H Fi, T, 1 = « e
F1761>F/:>90

H Fr, T'1, B2 = Fmy T =
Flaﬁ?vl—‘/:(ﬁ

Now, via an application of VL with context I';,I", ¢ we get:

Flaﬁlarligp F17527F/:>80
[y, 61V B2, I = ¢

— L : Consider the following last two steps of the derivation,

i, T, 61 = B2 = B Fro I'1, B2 = «
I',81 = B2 =«

— L

|_m1 Flaﬁl_>52:>a |_m2 F/,Oé:>90
Iy, p1— B, IV = ¢

Cut
with k1 and ko denoting depths of derivations strictly smaller than mq. Let us
apply the induction hypothesis as follows,

}_kz F1,52:>04 |_m2 F/,Oé:>(p
F17627F/ = 2

IH

Moreover, an application of the Weakening rule leads us to the following derivation
i, T1, 81 — B2,I” = 1, which allows for an application of — L with context
P17 Plv ®

I'i, 01— B2, TV = b1 Iy, B2, T = ¢
Iy, B1— B2, T = ¢

Assuming that « is not principal in the left premise sequent, we have covered all
the possibilities. The remaining case to be checked is the one in which neither of
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the premises is an axiom, and the formula « is principal in both of them. Observe
that in this case the left premise sequent is the conclusion of oR if and only if the
right premise comes as the conclusion of oL, where o € {A,V,—}. In a similar
way for negation, the left sequent comes as the conclusion of a negation rule if
and only if also the right premise sequent does.

A : Consider the last steps of the considered derivation, assuming that k; and
ko are such that m; = max{ky, ko} + 1, as follows

Fo, T = oy Fe, T = o Fima—1) TV a1, 00 = ¢
AR AL ;
c Fm, I = a1 Aag Fme Iy a1 Aaa =

ut

IT=¢
At this point we can apply the induction hypothesis two consecutive times

I'= o Iaj,as =

H ,
F:>Oé2 F,F,O&Qi@

LTI = o

It is worth to be noted that for these applications of the induction hypoth-
esis it has not been necessary to specify the depth of the considered deriva-
tions. Indeed, in both cases the induction hypothesis can be applied because
n = w(a) = w(ay) + w(az) + 1, and hence the pairs (w(ay), —) and (w(az), —)
are both lexicographically smaller than (n,m). Now, by applying Contraction to
I, T, T" = ¢, we obtain the desired sequent.

V : Consider the last steps of the derivation in which the principal formula «
is a disjunction

F(mlfl) I'= oy l_ll F’,a1 = @ |—l2 F/,ag = @
VR VL /
Cut Fm, I' = a1 Vo Fme I'ya1 Vag = ¢
u

rLT=p

where [1 and [y are strictly smaller than mo. It is sufficient to apply the induction
hypothesis to get the desired sequent,

I'=o I ag = ¢

rT'=¢p

Again, for this application of the induction hypothesis it has not been necessary
to specify the depth of the considered derivations. The induction hypothesis can
be applied because n = w(a) = w(o) +w(a2)+ 1, and hence the pair (w(ay), —)
is lexicographically smaller than (n,m).
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—: Consider the last steps of the proof, assuming the cutformula to be an impli-
cation,

Fi, T o — e = oy i, TV ae = ¢

— L ;
Fm, I';a1 = a2 = ¢

|—(m1_1) I'Nag = as

— R

c Fmy T = a1 — o Py T a1 = ag = ¢
ut

I,I"= o

Consider the following applications of the induction hypothesis. In the first case,
we apply the induction hypothesis on a subformula of «, while in the second one,
we apply it on an m’ = my + [y, which is indeed less than m = mq + ma:

H I'ap = as IMay=¢
DIV o= ¢
|_m1 I'= a1 = as |—l1 F,,Oél — Qg = (]
IH
F,PI:>041

Now, we use again the induction hypothesis, and this time we are legitimated by
the weight of the cutformula being smaller than n, as follows:

F,P/:>CM1 F,F/,Oé1=>(,0
IO, =p

which, by Contraction, gives us the sequent I', TV = ¢.

= : Finally, consider the case in which the cutformula is a principal negation
in both premise sequents. Here, different options need to be considered. Let
us start by considering the case in which both premises come as conclusions of
applications of the inference rule N, as follows

Fi, Iy man, a1 = an Fr, 1, mo, a0 = o

'_ml Fl, ] = Q9

I_ll Flv 0, 0 = 03 l_lg F,a g, 03 = Q2

Fmg I, —ae = —asg

|—m1 Fl, ] = T |_m2 F/, (g = (3

Cut ;
Fl, o, I'" = -3

where k1,ko < mp and I1,lo < mg. The induction hypothesis here needs to be
applied a few times. The first two applications can be carried out because the
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considered derivations have shorter depth than mi; + ma:

H Fg T, man = —an b, TV, g, a0 = a3
Iy, -0, IV, ar = a3
IH |_m1 Fl,_‘Oél = Q2 l_lg F,a g, 3 = (2

Fla _‘ahrla a3 = 9

The following two applications work because of the fact that the cutformula is a
subformula of a, i.e.; it is a9, and it has smaller weight than «

" ', ~aq, 01 = g I'i,~a, IV as = a3
/
Flvrla_'ala_'alaalar = a3
" I',—oq, IV, a3 = o 'y, —aq, a0 = oy

', Ty, —ar, o, ag = o

After an application of Contraction on both the sequents we have obtained, we
can apply N again and get:

Fl,_‘Oél,F/,Oél = a3 Fl,_‘al,r‘,,a3:>041

Fl, -0, "= Q3

which leads to the desired consequent.

We go on by assuming the left premise to be the conclusion of an application
of N; the right premise sequent, on the other hand, comes from an application of
NeF. Here, « is —as.

Fry I, mon, 10 = an iy Ity man, a0 = o

|—m1 Fl, ] = Q9

|—(m2_1) F,, 0 = Q9

NeF ;
l—mQ T , Qvg = (3

l_ml Fl, ] = Q9 |—m2 F/, (g = (g

Cut ;
Fl, -, I'" = Q3

where k1, ko < mji. We can apply the induction hypothesis with respect to shorter
derivations

|—(m1) Ty, —a1 = —ag |_(m2_1) F/, Qg = Q2

IH ;
Fl,—\al,r = Q9
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At this point, we have to apply the induction hypothesis again, this time on a
simpler cutformula

I Iy, -0, IV = as ', —aq, a0 = o

Fl,Fl,—!Oq,ﬂOél,F’ = 1

By means of Contraction and NeF, we get exactly the desired sequent 'y, —aq, IV =
(3.

Consider now the case in which the left premise sequent is the conclusion of a
NeF inference, while the right one is the conclusion of N.

F(ml—l) ', a1 = oy

NeF
l_ml Fl, ] = Q9
Fy T, —an, a0 = a3 b, TV mag, a3 = ag
|—m2 F/, (g = (3
|—m1 Fl, ] = Q9 }_m2 F/, g = 03

Cut

Fl, -0, I’ = 03

where l1,lo < mgy. Observe that it is immediate, applying Weakening and NeF
to I'y, ma1 = aq, to obtain the sequent I', —a, IV = —ag3, as desired. To con-
clude the whole proof, consider the case in which both premise sequents come as
conclusions of NeF,

l_(mlfl) 'y, —a1 = o I_(Tnz—l) F/a g = (g

NeF NeF
Z |_m1 Fl, ] = T0Y |—m2 F/, (g = (3
ut

Fl, -0, I = -3

Again, here, via an application of Weakening to I'1, ~a; = a1, followed by an
inference of NeF, we get the desired result.

We have basically covered all the cases concerning both G3n and G3nef. At
this point, the two conclusive cases of the proof are about the rules of CoPC and
An. Let the last two steps of the derivations look as follows:

l_(m1—1) F17 -0, 0 = A '_(mgfl) F/7 —Q, 03 = 0

P CoPC
Co CC |—m1 Fl, ] = Q9 |—m2 F/, (g = (3
ut

Fms Ty, IV = —ag

The induction hypothesis can be applied because we are dealing with shorter
derivations, as (n,m; +ma — 1) < (n,m; + ma):

Fmy 1, man = —ag Fima—1) I m02, v = ag

IH
Fla _'Oél’]:‘/v a3 = Qg



102 Chapter 6. Cut Elimination and Applications

The second application of the induction hypothesis goes here on a ‘smaller’ cut-
formula as:

H ', -0,V a3 = o 'y, —aq, a0 = o

/
CopC ', I, —oq, —oq, I a3 = o

'y, Ty, —ar, —ar, IV = —ag

which, via an application of Contraction, leads us to the desired sequent I'y, a1, IV =
- via a cut-free proof.

Take now into consideration the case in which @ = = is a principal formula
in both sequents, and the left premise comes via an application of An.

Fimi—1) I = —aq Fma—1) Iy m1, a2 = an
An CoPC p
|—m1 I'=> e’ |_m2 T , ] = Qg

Cut

F, "= mie%)

Consider the following two applications of induction hypothesis:

|—(m1,1) I'N'ag =~ |—m2 F/, Q) = Qi
H
', aq, I’ = e’
|—m1 I'= -y |—(m2_1) F,, oy, 0 = o]
H

F, F,, a9 = (X1

Note that here we used the induction hypothesis on the base of the fact that the
pairs (n,m; + mg — 1) and (n,m; — 1 4+ mg) are lexicographically smaller than
the pair (n,m), where m = mj; 4+ mgy. Via a last application of the induction
hypothesis, plus Weakening followed by An, we get:

F,F/,OQ = o] F,Oél,F, = 0
I,T, F/, F/, Qg = 09

I, F/, Qg = 09

H

An

T, "= e’

and we can conclude that both G3copc and G3m_, are closed under Cut.
O

In the cut admissibility theorem we have proved that, given cut-free derivations
of the premises of a cut, there is a cut-free derivation of the conclusion. The main
induction was on the weight of the cutformula. In order to get an actual proof
of a cut elimination result, one has to consider a measure of the ‘cut-complexity’
(often called cutrank, see [44]) of the whole derivation of a given sequent, and by
induction on such a measure one proves that, indeed, all the cuts within the given
derivation can be eliminated.
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Definition 38 (Cutrank). The rank of a cut on a formula ¢ is defined as the
successor of the weight of the formula @, i.e., w(p)+ 1. The cutrank of a deriva-
tion amounts to the maximum of the ranks of the cutformulas occurring in the
considered derivation.

The cut elimination theorem says that given a proof (possibly containing cuts)
of a sequent, there is a cut-free proof of that same sequent. The main induction
is now on the cutrank of the derivation, and the induction step is that, given the
derivations of the premises of a cut with cutrank bounded by the weight of the
cutformula, there is a proof of the conclusion of the cut with cutrank bounded by
the weight of the cutformula. The proof goes ezactly as the one we gave for cut
admissibility (i.e., it uses the same local transformation steps). Moreover, it is
possible to extract an effective, non-deterministic algorithm from the proof above.
We recall here the statement of the Theorem [(£.3.1]

Theorem [5.3.1] Every sequent I' = ¢ which is provable in one of the G3-
systems + Cut, is also provable in the same G3-system without Cut.

Proof. For a detailed analysis, see the proof of cut elimination for intuitionistic
logic in [44]. O

The results proved in this section give us cut-free sequent calculi in which both
Contraction and Weakening are admissible rules. We are ready to finally use the
systems for effective proofs about the considered logical systems.

6.2 Some Applications

In this section, we want to convince ourselves and the reader that the systems we
are working with are, in some ways, ‘good’ systems. The fact that we have proved
them to be cut-free sequent calculi already gives us strong reasons to believe that
they can be used to obtain interesting results. We want to exploit the strength of
the systems by proving fundamental results for the considered logic. In particular,
we make use of the G3-systems to give an alternative proof of an essential result
already presented in Chapter [} the disjunction property. After briefly discussing
the decidability result, we conclude this section by using our calculus to give a
proof Craig’s Interpolation Theorem for the considered logical systems.

Whenever one wants to show that a certain proof system is indeed a useful
tool for proving results in a ‘constructive’ setting, the disjunction property turns
out to be the perfect candidate for being the required witness. In Chapter [3 we
gave a semantic proof of the disjunction property, making use of some preservation
and invariance results. Here, we state a slightly more general result than the one
proved semantically: disjunction property under hypothesis [44]. The semantic
proof given in Chapter [3] can indeed be generalized to prove also this version of
the result. The structure of the semantic proof would remain the same, although
some more preservation properties would need to be proved.
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Theorem 6.2.1 (Disjunction Property under Hypothesis). Consider a finite mul-
tiset of formulas I' which does not contain any disjunction. Then, if ' - @V, it
follows that T' = ¢ or I' =4. Moreover, such a property is depth-preserving.

Proof. The proof goes exactly as the one for the intuitionistic case [44]. Indeed,
the newly added rules introduce principal formulas both on the left and on the
right-hand side of the sequent, and thus, they need not to be considered in the
proof. O

Before moving to the interpolation results, we give here an interesting example of
cut-free proofs by using the G3copc-system. The results we are going to prove
will give us a way to work with negated formulas within the contraposition and
minimal systems. As a matter of fact, the presence of contraposition ensures that
every even number on negations is equivalent to two negations; moreover, every
odd number of negations implies one negation.

Theorem 6.2.2. Let n € N be an arbitrary natural number such that n > 1.
Then, we have that

_‘(Qn-‘r 1) 2n)

p — —p and —( p < ——p are theorems of contraposition logic,

where =™ denotes m nested applications of the negation operator for any natural
number m.

Proof. The proof goes by induction on n € N. This means that, for the base case,
we need to prove that ———p — —p is a theorem. The proof-search procedure goes
as follows: we start from the sequent we want to derive, i.e.,

—p = -p.

The only rule we can apply backward clearly is CoPC. Therefore, we get the
sequent

Again, the only possible move to do backward is to apply CoPC, with principal
formulas ———p and ——p. This gives us the sequent

—p, P, TP = -,

We can conclude now this procedure by applying the same rule backward once
again, this time with principal formulas —p and ——p. Indeed, we get the following
sequent:

—mTp, P, TP, TP = D,
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which is an axiom. Therefore, the proof-search procedure ends, and we have
obtained the following derivation of the desired sequent within G3copc:

ooTp, TP, TP, p = P
p, P, P = -
——p,p = —p

The reader may observe that this proof only makes use of the contraposition rule.
Moreover, the proof-search procedure makes active use of the Contraction built
into the rules and of the fact that we are working with multisets of formulas.
At this point, let us assume by the induction hypothesis that we have both the
desired results for n, i.e.,

—|(2"+1)p — —p and —|(2”)p +» —=—p are theorems of contraposition logic.

Thus, the sequent

_|(2n+1)p:> —p
is derivable within the system. By weakening this sequent with ——p, we can

conclude by CoPC that the sequent
—p = =20,

is derivable. Hence,

p o 2D,

is a theorem of contraposition logic. On the other hand, by uniformly substitut-
in —q in =Dy 5 —p we get that

_@n+1))

q — =g
is a theorem as well. Finally, from the derivability of the sequent
——p = =Dy

we can apply Weakening and CoPC and conclude

—(2(n+1)+1)

At this point, we employ the closure of the system under Cut and we obtain

SCMANHD,

(2(n+1)+1)

This gives us the theorem — p — —p, as desired. ]

!Uniform substitution is a rule from the Hilbert-style definition of CoPC. Nonetheless, we
have proved in Theorem that it can be simulated by means of the sequent system, and
hence, for the sake of simplicity, we refer to it.
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Note that the previous theorem allows us to conclude the same result for minimal
propositional logic as well, G3copc being a subsystem of G3m._..

6.2.1 Decidability via Sequent Calculi

In Chapter[3] we have discussed in the standard way that the finite model property
ensures the studied subminimal systems to be decidable. Here, we want to give
a decision method which exploits the proof systems defined in Chapter f] The
argument is standard and simulates the proof of this result for intuitionistic logic
as it is given in [44].

Theorem 6.2.3 (Decidability via Sequent Calculi). The logical systems N, NeF,
CoPC and MPC are decidable.

Proof. The idea of the proof amounts to the following: given a sequent I' = ¢, we
want to decide whether there exists a proof of it within the considered G3-system.
Hence, we have to search ‘bottom-up’ for a proof of the considered sequent. In
doing this, we take into consideration several facts.

First of all, observe that every step of the searching procedure consists of look-
ing simultaneously for proofs of finitely many sequents. Moreover, given a sequent
I' = ¢, a ‘predecessor’ of that sequent is obtained by replacing that sequent with
(at most) two sequents, which represent the premises of the eventually applied
inference rule with I' = ¢ as a conclusion.

Given two sequents I' = ¢ and A = 1), we say that they are equivalent if I" and
A contain the same formulas without considering multiple occurrences (i.e., I' and
A conceived as sets of formulas are the same), and ¢ and ¢ coincide. Given two
finite sets of sequents {I'1 = ¢1,..., '), = ¢p} and {A1 = ¥1,..., Ay = U},
we consider them to be equivalent if, for every I'; = ;, there is an equivalent
sequent A; = ); in the second set. This notion of ‘being equivalent’ gives us
a way to stop the proof-search procedure. In particular, a branch of the search
tree can end either because we meet an axiom along such a branch or because we
encounter a problem (i.e., a finite set of sequents) which is equivalent to a problem
we encountered lower down the branch. As already said, since the considered
sequent calculi satisfy the subformula property, we get a bound on the depth of
the search tree and, hence, the proof-search eventually terminates. O

As we have seen, the considered proof systems are decidable, and this can be
proved fairly easily both syntactically and semantically. On the other hand, the
calculi presented here are not terminatinﬂ. Therefore, we do not get any non-
trivial decision procedure and we have no information about the computational
complexity of this decidability problem. In order to get any kind of information,
we should ensure our systems to be terminating, or at least we should provide a
loop-checking technique. For instance, one could refer to [45] to find two different

2Consider a proof-search procedure for the sequent ———p = ——p. The only possibility is to
consider a backward application of CoPC, obtaining the sequent ~——p, =p = ——p. At this point,
considering a further backward application of CoPC, with context —p, we get ~——p, —p, ~p =
——p, and we can already see that the bottom-up proof-search procedure does not necessarily
terminate.
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PSPACE decision procedures for intuitionistic propositional logic and, then, try to
mimic them. Nonetheless, the approach of modifying either the single-conclusion
or the multi-conclusion calculus from [45] to adapt it to our systems doesn’t seem
to go through smoothly.

Let us focus briefly on minimal logic. As emphasized already, the formulation
of minimal logic as MPC; is very useful, since it gives us a standpoint from
which the minimal system behaves basically as the intuitionistic one. To be more
precise, we can easily see that minimal propositional logic is PSPACE-hard, since
intuitionistic propositional logic is PSPACE-hard [41] and IPC can be translated
into MPC; by means of a polynomial translationﬂ [14].

6.2.2 Craig’s Interpolation Theorem

The current part of the section is dedicated to the Interpolation Theorem. The
Interpolation Theorem for classical first-order logic was originally proved by Craig
in 1957 [15]. The method he used to prove it is indeed a proof-theoretic one. In
later years, refined and more generalized versions of the theorem have been proved
by many different logicians [44]. In 1962, Schiitte [40] proved the same result for
intuitionistic logic, using Maehara’s method of ‘splitting’ the contexts [3I]. When
conceiving minimal logic in the form of MPCy, the above cited method of proving
the Interpolation Theorem for intuitionistic logic gives the result for minimal logic
as well.

Remark. Although we won’t give a formal proof of this here, the reader may
easily see that the sequent I', ¢ = ¢ is derivable within the considered systems,
for any multiset of formulas I', and any formula ¢. The proof is a straightforward
induction on the structure of the formula .

Given two sets of formulas A and A’, we call the common language of A and
A’ the set of propositional variables {p1, ..., p,} which appear in both A and A’.

The following result holds for all the subminimal systems analyzed here. The
proof is an interesting application of the G3-systems.

Theorem 6.2.4 (Craig’s Interpolation Theorem). Let I',T” denote arbitrary finite
multisets of formulas and let ¢ be an arbitrary formula such that the common
language of T' and I', ¢ is not empty. If = T, T' = ¢, there exists a formula o
such that:

1. the language of o is contained in the common language of I' and T”, ¢,
2 FT =0 and T 0 = .

Proof. The proof of this theorem goes via an induction on the depth of the deriva-
tion n. We show that the required interpolant o exists for every possible splitting
of the sequent. Given a sequent I', TV = ¢, we use I'; to denote a subset of T,
and I'y for a subset of IV. Let us first consider the base case with n = 0.

3More about this translation will be said at the end of the current chapter.
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First consider the case in which the sequent I',T” = ¢ is an axiom of the fol-
lowing form, with I' =T'y, p,

Flapv F/ = p.

Observe that the atom p is in the common language of T' (i.e., T'1,p) and IV, ¢
(i.e., I, p). Moreover, the sequents

I',p=pandI',p=1p

are both axioms, and hence provable in the systems. Thus, o := p. Consider now
the second case, in which the axiom is of the form:

Pu FQ,P =D,

where IV = I'y, p. Here, we need to be more careful. The most immediate choice is
o :=T. In fact, T is trivially in the common language of I' and I's, p. Moreover,
both sequents

I'=Tand Iy, p, T =p

turn out to be axioms, and hence they are derivable. To conclude this case, we
consider the last possibility, that is the one in which the sequent is of the form
[, T" = T. It is clear also in this case that the right candidate is o := T.

We assume as the induction hypothesis that, whenever we have a sequent of
the form A, A’ = 1, whose derivation is of depth < m, then the required inter-
polant ¢’ exists for every possible splitting of the sequent. Now, we consider all
the possible rules which can represent the last step of the derivation of I, IV = ¢.
For every non-right rule, there are a few cases to be considered, depending on
whether the (left) principal formula is an element of T' or of I".

AL : We shall first consider the case in which a conjunction has been introduced
in I', and T is of the form I'1, o A 3, as follows:

Flvaa/ﬁal—‘/:}(p
I',aAB, I/ =

AL

By the induction hypothesis, we have the existence of o’ such that the sequents
I'y,a,8 = o’ and IV,0’' = ¢ are both derivable and o’ is in the common language
of I'1,a, 8 and TV, . By applying AL on the sequent I'1, , 3 = o', we obtain
I'1,a A 8= o'. Therefore, we get that o := o’ is the desired interpolant.

Assume now the principal formula to be introduced in I and let the last
inference look as follows:

F7F2,Oé7ﬁa:>90

AL
F,FQ,Q/\ﬁiﬁp

By the induction hypothesis, we have the existence of o’ such that I' = ¢’ and
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Iy, a, 8,0" = ¢ are both derivable sequents and ¢’ is in the common language
of I and I'g, a, B, 0. By applying AL on the sequent I's, o, 8, 0" = ¢, we obtain
Iy, aAB,0' = . Therefore, we get that o := o’ is again the desired interpolant.

VL : We consider the case in which a disjunction has been introduced in I, as
follows:

]-_‘1)0@11,:}90 Fl,IB,F’:gp
I'y,aVvp,I'=op

VL

By the induction hypothesis, we have ensured the existence of two different inter-
polants, o’ and o”, such that I'i,a = o/, IV,0' = ¢, I'1,8 = " and ", 0" = ¢
are derivable sequents and o’ is in the common language of I'1, @ and I", ¢, while
o’ is in the common language of I'1, 3 and I, ¢. By applying VL on the sequents
I o' = pand IV, 6" = ¢, we get I', 6’ V6" = . Moreover, via an application
of VR to the sequent I'1, « = o', we can conclude: I'1,a = o’V ¢”. Finally, note
that ¢’ V ¢” is in the common language of ', V 8 and I, . Therefore, we get
that o := o’ V ¢” is the desired interpolant.
Now, assume I is of the form I's, o V 3 and let the last inference look as

F7F27a:>90 F,F2,52>g0
F7F27a\/ﬁ:>¢

VL

By the induction hypothesis, we have ensured the existence of two different inter-
polants, o/ and o”, such that I' = o/, I's,a, 0’ = ¢, ' = ¢” and 'y, B, 0" = ¢
are derivable sequents and o’ is in the common language of T and TI's, o, ¢, while
o” is in the common language of I" and I'y, 3, p. Again, the desired interpolant
turns out to be o := ¢’ V ¢”. Indeed, via a double application of the left dis-
junction rule, we get exactly I's,a V 3,0’ V ¢” = ¢. In addition, the sequent
I' = o’ vV o’ is obtained by means of VR. Finally, note that ¢’ vV ¢” is in the

common language of I' and 'y, V 5, .

— L : We consider the case in which an implication has been introduced in T,
as follows:

Fl,a—>6,I":>a Fl,ﬁ,rli(p

- I',a— B s I’ = ©®

By the induction hypothesis, we have the existence of two different interpolants,
o’ and o”, such that I'y,a — 8,0’ = a, I = ¢/, 1,8 = ¢’ and IV,0" = ¢
are derivable sequents and o’ is in the common language of I'y,a — 3 and I,
while o’ is in the common language of I'1, 8 and I, ¢. Note that, by means of
Weakening, from I't, 8 = o” we can get I'1, 8,0’ = ¢”, and from I" = o’ we
can obtain IV, o/ — 6" = o’. Now, we have all the ingredients for applying a left
implication rule and a right implication rule, as follows:

I',a— B,0 =« I',B,0 =ao”

I',a— B,0 = ao”

— R
I',oa = B=0 — o
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Via an application of the left implication rule, we also get:

I'o' —o" = o I o" = ¢

-l Mo —o"=¢p
Therefore, the formula o’ — o satisfies 2. Moreover, it turns out to be in the
common language of I';,a — 8 and I, p. Hence, the formula o := ¢/ — o is
indeed the desired interpolant.
Let us now focus on the case in which the principal formula happens to be in
IV, which is of the form I's, a0 — 3

I'ly,aa— 8=« I'\[a, 8=
F7F2705_>ﬂ:>(p

—

By the induction hypothesis, we have the existence of two different interpolants,
o’ and o’ such that I' = o/, I's,a = 3,0 = o, ' = ¢” and 'y, B,0” = ¢ are
derivable sequents and ¢’ is in the common language of I" and I's, o — 3, while o”
is in the common language of I' and I's, 5, ». We first focus on the two sequents
whose context is I'. It is easy to see that from those, the sequent I' = o’ A 6" is
derivable. For the other two sequents, we first ‘weaken’ the contexts as follows

I'p,ao— B0 =«

I'y,a — B,0", 0" = «
and

Iy, B,0" = «

W
F2767 0.//7 U/ =@

Now, via an application of — L, we get the sequent I's,a — B,0’,0" = ¢.
From this, the left conjunction rule lets us derive I's, a0 — 8,0’ A o” = . Fi-
nally, we can see that the formula o’ A ¢” is in the common language of " and
s, — B3, . Therefore, o := o/ Ac” is an interpolant for the considered sequent.

N : The last cases which remain to be considered are the ones related to nega-
tion rules. Consider the trickiest case, i.e., the case in which the left formula
introduced by means of N is an element of I' and I' is of the form I'y, —a, as
follows

I, o, o, = 3 ', —a, I, 8= «

N
Fl, 0, I'= ﬁﬁ

The induction hypothesis ensures the existence of formulas o’ and ¢” such that,
the sequents I'y, o, = o', IV,0' = 3, I'1,~a,0” = a and I',8 = o are
derivable. Moreover, o’ is a formula in the common language of I'y, —=a and I", 3,
and so is o”.
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Claim: The formula
(¢/ = 0") = ((6" = o') A-a')
is the desired interpolant.

First of all, note that such a formula is in the common language of I'y, ~a and
I', =5 as required. We still need to check that the sequents:

I',~a= (o' = o") = ((6" = ') A =d’)
and
' (o) - o")— ((0'" — o)A ﬂa’) = —f

are derivable in the system. Consider the sequents I'y, =, 0” = a and I'y, -, o =
o’ which we know are derivable by the induction hypothesis. Applying Cut
with cutformula «, and immediately applying Contraction, we get the sequent:
I'i,~a,0” = o’. Indeed, this result, by means of — R, gives us a deriva-
tion of T'1,—a = ¢” — o’. By applying Weakening to that sequent we get
I',~a,0’ = ¢’ = o” — o' (x). Now, starting again from the first sequent
we got by induction hypothesis, we apply Weakening to get: I'1, ~a, 0", 0’ = «.
Moreover, note that the sequent I'y, —a, 0’ — ¢”,06’ = o’ can clearly be checked
to be derivable. We can now apply — L and get the following inference:

Iy,~a,0’ = o" 0 = o I'y,—a,0" 0 = a

- L / / 1
I'y,—a,0',0" - 0" =«
Considering now the obtained sequent, and the sequent we get by a different
application of Weakening to I'y,~a,a = o', which looks like I'y, -, o, 0’ —
o’ = o', we can apply N as follows:

Iy, —a,a,0' - o’ =o' I'y,—a,0,0 0" =«

N

I, ~a,0 = o” = o’

At this point, we can use the sequent we just obtained as a premise, together with
the sequent denoted by (x), ad apply AR and — R as follows:

'y, o, —-o"=0o" =o' I'y,~a,0 — o’ = -0’

AR
Iy, —a,0 — o = ((o"’ —o')A —w:r’)

— R
I',~a= (o' = d") = ((¢" = a') A-0o')

As we can see, we just got a derivation of one of the two desired sequents. We
still need to check that indeed also the other sequent is derivable. We start in
the same way as before, by applying Cut, this time with § as the cutformula, to
the sequents IV, 6’ = 3 and I/, 3 = o”. The resulting sequent has the following
form: TV,6’' = o”, and by means of the right implication rule, we can get a



112 Chapter 6. Cut Elimination and Applications

derivation of I' = o/ — o”. We want to use this sequent, weakened as
' (o) - o")— ((0'" — o)A —|0'/) =0 =0,

as a premise for the last inference rule. Therefore, we need to get a derivation of
the following sequent:

le7 ((0_//_>0,I)/\_‘0_I):>_|B7

to be used as the other premise. Recall that, by the induction hypothesis, we
have got derivations of IV,6’ = 3 and I",8 = o”. By Weakening, we can
derive: IV,0” — o',~0',0’ = f and I',0" — o’,—0',3 = o”. Moreover, as
already seen before, the sequent IV, —o’, 3,0’ = o’ is derivable, because it is just
a ‘generalized’ form of the axiom A,p = p. That said, consider the following
derivation:

L I'o" - o',—-0o',8 = o” I",-o', 8,0 = o’
— 1’1/ / 1! ! !
o o'’ —-o' =0

I'o" - o' -0’ 0 = p I'o —o" -0, =0

I'e" — o -0 = —-p
I, ((6" = &') A=a') = -3

AL

Indeed, the conclusion of this derivation is the sequent we wanted. We can finally
apply the last step of the derivation, which is a left implication rule, to get the
desired final sequent. Considering as premises

' (o) = o")— ((o"/ — o)A ﬂa’) =00 o

and I", ((0'” — o)A —|o") = -0,
which we have shown to be derivable sequents, we can conclude:

I, (6 > &") = ((6" = o') A=o') = 8.

The proof we have just given shows that
o:= ("= 0") = ((¢" = ') A-o)

works as interpolant for the considered sequent.
Let us conclude this part of the proof by considering the following case, which
is the one in which the left formula introduced by N is an element of I":

I'I['y,~a,a= 3 I''I['y,—a, 0=«
[Ty, —~a = -4

By the induction hypothesis, we have that the sequents I' = o/, I's, —cv, a, 0’ = 3,
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I' = ¢” and I'y, ~a, 3,0” = «a are derivable, for some formula ¢’ and ¢” such
that o’ is in the common language of I and I's, —a, 3, and so is ¢”. First of all,
note that from the two sequents with context I' it is possible to derive, by means
of AR, the following sequent I' = ¢’ Aa”. On the other hand, similarly to what we
did in the previous induction case, we apply Weakening to the other two sequents
to get I's, ~a,a, 0’6" = B and I'sy, —a, 3,0”,0" = «. At this point, the rule
N with these sequents as premises gives us the sequent I'y, =, 0/, 0” = —3 as a
conclusion. Via an application of AL, we can see the sequent I's, —a, ' Ao = =8
to be derivable. In addition, o’ A ¢” is a formula in the common language of T
and I'y, -, =3. Therefore, we can conclude that o := ¢’ A ¢” is an interpolant
for the considered sequent.

NeF: Given that NeF is a non-right rule, we have to deal with the two options
of the left-principal formula being introduced in I" or in I. Consider the case in
which the left formula introduced by means of NeF is an element of I', as follows:

Iy, —a, IV =«
Fl,—a,F’ = ﬁﬂ

NeF

for some arbitrary 5. Observe that I' is of the form I';, ~a. The induction hypoth-
esis gives us the existence of a formula o’ and derivations in NeF of ', -, 6/ = «
and I = o’. Moreover, such a formula ¢’ is in the common language of I'y, —«
and I'". Consider now the following derivations: first of all, by applying Weakening
to the sequent whose context is IV, we can obtain IV, -6’ = o’ and, from there,
via an application of NeF we get IV, ~o’ = —3. By Weakening applied again to
the same sequent, we also can get a sequent of the form: IV, 6’ — =o' = o’. The
last two sequents can be used as premises for an application of — L:

I' o/ - -0’ = o’ ', -0’ = -

-l "o — -0 = -0

On the other hand, by applying NeF to the sequent I'y, -, 6’ = «, we can get
a conclusion of the form I'1, ~«a, 6’ = —o’. The right rule for implication gives
us a derivation in NeF of I'y, ma = o’ — —o’. Clearly, the formula 6/ — -0’ is
in the common language of I';, ma and I”, =3. Hence, the desired interpolant is
o:=0 — -0

Now, the second and last case we have to take care of here, is the one in which
the last inference step is given by the same rule, but this time the left-principal
formula has been introduced in I, which is I's, =« in the following way:

I''['y,na =«
F)F27 o= _'B

NeF

for some arbitrary 5. By the induction hypothesis, we know that there is a for-
mula o’ in the common language of I and I'y, —a, such that the sequents I' = o’
and I's, o, 0’ = « are derivable. From these, the sequent I's, ~a, 0’ = —3 is
provable too (by NeF). Therefore, o := o’ works as an interpolant.
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CoPC: To extend the considered proof to the contraposition system, it is enough
to slightly modify the proof already done for N, substituting the step concerning
the rule N, with the one related to the newly added rule CoPC. Given that such
a rule is non-right, we have to deal with the two options of the principal formula
introduced to the left being either an element of I" or of I'. Consider the case in
which the left formula has been introduced by means of CoPC and it is an element
of T,

Flv_'ﬂarlva = ﬁ

CoPC
L BT = —a

The multiset I' is of the form I';,—~8. The induction hypothesis gives us the
existence of a formula o’ and derivations in CoPC of I'1, =3,0’ = S and I/, o =
o’. Moreover, such a formula ¢’ is in the common language of I'y, =3 and I, «.
First of all, we can apply CoPCon I'1, =8, 06’ = f3, to get 'y, =3 = —o’. Moreover,
after weakening the sequent IV, o = o’ to get IV, o, ~o’ = o', we can apply CoPC
again and obtain the sequent IV, =o' = —«a. The desired interpolant is indeed
o = —o'. The last case we have to take care of, is the one in which the last
inference step is represented by the same rule, but the principal formula on the
left has been introduced in IV = I'y, =f3, as follows

F7F27ﬁ/8aa = 5
F7F27_'/8 =

CoPC

By the induction hypothesis, we know that there is a formula ¢’ in the common
language of I' and I'y, =3, a, such that the sequents I' = ¢’ and I's, -3, a, 0’ = 8
are derivable in CoPC. From these, the sequent I's, =3, 6’ = —a is provable too.
Therefore, o := o’ works as an interpolant.

The remaining steps of the proof concern the right inference rules. Indeed, we
need to prove the statement assuming that the last formula introduced in the
sequent I', T = ¢ is exactly ¢.

AR : Assume that the last inference in the derivation of the considered sequent
looks as follows:
I,LI' =« =g
O,IV=aApB

AR

The induction hypothesis ensures the existence of two formulas, ¢’ and o’ such
that the sequents I' = o/, IV,0/ = o, I' = ¢” and I'',6” = [ are provable.
Moreover, o’ is in the common language of I and I, o, while ¢ is in the com-
mon language of I" and I, 8. It is easy to see that the sequent I' = o’ A o is
derivable too. Consider now the sequents whose context contains I''. By applying
Weakening to both of them, we get I'',0’,0” = « and IV, 0", 0’ = 3, which are
valid premises for an application of AR, whose conclusion is IV, 6", 6’ = a A §.
From this sequent, via AL, we obtain a derivation of IV, o’ A 0" = a A B. Given
that the formula 6’ A 6” is in the common language of I" and I, o A 3, we can
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conclude that o := o’ A 6" is the desired formula.

VR : Assume without loss of generality, that the last inference in the derivation
of the considered sequent looks as follows:

II"= «a

VR
LIV=aVvp

The induction hypothesis ensures the existence of a formula, o’ such that the
sequents I' = o/, IV, 0’ = « are provable. Moreover, the variables of o’ are in
the common language of I' and I, a. From this, it follows that o’ is also in the
common language of I and I, « V 8. It is immediate to see that I',0' = a VvV 8
is derivable. Therefore, the required interpolant is o := o’.

— R : The last rule we need to check to conclude the induction step (and the
whole proof) is the implication right rule. Consider

L'V a=p
LIV=a—p

— R

The induction hypothesis gives us derivations of I' = ¢’ and I, o, 0’ = 3, for
some formula o’ in the common language of I" and I, o, . Similarly to the pre-
vious case, the sequent IV, 6/ = a — [ turns out to be provable, by means of
— R. Therefore, given that o’ is in the common language of I' and IV, « — 3 by
assumption, we can conclude o := o”.

An: We only need to check the step of induction in which the sequent I', I = ¢
is obtained by means of An. The rule An being a right rule, there is exactly one
case to be considered, i.e.,

LTV a= -«
An

LIV = -«

The induction hypothesis ensures the existence of a derivation of the sequents
I' = o' and IV, , 6/ = —a for some formula ¢’ in the common language of T’
and IV, ~a. An application of An on the sequent I, a, 0’ = —a, gives us exactly
I",0' = —a as desired. Hence, the formula o := ¢’ is an interpolant for the
considered sequent. ]

6.3 Translating MPC into CoPC

We conclude this chapter and the whole proof-theoretic section of this work,
exploiting the sequent calculi we have presented in order to translate MPC into
contraposition logic. Recall that the negative translation from classical logic into
intuitionistic logic ensures intuitionistic logic to have at least the same ezpressive
power and consistency strength of classical logic [43]. A similar thing happens
with Godel’s translation of IPC into the modal logic S4 [12]. Here, we establish a
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similar translation and we use sequent calculi to give a proof of the fact that such
a translation is indeed a sound and truthful one.

First, we define the translation ¢~ for every MPC-formula ¢, inductively on
the structure of the formula.

Definition 39. Let ¢ be an arbitrary formula in MPC. We define a translation
©~ by recursion over the complexity of v, as follows:

*pT=p,
o [ :=T,
o (poh)™ =~ o)™, where o € {A,V,—},

o (mp)™ =~ = .
The reader should note that, in the given definition, the connectives on the left-
hand side of the “:=’ symbol, are to be considered in the language of MPC, while
the connectives present on the right-hand side are to be read as CoPC connectives.
For the sake of simplicity, we allow this abuse of notation. In what follows, we
denote with I'™ the set of formulas {¢™ | ¢ € T'}, for every set I' of MPC-formulas.

We need here to prove a preliminary result. In fact, given that contraposition
logic is a subsystem of minimal propositional logic, a proof of the following lemma
is sufficient to ensure the translation to be truthful: it states that MPC proves
every formula to be equivalent to its translation. We give a proof of this fact by
means of the sequent calculus system G3m-.

Lemma 6.3.1. For every formula ¢,
MPCF ¢ < ™.

Proof. The proof goes by induction on the structure of . We skip the base case,
since every atom is easily proved to be equivalent to its translation just by means
of the axioms. We unfold the proof for one direction of the implication case, and
later, for the negation case. Let ¢ — 1 be the considered formula in the language
of MPC. We want:

(=)= (p—=9)7.
The derivation goes as follows

2T = O~ =P~
=P, " =P~
o= =" =Y
Indeed, the leaves of the given derivation are derivable in MPC by induction
hypothesis and Weakening, and hence we are done. We conclude the proof by
showing the result for —¢. Observe that, as anticipated in the introduction to

this chapter, this step of the induction is made easier by the fact that An is one
of the rule of our system. In fact, in order to get a proof of

— L

— R

P~ = ™ =,
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we can consider a derivation built in the following way
T = T = 9T P, 7" =

P = 2T, p =
P T = e

— L
An

Finally, consider the sequent —p = (=)™, which is

B2 2
By applying backward the right implication rule and, successively CoPC, we obtain
a derivation of the following form

i, 07,07 =
i, P = ™
=T = T

CoPC

The proofs for the remaining cases (i.e., conjunction, disjunction) are very similar
to the one for implication. O

Let us now go through the proof of the main theorem of the section.

Theorem 6.3.2 (Soundness and Truthfulness). The defined translation ~ is
sound and truthful, i.e.,

MPCF I = ¢ if and only if COPCHIT'™ = ¢,

for every finite multiset I' and every formula .

Proof. The proof goes by induction on the depth n of the derivation. Let us focus
on the left-to-right direction. Here, we assume the sequent I' = ¢ to be derivable
in MPC, and we aim to obtain a derivation of its ‘translation’ in CoPC.

Base case: Consider the case in which the sequent I' = ¢ is an axiom. There are
two ways in which this can happen: ¢ = p and p € T, or o = T. In the first
case, the sequent I'Y, p~ = p~ coincides with A, p = p, where A =TI'7" is a set of
CoPC-formulas. This is an axiom in CoPC, and hence, it is derivable. By means
of the same reasoning, given that T~ = T, we get that '™ = T is a CoPC axiom.

Now, we need to consider the induction step, i.e., all the cases in which the
sequent I' = ¢ is not an axiom and it has been obtained as a conclusion of some
inference rule.

AL : Suppose the sequent I' = ¢ to be obtained via an application of AL, as
follows:

Fl,O{,B:>§0
F17OZAB:>S0

AL

We know the sequent 'y, a™, 5~ = ¢~ to be derivable in CoPC by induction
hypothesis. Therefore, also I'T", @™ A 8~ = ¢~ happens to be provable in CoPC.
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Given that (a A )~ = ™~ A 8~ and that I'™ = I'Y", (o A B)~, we can conclude
that I'™ = ¢~ is provable in CoPC.

VL : Assume now that the considered sequent comes from an application of the
disjunction left rule in MPC:

]-_‘17a:>90 F175:>90
,avp=yp

The induction hypothesis ensures there are derivations in CoPC whose conclu-
sions are, respectively, 'Y, @™ = ¢~ and I'T", B~ = ¢~. An application of VL in
CoPC leads to a proof of the sequent I'Y, o™ V 8~ = ¢~. Indeed, such a sequent
is equivalent to I'Y", (aV3)™ = ™ and hence, we get a proof of '™ = ¢~ in CoPC.

— L : Suppose that the sequent comes from an application of the implication
left rule in MPC:

I',a— =« 'y, 8=
Flaa%B:}SO

— L

The induction hypothesis ensures there are derivations in CoPC whose conclusions
are, respectively, I'?", (& — )~ = o~ and I'7’, B~ = ¢~. Indeed, this is equiva-
lent to have derivations of I'T", o™ — 5~ = o™ and I'T", 3~ = ¢~ and hence, by
means of — L, we can get a proof of the sequent I'7", o™~ — 5~ = ¢~ in CoPC.
This sequent is exactly I'Y’, (¢ — )~ = ¢~ and hence, we obtained a derivation
of 'Y = ¢~ in CoPC.

AR : Assume here that I' = ¢ has been obtained from the conjuction right rule
in MPC:

=« I'=2g
F'=anp

AR

By the induction hypothesis, we also have derivations in CoPC whose conclusions
are, respectively, ' = o™~ and I'” = B~. An application of AR in CoPC leads
to a proof of the sequent I'™” = a™~ A7, i.e., ' = (a A 3)~. Therefore, we have
a deduction of I'™ = ¢~ in CoPC.

VR : Suppose that the sequent I' = ¢ has been obtained by means of an ap-
plication of VR, without loss of generality, as follows:

I'=«

VR F'=savp

We know that the sequent I'™” = ™ is derivable in CoPC, by the induction
hypothesis. Therefore, also I'™ = «™~ V 8~ is provable in CoPC. Given that
(aV B)~ =a™~ VB, we can conclude that there is a derivation in CoPC whose
conclusion is I'™ = ™.
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— R : Assume the sequent I' = ¢ to be obtained via an application of — R
in the following way:

Na=27

R—
- Fr'=sa—p

We know by the induction hypothesis that the sequent I'™, o™ = (7~ is deriv-
able in CoPC. Therefore, also '™ = o™~ — B~ is provable in CoPC. Given that
(a = B)~ = a~ — 7, we can conclude that '™ = ¢~ is derivable in CoPC.

CoPC: Let us assume here that the inference rule with conclusion I' = ¢ is
CoPC. Then, the last step of the derivation looks as follows:

I'y,—a, 8=«
Fl,_'Oé = _\ﬁ

CoPC

The induction hypothesis leads us to have a derivation in CoPC of the sequent
'Y, (ma)™, 5~ = «~. By how the translation was defined, this means that we
have a CoPC derivation of I'Y, (o™ — —a™), 8~ = a” (x). First of all, we apply
Weakening to get I'?", (™~ — —a™), a”™, 8~ = «~. By applying an inference of
CoPC to this sequent, we obtain the sequent I'Y’, (™ — —a™), na™ = =8~ (xx).
At this point, consider the following application of — L in CoPC: after having
weakened both (%) and (xx) to obtain, respectively, I'?", (™~ — —a”), (o™ —
—a™), B~ = o™ and I'Y, (™ — —a™), ~a™, f~ = -7, the left implication rule
gives us the sequent I'Y, (™ — —a”™), (™~ — —a™), 5~ = =~ as the conclusion.
An application of Contraction, followed by an inference of — R, leads us to get a
derivation in CoPC of

'Y, (@~ = -a™) = (87— —67),
which is exactly I'Y, (ma)™ = (=8)", as desired.

An : Consider now the case in which the sequent I' = ¢ has been obtained via an
application of An, as follows:

A I'a= -«
T = o
By the induction hypothesis, we have the existence of a CoPC derivation for the
sequent I'™, o™ = (—a)™, ie., I'Y,;a™ = (o~ — —a™). We use here invertibility
of = R, to get: I'™,a™,a™ = —a”™. By subsequent applications of Contraction
first, and — R later, we get I'” = (o™~ — —a”™) to be derivable in CoPC. This
gives us a derivation of I'™ = (—«)™, which is exactly what we wanted.

To conclude the proof we need to take care of the right-to-left direction. Here,
we use Lemma and the fact that Cut is admissible in MPC. In fact, CoPC -
'™ = ¢~ implies MPC F I'™ = ¢™~. Moreover, by Lemma [6.3.1], we also have

MPC T = I'™ and MPC I ¢~ = .
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The multiset I'™ is finite, so we can apply Cut on every formula ™, for ¢ € ', to
get a derivation in MPC of the sequent I' = ™. Again, using Cut with cutformula
™, we can conclude

MPCHT = ¢

which indeed is the desired derivation. O

The result we have just proved turns out to be very important if one considers
the chain of logics between the classical propositional system and contraposition
logic, i.e.,

CPC — IPC— MPC — CoPC.

The translation from classical propositional logic to intuitionistic logic is well-
known. On the other hand though, a way of translating intuitionistic logic into
minimal logic was missing. Dick de Jongh and Tim van der Molen have found,
in a letter from Johansson to Heyting from 1935, that indeed such a translation
exists. If one considers minimal logic as MPCy, a translation, which we refer to
as hj, can be defined on implication as follows:

(o =) =" = (M V f).

Leaving all the other connectives unchanged, this is a translation of intuitionistic
logic into minimal logic. The proof makes explicit use of the fact that in minimal
logic the disjunction property holds. The argument can indeed be found originally
in the letter from Johansson to Heyting.

Remark. The considered translation from minimal propositional logic into con-
traposition logic is not polynomial. Therefore, unlike the case of MPC, we cannot
conclude anything about the computational complexity of the satisfiability prob-
lem for CoPC based on the proposed translation.

Before going into concluding this chapter, we want the reader to note the follow-
ing. We have emphasized within the current chapter how the proposed translation
has the intuitive scope of ‘adding’ absorption of negation to weak contraposition,
in order to get Johansson’s logic. This idea clearly makes use of Proposition [1.2.2
As a matter of fact, as proved in Proposition the system axiomatized by
weak contraposition and An is equivalent to the system axiomatized by N and An.
Therefore, the option of extending the above translation to a translation of MPC
into N naturally arises. Although it is not developed here, we find this analysis
interesting and worth being carried on.

The last two chapters have been useful to introduce sequent calculus systems
and start working with and within them. Observe that, in general, the option
of considering a multi-conclusion calculus instead of a single-conclusion one may
turn out to be useful to analyze the linear extension of the logics we are dealing
with [17].
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The fact that we are working within non-terminating sequent calculi has im-
pact on several possible results. For instance, given that we have provided a proof
of Craig’s Interpolation Theorem, an immediate further problem to be analyzed
is the so-called Uniform Interpolation Theorem. As a matter of fact, a proof-
theoretic argument for such a result requires a terminating sequent calculus.
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Chapter 7

Conclusions

This thesis provided a first analysis and study of some logical subsystems of
minimal propositional logic from different perspectives.

In the first place, we gave an overview of our starting point, i.e., Johansson’s
minimal logic. We introduced two different versions of it and we recalled a Kripke
semantics for each of the two versions. This analysis allowed us to start focusing on
the negation operator and to introduce the axioms and the systems that turned out
to be the core of the thesis. We have emphasized the relation of those axioms with
the minimal logic system. Later, we started a study of the three main subminimal
systems of our interest (the basic system, contraposition logic and negative ez
falso logic), presenting a Kripke semantics for each of them and defining the basic
notions of p-morphism, generated subframe and disjoint union. The third chapter
was devoted to go deeper into the study of the Kripke semantics for those systems.
We proved that the considered logics satisfy indeed the finite model property, as
well as the disjunction property. In both cases, we gave semantic proofs of the
considered results. Moreover, we introduced the notion of slash relation in order
to prove that a form of disjunction property under negated hypothesis holds as
well.

The second main part of the thesis, although it is covered by only one chapter,
is an introduction to the algebraic semantics for the considered systems. An
algebraic completeness result with respect to the variety of N-algebras is proved.
This result is extended, not only for the particular systems of interests but for the
other extensions of the basic system as well. By defining a notion of descriptive
frame, we were able to transfer the algebraic completeness result into a frame-
based completeness result which has a more generalized form than the one proved
in Chapter [2| Indeed, we developed a duality theory, with particular focus on a
subclass of the class of descriptive frames previously defined.

The last part of the thesis is devoted to the development of a proof-theory for
the main logical systems. We presented two equivalent kinds of sequent systems.
The second ones, denoted as G3-systems, are proved to be cut-free complete
proof systems and are used here to prove interesting results. In addition to a
proof of Craig’s Interpolation Theorem and the disjunction property, an example
of cut-free proof in our favorite system, contraposition logic, is given to obtain the
following result: any even number of negations is equivalent to double negations,
while any odd number of negations implies one negation. Finally, we gave a
result which tells us something about the (relative) expressive power of two of
the relevant systems. In particular, we used the calculi to prove that minimal
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propositional logic can be translated into contraposition logic in a sound and
truthful way.

This work represents a starting point for a much deeper analysis of the con-
sidered systems. In particular, the systems studied here represent just different
examples of logical systems within the lattice of systems between N and minimal
propositional logic. Such a lattice seems to be of interest in itself. Moreover,
as suggested already at the end of Chapter [I, many other principles can legiti-
mately be assumed as axioms and further studied. This approach could lead to
more generalized results. For instance, we could consider the system introduced
in Proposition and study it from different perspectives. In particular, a se-
quent calculus for such a logic would be available already from the tools presented
in Chapter [5] and Chapter [6]

One interesting question with respect to the algebraic semantics can be ex-
pressed as follows: in which cases do the considered axioms lead to a wunique
possible unary operator =7 As a matter of fact, in the case of an N-algebra, the
unary operator — can be defined in many different ways, as long as it satisfies the
given axiom. This direction of study could for instance give us more information
about the relation between the structures of N-algebra and the Heyting algebras.
Another intriguing option which could lead us to give a more uniform account
of the considered logical systems consists of deepening the relation between the
algebraic and the proof-theoretic counterparts of the logics.

From a more conceptual point of view, one could study the notion of incompat-
1bility of two formulas. This notion can be seen as being strictly related to minimal
propositional logic, since it can be formally written as (¢ — =) — (Y — —¢).
One could ask herself whether there exists a weaker ‘logic of incompatibility’, and
this question can be deepened by studying various ‘axioms of negation’.

More generally, this work aimed to raise interest in the study of weak nega-
tions. Clearly, many different and intriguing problems still need to be questioned
and, eventually, answered.
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