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Abstract

Recent results ([2], [4], [3], [8], [7]) have focused the attention of research in struc-
tural complexity theory to the development and applications of census techniques. In
this paper we will develop several new techniques with which we can show the equality

of SPACE(S)NTIME(t) classes in the sense of Ladner and Lynch [5] to known classes.

1 Introduction

Using census techniques, a number of time hierarchies have been shown to collapse.
Hemachandra proved that the strong exponential hierarchy collapses to PNE [2], and
Kadin proved that, if co-NP C NPS for some sparse S € NP, then the polynomial hi-
erarchy collapses to PNFllogn] 4],

In (7], Schéning and Wagner prove a more general theorem, from which the above
follow, as well as some new collapses, e.g. NEXPNE« Pol > = PNE (where < Pol >
stands for a polynomial length restriction on the query length). This is essentially proved
by computing, using binary search, the census function of the oracle.

Now what happens if we look at classes like NPSPACENE? This obviously depends on
the definition of relativized space classes. If we assume that the space bound applies to
the query tape, it follows from [7] that NPSPACENE = PNE,

However, if we use the classical model of Ladner and Lynch [5], i.e. the space bound
doesn’t apply to the query tape, a SPACE(s) machine can ask queries of length 2°. We
know less about the structure of these classes, since Savitch’s theorem [6] and the Immer-
man/Szelepcsényi result [3], [8] do not relativize in this setting.

In this paper, we will look at classes DSPACE(S)NTIME(t) and NSPACE(S)NTIME(t) in
the Ladner and Lynch sense. For DSPACE machines, we can still apply a variation of the
census method, since a DSPACE(s) machine can query at most 2°° strings in its entire
oracle tree. For instance, we will prove that PSPACENY = PNE | In the computation tree
of an NSPACE(s) machine however, all queries of exponential length can occur. We will
prove that NPSPACENP = NEXPNP | since an NPSPACE machine can guess a computa-
tion of the NEXP machine and all certificates for the YES-queries in this computation.
This method won’t work if the oracle is too powerful. Using a new census technique,
we will show that, even though in this model PSPACE = NPSPACE doesn’t relativize,
NPSPACENE = PSPACENE.



The inclusions PSPACEN? C NPSPACENY and PSPACENE C EXPNE remain open.
A separation would imply that P # NP, and hence such a result will be hard to obtain. In
the last section we will prove relativized separations for these classes, so equality of these
classes is probably hard to prove as well.

2 Preliminaries

We assume that the reader is familiar with the standard Turing machine model. An oracle
machine is a multi-tape Turing machine with an input tape, an output tape, work tapes,
and a query tape. Oracle machines have three distinguished states QUERY, YES and
NO, which are explained as follows: at some stage(s) in the computation the machine may
enter the state QUERY and then goes to the state YES or goes to the state NO depending
on the membership of the string currently written on the query tape in a fixed oracle set.

The computation tree of an oracle machine M on input z, is the tree of all possible
computations of M in input z which is generated by assuming both YES and NO answers
to the queries.

An oracle Turing machine M runs in time ¢(n), iff for all z every path of M on input
z halts in < ¢(|z]) steps.

An oracle Turing machine M runs in space s(n), iff for all z every path of the com-
putation tree of machine M on input z halts, and scans no more than s(|z|) cells of the
work tapes. The tape cells of the input- and oracle tape are not counted. Note that M
runs in time 2°%(") for some constant ¢, and therefore the length of the queries that M
can ask is bounded by 2¢(").

Define DTIME#(¢(n)) (DSPACEA(s(n))) as the class of sets that are accepted by
deterministic Turing machines which run in time ¢(n) (space (s(n)), and use A as oracle set.
Let NTIME(¢(n)) and NSPACE“(s(n)) be the corresponding nondeterministic classes.

In the sequel, we will consider the following classes (Pol is the class of all polynomial
functions)

LOGSPACE4

fj DSPACE*(c - log(n))

c=1

o0
DLIN4 = [ JDTIME*(c-n)
c=1
P4 = |J DTIME*(p(n))
pGPOl
PSPACE* = |J DSPACE*(p(n))
pe Pol

oo
E4 = |J DTIME#(2e")
c=1
U DTIMEA(2r()
pePol

EXPA

And their nondeterministic analogs NLOGSPACE#, NLIN“, NP4, NPSPACE4, NE4 and

NEXP#. For any two classes Cq, Cq, define 0102 = Uaec, ci.



Since we are interested in simulating one type of machine on another machine, we will
need the space and time bounds to be well-behaved.

A function f is time-constructible, iff there is a Turing machine which on every input
of length n halts in exactly f(n) steps.

A function f is space-constructible, iff there is a Turing machine which on every input
of length n scans exactly f(n) cells of the work tapes.

3 Collapses

We will first consider deterministic space classes. Recall that in our definition the space
bound doesn’t hold for the query tape, which enables a space(s) machine to ask queries
of length 2°(™ on inputs of length n. An application of the binary search technique in [7],
leads to the following theorem:

Theorem 1 DSPACE(s(n))N"™E(tM) ¢ DTIME(Pol (s(n)))NTTME(Fol (¢(27)
For s time constructible, ¢ at least linear.

Proof: Let M; be an arbitrary DSPACE(s(n)) oracle machine, and My an arbitrary

NTIME(¢(n)) machine. The number of IDs of a DSPACE(s(n)) machine on input z is

bounded by 2¢#(2]), Since the machine is deterministic, each ID can lead to at most one

query, i.e. there are at most 2¢*(I%l) different queries in the computation tree of My(z).
Define oracle set A as follows:

A = {z#k4#0°°0e) ; at least k queries in the computation tree of M (z) are in L(M3)}.

Using oracle A, we can by binary search compute the exact number of queries in the
computation tree of M;(z) that are answered YES, in DTIME(Pol (s(n))).

Decision procedure for A:
input z#k405(12) (k < 2°'s(|”|))
guess k different strings qi,. .., q of length < 2¢s(1=)
verify that each ¢; is asked in the computation tree of M; on input z
i.e.Guess a path of M7 on input z
And check that ¢; is asked on this path
For each ¢;, guess an accepting path of My on input g;

Nondeterministic time complexity of A:
2¢s(J=1) (bound on the value of k)
x 2¢8(l2)) (maximal length of an M; path on input z)
xt(205U=D)  (time to verify that a query € L(M,)

Since the length of the input is larger than ¢ - s(|z|), and ¢ is at least linear, A can be
accepted by an NTIME(Pol (¢(2")) bounded Turing machine.

Define oracle set B such that: If k£ is the exact number of different queries in the
computation tree of M;(z) that are answered YES, then z#k#0°(2l) ¢ B iff ¢ € M,(M2),
Therefore, we can recognize M;*™2) with a DTIME(Pol (s(n))) machine that uses A@® B
as oracle.



Decision procedure for B:
input z# k#0312 (£ < 20s(l2]))
guess k different strings qq,..., gk of length < 2¢¢(l=})
verify that each g¢; is really asked by M; on input z. as in A
and verify that each ¢; is a YES string
Simulate Mj on input z
For each query ¢ that is asked do
if ¢ = ¢; for some ¢
then proceed in the YES state
else proceed in the NO state
ACCEPT iff the simulation accepts.

Nondeterministic time complexity of B for inputs of length n:
Pol (t(2")) for guessing and verifying the £ YES-queries
+2" to simulate M, on input z.
which is in Pol (¢(27)).

X

Corollary 2 PNP = PSPACENP

PNE C PSPACENP by padding the queries
PSPACENF C pNE by theorem 1

Now we turn our attention to nondeterministic space bounded oracle machines. In the
previous proof it was essential that the number of different queries in the computation
tree is bounded by 2¢*("). An NSPACE(s(n)) machine, however, can query all strings of
length 25(") in its computation tree, which may lead to a double exponential number of
queries in the computation tree.

In fact, it turns out that NPSPACENF can recognize the same languages as NEXPNP |
because the NPSPACE machine can guess an accepting path of the NEXP machine and
accepting paths of the NP-oracle machine on the YES queries. We will now prove a more
general result of which the above is a corollary.

Theorem 3 NTIME(s(n))NT™E((") ¢ NSPACE(O(log(t(s(n))))) "N
For log(t(s(n))) space constructible.

Proof: Let M; be an arbitrary NTIME(s(n)) oracle machine, and M, an arbitrary
NTIME(¢(n)) machine.

We will prove that M;“M2) can be recognized by a nondeterministic space(O(logt(s(n)))
machine M with oracle A € NLIN.

Our NSPACE-machine M will work as follows: on input z, copy = to the oracle tape
and write an arbitrary string o of length < s(|z|) on the oracle tape. This is the guessed
accepting path of M; on input z. Guess k < s(|z|): the number of YES-queries in this
computation on this path. Write k arbitrary strings o1,..., 0% of length < #(s(|z])) on



the oracle tape (separated by #). These are the guessed accepting paths of M, on the
k Yes-queries. To ensure that the oracle has enough time, write 01(¢(12D)) on the oracle
tape. All this can be done in NSPACE(O(log(t(s(|z]))))), since the only thing we have to
remember is the length of the query, and the value of k.

The oracle set A will be constructed in such a way that: z#o#o1# - -#or ¢ A iff
o encodes an accepting path of M; on input z, with exactly ¥ YES-queries, o; is an
accepting path of M on the i-th YES-query, and the NO-queries on the M; path o are
really NO-queries.

Machine M accepts iff the answer to the query is NO. z € M;*M2) iff some query
asked by M is not in A. Thus, ¢ € M;*M2) iff z € MA.

It remains to prove that A € NLIN

Input z#o#o17 .. .#ak#Ozp(lzD
if o does not encode an accepting path of My on input z
or there are not exactly k£ Yes-queries on this path

then ACCEPT.

else determine g¢,...,q: the k¥ Yes-queries in o.
if  o; does not encode an accepting path of M; on input ¢;
then ACCEPT.

else guess a NO-query ¢ in computation o,
and guess a computation of My on input gq.
ACCEPT iff this computation accepts.

Verifying the computations o, 01,...0; and determining the queries can be done in
linear deterministic time in the length of the input.

Since the length of any query of M; on input z is bounded by s(|z|), guessing a
computation of My on a NO-query can be done in nondeterministic time #(s(|z|)), which
is linear in the length of the input. X

Corollary 4 PNE = PSPACEN? C EXPNP C NPSPACEN? = NEXPNP,

Corollary 5 NLOGSPACENP = NpNP

Theorem 3 doesn’t give any nice equivalences for classes like NPSPACENE. Surpris-
ingly, it turns out that this class doesn’t have more power than PSPACENE | as follows
from the following theorem.

Theorem 6 NSPACE(S(n))NTIME(t(n)) C DSPACE(O(S(n)))NTIME(Pol (t(n)))
For s time constructible, ¢ at least exponential.

Proof: Let M; be an arbitrary NSPACE(s(n)) oracle machine, and M, an arbitrary
NTIME(¢(n)) machine. We assume that IDs of M; with an empty query tape are marked.
The number of IDs of M; on inputs of length n is bounded by 2¢*(") for some constant c.

Since M can ask 22¢°(") queries on inputs of length n, we can’t keep track of the
number of YES queries with a DSPACE(O(s(n))) machine.



The trick we will use is that we won’t look at the number of queries of My, but at pairs
of IDs of M; between which a query can be generated, i.e. we look at pairs <4d, 1d’ > such

that 7d has an empty query tape, id’ is in the QUERY state, and there exists a queryless
path from id to id’.

z € M;"™2) iff there exists a sequence of IDs ido, idg, idy,1dy, . . ., td;, 4d}, 1d; 1 such
that:

o id is the initial ID of M; on input z
¢ id; is in the QUERY state (V5 < 1)
e V5 < ¢ one of the following situations holds

— either 4d;4; is the YES-successor of id; and there exists a queryless path from
id; to id; where the generated query is in L(My)

— or id;4q is the NO-successor of of id; and there exists a queryless path from id;
to id; where the generated query is not in L(M;)

o There exists a queryless accepting path from ¢d;;; to an accepting ID

Our DSPACE-machine will work as follows on input z: First we compute (e.g. by
binary search) the exact number of ID pairs <id,id’ > such that:

*) id and id’ represent space s(|z|)-bounded IDs
1d has an empty query tape and id’ is the QUERY state
and for each queryless path of M;(z) from id to id’,
the answer to the generated query is YES.

A= {m#k#OQMWD : there are at least k pairs of IDs that satisfy (*)}.

The number of ID pairs is bounded by 22¢("), Therefore, (e.g. by binary search), we can
determine the exact number of pairs fulfilling (*) in DSPACE(O(s(]z|)) with oracle A.

Decision procedure for A:
input z#k#02° 1)
Guess k different pairs of space s(|z|) IDs of M;
For each guessed pair <1id,id'> do
if 1d does not have an empty query tape
or id’ is not in the query state
then REJECT
else  for each queryless path of M(z) from id; to idy of length < 2¢¢(I2D) do
Determine query ¢
Guess computation of My on input q.

If this computation rejects, then REJECT
ACCEPT

Nondeterministic time needed for inputs of length n:
2" (maximal value of k)
x2" (number of paths between two IDs)
Xt(n)  (time to simulate M, on a query)



Since t is at least exponential, A can be accepted in NTIME(Pol (t(n)).
Define another oracle set B:

B = {m#k#02“(|zl) : if k£ is the ezact number of ID pairs fulfilling (*),
then M;M2 accepts z}

Using oracle A @ B, we can recognize M;*™2) in DSPACE(O(s)).

Decision procedure for B:
Input: w4027 (D
Guess k different pairs of space s(|z|)-bounded IDs of M;
<ID4,ID} >,...,<ID,ID} >
And verify nondeterministically that these pairs fulfill (*) asin A
Guess a sequence of < 2¢°(2l space s(|z|) bounded IDs
tdo, 1dg, 1dy, 1), . . ., id;, 1d}, 1d;4q such that:
1dg is the initial ID of M7 on input z
id} is in the query state
1d;41 is a successor of ¢d}
there exists a queryless path from ¢d; to id;
there exists a queryless accepting path from id; 1,
Now we only have to check that the queries are answered correctly:
for j:=1to 7 do
if <idy,4d;> is in the list
then the answer to the query must be YES
if 4d;41 is in the NO-state then REJECT
else  if ¢d;44 is in the YES-state
then guess a queryless path from id; to id;«

and guess an accepting computation of M, on the generated query.
ACCEPT

Nondeterministic time needed for inputs of length n:
Pol (t(n)) (for guessing and verifying the k ID pairs fulfilling (*))
Xn (number of IDs in the sequence)
xt(n) (time to simulate M5 on a query)

Since t is at least exponential, B can be accepted in NTIME(Po! (¢(n)). R

Corollary 7 LOGSPACENE = NLOGSPACENE,

Combining theorem 1 with theorem 6, we obtain the following analog of theorem 1 for
nondeterministic space classes.

Corollary 8 NSPACE(s(n))NT™ME(() ¢ DTIME(Pol (s(n)))NTIME(Pel (¢(27)))
For s time constructible, ¢ at least exponential.

Pol
Corollary 9 PNTIME(? ”) _ pgpaACENE = NPSPACENE C EXPNE = NEXPNE

C: By padding the queries
Pol

NPSPACENE C PNTIME(2*" ™) By corollary 8

NEXPNE C EXPNE . Follows from [7]



4 Relativized Separations

We’ll now focus on the following relations between classes as proved in corollary 4 and 9
of the previous section: .

1. PNE = PSPACENP ¢ EXPNP € NPSPACENP = NEXPNP

Pol
2. PNTIME(2*"") _ pgpACENE = NPSPACENE € EXPNE — NEXPNE

We can’t hope to prove any of the inclusions to be strict, since that would imply that
P # NP.

EXPNP = EXPP = EXP C PNE

P=NP = { EXPNE = EXPE = DTIME(22P ol ) € PNTIME(
NEXPNP = NEXPF = NEXP C EXPNP

22Pol )

‘We will construct for each inclusion an oracle such that the inclusion becomes strict.

Theorem 10 There exists a set A such that: EXPNP* # NEXPNP*,

Using a similar construction as in [1], where an oracle is constructed such that PNP* #
NPNPA, we can diagonalize such that:

La:={0":3y(lyl = 2" A V(2| = |y| - y= € 4))} ¢ EXPNP*
Theorem 11 There ezists a set A such that PNE* #* EXPNPY,

We will use a similar construction as in [4], where it is shown that for any function
f € o(log) there exists a relativized world such that: PNPIf(n)] £ pNPllogn]
For every oracle A4, let L4 be the following language:

Ly :={0": the lexicographically largest string y of length 2"
such that 3z(|z| = 2" and yz € A), is odd}

For every oracle A, L4 € EXPNP4,
NPA machine: input y
guess 7', z such that |y| = |y| = |z| and o/ > y
Accept if and only if ¥’z € A.
EXP machine: binary search on strings of length 27,

To determine the lexicographically largest string ¥ of length 2" such that:
Jz such that |2| = 2" and yz € 4
Accept if and only if last bit of y is 1.

We will construct A such that Ly ¢ PNE”, Note that PNE* = pK(4) , where K(A) is the
standard many-one complete set for NE4.

K(4) :={<M,z,k>| M is a nondeterministic machine that

accepts = with oracle A in at most k steps}



Let My, M,,... be a recursive enumeration of P oracle machines. Our construction
will ensure that for each machine M;, there exists an integer n; such that:

M,-K(A) accepts 0™ iff 0™ & L4
stage 0: 4:=0

stage 1: Diagonalizing against the -th machine M;. Let p(n) be a polynomial such that
p(n) bounds the running time of M; on inputs of length n. The number of queries in the
computation tree is bounded by 2°(™). Choose n; such that:

1. None of the previous diagonalization steps deal with strings of length > 2™,
2. 22" > 2%(ni)

During stage m;, we will only add strings of length 2 - 2™ to A. At any iteration of the
loop oprey Will be the lexicographically largest string of length 2™, that occurs as a prefix
of a string of length 22" in A. In the construction, some strings will be reserved for the
complement. We will keep these strings in set A..

A.=0
Consider the tree of M; on input 0™.
All queries in the tree are unmarked.
Opref = 02",
A= Au{0%?"}
LOOP: For each unmarked query ¢ =< M,z,k > in the computation tree of M; do
if g€ K(4)
then Take some accepting path of M# on input z
*Length of path < k < ¢ < 2pP(n:) *
For each NO-query ¢’ on this path do
A=A U{d}
Mark query ¢
If M»K(A)(O”i) accepts and opr is even
1 pref
or MiK(A)(O"") rejects and oppepis odd
then We are done (0™ is a counterexample for M;)
else Opref := lexicographic successor of o of length 27
Choose some string 7 of length 2 - 2™, such that
Opref is a prefix of 7 and 7 ¢ A,
A:=Au{r}
Go back to LOOP.

We only add strings to A, if we mark some query of M;, and for each query, we add at
most 2P(n) strings to A.. Since we never unmark queries and the number of queries in the
computation tree of M; is bounded by 2P(") we add at most 22P(ni) strings to A, during
stage n;. Since 22" > 22P(") for any prefix o of length 2™, there must exist a string 7 of
length 2 - 2™ such that o is a prefix of 7, and 7 is never added to A..

Now we only have to prove that the number of iterations of the loop is bounded by
22" Suppose we are at some iteration of the loop, and we do not exit the loop. Suppose



the value of oy at this iteration is 0. Then, the path of M; is accepting iff o is odd.
Suppose that at the next iteration of the loop no new queries of M; are marked. Then the
path of M; in this iteration is the same as in the previous iteration of the loop. But then
M; accepts iff o is odd iff the lexicographic successor of o is even, and we exit the loop.
Therefore, the number of iterations of the loop is bounded by the number of queries in the
computation tree of M;. Since the number of queries is bounded by 2°(%) the number of
iterations of the loop is certainly bounded by 22 as required.

Pol
Theorem 12 There exists a set A such that: PNTIMEA(2 ™) # EXPNE*

Use the same construction as in the previous theorem, this time using the following
language L 4.

Ly :={0": the lexicographically largest string y of length 2"
such that 3z(|z| = 22" and yz € A), is odd}
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