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Abstract
This paper presents a simple syntax and semantics for the Vanilla meta-interpreter. We
discuss ambivalent syntax, which is characterised by the occurrence of formulas as terms,
and provide it with a suitable semantics. We show that ambivalent syntax is appropriate
for the Vanilla meta-interpreter. We prove correctness of the Vanilla meta-interpreter for
definite programs.

1 Introduction: Correctness of Meta-Logic Programming

In this paper we will study the simplest meta-interpreter for definite logic programs,
usually known as the Vanilla meta-interpreter. The Vanilla meta-interpreter is a definite
logic program which consists of two parts: a general part M, which consists of an
intensional formalisation of derivability by SLD-resolution from definite object
programs, and an object program-specific part meta-P, which consists of a meta-level
description of the clauses of an object program.

Definition 1.1 The standard Vanilla meta interpreter Mp for definite object programs P.
M [M1] demo(empty) «—

[M2] demo(x) « clause(x,y), demo(y)
[M3] demo(x&y) < demo(x), demo(y)
meta-P [M4] clause(A, B1&...&Bp) <

for every clause A « By,...,.Bpin P
[M5] clause(A, empty)
for every fact A < inP

* I want to thank Frank van Harmelen for many pleasant discussions and careful commenting on drafts; [
want to thank Dov Gabbay for discussions on meta-languages.



Example Consider the following object program P:

p(c) «
r(x) «
q(x) < p(x)

The associated Vanilla meta-interpreter Mp is:
demo(empty) «
demo(x) « clause(x,y), demo(y)
demo(x&y) <« demo(x), demo(y)
clause(p(c), empty) <«
clause(r(x), empty) ¢
clause(q(x), p(x)) «—

Now consider the variables which occur in Mp above. The variables occurring in the
second and third clause are intended to range over object level atoms, whereas the
variables which occur in the last three clauses are meant to range over the domain of the
object program. Thus, intuitively, the Vanilla meta interpreter is a typed program with
two types: the variables occurring in the clauses M2 and M3 are intended as meta-
variables which range over object level atoms; the variables that occur in the part which
represents the object level program, are meant to be object level variables ranging over
object level terms. Motivated by the observation that the intuitive interpretation of the
Vanilla meta-interpreter is typed, Hill and Lloyd advocate a typed version of the Vanilla
meta-interpreter in their paper [HL] and prove its correctness.

However, it is the untyped version of the Vanilla meta interpreter, and extensions of it,
that is used in general Prolog-practise and in applications (see [SS] and [KK]). Typically,
it does not distinguish between object- and meta-level variables and terms. As a result it
employs a non-standard syntax, which is mainly characterised by the occurrence of atoms
as terms. This syntax admits atoms like 'demo(c)’ and 'clause(q(demo(r(empty))),
q(empty))', which are not admissable in any standard syntax. In this paper we will give a
definition of this syntax, which was introduced in [R]. We call this syntax 'ambivalent
syntax', for the dual role played by atoms. This phenomenon of duality can also be
interpreted as overloading of the predicate symbols of the language, which double as
function symbols. We will define a suitable (Herbrand style) semantics for first-order
logic with ambivalent syntax, which also gives us a (least Herbrand) semantics for the
Vanilla meta-interpreter. This enables us to prove satisfying correctness results for the
untyped Vanilla meta-interpreter.



The main result of this paper is a proof of the following theorem, which expresses
correctness of the Vanilla meta-interpreter with respect to definite object programs, by
connecting the least Herbrand model Hp of an object program P with a part of the least
Herbrand model Hyp of Mp:

Main Theorem (Theorem 5.10) Let P be a definite program and Mp the Vanilla meta

interpreter associated with P. Then for all p(t) in the Herbrand base of P,
p(t) € Hp iff demo(p(t)) € Hump.

The part of the main theorem that expresses completeness (if p(t) is derivable from the
object program P, then demo(p(t)) is derivable from Mp), has a straightforward proof.
Because the Vanilla meta-interpreter may be considered as a formalisation of derivability
from a definite object program, each derivation from the object program can be mimicked
by a derivation via the associated Vanilla meta-interpreter.

It is not completely trivial, however, to show that Mp is sound with respect to P. The
problem partly originates in the ambivalent syntax of the Vanilla meta interpreter, which
causes Herbrand models of Mp (even its least Herbrand model) to contain meta-language
atoms like demo(p(demo(empty))), which cannot be directly related to object level atoms.
The main idea behind the soundness proof is made explicit in Lemma 5.6. Subterms
occurring in derivations from the Vanilla meta interpreter which are terms of the meta-
language but not terms of the object language, have universal force. L.e., within certain

boundaries, such terms can be replaced by arbitrary terms.

The outline of this paper is as follows: In Section 2 we will develop some basic theory of
languages with ambivalent syntax. In Section 3 we will define a Herbrand style semantics
for these languages. In Section 4 we will study some properties of substitutions in
ambivalent syntax which we need in the remainder of the paper. In Section 5 we apply the
results of the preceding sections to the theory of the Vanilla meta interpreter, and we
prove our main theorem, the correctness result. In Section 6 we discuss our results and
related results by Hill and Lloyd [HL] and Martens and De Schreye [SM, MS].



2 Ambivalent Syntax

In this paragraph we will give a formal definition of the syntax underlying the Vanilla
meta- interpreter. It has the following main features:

1. There is no typing. No distinction is made between object and meta-level variables, nor
between object and meta-level function symbols, predicates, and constants.

2. Atoms may occur as terms. This can be interpreted as a naive naming mechanism:
instead of using a code to refer to an atom, one uses the atom proper - atoms serve as
their own names (the metalevel representation of an object level expression is the object
level expression itself).

The first feature is easily established by taking as the predicates of the language of the
Vanilla meta-interpreter the (meta-) predicates 'clause’ and 'demo’ together with the
predicates of the object level program, do the same for the constants, and take as function
symbols the function symbols of the object program and the conjunction '&'. We will thus
adopt the following convention: The non-logical constants of the underlying language of
an object program P are given by a triple (Rp, Fp, Cp), where Rp, Fp, and Cp are,
respectively, the set of relation symbols, the set of function symbols and the set of
constants occurring in P. The non-logical constants of the underlying language of the
associated interpreter Mp are then given by a triple (Rmp,FmMp,CMmp), where RMp = Rp L
{demo(-), clause(-,")}, Fmp = Fp U {(")&(")}, Cmp = Cp U {empty}.

The second feature is really where one sees that the syntax involved is non-standard.
Because of the double role that formulas play in this syntax, we will call it ambivalent
syntax. In the Vanilla meta interpreter, there are only two syntactical categories to be
dealt with: terms and atoms of the language. We will take a more general approach and
define ambivalent syntax for first order predicate logic.

In this paper we will not consider ambivalent syntax for languages with equality.

Definition 2.1 The non-logical constants of a language with ambivalent syntax Lamp are
given as a triple (R, Fy, Cr), where R is a set of relation symbols, F/ is a set of
function symbols, C is a set of constants. The alphabet of Lamp also contains
countably many variables and the usual connectives and auxiliary symbols and one
proposition symbol: L. The sets of atoms, formulas, and terms of Lamp are defined as
follows:

ATOM,, (1) p()isanatomif pe Rp,p,and t€ TERMg,,
(2) there are no other atoms.
FORM/,., (1) @€ FORMy, ., if @ € ATOMyp;
(2) ory, oV, 9>y € FORM ., if ¢ and y € FORM ;5



(3) L € FORM 15
(4) =9 € FORM,,;, if ¢ € FORM s
(5) Vx@, Ixp € FORM,;, if x is a variable
and @ € FORM, 1
(6) there are no other formulas.
TERM ., (1)c € TERM,,, forallce Cpypps
(2) x € TERM,,,, for all variables x;
(3)t € TERM,p, if t € FORM 1
(4) f(t) € TERM,p if t € TERM,p and f € Fpys

(5) there are no other terms.

Note that these definitions differ from the corresponding definitions for standard syntax
in the following way: the definition for the term set refers to the set of formulas. Also
note that FORM, ., € TERM/, ..

Example Let the nonlogical constants of £ be ({p},{f},{c}). Then p(c), f(p(c)) and f(x)
are terms of £, ., whereas f(x) is a term of £ with the standard syntax, but p(c) and
f(p(c)) are not; p(c) is both an atom of £ with standard syntax and of £,;;; p(p(c) v

p(f(c))) is both an atom and a term of L,.;,, but neither of those in L with standard

syntax.

One part of the Unique Readability Property holds for ambivalent syntax: formulas and
terms can only be written in one unique way. We wil not give the proof, as it is identical
to the corresponding proof for standard syntax. But by the very definition of ambivalent
syntax, the part of the Property that states that expressions of the language are either
formulas or terms or none of these, does not hold, of course: all formulas are terms.
However, if one focuses on occurrences of formulas in well formed expressions, one
notes that in each occurrence a formula either serves a formula or as a term, but not as
both. A simple way to study occurrences is identifying terms t with term trees. We then
define a formula @ to occurin t iff ¢ is a subtree of t. Specific occurrences of ¢ in t
are identified with specific subtrees t' of t. We define a subtree t' of t to be a term
occurrence of ¢ in t iff t' isequal to @ and thereisanode n in t above t which is
a predicate or a function symbol; an occurrence t' of ¢ in t is a formula occurrence
otherwise. By this definition, an occurrence can never be both a term occurrence and a

formula occurrence.



Next we give a definition of the set of free variables of terms and formulas, in order to
define ground formulas and closed terms. The definitions are standard.

Definition 2.2 The set FV(t) of free variables of a term t is inductively defined as
follows:

FV(x) =x for all variables x;
FV(c) = @;
FV(f(t,...,tn)) = FV(t)) U ... UFV(ty), for fe Fy and ty,...,tn € TERM 15
FV(p(t1,....tn)) = FV(t)) U ... UFV(ty), for pe Ry and ty,...,tn € TERM[ ;.1
FV(oAy) = FV(ovy) = FV(p—-y)=FV(p) UFV(y), for ¢ and y € FORM[,.+s
FV(—¢) = FV(¢), for ¢ € FORM/ 1
FV(Vx@)= FV3x) =FV(p)\{x}, for ¢ € FORM[ b

Definition 2.3 The sets GRFORM,,,,, GRATM_,,., and CLTERM_,,;, of ground
formulas, ground atoms and closed terms of L, ., are defined as follows:
t € GRFORM,, , iff @ € FORMp,., and FV(¢) = @;
t € GRATMy,, iff @ € ATOM,,, and FV(¢) = @;
t € CLTERMp,,, iff t € TERMp,, and FV(t) = @.

3 Semantics for Ambivalent Syntax

The semantics we propose for languages with ambivalent syntax is the class of term
models in which every closed term of the language is interpreted by the identity function.
Herbrand models fall within this class. With respect to this class, strong completeness
holds and can be proven in the standard way (Theorem 3.6). We will assume T to be a
consistent first order predicate theory with a language £=(R,F.,C,) with ambivalent
syntax. We will identify theories with sets of axioms, which are closed formulas; a theory
need not be closed under derivability. We work with a standard system of natural
deduction, in which the deduction rules are defined in a standard way. Note however that
Vxp(x) / p(3xp(f(x))) is now an instance of the standard rule " Vx¢ / ¢(t), for all closed

terms t".

Definition 3.1 A pre-interpretation J for L consists of
a) a domain D such that
(1) CLTERM, c D.
(2) for all t(xy,....xn) € TERM with xi,...,x, free,



and for all di,...,d, € D, t(dy,...,dp) € D.
b) for each term t € CLTERM, the assignment of te D.

Definition 3.2 An interpretation M of L consists of a pre-interpretation J with
domain D and, for each n-ary predicate symbol in P, the assignment of a subset of
Dn,

Definition 3.3 Let M be an interpretation of a language L. Truth of closed formulas of
L in M is inductively defined as follows:
MEDp(t) for p € Ryand t an n-tuple of closed terms of L, iff (the
interpretation of) t is in the subset of D™ assigned to p.
ME @Ay iff ME@ and MFEvy,
ME—¢ iff M Eo,
ME vy iff ME@ or MEV,
ME -y iff MEo or MF vy,
MEVx@ iff MEo@ [x/a], forall a € Dy,
ME3x@ iff thereisana € Dy such that ME ¢ [x/al.

Definition 3.4 Let T be a theory in a language L.Let M be an interpretation of L. M

is a model for T if all the axioms of T are true in M.

Definition 3.5 A Herbrand pre-interpretation J of L is a pre-interpretation for which
the domain D consists of CLTERM; .
A Herbrand interpretation is an interpretation based on a Herbrand pre-interpretation.
A Herbrand model is a model based on a Herbrand interpretation.

Theorem 3.6 First order predicate logic with ambivalent language is sound and complete
with respect to the semantics defined in Definitions 3.1-3.4.

Proof We leave the checking of soundness to the reader.

The completeness proof we present here is strikingly similar to the completeness for

standard syntax.

Let T be a consistent first order predicate theory with a language L=(R .,F,C) with

ambivalent syntax. Extend T to a Henkin theory T* in the following way:

Extend the language of T with infinitely many fresh constants cp. The result will be a

new language £ =(R,F.,Cp), with Rp=Ry, Fp=F while Cp= Cp U {cp:e o).



Let @g, 91, P2, ... be an enumeration of all formulas of £ with only x free. Define Cy
as the set of constants that occur in QgA...A@p. Define:

To := T,

mg := min{k : cx ¢ Cp},

Ty := To U {Ixpo(x) = ¢o(Cmo)},

mp41 = min{k>mp: tx ¢ Cp},

Tn+2 = Tne1 U {3xQ (%) = @i (Cmps) )

T* := UTp.
For all n, consistency of Tp41 can be inferred from consistency of Ty in the usual way.
So T* is consistent. Extend T* to a maximally consistent theory T™. The language of
Tm is £, the language of T*. A model M for TM can now be constructed as follows:
Take as the domain D of M the set of closed terms of L'. (As we are dealing with
ambivalent syntax, every closed formula of £' will be an element of D.) Take the
identity function for the interpretation function. Define atoms to be true in M iff they
belong to TM. M is a model for TM (by induction on the complexity of formulas), and
thus M is a model for T. Moreover, M is a Herbrand model for TM and T*. This

concludes the proof. ®

For infinitely extendible theories a model can be constructed in a slightly more elegant
way: the closed terms of the language that do not occur as terms in the theory can be used
as Henkin constants themselves. The resulting model is a Herbrand model for the theory.
Logic programs, as they are finite, are infinitely extendible. Note that theories that are

axiomatised with axiom schemes are not infinitely extendible.

A language with ambivalent syntax was first defined by Richards in his paper [R], in the
context of intensional predicate logics. Kim and Kowalski [KK] advanced ambivalent
langauge as appropriate for the Vanilla meta-interpreter, especially for extensions of it in
the field of metalogic programming for multi-agent knowledge, and [R] has become a
standard reference in the literature on the Vanilla meta-interpreter. However, the
semantics for ambivalent syntax proposed in [R] is flawed, due to the fact that the
interpretation function is not well-defined!). A broader perspective on ambivalent syntax

1) The following example shows what is wrong in the semantics proposed in [R]:
Take an ambivalent language £ with one binary relation symbol R, one unary relation symbol Q, one

unary function symbol f, and one constant symbol c¢. Then VxR(x,Q(x)) — VxR(f(x),Q(f(x))) should be



and its semantics is given in [G], where several meta-languages are proposed which allow
for great freedom of expression. Among them is HFP, which is essentially first-order
predicate language enriched with meta-level predicate and function symbols. Ambivalent
syntax can be considered as HFP with one function symbol f that transforms formulas
into terms. A semantics for ambivalent syntax which is more general than the Herbrand
semantics proposed in the present paper can be obtained by considering models for HFP
(but we must leave this matter to a future occasion).

4 Preliminaries on Substitution

A crucial step in our main proof relies on a shift from (sub)terms of the language
underlying Mp into terms of the language underlying an object program P. In the present
section we will define and discuss the necessary transformation (Definition 4.3). We will
define this transformation not for just the languages of Mp and P, but somewhat more

generally for two languages of which one comprises the other.
We will identify languages £ with pairs (L,S), where L is the triple indicating the non-

logical constants of £, and S indicates the particular syntax of L. For instance, the
underlying language Lp of an object program P is identified with ((Rp, Fp, Cp),
standard syntax), and the underlying language Lymp of the associated meta interpreter Mp
is identified with ((Rmp,Fmp,Cmp), ambivalent syntax). In order to keep matters simple,
we will only consider languages which, like £p and Lyp, have no logical constants - that
is, languages of which the set of formulas consists of atoms only. The theory developed in
the present section is thus tailored for languages underlying definite logic programs, but
can be generalised to the case of languages with connectives and quantifiers. Lp can be
considered as a part of Lyp: all terms of Lp are also terms of Lmp, and, likewise, the
set of formulas of Lp is included in the set of formulas of Lpyp. We can define this

notion of inclusion as follows:

valid in every model. However, one can construct the following model M according to Richards’
definitions which validates the antecedent and in which the consequent is wrong:

Take, according to the definition in [R], as a domain Dy = {c} U {¢| @ e CLFORM t}. The extension of
Q s arbitrary. V(f) is the identity function on D. The extension of R is taken as follows: V(R) =
{<d,Q(d)>I d € D}. By Richards' definition, the interpretation function * is the identity function on
constants and closed formulas. Thus VxR(x,Q(x)) is truc in M. However, (f(c))* = V(f)(c*) = ¢, while
QUEE))™* = Q(f()). So <(f(c)*(QUf(c))*> = <c,Q(f(c))>, which does not belong to V(R).



Definition 4.1 For two languages £ = (L,S) and £L=(L',S"), we say that Lis a partof L (L
cr) if
1.RLcRy,FLcF,and CL c Cr
2. either S is standard syntax and S' is ambivalent syntax,or S and S' are both
standard syntax, or S and S' are both ambivalent syntax.

By this definition we have £p  LMp. The property that the sets of terms and formulas of
LMp contain their respective equivalents for Lp generally holds for two languages of

which one is part of the other:

Lemma 4.2 For two languages £ and £, if L< £ then TERM € TERM/' and FORM ¢
c FORM /.

Proof Immediate, by the definitions. =

In the remainder of this section we will always suppose £ and L' to be two languages such

that LC L.

If one takes a closer look at the (tree-) structure of a term t of L', one sees that certain
subterms of t are terms of £, while others are proper £-terms. By substituting in an L'

term t all of its subterms which are proper L£-terms by variables, one can transform t
into an L-term. The intuition behind the definition of the £'/L-abstraction of a term t in

the language £', is that one can descend in the termtree of t until one encounters a
symbol s thatis in £' but not in £, replace the subtree starting with s with a fresh
variable which does not occur in t; this procedure yields a term of £. The £/L-abstraction

thus transforms terms from £' to terms from L. Moreover, this is done in a systematic
way: equal terms are replaced by equal variables. This makes the abstraction procedure

reversible (Lemma 4.5).

Definition 4.3 Let t be a term of L. The £'/L-abstraction of t, absz/.(t), is inductively

defined as follows:

absp/(X) =X, for all variables x;
absg'/c(C) =¢C, for all constants c € Cy;
absg/(C) = X¢ , for all constants c € C,\Cy,

where X is a variable;

absz ) L(£(t1,...tn)) = f(abs gy (t1),.. absc/(tn)),
for all function symbols f € F;

absy((t1,-.,tn)) = Xf(t1,....tn), for all function symbols f € F/\F,
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where xf(;,...tn) is a variable;

abspf L(R(t1,...,tn)) = Rabsg/(t1)s..,-abs 7 (tn)),
for all relation symbols R € Ry;
absz| L(R(t1,...,tn)) = XR(t1,...,tn), for all relation symbols R € R/\R,

where XR(11,...,1n) i @ variable.

Implicitely we have assumed that we have extended the set of variables of £ with a set of
fresh variables which are indexed by L-terms. This means that, while our purpose was to
get a term of L as the result of the abstraction, we get a term in a language which is in fact
an extension of £. However, by renaming the fresh variables in abs.y/.(t), we can get a
term of L proper.

The following lemma mentions two properties of the £'/L-abstraction of L'-terms which

we will need below.

Lemma 4.4 Lett be a term of £. Then the following holds:
a) absry/(t) is unique.
b) abs;y/£(t) is, modulo renaming of variables, a term of L.

Proof Immediate from the definition. [

Lemma 4.5 For every term v in L there is an L-substitution Ty, such that

V= aﬁSL'/L(V)Tv.
Proof We define 1, by induction on the term structure of v.

1) =9, for all constants ¢ € Cg;

2) 1¢ ={xJc}, for all constants ¢ € C\Cy;

Nix=¢@, for all variables x without an index from
TERM

4) Ti(ty,tn) = T Y U Ty for all function symbols f € F;

5) T(e,...m) = (Xfu,.., tn)/f(t15-5tn) } for all function symbols f € F\F;

6) TR(t1,..tn) =T Y e U Ty for all relation symbols R € Ry;

T) TR(@,tn) = (XR(1,.enstn)/ R0 05t0) } for all relation symbols R € R/ \R ..

We have to check that ty is well defined. This is clear for all cases except 3) and 5).
Suppose, for case 3) that v = f(ty,...,tn), for some f e F, or, for case 5), that
v=R(t1,...,tn), for some R € R . Suppose that for some variable x, xe Dom(ty) N
Dom(ty;) for some i #j. By definition of Ty, x must be xs for some se& TERM,. Then
by definition of Tj; and Ty, XsT; = 8 = XsTy; This shows that T, is well-defined.

11



Again by induction on the term structure of ground terms v we will prove that for Ty
thus defined, v = absgy (V) Ty.

1) For constants ¢ € Cg, absgy(c)Tc = ¢P =c.

2) For constants ¢ € C\Cy, absp/(C)Tc = Xc{xc/c} = c.

3) For variables x without an index from TERM, afsp/(X)Tx = X@P = X

4) Let f € F,and ty,...,ty € TERM . Suppose that for all i, absg/(t)T; = ti. Then

same argument that proved Ty to be well defined, abs.y(t) (T VU ... U Tp) =
abszc(t))Ty. Thus, by the inductive hypothesis, f(abszy/(t1)Teys .. » absg/(tn)Thy) =
f(t1,....tn).

5) Let f be a function symbol in F/\F and tj,...,t £-terms. Then by definition of the
L'-abstraction of f(t,...,tn) and Tf(y,... tq), We have abspy(E(t1,...tn))Th(t ... tn) =
XE(t1 oo otn) UXECEL o tn)/ T (L1 stn) } = £(E1,05tn).

The remaining cases 6) and 7) have proofs similar to those of 4) and 5), respectively. K

In the following definition, we generalise the concept of term abstraction to the concept
of abstraction of a substitution.

Definition 4.6 Let 0 be an £-substitution. The £/£-abstraction of ©, written as abs;(0),
is defined as follows: as;/(0)= {X/absz/.(t) : X/t € O}.

The following lemma characterises the connection between the £/L-abstraction of an L-

ground term t and L-terms s of which t is an instantiation.

Lemma 4.7 Let s beatermof £,t atermof £, 6 an L-substitution such that s =t.
Then sabsgy(0) = absgyc(t).
Proof By induction on the term structure of s.
a) s=x, for some variable x. Then 8{x/t} € 6, so {X/absz(t)} € absry (). SO Sabsy/(0)=
= abspyc(1).
b) s=c, for some ¢ € C.. Then t=c, so0 abs;/.(t)=c, and sabs;y(0) =c.
¢) s=f(s1,...,sn), where the sj are £-terms and f € F,. Then t=f(ty,...,tn) = f(s1,...,50)0
=1(516,...,sn9). S0 si0 = tj, for i € [1,n]. And sabs;.(0) = f(S1,....Sn)abszy () =
= £(s10%,...,570%). By the inductive hypothesis, sjabs;/.(0) = absz/.(ti),
forie [1,n]. Thus sassyy(0) = f(abs(ty), ... , abs(tn)) = abs(f(ty,...,tn)). X
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Lemma 4.7 says: sabs;.(0)=abs;.(s0), or, writing 0* for abs;;(0) and t* for afs;;(1):
sO*=(s0)*.

We extend the usual definition of ground substitution in the following way:

Definition 4.8 A substitution ¢ is £-ground if o = {xj/ti: i€ [1,n]}, and for all i, t; is
a closed term of L.

The following lemma is an application of a well-known fact about ground substitutions.

Lemma 4.9 Let t be a ground term of £'. Then for every £-ground substitution ¢ for
which dom(c) o Var(ass (1)), the following holds: abs.y(t)0 is a ground term of L.
Proof Let t, £, and L' be as in the suppositions for the lemma. As ¢ is a ground
substitution, with dom(c) D Var(abs..(t)), abs.y.(t)0 is a ground term. As O is an L-
ground substitution, and, by Lemma 4.4.b, afs;/(t) is an L-term, it follows that afs;;()O
is an L-ground term. X

5 Proof of the Main Theorem

We are now ready to apply the machinery set up above to the Vanilla meta-interpreter for
definite logic programs. We will have to use some of the basic concepts and results of the
theory of definite logic programs. We will mainly adhere to the terminology used in [LL],
with the single exception that we denote the least Herbrand model of a program P by Hp,
as we have already reserved Mp to indicate the Vanilla meta-interpreter of P. The basic
theory for definite programs as developed in [LL, Chapter 2] holds without any restriction
for definite programs with ambivalent language, and thus for the Vanilla meta-interpreter,
as long as all the relevant concepts are defined with respect to the underlying ambivalent
language. (Herbrand models for such programs are the Herbrand models defined in
Section 3; the fixpoint operator T is then defined with respect to those models; ground
instantiations are ground with respect to the ambivalent language.) The main theorem is
basically a result about the relation between the least Herbrand model of a program and
the least Herbrand model of its associated Vanilla meta interpreter, and its proof proceeds
by comparing the different stages of the respective T-operators. Hence we will be only
concerned with ground versions of programs. We remarked in Section 1 that variables
which occur in the clause-facts [M4] and [M5] of the Vanilla meta-interpreter (the clauses
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that describe the object program), can be instantiated with terms from the meta-language.
We need the following extension of the usual concept of the ground version of a program.

Definition 5.1 Let P be a definite program. Let £ be a language containing the
underlying language of P. With £-ground(P) we mean the set of all clauses that are
L-ground instantiations of clauses of P. The natural ground version of a program P,
Lp-ground(P), will be indicated simply as 'ground(P)".

The next lemma is an immediate application of Lemma 4.7 and Corollary 4.10 to clauses

of definite programs. It establishes some simple relations between a definite program P,
its natural ground version, and Lyp-ground(P). We will speak about P-ground and Mp-

ground substitutions to refer to respectively Lp-ground and Lm,-ground substitutions. We
will leave out the indices of the abstraction operator, i.e., we will write abs(-) instead of

abs oy cp()-

Lemma 5.2 Let P be a definite program. Let C = p(sg) < p1(s1),.., Pn(Sn) be a clause
of P,let C' =p(tg) « p1(t1),.... pnltn) be in Mp-ground(P), le t 6 be an Mp-ground
substitution with dom(0) o Var(C), such that C6 = C'. Then
a) Cabs(0) = p(ass(tp)) <~ p1(abs(t1)),..., Pn(ab(t));

b) for all Mp-ground substitutions ¢ with dom(c) 2 ran(ass(6)),
Cabs(0)c is in Mp-ground(P);

¢) for all P-ground substitutions ¢ with dom(c) 2 ran(as{(9)),
Cats(0)c is in ground(P).

Proof Part a) follows immediately from Lemma 4.7.

Part b) follows from the definitions.

Part ¢) follows from a) and Lemma 4.9. X

We will first establish some easy facts about Hwm;, the least Herbrand model of Mp. We

have to assume that the language of the object programs we consider does not contain any

of the predicate and function symbols that are proper to the language of Mp, that is, '&/,
'demo’, and 'clause’ do not belong to P, or Fp,. If that is the case, the least Herbrand

model of Mp does not contain atoms of the form demo(demo(t)) and demo(clause(t,s)):

Lemma 5.3 If demo(p(ty,....,tn)) € HM, and p isnot &, then p € P,
Proof Suppose demo(p(ty,...,tn)) € HM,. Then it must have 'entered’ the Herbrand model
at some stage, that is, thereis a d such that demo(p(ty,...,tn)) € TMPTd\TMPT(d-l). If p
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is not & , demo(p(ty,...,tn)) must have entered by application of the meta-clause [M2],
so clause(p(ty,...,tn), C) and demo(C) are in TMPT(d-l) for some C. That means that

p(t1,....tn) < C belongs to Mp-ground(P), or, if C is the constant empty, p(ty,...,tn) <=
belongs to Mp-ground(P). But then p must be a predicate from the language of P. X

Lemma 5.4 If demo(A&B) € TMPTn, for some n, then there are m, k < n such that
demo(A) € TmpTm and demo(B) € T, Tk
Proof Let demo(A&B) € TMPTn. There is a d < n such that demo(A&B) €
TMPTd\TMPT(d-l), i.e., d is the stage where demo(A&B) enters the Herbrand model.
Now suppose there are no m, k < n such that demo(A) € TMPTm and demo(B) €
TMPTk. Then demo(A&B) cannot have entered the Herbrand model by application of
[M3], as that would require demo(A) and demo(B) in TMPT(d-l). So demo(A&B)
must have entered by an application of [M2]. That is, clause(A&B,C) and demo(C) are
in TMPT(d-l) for some C.So A&B « C belongs to Mp-ground(P) or, if C is the
constant empty, A&B « belongs to Mp-ground(P). This however contradicts the

assumption that & is not a predicate symbol in the language of P. 2

Corollary 5.5 If demo(A1&...&Ak) € TMPTn, for some n, then demo(Aj) € TMPT(n-i),
for some i€ [1,k], and demo(Aij+1&...&Ak) € TMPT(n-i), for some ie [2,k-1].

Proof By Lemma 5.4 and an easy induction argument. [

The next lemma is crucial for the proof of the soundness part of the main theorem. It
expresses the main idea behind the soundness proof. Consider a derivation from the
Vanilla meta-interpreter starting with an atom demo(p(t)) in which p is a predicate
from Lp. Then all subterms occurring in this derivation which are terms of the
metalanguage but not terms of the object language, can, with certain restrictions, be
interpreted as being universally quantified. L.e., subterms which are not object language
terms can be replaced by arbitrary terms — under the condition that, in the derivation as a
whole, equal metalanguage subterms are replaced by equal terms.

Lemma 5.6 Let P be a definite program, p a predicate from the language underlying
P, t aterm from Ly, Suppose demo(p(t)) € TMPTn, for some n. Then for all Mp-
ground substitutions ¢ with dom(c) 2 Var(as(t)), demo(p(aés(t)5)) € Tmp Tn.

Proof Let P be a definite program, p a predicate from the language underlying P, t a

term from the language of Mp. The proof will be by course of values induction on the
stages of the Tymp-operator.
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° TMPTI only contains the atom demo(empty) and atoms of the form clause(t,s), so the
first stage of the Typp-operator in which atoms of the form demo(p(t)) occur is TMPTZ.
¢ Suppose demo(p(t)) € TMPTZ. Then there must be an atom clause(p(t), empty) in
TmpT1. So we must have

1) clause(p(t), empty) < € ground(Mp),

2) p(s) « in P, forsome s € TERM,,

3) an Mp-ground substitution 6 such that s = t.
By Lemma 4.7, sabs(0) = abs(t). Let ¢ be an Mp-ground substitution with dom(c) 2
Var(abs(t)). By Lemma 5.2.b we have that clause(p(a6s(t)0), empty) ¢ € ground(Mp).
So by definition of the Typ-operator, clause(pass(t)c), empty) € TMPTI, and thus
demo(pas«(t)o)) € TmpT2.
Suppose that for all m < n, the following holds:

If demo(p(t)) € TMPTm, and o is an Mp-ground substitution with
dom(c) 2 Var(as«(t)), then demo(p(abs(t)o) € TmpTm. [H]

e Suppose demo(p(t)) € TMPTn. Let ¢ be an Mp-ground substitution with dom(c) 2
Var(ass(t)). By definition of the Tymp-operator, there are pi,...,.pk € Py, with Lp-terms
$,S1,---,Sk, and an Mp-ground substitution 6 such that

1) p(s) < p1(s1),....pk(sk) € P;

2) (p(s) <= p1(s1)s----Pk(sk)B = p(t) ¢ p1(t),....Pk(t);

3) clause(p(t), p1(t1)&...&pk(tk)) € TmpT(n-1);

4) demo(p(t1)&...&pk(tk)) € TmpT(n-1).
Now let ¢ be an Mp-ground substitution with dom(c) o Var(atg(6)), that is, dom(c) 2
Var(abs(t)) U Var(abs(t])) U ... U Var(abs(tk)). By 1), 2), and Lemma 5.2.b we have that
p(ass(t)G) < p1(abs(t1)0),..., pk(abs(tk)o) € Mp-ground(P). So
clause(p(as{t)0), p1(asst1)0) & ... & Pnlabi(tn)0)) € TmpT 1, and hence in Tmp T (n-1). By
4) and Corollary 5.5 we know that demo(pi(t;)) € TMPT(n-l-i), for i € [1,k]. From the
inductive hypotheses we know that demo(pi(ass(t;)0)) € TMPT(n-l- i) for i € [1,k]. By
applying the Mp-clause demo(A&B) « demo(A), demo(B) k-1 times we have
demo(p1 (as(t1)0)&...&pn(abs(t))) € Twmp T (n-1).
By definition of the Tpp-operator, we may conclude that p(ai(t)o) € TMPTn.

&

Corollary 5.7 Let P be a definite program, pi,....pk € Prp, tl,....tk terms in Ly,
Suppose demo(p1(t1)&...&pk(tk)) € TMPTn, for some n. Let o be an Mp-ground

substitutions with dom(c) 2 Var(afs(t1)) U ... U Var(ass(tx)). Then
demo(p1(ats(t1)0) & ... & p(asstk)o) € Ty T
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We are now ready to prove the main theorem. We will split the proof in two parts.
Lemma 5.8 is the soundness part, whose proof heavily depends on Lemma 5.6. and its
corollary. Lemma 5.9 is the completeness part. With Bp we indicate the Herbrand base of
a definite program P.

Lemma 5.8 (Soundness of Mp with respect to a definite program P)

Let P be a definite program and Mp the Vanilla meta interpreter associated with P.

Then for all p(t) € Bp, Vne IN [demo(p(t)) € TMPTn = Jme N. p(t) € TpTml.
Proof By induction on n. Let P be a definite program and Mp the Vanilla meta-
interpreter associated with P. Let p(t) € Bp throughout the proof. Again, the base case
of the induction is n = 2.
e Suppose demo(p(t)) € TMPT2. Then clause(p(t), empty) € TMPT(I). So clause(p(t),
empty) «— is an Mp-ground instance of a clause of Mp. So there must be a P-term s such
that p(s) « € P, and an Mp-ground instantiation 6 such that s@ =t. However, by the
assumption that p(t) € Bp, 8 must be a P-ground substitution. So p(t) « € ground(P).
Thus, by definition of the Tp-operator, we can conclude that p(t) € TpT1.
¢ Suppose that for some n>2, demo(p(t)) € TMPTn, and suppose that, for all p'(t) € Bp,

Vn'<n [demo(p'(t)) € TMPTn' = dme N.p'(t) e TpTm] [IH]

If demo(p(t)) € TMPTn', for some n'<n, we immediately have 3m e IN. p(t) € TpTm. So
suppose that for all n'<n, demo(p(t)) ¢ TMPTn'. That means that clause(p(t), empty) ¢
TMPT(l), i.e. demo(p(t)) must have entered the Herbrand model by an application of
[M3]. So there must be ground atoms Bjy,...,.Bx € Bwyp, such that

1) clause(p(t), B1&...&By) e Tm,T(1),

2) demo(B1&...&By) € Tm,T(n-1).
As the B; are terms in Ly, we cannot expect to apply the inductive hypothesis [IH]
directly to the atoms demo(Bj). But from 1), it follows that there are pj,...,pn € Prp  and
P-terms s,S1,...,Sp, and an Mp-ground substitution 0 such that

3) p(s) « p1(s1)».-..pk(sk) € P,

4) (p(s) < p1(51)s-.-,Pk(sk))0 = p(t) < By,....Bk.
Let, for i€ [1,k], tj =s;0, i.e. Bj=pj(t). Now take a P-ground substitution & such that
dom(o) = ran(as(0)). Note that, by the assumption that p(t) € Bp, t = asst) = abs(t)0. By
Lemma 5.2.c we know that

p(t) < p1(s1a65(0)0),....pk(skabs(0)0) € ground(P). [*]

Also, by Corollary 5.7, demo(p1(abs(t1)0)&...&pn(abs(t)0)) € TMPTn. And by Lemma
5.5, demo(pj(abs(ti)o) € TMPTn forie [1,k]. As pi(abs(tj)o) € Bp, we can apply the
inductive hypothesis to the atoms demo(p;j(ass(t;)0):
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3my, ....mg € IN. pi(ass(t)o) € TpTmy;]. [#%]
Now by [#] and [**] and the definition of the Tp-operator, we can conclude that there is
an m such that p(t) € TpTm. =

The proof of the following completeness lemma is inspired by De Schreye and Martens,
who proved this result in [SM] for a version of the Vanilla meta-interpreter with a
different underlying language.

Lemma 5.9 (Completeness of Mp with respect to a definite program P)

Let P be a definite program and Mp the Vanilla meta interpreter associated with P.

Then for all p(t) e Bp, Vne IN [p(t) € TpTn = 3Ime N.demo(p(t) € TMPTm].
Proof By course of values induction on n. Let p(t) € Bp.
The case n=0 holds trivially by definition of TpTO as the empty set.
e Suppose p(t) € TpT1. Then p(t) « is a ground instance of a clause of P. So
clause(p(t), empty) « is a ground instance of a clause of Mp, and clause(p(t), empty)
belongs to TMPTI. Also, demo(empty) € TMPTI, and demo(p(t)) « clause(p(t), empty),
demo(empty) is a ground instance of [M3]. Thus, by definition of the Tp-operator,
demo(p(t)) € Tm, 12
e Suppose p(t) € TpTn. And suppose that, for all p'(t) € Bp,

Vn'<n [p(t) € TpTn' = 3me N. demo(p(t)) € T, Tm]. [TH]

If there is an n'<n such that p(t) € TpTn', then by [TH] 3m e IN. demo(p(t)) € TMPTm].
So assume that for all n'<n, p(t) & TMan'. Then there are p1(s1),....pk(sk) € Bp, (k=1)
such that p(t) < p1(s1),....pk(sk) € ground(P ) and pj(sj) € TpT(n- 1) forie [1k].
Thus from [IH] we can conclude that there are ml,...,mk, such that demo(pi(si)) €
TMPTmi fori e [1,k]. By monotonicity of the Tp-operator, demo(pi(sj)) € TMPTm' for
alli e [1,k] and for all m' > max(ml,...,mk). So, applying [M3] k-1 times, we find an m'
such that demo(p1(s1)&...&pk(sk)) € TMPTm'. Also, clause(p(t), p1(s1)&...&pk(sk))) <
belongs to ground(Mp). Therefore, clause(p(t), p1(s1)&...&pk(sk)) € TMPTm'. So by an
application of [M2], demo(p(t)) € Tm, T(m'+1). [

Theorem 5.10 (MAIN THEQREM) Let P be a definite program and Mp the Vanilla
meta-interpreter associated with P. Then for all p(t) € Bp,
p(t) € Hp iff demo(p(t)) € Hm,.
Proof Combine Lemmas 5.8 and 5.9. &
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6 Related Results and Discussion

In this section, we will compare our results with other approaches and results from the
literature. First, in paragraph 6.1, we discuss the approach of De Schreye and Martens
[SM, MS], who have an interesting result for the Vanilla meta interpreter of a subclass of
the class of definite programs and a version of the main theorem in the context of S-
semantics. In paragraph 6.2 we discuss a typed version of the Vanilla meta interpreter, as
proposed by Hill and Lloyd [HL].

6.1 De Schreye and Martens

In their work on the Vanilla meta interpreter [MS] and [SM], Martens and De Schreye
propose two approaches. In [SM] they concentrate on the class of 'language independent’
programs, for which they prove a strengthening of our main result. A definite object
program P is language independent if for all standard extensions L of Lp, the least
Herbrand model for P with respect to £ is equal to the least Herbrand model for P with
respect to £p [SM, Definitions 2.1- 2.3]. For this class the following strengthening of our

main theorem for the Vanilla meta-interpreter holds:

Theorem 6.1 [SM, Theorem 2.11] Let P be a language independent program and Mp the
Vanilla meta-interpreter associated with P. Then for all pe Rp and forall te Uwmp,

demo(p(t)) € HM, iff p(t) € Hp.

By Lemma 5.3 this result can be strengthened in the following way:

Corollary 6.2 Let P be a language independent program and Mp the Vanilla meta-
interpreter associated with P. Then for all p(t) € Bmp,

demo(p(t)) € HM, iff p(t) € Hp.

Theorem 6.1 expresses that for language independent programs, if an atom demo(p(t))
belongs to the least Herbrand model of Mp, then t is necessarily an object level term:
this property does not hold for all definite programs. Thus Theorem 6.1 shows that there
is a one-to-one correspondence between atoms p(t) in the least Herbrand model of a
definite language independent program P and atoms demo(p(t)) in the least Herbrand
model of the associated Vanilla meta-interpreter Mp. This correspondence does not hold
for general definite programs.

The class of language independent programs essentially consists of the range restricted’
programs: consider, for a language independent program P, the program P* which
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consists of the range restricted clauses of P. P and P* have the same success set and
both programs have the same set of computed answer substitutions. Moreover, while the
class of range restricted programs is syntactically defined, the class of language
independent programs is undecidable.

De Schreye and Martens prove their main result for Vanilla meta-interpreters which do
not use ambivalent syntax, but, instead, a standard syntax in which the relations of the
object level language are represtented as functions. They remark that their results also
hold for Vanilla meta interpreters with ambivalent syntax, but do not pursue the subject in
detail.

After this paper was completed, we learnt about a new paper [MS]. In that paper the
Vanilla meta-interpreter for definite programs is studied in the context of S-semantics,
which was introduced in [FLPM] as a declarative semantics which fully characterises the
procedural behaviour of definite programs. S-semantics for definite programs are
Herbrand models which can contain non-ground atoms. In an S-model, atoms which are
variable renamings of each other are considered equal. Every definite program P has a
unique least S-Herbrand model H®p, which can be obtained as the least fixpoint of a
suitable T-operator. The main properties of H%p are the following:

a) Hp is the set of ground instantiations of atoms in H®p;

b)if © is a computed answer substitution for P U {«A}, then A6 is an instantiation of
anatom A' that belongs to Hp;

c)if A and A' are atoms such that A' belongs to H’p and A6 = A’', with
dom(B)=Var(A"), then 0 isacomputed answer substitution for P U {«<A}.

The main theorem for the Vanilla meta-interpreter for definite programs in the context of

S-semantics reads as follows:

Theorem 6.3 [MS, Theorem 8.15] For all p e Rp and forall t in TERM gy,
demo(p(t)) € HS\p iff p(t) € Hp.

Also in this case our Lemma 5.3 applies. And again, this result establishes a one-to-one
correspondence beween atoms p(t) in the least S-Herbrand models of, respectively, a
definite program P and the asociated interpreter Mp. By this theorem the procedual

aspects of the Vanilla meta interpreter can be characterised more fully, as follows:

Theorem 6.4 Forall pe Rp and forall t in TERM gy,
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0 is a computed answer substitution for Mp U {< demo(p(t))}
iff @ is a computed answer substitution for P U {« p(t)}.

This follows from Theorem 6.3 and b) and c) above.

Our main theorem 5.10 can be obtained from Theorem 6.4 by only considering
substitutions with an Lp-ground range. (It is impossible however, to compute the set of
pairs of goals and computed answer substitutions from the success set of a program. So
clearly one can not derive Theorems 6.3 and 6.4 from our version of the main theorem.)
Lemma 5.6, which shows that terms from the meta-language that occur as subterms in
atoms in the least Herbrand model of Mp, have universal force, can also be derived from
Theorem 6.4.

The value of our main result 5.10 still lies in the fact that it shows there is a suitable
standard Herbrand semantics for the Vanilla meta interpreter for definite programs,
which is based on ambivalent syntax, and with respect to which correctness can be
proved. Together with Lemma 5.6, our main result exhaustively treats the declarative
aspects of the Vanilla meta interpreter for definite programs. Also, it shows that
ambivalent syntax is useful and appropriate in the context of meta interpreters.

6.2 Hill and Lloyd: A typed Vanilla meta-interpreter

Motivated by the observation that the declarative meaning of the Vanilla meta-interpreter
is unclear because the variables in the definition of demo and those in the definition of
clause intuitively range over different domains, Hill and Lloyd [HL] propose a typed
version of the Vanilla meta interpreter for normal programs. (In the same article Hill and
Lloyd propose a typed meta interpreter which uses non-ground representation of object
level variables in the meta-level.) [HL] has two results on the typed interpreter, which
together establish its correctness.

The first result is that the completion of Vp, the typed Vanilla meta-interpreter, is
consistent iff the completion of P is consistent. This result implies that, for normal goals
G and substitutions t, t is a correct answer for P U {G} iff t' is a correct answer for
Vp U {demo(G")}. (Here t' and G' are the translations of t and G in the typed meta-
language.) The technique used to get this result is a transformation of a model I for the
completion of P into a model I* for the completion of Vp and vice versa. Although
not discussed in [HL], this transformation technique could be used for the typed Vanilla
meta-interpreter for definite programs, to transform Hyp into Hp (one can easily
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establish Hp* = Hyp) and vice versa (for the inverse transformation
holds: Hyp™ = Hp).

The second result is procedural correctness of the typed Vanilla meta-interpreter (a

the following

version of Theorem 6.4). This result is obtained by transformations of finitely failed trees
for the meta-interpreter to finitely failed trees for its object program and vice versa, using
a partial evaluation technique. The same strategy can be used for the untyped Vanilla
meta-interpreter using ambivalent syntax; this gives a slightly weaker result because of
the 'pollution’ of the computed answer substitutions with meta-level terms. Typing
typically prevents such pollution.

In general Prolog practice the untyped Vanilla meta-interpreter is used, rather than the
typed version, and here our main result is of practical importance. Of course, it is the
extensions of the Vanilla meta interpreter, and not so much the Vanilla meta-interpreter
itself, where the real interest lies. The correctness of the Vanilla meta-interpreter,
demonstrated by the different versions of the main theorem, in fact shows that the Vanilla
meta-interpreter proves no more nor less than the object program. In the present paper we
do not have any results on extensions of the Vanilla meta-interpreter, but we feel
confident that the theory developed here can be used to get the desired results for
extensions. An interesting variety of extensions of the Vanilla meta-interpreter is formed
by the 'amalgamated' programs. The language of the typed Vanilla meta-interpreter is less
suitable for amalgamated programs, whereas the ambivalent syntax underlying the
untyped interpreter is especially suitable for amalgamation. Amalgamated programs
contain clauses in which both meta- and object level atoms appear. Typical examples of
amalgamation are reflection clauses, e.g. demo(X) < X and X « demo(X). Kim and
Kowalski [KK] propose a formalisation of multi-agent knowledge and belief in the logic
programming format. An extension of the Vanilla meta interpreter with a binary demo-
predicate formalises knowledge of agents (demo(a,b) for "agent a knows b"), in the
context of the three wise man problem. Employing ambivalent syntax, the reflexive
knowledge axiom can be formalised as a clause X ¢« demo(a,X). The language of the
typed Vanilla meta interpreter is hardly suitable for those applications, as it can not
identify the two variables X.
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