Institute for Language, Logic and Information

FRAME REPRESENTATIONS
AND
DISCOURSE REPRESENTATIONS

Renate Bartsch

ITLI Prepublication Series 87-02

5338

University of Amsterdam



Renate Bartsch FRS and DRS

Frames are known from linguistics, for example from Fillmore's repre-
sentations of verbs with their "deep” cases, or from Helbig and Schenkel's
representations of verbs with their “valencies™ in the #Marierdfuwch iy
Velens und Disiribution deulscher Yerfen and subsequent volumes on
adjectives and nouns, following the tradition of dependency grammar that
started with Teniére's flameanis de Synisxe Siruciursle (1959/69), or
from Dik's Funciionsl Gremmer (1978), or from Bresnan's Lexical Funct-
ional Grammar, but also from logical grammar, where not only verbs but
also nouns and adjectives have been represented as relations with
abstracted variables that serve as slots in which variables or constants of
the appropriate types can be filled in order to build up a sentence. The
slots, or valencies, are characterized as to which kinds of grammatical
items can be associated there in the formation of complex expressions.

Likewise, frames are known from Artificial Intelligence, at least since
Minsky's famous programmatic article d Fremewark For Kepreseniing
Anowiedge(1975). There are frames in many degrees of complexity and for
different purposes, as there are Templates, MOP's, Scripts, Superscripts,
Plans, Plots, and others that were introduced in the writings by Schank
and others (cf. Schank and Abelson 1977 and Lehnert and Ringle 1982).
Generally speaking, frames are representations of concepts and
connections between concepts. Hereby, relations between concepts are
either represented in so-called "semantic nets” by labeled lines or arcs
between concept-names, where the labels express the kind of relations-
ship that holds between the concepts, or the relationships are represented
for each concept seperately by its slots into which names of other con-
cepts or entity-representations of a certain kind can be filled. By means of
the slots, concept-representations can be linked to each other. A frame is
a semantic net with at least one slot, and in the simplest case at least the
name of one concept with one or more slots, by which it can be connected
to other frames in order to form a more complex frame.

These representations of conceptual structures are of quite different
formats, due to special assumptions of the different authors, and often ad
hoc with respect to fairly special purposes they were designed for. In
their present formats they are unususable for & logical-linguistic theory of
text-interpretation, because they are not formulated in such & way that
they fit into a genersal theory of truth and inference. Such a theory has to
comprise a general theory of correct inference, i.e. it has to take into ac-
count that understanding & text means to be able to draw the right con-
clusions from it and to be able to answer questions about the text correct-
1y.

This task has also been the objective in Artificial Intelligence, for
example in the school of Roger Schank, but the proposed solutions to the
problems involved in this task are merely of & syntactic nature and they
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are domain-specific, without any semantically based notion of correct
inference, and further use several ad hoc specified relations between con-
cepts or things they are characterizations of. They also suffer from the
shortcomings of Schank’s “conceptual dependency theory”, due to the use of
a small set of basic concepts and relations, which never are sufficient to
represent a concept adequstely and which are combined in rather ad hoc
ways to form a concept or a8 complex of concepts, like & script (cf. Rich
1983). Nevertheless there have been treated lots of interesting questions
in this branch of Artificial Intelligence, with useful points of view and
frame material, which can be formulated in a more consistent manner,
based on & theory of discourse representation. Therewith, 8 frame repia-
sentation is & syntactic representation which is of the same kind as the
ones used as sentence- and text representations. Then frames and sub-
frames can be linked with text representations by logical operations such
as instantiation and implication. Frames do not need to be integrated into
the discourse representations of sentences and texts, rather they can be
used as conditions (restrictions) on semantic interpretation of these
texts, especially by being restrictions on the set of truthful embeddings of
discourse representations into a domain of discourse or (partisl) world.
Using the same kind of syntax for discourse representations and for lexi-
cal frames secures a unified semantic theory for lexicon and syntax, which
is necessary in 8 compositional built-up of sentences from lexical items.

In the next paragraphs frame representations will be formulated such
that they fit with syntactic representations of texts which have &
semantics that comprises an explication of the notion of entailment. These
are Kamp's (1981/84) Discourse Representation Structures (DRS) or Heim's
(1982 and 1983) representations in files with their file change semantics.
Zeevat (unpubl. paper, 1984) has suggested a compositional generation of
DRSs, with a compositional semantics following the syntactic composi-
tion. Although | shall finally formulate a DRS-syntax that follows more
the lines of Zeevat, | shall sometimes use Kamp's original box-format (or,
in order to save space, & later version of it which we find for example in
Roberts1987) for the purpose of enhancing visual lucidity. Generally, |
shall make use of a linear format of DRSs. The interpretation of DRSs will
be arranged following Groenendijk and Stokhof's (1987) semantics for a
dynamic predicate logic, which has the binding properties of Discourse
Representation Theory (DRT), but has the advantage of being formulated
compositionally as a kind of Montague-Grammar.

A basic discourse representation (DRS) is a pair a = <8y, 8,>, where the

first member is a set of atomic formulas and the second a set of discourse
referents which occur in the formulas of the first. A discourse
representation structure (DRS) then is recursively defined as a triple of
the forma = <8y, 8, 8,2, where the third member is a set of pairs <b,c> of
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DRSs. In the box notstion 8y and a, are written into one box, with the dis-
course referents a, on top, and the pairs <b,c> are presented as a splitting

between two boxes (Kamp 1981/4), or by two boxes connected by an arrow
(Roberts 1987). Zeevat (1984 ms) defined the following operations on
DRSs and gave a semantics for them: For two DRSs a and b

MERGE(a,b) = <a,u by, a,u a,, {a,, b,b>,

SUB(a,b) = <@, &,a,b>, and

NEG(a) = <@, @, <a, L».

Later | shall use conjunction &', subjunction '=>" and negation '-* instead
and describe their semantics in terms of Groenendijk and Stokhof's dynam-
ic interpretation by relations between assignments: The interpretation of
& formula ¢ {(including DRSs and conditions) is a set of pairs of assign-
ments {<g,h>} where h makes ¢ true on the basis of g. Hereby g is an assign-
ment that has made true the preceding text. A formula is true on the basis
of the preceding text if there is such an assignment h.

Among the atomic formulas | shall use temporal order relations between
situations, events, and scenes, like 'r < 8, as has been done by Kamp and
Rohrer (1983) and Hinrichs (1986). Additionally | shall use the inclusion
relation 'r > s’ which says that a situation (scene, event, process, state,
action , activity) r includes the situation s. (The inclusion has been
introduced as a basic relationship between space-time regions, and
building on this notion and the notion of realization of properties on
space-time regions the inclusion has been defined for situations in
Bartsch 1983, 1986. Note, that this notion of situation is not the one of
Barwise's Situation Semantics, which, in my terminology, parallels the
notion of (possible) fact or proposition. | define the proposition a sentence
expresses relative to certain contextual factors as a function from
possible worlds onto the set of situations in each respective world such
that these situations make the sentence true.)

2. Lexical Frames and Scripts

Frames are just like DRSs, except that they are not yet to be interpreted
vith respect to certain referents in a domain; they are not applied, so to
speak, but rather concepts that can be applied to express some information
about members of a domain.

Let us consider a traditional example, the meaning postulate for
Lechelar: In DR-theory it will appear as: If someone is a bachelor, he is a
man and he is unmarried. That is, all variable assignments make true:
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X
bachelor (x)}| => | man (%)
unmarried (x)

The concept ‘bachelor’ is represented by ‘[x] bachelor (x)’, having as its
denotation all variable assignments that make ‘bachelor (x)' true, or with
other words, ‘bachelor {x)' is a condition that is satisfied by all these
denotations. The representation of this word in the lexicon, called the
Lexical Representation (LR), will be the pair consisting of concept
representation and meaning postulate, {(CR, MP):

{CR: [x] bachelor (x), MP: [x] bachelor (x) => man (x); unmarried (x)).

The MP is just a general DRS. The CR is an abstraction from & basic DRS.
Since | shall use Greek letters as addresses for formulas and discourse
referents in schemas and formats, a general format of a lexical
representation for a concept expressing word 4 is:

LR := {CR: [x] A(x), MP: [x]A(X)=>[p, v, ... ] $(u): I{¥): ... P(x); ...}

A representation of a possible instantiation of a LR {i.e. an instantiation
type of LR) | shall call a lexical frame, LF. A script or scene
associated with the LR is a LF which represents any situation which makes
the antecedence and the consequence of the MP true. . It has the form:

[, v, JAK): $(0): TI{v): P(x)..., oOr as a box: K, LY,
A(x)
W

(%)
P(x)

{In fact, the consequence of the MP does not need to be so simple as in
this general format; it can be any DRS-form, and accordingly a script or
scene can be any such form.)

The lexical frame represents an imagined case of application, a kind of
typical scene, as has been the intention with, for example, Schank's
scripts. The use of addresses instead of discourse referents indicates that
this script is not tied down to @ domain as a real discourse would be,
rather it is a type of a discourse. We fill in the addresses by constants or
variables (discourse referents) in order to generate a special script in
order to make a frame or script part of a discourse. Doing this we go back
to the proper logical format, which is the LR that consists of CR and MP.
The scripts and frames therefore will, for most purposes, be used in the
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MP-form. Frames play a role in the explanation of the occurence of definite
noun phrases in texts without an antecedent in the text. With respect to a
certain text an instantiation can be constructed by filling the argument
places with the appropriate discourse referents from the text-DRS, as far
as they are available from there, the others are filled by new discourse
referents and can afterwards serve as antecedents for pronouns in the
text.

| shall make a distinction between analytic frames (AFs) and scenic
frames (SFs). An AF is, for example, the definition of the concept "Re-
staurant™ or "Restaurant visit™ by providing a genus proximum and a dif-
ferentia specifica, in this case “a location at which food is served on the
basis of a kind of service contract”, where the restaurant visit is a reali-
zation of this kind of service contract. On the other hand, an SF is the
typical representation of, for example, & restaurant visit as a sequence of
scenes, like in Schanks famous Restaurant Script (cf. Rich 1983: 236,
although | shall not employ his Conceptual Dependency Structures with
their primitives like M-Trans (mental transfer), P-Trans (physical trans-
fer), etc.). Schank's later proposal (1983) to construct a Superscript from
Memory Organization Packages (MOPs), instead of using a fixed script,
results in a mixed AF/SF-form. The SFs and the mixed forms are useful
representations of the conceptual structures of events, and situations and
sequences of these generslly. AFs serve to represent the conceptual
structure of types of things and actions without their temporal build up.
AFs express the position of a concept within a conceptusl net, especially a
taxonomy.

A third type of frame are the local frames (LFs) which represent the
build up of & type of thing in space, its parts and the relationships
between the parts, like, for example, the shape and build up of a house.
There are also mixed forms between AFs, LFs, and SFs. These are scenes in
vhich local and temporal relations between things and between events are
relevant.

Individuals are also representable by SFs: for different types of indivi-
duals there are standard life histories. These are sequences of scenes or
situation types, ordered in space and time. These frames are an abstrac-
tion from the fact that an individual is its history, a path through space
and time on which at certain places and a certain times properties and
action concepts are realized. According to this view, an individual is 8
local-temporal continuant, i.e. 8 continuous connection of realizations of
properties (including relationships). The inclusion relation is used to
express that the realization of a certain property, i.e. a certain event or
situations from a certain perspective, is part of the life history of an
individual. On this view also the idea is based that for certain formal
purposes an individual at a certain time is representable as a set of
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properties.

By way of illustration | shall give an SF-MP and a mixed AF/SF-MP of the
example ‘Restaurant visit™. For the scenic frame | chose the perspective of
the customer. Under this perspective the frame generates a text or dis-
course of the type "Narrative”.

SF-MP (/ype: Restaurant visit without self-service, parspecitive: from
the customer):

:

N
b

% SRR Dateuit: h
restaurant visit (x) [, = R1) %, %z, Ry, %s, ¥

entrance (x,)
getting seated (x,)
being served (x;)
consumption (x,)
paying (x.)

exit (x.)

xox,liz=1,.,6]

kxi <Ry, lii=1,.,5]

The corresponding script (scenic frame) is the conjunction between
antecedence and consequence of the above subjunction. This means that it
is a positive instantiation of the MP, i.e. one in which the antecedent is
true, i.e. in which the concept ‘Restaurant visit' applies.

)

restaurant visit ()
entrance (y,)

getting seated ()
being served (p)
consumption (u,)
paying (ps)

exit ()
pop,liz=1,., 6]
PR STHI li:=1,..,5]

b

The SF here is @ simple sequence of scenes, each can be partitioned into
smaller scenes. Thus the scene “Entrance” can be built up from smaller
scenes, as there are "Entering the restaurant”, "Leaving the coat”, “Looking
around”, or "Being served” can be built up from "Getting the menu”,
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“ordering drinks and food™, "Getting drinks and food™. All this information
is defsuit infarmstion. This means that it is entailed only as long as no
contrary evidence is provided in the discourse with which this frame is
linked by the occurence of an instance of the antecedence in a discourse
representation. We can look at ge/sw/? as an epistemical operator: we
assume the information under this operator as long as no information to
the contrary is available.{ Attempts to provide a formal calculus and a
semantics for this operator have been made in studies of non-monotonous
logics, for example in data semantics by Yeltman {unpublished); they are
beyond the scope of this paper.)

The details of the frame “Entrance”, for example, are provided by the
following SF-MP:

SF-MP (7ype : Entrance into a restasurent, Farspective - from the
customer):

i "

y Defsuit:

entrance (y) => Uy, Ypo Yz
’ ' entering (y,)
leaving the coat (y,)
looking around (y,)
youy,li=123]
Y < U, li=1,2]

.. _J

D)

According to the transitivity of the conditional '=>', p=>q & q=>s=® p
=> q & s’, the consequence of the sub-frame of "Entrance”, i.e. the
Entrance-script, can be used as a condition on the reference marker L
Technically this is done in a uniform fashion by substituting x, for y, and
thus % i for y.. The whole operation of expanding an atomic formula into a

sub-frame is a MERGE-operation between the matrix MP, here
SF-MP{Restaurant visit) and the detail frame, here SF-MP{Entrance).
MERGE (SF-MP(Restaurant visit), SF-MP{Entrance into a restaurant)) =
SF'-MP{Restaurant visit). SF" is an expansion of SF.
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SF'-MP{ 7ypre: Restaurant visit, Ferspaciive: from the customer):

_ ’ —
% ' | Deteuit: !
restaurant visit (x) => X110 Ry 20 ¥y 30 Rps Kga ¥gu K5, K

entering (x, )

x:xu,[j = 1,2, 3]

| Ry g <Ry o€ Ry 3CRpC K< K< xsf Xe

—

Besides scenic frames there are analytic frames which are built up from
typical realizations of conceptual frames at locations. In this way,
Schank's Superscript of a restaurant visit is built up from smaller units,
Memory Organization Packages{MOPs, cf. Schank 1983). In this example the
central general frame is a MOP of the type "Contract™. In our terminology
this is an AF. According to it, a restaurant visit is a service and buying
contract with certain results and certain initial conditions. From this
perspective the analytic frame is built up in another way than a scenic
frame, namely roughly as follows: realization of a service contract, /»/i/s:
canditions . the place of realization of the contract is a restaurant, the
participants are the customers and the employees of the restaurant,
resuiis: the purpose of eating is satisfied. Thus we have generally:

AF/LF-MP ( /yre: restaurant visit, perspective: juridical-objective):

-~ N -

Detsuil
= Ris %os ¥z

restaurant (x,)

realization service contract (xz)
consumption of food (x;)

X, In-Loc (x,)

X, In-Loc (x;)

%
restaurant visit (x)

-

The expansion of this frame can happen, like above, by MERGE-operations
with detail frames, for example by an AF{(contract realization), i.e. the
typical acts of settlement of the contract and execution of the contract,
or the by the AF{Restaurant), or an AF or SF for "Consumption of food". If
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we merge an AF-matrix frame with an SF, we get a mixed AF/SF, which is
partly analytic and partly scenic. In our example this would look like the
following meaning postulate.

AF/SF-MP( {ype: restaurant visit, gerspactives: from the customer, and
objective-juridical):

X Defsuit: l
restaurant visit (x) = X1, %o Rz, %qs %s

entrance (x,)

getting seated (x,)

realization service contract (x;)
consumption of food (x4)

exit (x5)

X< Xy < Xg

Xy < Ky < Xy

xox,li=1,.4

A temporal order between "Realization of the service contract™ and "Con-
sumption of food” requires that the realization of the service contract is
split up further. After such an expansion, the consumption of food can be
located temporally between "Serving the food™ and "Paying the bill” in a
non-selfservice restaurant. The detail frame is:

AF/SF-MP{ {ype : Realization service contract, perspective: objective):

N )

¥ lersuit:
realization service contract (x} | => | X, X,, %5

ordering {x,)
delivery (x,)
| paying (x;)

If we merge this detail frame with the above matrix frame and apply
associativity of '=>', we receive the following expanded frame.
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AF/SF-MP ( {ype: restaurant visit, perspective: objective):

) )
X Derlsuit: ‘

restaurant visit => Xy ¥o, Xz 1+ %3 20 %3 3. g %5
entrance (x,)

getting seated (x,)

ordering (x; ,)

delivery (x; ,)

paying (x; ;)

consumption of food (,)

exit (x)

SRR AR R AR F AR
x2x,1i=1,245]

XD ¥ ., [j = 1,2,3]

—

It is obvious that there is hardly any limit in constructing all kinds of
frames, even for this much treated example of a restaurant visit. One step
vould be to integrate the relevant local frames into the AF/SF- or
SF-matrix frames, besides expanding by further analytic frames and
scenic frames. How far the process of getting into details should procede
can only be judged by criteria of relevance that are included in the global
and local thematic set up of the discourse involved. The construction of
such frames may be useful for certain purposes, for example for
generating stories, yhereby many of the typical aspects need not be made
explicit, but serve the overall organization of the story by placing the
interesting details, or the deviations from the typical details into their
right place and making possible an evaluation of the value of the story as
news, i.e. new information.

For the purpose of interpretation of texts, and especially stories, we can
construct expanded frames, like Schank's Superscripts, which are just
conjunctions of MPs: We put a frame-MP as matrix frame in conjunction
with detail frame-MPs and make use of the transitivity of the conditional.
By instantiating the expanded MP on the basis of the text under
consideration (i.e. identifying variables from the MP with those from the
DRS) and by forming the conjunction between the antecedence and the
consequence of the MP we receive the script we might need for interpre-
tation of the text and for further inferences.
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2. Verb frames, nominal frames, and discourse representations

The topic of the next paragraphs is the integration of concept represent-
gtions from the lexicon into syntactic forms in building up discourse
representations in & compositional way. The basic idea is to associate
with each constituent of a sentence a DRS or a concept representation
(CRS),whereby | shall call rudimentary forms of DRS/CRS, such as <a, 8,>

with either 8, = aor g = 4, also DRS/CRS. | also call all conditions DRSs.

The DRS/CRS that is associated with a constituent of syntactic category X
ist called an X-DRS/CRS. Depending on grammatical relationships in the
sentence, expressed by position within the sentence, adpositions (post-
positions or prepositions) and cases, the constituent-associated DRSs are
linked together by operations MERGE, SUB (‘& and ‘=>")on the one hand, and
functional application (APPL) on the other. In such an application a concept
representation is applied to a discourse referent, i.e. is made a condition
on such a referent. The above operations or combinations of these take
place according to grammatical information (syntactic as well as morpho-
logical). | call a DRS/CRS associsted with a verb, a noun, etc. a verb- DRS/
CRS, a noun-DRS/CRS, etc.

Generally, CRSs become DRSs when applied to the appropriate number of
discourse referents. This happens at two occasions, first, when & noun
(simple or complex) is combined with a quantifier (like: & Z%e, every etc)),
and second, when & verb is combined with 8 temporal determiner {a tense
marker). A proper name is either represented by a constant c, or gets an
associated DRS of the form <{u=c},{p}>, which is introduced in front of and
in conjunction with & text-DRS.

Since | want to use a syntax with case markings, | use German in all the
examples. In order to make it easy to recognize the correspondence be-
tween words of the natural language and expressions in DRSs, | also use
German expressions in the DRSs. German nouns are lexically marked by
grammatical gender which is the major lexical/morphological information
for coreference between noun phrases and pronouns. For English we would
have prepositions and the position of a noun phrases within the sentence
as indicators of the syntactic relations that correspond with cases in
German and in any other language with case marking systems or with a
regular use of postpositions or prepositions instead.

The DRS-syntax treated in this paper will be a “flat” syntax to begin
with, which consists of operations over constituent DRSs. It has some
shortcomings from the point of view of compositionality, which will be
remedied in part three by a version of syntax and semantics that builds on
the first, but employs functional application and higher order variables.
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1. The farm af the verds

Let us consider & simple verb, e.q. s#zger, 'to sing’, in German. It can
occur in sentences as 1-place, 2-place, or 3-place verb, as in the follow-
ing sentences: fr7iz singt " Fred sings’, Friiz singt d&s Lied ‘Fred sings
the song’, and fr7ix singt mir deés £ ied 'Fred sings the song for me’.

The question is whether this verb shall be represented with three diffe-
rent frames in the lexicon, namely with the frames:

Singen,: x sing=<f>, singen,: v sing—<f> v, singeng: x sing—<fH>pv.

Here, <f> is the sign for the finite form, the first address is the one for
the Nominative, the last one for the Accusative, and the middle one for the
Dative term. (I use the notion ‘(nominal) term’, T or NT, for quantified noun
phrases and proper names.) If there is no misunderstanding possible | also
use the notion ‘noun phrase’ for these, but generally linguists count among
noun phrases also non-quantified noun phrases, which in Montague Gram-
mar are ‘common nouns’, @ notion that comprises basic as well as complex
nouns, like phrases consisting of an adjective and a head noun, a prepositi-
onal phrase and a head noun, or a relative clause and a head noun) It is
more convenient to associate with the cases certain places in a standard
order, namely as usual: Nominative: 1. place, Accusative: 2. place, Dative: 3.
place, and possibly others. Then we have the frames: sing-<f> J, sing-<f>
{x,v), sing-<f> (x, v, p). The concepts that correspond with these frames are:

[x] sing—<f> (x), [k, ¥l sing—<f> (x,v), [k, ¥, pl sing—<f> {x, v, p)

A problem with these kinds of verb frames is that they don’t have a re-
ference marker which could be used to represent pronouns that refer to the
action, state, or process itself and not to one of its participants. Using the
verb frames above, the text f77¢z singt ein lied £s 75t schén’Fred is sing-
ing & song. It is beautiful’ can be interpreted such that the pronoun &s
refers to the song, but it cannot be interpreted as referring to the singing
itself, as it must if the text is continued by &ker ickh kenn dieses Lirec
nicht Jeiden |, ’but | can't stand this song’. Also in texts with nominaliza-
tions, adverbials, and aspects one has to be able to refer to processes,
states, events, actions, activities (short: situations). Constants and
variables referring to events have been employed since Reichenbach
(1947), and they have been integrated into the verb frames by Davidson
(1967/82). Davidson's frames have an additional place for a variable
referring to the events described by the verb. A different method had been
used in Bartsch 197271976 in the analysis of adverbials, and further in
Bartsch 1983/1986 in the analysis of nominalizations and aspect. There
the participant places and the event place are treated differently by
separating the participant places from the verb and using case relations
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instead which link the participant terms to the verb. Then it is not
necessary to represent a verb like s/ngen three times, namely asa 1-, 2-,
and 3-place verb (or with the additional event place as & 2-, 3-, and
4-place verb). Rather a single representation as an event concept is
sufficient, namely Ir] singen (r). This untensed verb is not in & finite, but
in an infinite form and thus a noun which characterizes the activity of
singing.

(It is important to distinguish events, actions, activities, states, pro-
cesses, individuals (i.e. situations in a broad sense) from facts which are
true propositions with respect to a world, i.e. functions which map at
least one situation contained in this world onto the value 1.)

Case relstions can be treated in the defsult part, i.e. in the MP-part of
the lexical representation of the verb. The MP-part of the lexical re-
presentation of singen is:

r 1 Defsull: R
singen(r) | = X4,z
x> R,(r) '
Yo R,(r)
2 2> Rylr)

x> R,(r) => Person (x)
Y > Ry(r) => Lied (y) v Melodie (y)
2 > Ry(r) => Person (2)

Aktivitat (r)
R,:= actor of

R,:= result of
Ry:= beneficiary of

A

The MP of the lexical representation of & word will not be integrated into
the DRS-syntax. It is always available in the lexicon, and it will be held in
a buffer when the word is called up in text interpretation, such that its
frame is available whenever necessery, for example to find an anaphoric
referent for a pronoun, or to make an inference in order to answer a ques-
tion about the text, and to provide the case relationship which will be se-
lected by the case-marking of an NP that is applied to the verb. The whole
MP of & word can be understood as a condition on the verifying assign-
ments that make up the interpretation of the DRS which is the representa-
tion of the text in which the word appears.

Instead of three frames for the verb sisgas we now have only one. The
cases are in the default part of the lexical representation. This means they
do not need to be filled in & sentence, and we even can imagine a singing
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without any participants, and & singing that is not even an activity, like
some singing among the telephone wires, or just some singing in the air.
The verb can be used in & sentence without an indirect or direct object,
and even without a subject. Subject- and object terms, i.e. participant NTs
can be linked to the verb by means of case markings. For this kind of syn-
tax | shall fomulate the rules in the third part of this article, together
with the generation of the appropriate DRSs. Before doing this | shall make
& short excursion into a valency syntax, taking up the tradition of Depend-
ency Grammar of Tesniere (1959/69) and his followers, and presenting
some arguments against one version of it.

2t Depencency {ve/encll) gremmer

In dependency grammar the verb is the head of a clause, and all the con-
stituent nominal terms and adverbial phrases are specifications or modi-
fications of the verb. Within noun phrases the noun is the head, which can
be modified by adnominal phrases and can be specified by determiners.
Likewise the verb can be modified by adverbials and can be specified by its
complements and by tense marking. In this view on grammar the question
arises whether one will use a complete verb frame, i.e. for German singér
the three-place verb frame (or the four-place verb frame with three parti-
cipant variables and one event variable) and bind those variables by exist-
ential quantification that have not been bound by nominal terms occuring
within the sentence. In Discourse Representation Theory (DRT) this would
amount to either bind the open places by new discourse referents (which
amounts to existential quantification), or by previously introduced dis-
course referents as if the open place was filled by & hidden pronoun. The
first alternative is in many cases inadequate, as for example in the
following text:

Aut dem Fest gl es eine Henge Kuchen Diesmel 88 such Jon.

On the party there was a 1ot of cake. This time also John ate.’

If we use the frame ‘aB(x,y)’ with x = Jan, and y as a new discourse re-
ferent (this is the equivalent of existential quantification), the above text
vrould also be true for & variable assignment that assigns to y some fish or
some apple, or whatever, if Jan ate that. But this is not meant by the text.
The second alternative, i.e. using 8 hidden pronoun, and thus s discourse
referent already introduced, would provide for the correct result. But it
adds to the complexity of the relationship between natural language syn-
tax and DRSs. It is a good strategy to resist assuming hidden grammatical
entities as long as other solutions are possible without to much costs. -
After having introduced the semantic interpretation in the last part of
this paper the interpretation of this example will be handled without
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assuming & hidden pronoun as part of the syntax of the second sentence of
the above text. in order to avoid hidden pronouns and with this old or newly
introduced discourse referents at places where there are no corresponding
noun phrases or pronouns in the text, a dependency grammar can chose the
following strategy.

Depending on the number and kinds of verb complements (i.e. noun phrases
or infinitive constructions as sentence constituents) in a sentence, the
right verb frame is chosen from the lexicon. If furtheron in the text s
definite noun phrase occurs that refers to a participant of the verb that
had not been mentioned as such in the text, a new discourse referent can
be introduced for the definite noun phrase and be equated with a parti-
cipant variable in the MP-frame in the buffer. If in a text we use 1-place
singesr, the concept frame (CF) of the verb together with the R,-relation

of the MP-frame is used as a lexical frame in the sentence. The R2 and the
Rs relations only appear in the buffer and their participant variables can

serve as antecedent variables in case a definite noun phrase is used that
has no antecedent nominal term in the text. If the two-place verb with R,

and R2 is used in the text the Rs relation remains in the buffer for further

use, while the other two case relations are copied into the verbframe in
the text. The MP in the lexical representation (in the buffer) is instanti-
ated by the discourse referents that occur in the text-DRS, be it in the
appropriate case relationships within the syntax, or separately as in the
above example about the cake, where the R,-case relationship is not coded

in the text. Let us now consider the following text:

Hens singt. Des i ied ist mir hekannt.

‘John is singing. | know the song.’

Here, the definite noun phrase does not corefer with & discourse referent
previously introduced into the DRS of the text. We will introduce & new
discourse referent for the noun phrase #ss {7ed and equate it with the
participant variable of the R, relation in the buffer. In this way text con-

nectedness is achieved via the lexical frame in the buffer which provides
for additional conditions on the discourse referents of the text-DRSs. The
same can, of course, happen with respect to the participant of the R -

relation, the agent of the activity expressed by the verb:

£in L ied wurde gesungen bar Chor gariel gurcheinsnoer

‘A song was being sung. The choir got into a mass.’

Here, the verb frame selected from the lexical representation to be used
in the texts contains, next to the CF, slso the I‘e2 relationship. The R,

relationship appears merely in the buffer. The definite noun phrase in the
second sentence has a new discourse referent in its representation, and
this is equated with the R,-participant of the MP-frame in the buffer.



16
Renate Bartsch DRS/FRS

In the buffer we hold with respect to each lexical item of the text the
common knowledge that is provided by the lexicon. This, of course, is in
accordance with Heim's (1982, ch. 3) restriction on accommodsating miss-
ing prior antecedents for definite noun phrases, namely that new file cards
introduced in this way must be cross-indexed with existing file cards.
This cross-indexing can happen via the lexical information. Heim also
pointed out that this is not so for pronouns. Therefore, in the text Aas:
singl. £5 7st schon Hans is singing, 1t is beautiful’ the pronoun &5 may not
be interpreted as referring to the song; it can merely refer to the singing
itself.

The relationship can even be more indirect than in the previous examples,
where the connection could be made within one lexical frame.

£s arklingl ein Liad Der Sénger ist haiser

lit. ‘A song asounds. The singer is hoarse.’

In this case the verb, er&//ngen, is a one-place verb without an agent-
participant. Its Rl participant is a sound, which in the text is saidto be &

song. In the scenic lexical frame of se7g we find the default information

that the producer of the sound is a singer. Thus we need two lexical

frames to establish the connection of cross-referring, the frame for

erk/ingen and the frame for Z/ed. The scenic frame of the MP part of the

lexical representation of /& is approximately the following:
MP-SF(//ed): [x,r] Lied(x); Erklingen(r); x > R,(r) =>

Defauit: 1ylls] Singen(s); Sanger(y); y > R, (s); % > R,(s); verursacht(s,r).

On the basis of the same lexical frame the text could also have been:

£inlied erdiingt. Des Singen ist schan

The new discourse referent introduced with the definite term g&s Singer
will be equated with the variable s in the scenic frame for f7ed, after %
and r have been equated with {or replaced by) the respective discourse
referents from the DRS of the first sentence of the text, by way of instan-
tiating the meaning postulate by the DRS of the present discourse. With
this step the whole default-information, namely the scenic frame of £/eg,
is applied for the present instance. This means that it is a condition on the
associated discourse referent of &/7£7ed. In order to treat all occurences
of definite noun phrases alike, we always introduce a new discourse re-
ferent with the addition of an equation of this variable with one that has
been introduced previously into the text or the buffer (via lexical inform-
ation), or is found in some background knovledge that is called up into the
buffer by certain lexical items. The last would be the case, if for example
the phrase #e mear is used in a text. The lexical item maear with its
frame is called into the buffer. In the frame of maaz we find the
default-information: [x] moon(x) => gersw/i: associated with (x, Earth).

| shall now give a provisional procedure for a bottom up construction of
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sentences by means of associated DRS/CRSs. If we start the analysis or
production of a sentence with a verb frame containing all the places need-
ed for the verb complements of that sentence we have to use a rule schema
that will represent the rules that take care of the operation that links a
nominal term according to its case marking with the right place of the
verb. The rule schema is:

MERGE
w1 € ) +APPL,i (DRS(NT), [] FR(V,)).
SuB

This means that first the operation APPL,i has to be performed, i.e. the
participant variable p. in the R-relation (i.e. the i-th place or valence of

the verb) has to be replaced by the head-variable of the DRS associated
with the NT while the corresponding underlined variable u, is erased {this

is A- application), which amounts to application of the verb concept (CRS)
in this place to the head-variable of the NT-DRS. In the other places the
verb CRS/DRS is a DRS, here a condition. Then the operation MERGE or the
operation SUB has to be applied, depending on the kind of NT. Quantifiers of
the existential type require MERGE and quantifiers of the universal type
require SUB. The rules which instantiate this schema are in this respect
context dependent.

Generally, the case frames x > R(x)’ are conditions on participants and

events; x is the participant address, and v is the event address. The index i
refers to the different cases. These R are syntactic relations; what they

amount to in terms of “deep cases” like Agent, Patient, Beneficiary and the
like, is different for different verbs or subclasses of verbs and has to be
spelled out in the lexicon. This can be done in general rules for subclasses
of verbs or separately in the MPs of the lexical representations. The set of
underlined variables in front of the above schema is empty if the applica-
tion is perfomed with respect to a concept with only one A-bound (here:
underlined, i.e. not yet filled) variable.

The NTs will be applied to the verb according to the linear order in the
sentence or clause: what is closest to the verb in the sub-ordinate clause
order will be applied to the verb first. This means that the scope of an NT
is narrower if it is closer to the verb. According to this procedure, the
sentence £in fann singt jedenr flgdchen ein L7ed "A man sings for every
girl a song’ will be analyzed, according to the subordinate clause phrase
order, as /[Ein Mennijedem Héocheniein Liedfsingt/lf while the sentence
Jedem MHéachen singt ein Men ein £ ied will be treated as lledem Héacher,



18
Renate Bartsch DRS/FRS

fain Mennfein Liedfsingt/fff . It is obvious that the corresponding scope
differences will be represented in the resulting DRSs.

In order to accomodate Tense we define temporal frames, which are part
of a simple DRS in which a discourse referent for an event is introduced
and the time of speech is represented by a constant, and a condition
specifies the relationship between the event and the time of speech or
other possible discourse referents for preceding events. The general
schema of tense application is:

sy d- | 5] MERGE + APPL e ( DR(TENSE), [g] FR(VP))

The VP can be the basic verb or a verb together with adverbial modifiers
and NT- or infinitive complements. The index e means that the A-abstrac-
ted event variable o is instantiated by the head variable of the tense DRS,
i.e. by the discourse referent for the event that is fixed in temporal relat-
ionship with the point of speech or another event. The application of an
event-concept to a tense-DRS means that with this the concept is instan-
tiated or realized in space and time. The set of A-abstracted variables
may be empty, as is the case when all places of the verb have been bound
by NTs or, generally, if its valency is zero.

The fact that the temporal specification can be done at different places,
i.e. directly to the verb, or to the verb with the first NT-specification, or
to the verb with the first and second NT specification, or even after all
NT-specifications have been done, means that TENSE can have a variety of
scope possibilities. Depending on the kinds of noun phrases involved in the
interpretations, different scopes for TENSE can amount to the same or to &
different result in interpretation. The occurence of universally quantified
NTs generally makes a difference.

For the sentence £in Menn singl jedem Hédchen ein Lied, with narrow
TENSE scope we get, according to the sentence structure /£in Mennijeden:
HMédcheniein { 1ed{FRES{sing-#f and the rule schemata above:

MERGE+APPL, 1{DR{ &7rr- /orm), [{g, HSUB+APPL,3({DR( jed- Médchen ),

[ },-3] MERGE+APPL,2 (DR( &7 /e), Uiy}, _,] MERGE+APPL,e(DR(PRES),
FR( Singerz))))). Hereby is FR(Singen) = Singen(x.) & x> Ri{x) & %, >
Ry(x) & %; o Ry(x ). DR(PRES) is, either understood as the ‘'neutral tense"

[r], i.e. no temporal condition is provided, or as real present tense: [r]lro
ty, 1.e. the event comprises the time of speech. The nominal terms have the
following associated DRSs, respectively: [x] Mann(x), [yl Madchen(x}, and [z]
Lied(z).

The resulting DRS with 'neutral time’ is:

[x] Mann(x) & ([y] Madchendy) => [z,r] Lied(z) & Singen(r) & x =R, (r) &
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yoR,(r) & z oR;(r))
Or in box form:
X
Mann(x)
i
y zZ,r
Madchen(y) = Lied(z)
‘ Singen(r)
x >R, (M)
y> R,r)
2R |

In this kind of dependency syntax we could as well use the Davidsonian
form of verb-frame, in which the cases are not attached to the verb by
case relationships, nameiy the frame 'Singen(x,, Ros %z, xe)', and have in the

lexicon additionally the frames with two, with one and with zero partici-
pant variables. But this would not be very elegant; we rather build up &
verb representation following the syntactic and morphological information
in the sentence. (At the end of section 3 a fairly simple procedure of &
compositional translation of dependency syntax into DRS-syntax will be
given.) )

Splitting up the verb into the verb itself, which is & noun represented by
the capitalized infinitive form, and the case relationships as conditions
for the specification of the verb by complementsry nominal terms, makes
it possible to do with one single lexical representation, and it makes
possible another kind of syntax which does not need to make use of the
above rule schema for linking together representations of NTs and verbs in
8 sentence, but rather can work with just one simple rule that does not
need to refer to place numbers of the verb. This is achieved by construct-
ing the verb with just one participant place at s time. The formula ex-
pressing the case relationship, according to the case marking of the NT
which is to be connected with the verb, is selected from the verb-MP in
the buffer, its participant variasble is equated with the head variable of
the NT, and this formula is linked to the basic verb-DRS/CRS as an extra
condition. The case relationships serve as links between verbs and
complementary nominal terms. This means that the case relationships are
added yhenever they are needed, but they are not part of the verb to begin
with. They appear in the default-information of the lexical representation,
which is present in the lexicon and copied into a buffer whenever s lexical
item is used in & syntactic structure. This kind of syntax | call link-syn-
tax because of the linking function of the case relationships.
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I The link sinley

The above arguments in favour of & syntax that does not use full-blown
verb frames when constructing a sentence, but rather builds them up step
by step whenever it is indicated to do so by a case- or prepositional noun
phrase that has to be linked to the verb, are further supported by linguistic
evidence of the following kind:

Yerbs can be used in a sentence without objects or subjects:

a. Yerbs occur in sentences without some or all of its objects:

Hens nimmit schon 'Hans accepts’
Hens nimmt gern, sher gitl se/ten 'Hans gladly accepts, but
seldom gives’
loh hbire gut. /o hdre schan | hear alright’

compared with senteces with some or all objects:
Hens nimmt von HNerie ahne selhst je zu geten 'Hans takes
from Mary without himself ever giving’
Hens nimmt Geld van Merie "Hans takes money from Marie’
Hens mimmt &eld "Hans takes money’

b. Yerbs occur in sentences without subject:

A Margen surstehen, waschen, 1ruhsticken, 66 gent es otr
Schi/e 'In the morning getting up, washing, having breakfast;
/#.- and then it goes to school’

£5 regnel. £s gitt Miich £5 singt und #7ingt. " 1t is raining. /7L
It gives milk {milk is available). ///: It is singing and sounding.
Nein, nicht Jegen, sandern stelien 771 : 'No, not lay, rather put

upright’
e schan netmer, donn such hezshien 77t "when take then
also pay’

c. The unpersonal passive:
fafnen werden i futter gekackt 'Beans are cooked in butter
£5 wird bis zwei thr getensi. 772 "It will be danced until two
o'clock’

d. Infinitives as nouns:
£in Awla Fehren mecht Speft 'Driving a car is fun’
£ssen, Trinken, Schisfen sind gesund "Eating, drinking,
spleeping are healthy’

The principle of a link-syntax is that the verb enters into & sentence
without valencies. The cases and adpositions (i.e. pre- or postpositions)
are interpreted as relationships that serve to link together nominal terms
{noun phrases) and verbs. Hereby the case-relationship or the adposition
has two valencies, one of which takes the term and the other takes the
simple or complex verb. This happens by equating the head discourse
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referent of the noun phrase with the participant variable of the case re-
lationship and the head discourse referent of the verb phrase with the
event variable of the case relationship.

X [ Lase reletionships

The case markings express the syntactic case relations. Their semantic
properties depend on the semantic content of the verb and are therefore
part of the default information of the lexical representation of the verb in
the lexicon. See the above example for s/7ger: There we find that R, of

s#hgen 1s the actor relationship. This permits that in special cases also a
maschine or an electric wire can said to be singing, without assuming this
item to be an actor. The Rz-relationship with respect to singes will be

the result relationship, i.e. the realization of a song or melody is the re-
sult of singing.

The case frames and some prepositional frames appear in the MP of the
lexical representations of verbs. Depending on the kind of verb, additional
noun phrases can be linked to the verb by pre- or postpositions. This is
generally the case for temporal and local specifications. For simplificat-
ion | shall omit the part which says which is the address for participants
and which the one for the event. In the formula > Ri(x)' that expresses

the case relationship, the p always is the participant address and thex the
address for events (comprising actions, activities, states, processes). The
general format of the case-frames, as they appear in the MPs of verbs, is:

Ki: 1 =Nominativ, 2 = Accusative, 3 = Dative, fori=1,23

FR{Ki) : | poR(x) short: poRx)

event(x)
participant(p)

The formula expressing the case-relationship says {in the semantics of
conceptualized space-time regions of Bartsch 1983 and 1986) that the
event (or action, activity, process, state) x under the perspective express-
ed by the case relationship with respect to this particular event {as con-
ceptualized by the verb) is part of the life history of the individual p. This
means that this individual is a participant of the action or event. The in-
dividual is represented by its life history which is a path in space and
time that consists of continuous connected realizations of properties.
Abstracting from this kind of semantic model we can also simply use the
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standard relational form: R.{, x}.

I2 Janses

The frames for tenses are, like the ones for determiners, DRSs and not
CRSs. This means that they establish reference to the domain of interpret-
ation by means of discourse referents. Hereby, t; is a constant for the

time of speech, which is treated like a proper name, i.e. it is fixed at the
beginning of a text and refers to a specific entity in the model of the text.
In accordance with recent work on tense in DRT (Kamp and Rohrer 1983,
Hinrichs 1986, Partee 1984), | also assume a narrative tense by which a
verb frame will be linked to a discourse referent of a preceding event.
This is expressed in German by the so-called er=éh/endes Frésens 'narra-
tive present tense’, which can be used for present events in a live report
(e.g. in reporting sports events) as well as for events that happend in the
past and are narratively connected. Likewise there is a narrative preteri-
tum which can only be used for reporting past events in a narrative. Fur-
thermore, | assume a neutral tense, which does not express more then just
that there is {or has been, or will be) an event; this is done by just intro-
ducing a discourse referent without a condition. We can express this also
by the DRS "] T{x)', in which we use the tautological condition. This neut-
ral tense corresponds to the indefinite determiner, i.e. to existential
quantification over individuals, or the introduction of a discourse referent.
The event is not specified with respect to the time of speech or any other
time, though a context might imply a span of time within which the event
has to be located. The general formats are:

DR(PRES): - DR{PRET): DR(FUT):
X X X
| x> 1, K<1, | <K
DR(PRESmﬂ): DR(PRESm“ﬁ"): DR(PRETurnﬁ“):
K l Kin LI
‘ Ky <Kipy K< Koy
1%

In principle, the TENSE-DRSs can be linked to any verb-CRS, whether the
verb is complex or not. For the time being we assume that the simple verb
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or a verb with adverbial modification gets tensed before it takes its
NT-complements. Tensing of a verb means that the verb-concept in its
event-address is applied to & domain by means of a discourse referent,
which is established in the event address. The geneiai format of verb-
tensing is:

MERGE+APPL,e {DRS(TENSE), CRS({V))

This means that the verb-CRS in its event address is applied to the head
variable of the Tense-DRS and then the MERGE-operation is performed. The
index e is not really necessary since, because of the restriction just
mentioned, there is no other abstracted variable than the event-varisable.
e first consider the simplest case of tense application, i.e. applying
TENSE to the bare verb or the adverbially modified verb, and thus to the
verb-CRS. (The other scope possibilities will be discussed later.)

If we use second order variables P for properties (i.e. the meanings of
CRSs), we can employ the method of functional application: a tense DRS
then has the form ‘[Pllp] ¢ & P(p) for some tense &, with % as the con-
dition on the tense discourse referent, i.e. the respective tense frame in
the tense DRSs listed above. With this we assume as the categorial form
of a tensed verb By (®ygee(Bylyr?), which translates into:

(PNxKS, & P(N() fio)) = [l 4, & B,

I3 Lase relalionshins 85 port af the naming’ term

A possibility of analysis is to let the case relationship be part of the re-
presentation of the NT,i. This can be done syncategorematically:

jed- o, i : [Pllpllx] a(x) => R.(x.p) & P{p)

ein- o, i : [Pllplix] e{x) & R,(x,p) & P(p)

o, i : [PHplix] ee=x & R,(x,p) & P(p), for o as a proper name.

The lexical frame for the respective verb has to specify which cases are
appropriate for the complements of the verb. P is a variable for the verb-
CRS. This means that the verb is untensed. For tensed verbs we cannot use
these NT,i-schemas, but have to use another schematic formulation. To
formulate the connection between NTs and cases categorematically we
would need a variable ( for relations such as the CRSs of the cases which
are of the form [y, x]1 R.(v,x). An NT-representation would then, for

example, be:
[QHPHplIx) e(x) => Q{x,p) & P{p), for jes- «, and
ISHANPHplx] S{x) => Q(x,u) & P(p), for the quantifier jes-. Hereby
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S is a variable for the noun-CRS.
According to this procedure of using case markings, the sentence £ime
Freu lieht jeden Memr, which is of the categorial form (£in- Fraug |( jed-

1801 2( Jiehean ),),), is 8 concept that will be bound to & situstion by

TENSE, which introduces an event that is characterized by this concept. In

order to make a sentence out the complex verb whose representation is &

CRS, tense is applied, which means that it has broadest scope in the

example considered. According to the NT,i-rules above we get as a concept:
[vlly] Frau (y) & R, (y,v) & (Ix] Mann{x) => R,(x,v} & lieben(v)).

Using neutral tense, the representation of which is of the schematic
form ‘[P]lr] P(r), we get as the final result:
[rlly] Frau(y) &R, (y,r) &([x] Mann(x) => R,{x,r) & lieben {r)).

According to this DRS there is a situation or constellation in which a
yoman loves every man, but no separate situation for every man as we
vwould get from an analysis with smallest scope for tense. The procedure
of keeping the case relations with the terms only provides for these inter-
pretations in which tense has broadest scope. Likewise the sentence

£in Hemz 7Gst einem Jungen jede Kechenstigsate

‘a man solves for a boy every math problem’
has broadest scope for tense in this method of construction. This would
mean that there is a situation in which a man solves every math problem
for the boy. In order to achieve the readings with smaller or smallest
scope for tense, we need the construction methods in which the case
relationship is made part of the verb.

I Lase relslionshins 65 peris af the vert

The other possibility of analysis is to take case relationships to be part
of the verb. Here, we have to ways, namely to connect them with tensed
verbs or with untensed ones.

I [ (ases Jinked ta lensed vertis

Let us, by way of example, first look at the linking procedure for building
up DRSs from verbs and terms with case markings.

Ein Menn gitit einem Jungen jeden Aprel

"A man gives a boy every apple’

The German form of the subordinate clause is:

{weil) ein Menn einem Jungen jeden Apfel gitil

and in categorial form:

{ein Honny.,, fein Jungey 3 [jeden ApTel, . [gitt ...
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In @ more explicit form with respect to case- and tense-information:
fein- Mo, K1 fein- Jdunge. K3 £ jed- Aplel. K2 fgeben, FRESHY.

The first step is to form the DRS of the tensed {finite) verb from the
verb-CR and the PRES-DRS, in accordance with the above rule schema.

MERGE+APPL ([r] ro t,, [s] Geben(s)) = [r] ro t, & Geben(r).

Further, the lexical representation of gefe7 has been copied from the
lexicon into the buffer. Then the DRS associated with the NP jed- dp/e/
has to be formed, which is ‘[x] Apfel(x)' which requires SUB for linking
with the verb.

The next step is to link jeden 4pfe/ with the tensed verb. This happens
by means of the K2-information, which selects the R,-formula in the MP of

the verb, and instantiates it in its participant address with the head vari-
able of the DRS{jed- da/e’). Doing this we get as the DRS associated to
the K2(NP, V)

DRS(K2): [x] Geben(x) => R,(x,x). This condition, actually, is too strong;

we have to treat it as part of the preceding condition, which means that
the R,-relation has also to be subordinated under k] Apfel(y), as:
[u] Apfel(p) & [x] (Beben(x) => R, (p x).

This K2-DRS is MERGED with the tensed verb-DRS. If we write => for SUB
and & for MERGE we get as the

DRS( jeden Apfel gitri).

[x] Apfel(x} => [r] ro t, & Geben(r) & ([x] Apfel(x} & [r]lGeben(r) => R,(x,r)).

This can be shortened according to the logical truth ‘(p => q) &{p =>8) <==>
(p=>q&s)and p&{p=>q <=>p&q into:
[%] Apfel{x) => [r] ro t, & Geben(r) & R,{x,r).

The associated DRS of &/in- wage is [yl Junge(y) which requires MERGE
for linking with the DRS of the (complex) verb. The K3-information from
the MP in the buffer is, with respect to this NP and the verb, the DRS{K3):
[n] Apfel(u) & kvl Geben(y) & R,(u,¥) => Ry(y,¥). This information is put in

conjunction with the DRS of the {complex) verb derived in the previous
step. By instantiation and the logical truth (p=>q)& (g=>s)<=>{p=>q
&s) we get as the

DRS( einens Jungen jeden Apfel gitit):

[yl Jungedy) &([x] Apfel(x) => [r] r 5 t, & Geben(r) & R,{x,r) & R.{y,r))

The associated DRS of &#n- Msnyr is ‘[z] Mann(z) which requires MERGE for
linking with the DRS of the {(complex) verb. The K1-information from the
MP in the buffer, with respect to the verb and this NP, is the DRS{K1):

[x] Apfel(x) & [r] Geben(r)& R,(x,r) & Ry{y,r) => R,{z,r).

This condition is put in conjunction with the DRS of the {complex) verb
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derived in the previous step and we get as the
DRS( airz Monz einent ingen jeden Apfel gitl ).
[z] Mann(z) & [y] Junge(y) & ([x] Apfel(x) => Ir]l r > t, & Geben(r) & R,(x,r)
& Rg(y,r) & R (z,r)).
The general schema of linking nominal terms to tensed verbs by case re-
lationships is, for any verb o’ with o as its head and accordingly with '[..]
.. [5]ofo) ..." as its associated DRS, and any term B with case marking Ki:

Schema for NT-VT-linking:

&
DRS{(B.Kidlew'y 1 )yr): 1] B(p) [---]--- [o] «{o) & R.{p,o) _..

For each specific o« the case relation R; is specified according to the

semantic relationship listed in the lexical frame of the verb, for example
R,= ACTOR OF, R,= TRANSFERRED OBJECT OF, R,= BENEFICIARY OF for the

verb geber ‘give’, or R,= RESULT OF for the three place verb s/inges 'sing’.
These lexical specifications are conditions on the interpretation of the
DRS.

with second order variables for properties we can use functional appli-
cation according to the categorial form of terms like is done in Montague
Grammar: a term translates into a CRS of the form ‘[Plip] B, # P{p) with s
as ‘&' in the case of existential quantifiers {including proper names), and
'=>" in the case of universal quantifiers. The case marking Ki at the term
makes the representation of the (complex) verb phrase o', which is of the
form ‘[p]... «{p)..." to be ’[s] ... [p] ... &{p) & Ryls,p) .., where o is the head verb

of the verb phrase «’. This is the representation of Ki(u,'). wWith this we can
say that the categorial form (B .(e),) is reanalyzed as (B (K eyl ),
and functional application is used according to this form.

I 2 Yearl campiemenis. verd madifiers 8nd untensed varts

Up to now we have linked the NTs to the tensed verb. We can also link NPs
and untensed verbs together and tense whatever {complex) verb. If we
provide for this, TENSE can have different scopes with respect to the NTs
involved. The general schema for linking NTs in cases to verbs, whether
tensed or not, is the following:
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Schema for NT-V-linking:

&
DRS((B,, Kidle'p),): [aKIIn] B(r) [---]-- CR{x)o) & Ri(p,0) .. )

=

Also hereby, o, the basic verb, is the head of the (complex) verb «', the
form of which is: CRS/DRS{&’) = [g ][ ...] .. CR){(s) ... . It is & concept in s,
and with respect to the other variables a DRS. If the verb o' is already
tensed, then the associated CRS/DRS is a DRS, i.e. it is also a DRS with
respect too.

The general schema for TENSE-application is, for whatever untensed
verb, with o as the (complex) verb and '[x] B, as the TENSE-DRS:

[x] B, & x(x).

By using these general rule schemas we receive interpretations in which
all the instances of interpretation of a general quantifier NT are tied to
one pre-established event. If we assign the scope of PRES in the following
way Jein Mennieinem JungeniFRES feden Apfel gitit/flf, then for a man and &
boy and a certain present event it is true that with respect to each apple
this is an event of the man giving the boy the apple. If we apply PRES with
even broader scope, in this case nothing is changed because the other NPs
are existential and not general. If TENSE has broader scope then a general
quantifier NT the interpretation of the NT has to be tied down to the
situation fixed by TENSE: it does not make sense to consider whatever
apple in the world in a case like this. The domain of the general quantifier
has to be restricted to what is present in the situation selected by TENSE.
The rules of interpretation of DRSs should take care of this generally: If
the scope of an event discourse referent includes other introduced dis-
course referents, their assignment should be restricted to individuals par-
ticipating in the event. This notion of participation involves a local aspect
and not only a temporal one. An individual is part of a situation or event, if
the situation or event is, under some perspective of participation, part of
the life history of the individual:

[x]ir] participant{x,r) => [A] x > A(r); the relation & can be any relationship
that makes x participate in the event r. For things it usually means at
least a local presence at the place of the event or some relevant causal
connection with it. This condition about participants has to be & general
restriction on assignments for variables of DRSs.

However, this notion of participating in a situation remains rather vague
and it might, after all, be better to restrict tensing to the basic verb, i.e.
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to the head verb, where it also appears in natural language morphology.
This means that TENSE would have smallest scope with respect to the
verb's complements. Yerb-modifiers, such as manner adverbials {and also
in- strumental and cooperational adverbials) can be within the scope of
TENSE without any problems, like adnominals are within the scope of the
determ- iner (quantifier). This does not preclude that adverbials can also
be applied to the tensed verb, which is the case when manner adverbials,
instrumental, cooperational, durative and local and directional adverbials
are used as appositions to the verbs in Hons solrieh, wnd swer schir,
comparable to adterminal appositions as in f/isshets, gueen af £nglend,
and adjectives with respect to proper names in English, like paar in poar
k. Certain kinds of adverbials, namely relational adverbials (temporal,
concessive, adversative, causal) are regularly applied to the tensed simple
or complex verb, especially when they are expressed by adverbial clauses.

An adjective, and generally an adphrase, can be used predicatively with
the auxiliary verbs "to be’ and "to become’, or German se/7 and werdges. It
can also be used adnominally, adterminally or adverbially. For these diffe-
rent syntactic uses we have the following DRS-schemas:

{seim o, p ) [¥] o(¥)

(ﬁm(ﬁv)\r)z [¥] «(¥) & (V)

(% aonlBdy):  [¥](v) & B(¥)

(%apr(Br)y):  [¥] a(¥) & B(¥), with v as the head variable of the DRS of

the term pB. For adverbiasls and adnominals we can use functional
application. Then the adverbial and the adnominal translate in the
following way:

®apx: IPII¥] o(v) & P(¥), whereby X:= ¥, N. The auxiliary verb can be

translated into [PIl¥IP(v), or simply [PIP.

In the above schemas we made use of the notion 'head verb’ or ‘head noun’
and "head variable’, which is the discourse referent used in the CRS/DRS of
the head noun or head verb. These notions are important if we have a com-
plex NP or VP in which several discourse referents occur, as, for example,
is the case when a relative clause or prepositional phrase that contains
further NPs is part of the complex NP. The DRSs of Kamp's {1984) DRT do
not make any difference between head variables and other variables; they
are all members of a set of discourse referents. This means that in the
DRS the information gets lost that a relative clause is subordinated to the
noun which it modifies. The DRS associated with the phrase 'a man who
walks a dog’ is <{ man(x), dog(y), walk{x,y)}, {x,y}, 8>, or in box form:
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X4
man(x)
dog(y)

| walk(x,y)

or linearly: [x,yl man{x); dog(y); walk(x,y)

Such a representation does not show that the discourse referent for &
marr s the head variable, and not the one for # &ag. This information is
not only necessary for the syntax, i.e. within sentences, when we con-
struct a sentence compositionally, but it is also necessary on the text
level to explain anaphoric relationships between NPs and pronouns, like in
the text £in Mann, der einan Hund eusivtrt, sleht var der 7o £ bheiit A
man who walks a dog is standing in front of the door. He barks.’ In German
{where Mann and AHurd have both male grammatical gender) the pronoun
can refer, as far as morphology is concerned to the man, as well as to the
dog. Syntactic form requires that it is coreferential with the phrase &#
Mo, which is the head of the construction. This syntactic requirement
makes the text funny, because it says that the man is the one who barks.
The pronoun has to get the head variable x as its discourse referent and
not the variable y, as the semantics of the verb would suggest. Here syn-
tactic form overrules lexical semantic information. The natural 1anguage
syntactic form which makes & difference between the status of the refer-
ents for the phrases ein Msnnr and err Aund in the above text should be
reflected in the DRS associated with the whole noun phrase by providing
wide scope for x such that the DRS consists of the discourse referent [x]
and a conditon on x in which the DRS associated with der Ausd is included.
In the next section the syntax will be formulated in such & way that it
takes care of the difference between heads and modifiers or complements.
In principle, the syntax of the DRSs is arranged according to categorial
structure, and follows basically the methods of Montague Grammar. The
semantics will be formulated following Groenendijk and Stokhof 1987
(ms.), who developed a semantics for a dynamic predicate logic, which is a
certain form of DRT with the advantage of being compositional.

In the above procedure we reanalyzed the categorial structure (NT,i {VT))
such that the case relationship was linked to the verb and we got
(NT{VT,i)). We reached into a complex verb representation from the
outside to link the case-relationship by conjunction to the representation
of the head verb «. This was a sound procedure because a general form of

condition from the verb-MP, ie. Ikl u{x)=> R(vx), instantiated with re-
spect to the head variable v of the NT,i-DRS (that is linked to the verb

phrase), expresses the case-relationship. This condition was further re-
stricted by the antecedence conditions found in the representation of the
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complex verb of which w is the head. In order to avoid such syntactic mani-
pulations (although they were semantically sound), | shall later (3.6)
propose as an alternative a purely semantic treatment of the
case-information, without an intermediate representation on the
DRS-1evel.

S8 A varsian af Gepengencl gremmesr

| shall now present a method that is a variation of dependency grammar:
we build up the verb phrase with all the case relations needed in the sent-
ence. To do this we need global information about which are the cases and
which is the order of the terms with respect to the verb. This method
allows easily for every scope of Tense.

In sentence production there is an restriction to the order of the NT,i's
with respect to each other: In German, the nominative term has to be high-
est in the order of application, except for a possible {other) topicalized
expression (another NT or an adverbial). This means that the NT,1 has first
or second place from the top in the order of application of complements
and adverbial to the verb. The main clause word order in German is basic-
ally the same as in subordinated clauses, except that the finite verb is in
second position instead of in end position. This way the verb phrase is dis-
continuous in main clauses. Second position is the position after topic
position, which is first position and can be filled by verb complements
{NPs and Infinitives) or adverbials (including adverbial clauses).

The global information about the cases and the order of terms needed can
be expressed and used according to the following schema of re-analysis
of a sentence in categorial form:

(B O 0 O = (0B 7 1 (Ki(8ypdyr ) :
NN (O S W ) Y O (MO (1 (0 I W W 1))
For any (tensed) verb § of the category VT K with the representation 8 ¥ =
[Xll6] 8, (KBy xdyy ki WIth X as the set of variables corresponding to
the cases K, has the representation [v]é ox* & Rl(v,o), for =:,j,k. The term-

representations are as before, except without the case relationship, i.e.
just parallel to the translations of terms in Montague Grammar. Let os, fi*,
y* p* be the representations of the respective terms involved. The repre-
sentation of a sentence of the above categorial form then is:

(o Br(r([KII[¥][o] &0) & Ri(v.0) & R (o) & R, (x,0)))))

We can also formulate this without a fixed order of abstraction: If a verb
§is a VT ,K with the set of case markings K and ieK, then
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(“IT,i(s\'T,K)VT ,K—{i})'
The representation then is: [{X-{x.}] «*([x.] §%,) ,where §* is the DRS

of the verb with its case relations according to the set of case markings K.
The set of participant variables of the case relationships is X :{xi, Xj, R |3

According to this method TENSE always has smallest scope. It is possible
to apply TENSE not to the head verb, but at any place in the categorial
hierarchy. To do this we treat TENSE on a par with NTs. In the above
schema for sentence construction with three NTs, TENSE can have NT k, or
NT k and NT,j, or NT k, NT,j, and NT,i in its scope. In order to achieve this,
the NTs have also be applicable to untensed V. The representation of the
untensed head verb § is [g] §c), and of an untensed verb with cases K it is

8% = [X18, o Then (K, )y ) = WXL, o & R vp).

A three-place untensed verb §, e.g., has the representation [x,u,z, pl §* :=
[x.4,2, ] 6(n) & R, (x,u) & R(uyp) & Ry{z,pn). A tense f has a representation
of the form p* = [Plic] B, & P(c). Then, (TENSE(ex, ),y ) has the represent-
ation [X] f*((u] 6%, ,) = Kllc]B & & , where §* is the representation of the

verb with the set of cases K, and X as the set of participant variables of
the respective case relations, and p as the event variable.

The advantage of this method of construction is that it provides for all
possible scopes of TENSE, and that it does not create any binding problems.
Its drawback is that it needs global information about which verb comple-
ments in which cases are used with the verb in the sentence, in order to
construct the verb with the right case relationships.

The advantage of having several possibilities for the scope of TENSE is
that this permits us to treat coreference of event-pronouns with the
whole content of the scope of TENSE. Such a representation within a scope
of TENSE refers to a situation {event). Consider the following examples:

Ein Heni 7ast jedem Jungen jede Aurgste Wie dies geschiell milsréili
gem Lehrer.

‘A man solves for each boy every math problem. How this is done is
disapproved of by the teacher.
Here, g7es "this’ is anaphoric to the whole preceding sentence. A suitable
discourse referent is secured by giving tense broadest scope:

TENSEC £7 Henn jedem Jungen jede Sulgstie 16sen).

(Note, that the sentence can also have a fact-interpretations, no matter
how broad the scope of TENSE is.)

Ein Henn 1651 jeden JAungen jede Aurgehe. 08s kastel ihn viel Jeit.

‘A man solves for a boy every math problem. This takes him much time’
In this example, #gs "this’ is anaphoric to /45t jedem Jfumgen jeéde Auigele
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If we let TENSE have this phrase in its scope there is one situation in
which a man solves every problem for every boy:

( Fin Menn(TENSE( jedem Jungen jede Aufgsbe idsten))).

£in Mo 165t jedent Jungen jede Aurgsate, wes dent Jeweiiigen Jiingen

pergiit

A man solves for each boy every math problem, which pleases the re-
spective boy.’
Here, wés ‘which' is anaphoric to jede Aw/gshe /ast. |f we take only this
phrase as the scope for TENSE we refer, for every boy respectively, to a
situation in which the man solves every problem for this boy:

{ £in Henn jedem Jungen(TENSE( jede Auigete IG5en)))

£in Meni 1G5t jedem Lingen jede Aufgehe Das ist nicht immer einiech

‘A man solves for each boy every math problem. This is not always easy.’
Here, @#s 'this’ is anaphoric to solving a single problem. The scope for
TENSE is smallest:

( £in Monm einem Jungen jede Aufgathe (TENSE /ésen))).

The application of TENSE with a certain scope means that the situation
described by the phrase within the scope is referred to.

In fact-interpretations, & pronoun can corefer with any VT in the
preceding sentence, though not with an untensed verb. TENSE( jede Au/gotre
/ésen), for example, gives rise to different interpretations. The pronoun
either refers to the fact that there is a situation in which every problem
gets solved (i.e. the boy is pleased that there is a situation in which every
problem is solved) or to the situation itself {(i.e. the boy is pleased about
the situation in which every problem is solved, for example by the
elegancy and quickness of the problem solving). If the pronoun corefers
with the VT jede Au/gsbe (TENSE( /dser)) it refers to the fact that for
every problem there is a situation in which it gets solved.

This means that the pronoun may refer not only to a situations itself but
it also may refer to a fact, namely that there are certain situations or
constellations of situations. On the DRS-1evel facts are constants, namely
propositions. Pronouns can be coreferential with constants. In a represent-
ation of a pronoun the identity with a constant is expressed, for example:
[P1 P = DRS{ jegen iungen ( jede Aulgote (TENSE( Jésen)))) whereby P is a
variable over facts which are with respect to a world non-empty sets of
situations in this world, or of pairs of {partial) assignments where the
second makes the VT-DRS true on the basis of the first {which is the one
that makes the preceding context true). Note, that fact variables are of
quite a different type than event (situation) and individual variables. They
are of the semantic type “proposition”, namely ‘true proposition’, i.e. under
the presupposition that the set of pairs of true making assign- ments is
not empty. (Remind the difference between facts and on the other hand
events, processes, states, constellations! Facts are relations be- tween
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respresentations and the world, i.e. true making assignments, but
situations, events, states, processes, and individuals are in the world.)

3 & Non-syntectic Jinking by cese-relelionships 65 conditions on
interpretetion

Semantically speaking, a case K,. of a nominal term f§ places an extra

condition on the variable of the head verb, namely the interpretation of
Ri(v,p.) vith v the head variable of p and p the variable of the head verb. The
cases are thus conditions on every assignment for both these variables.
This means, there is no need for formulating these conditions in syntax as
we have done above. We can have simple syntactic rules and additional
conditions on interpretation. Actually, the lexical frame in the buffer can
just be instantiated with the variables of the DRS; it functions as a whole
(with the case relationships included) as a condition on every assignment.
For a nominal term § and a simple or complex tensed verb o, we have for
the categorial structure (B; ,ki(“w)w) as the associated DRS: B*(a*) with

the condition Rv,p), whereby v := variable of the head noun of f, and p:=

variable of the head verb of «. Hereby, f* and «* are the DRSs associated
with o« and § respectively. In case the verb is tensed, we use a variable P
over DRSs in the schemas for nominal terms:

jed-p,i:[PlIxl1p(x) =>P
ein- B, :[Plix1p(x) & P
B,i:[Plix] x = p& P, for B as a proper name.

For a sentences of the categorial form (wy (By ;(yy  (8yy)))), withe as

the head verb, the DRS is simply a*{p*{y*{8%))), with the condition: §*{v)
=> Ri{p,v), R.{x,v), and R (r,v), and with p,x, v as the head veriables of o, f, ¥

respectively, and v as the head variable of . These conditions are fixed
within the lexical frame of the head verb in the buffer. This means that in
the interpretation of the DRS we take care of the case-conditions as
restrictions on the assignments of the respective variables, together with
other conditions that might be part of the lexical frames involved, such as
the specifications of the &-relations. The lexical frames selected with

regard to a text, and instantiated by identifying variables with the corres-
ponding variables in the DRS on the basis of variable introduction by de-
terminers and TENSE and by case-information, are conditions on every
truthful embedding of the DRS. They represent features of the situations
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which are part of the constellation that make a text true. If only conjunct-
ions, and no subjunction, negation, or disjunction is involved, the situation
represented by the instantiated frame of the head verb is identical with
the constellation. If a subjunction is involved {e.q. because of a universal
quantifier), the situations represented by the instantiated verb frame are
identical with the situations by which, with the antecedence the conse-
quence is made true. The constellation reported by a subjunction requires
that every situation which makes the antecedence true also makes the
consequence true.

This method is also available for untensed verbs. Here we have the fol-
lowing schemas for nominal terms:

jed-p , i - [Pliplix] {x) => P{p)

ein- B, 1 : [Pllplix] p(x) & P(p)

B.i : [Pliplix] x = p & P(p), for p as a proper name.

Instead of *(8%) for a term . and a verb §, we then have [p] «*(8*(y)),
with the same restrictions on interpretation as above. The case-condition
is a{p) => R{v,p) with v and p as the head variables of the NT,i and the head
verb, respectively. These variables are introduced by the noun phrase de-
terminer and by TENSE, respectively.

We will use this method of semantic linking between nominal terms and
verbs in the next section.
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3. Towards a compositional syntax and semantics of DRSs

Up to now we used the connectives ‘&’ and '=>" for the operations MERGE
and SUB between DRSs, which in the special case that no new variables are
used in the second part of the operation amount to:

Mg, &8 = <{5 ), (1), 0> MERGE <(t },0,0>
g, =>¢, = <{t,}. (1).9> SUB <({ },0,0>

In these cases we have just the well known predicate logic connectives;
if the conjunction has as its semantics the intersection of the sets of
assignments that make the conjuncts true, it is commutative, not only in
this special case, but also in the general case [p]ﬁp&[v] ‘;p = <{E,“}, {0}, G>

MERGE <{¢ },{¥},@>= [p,\f]ﬁu& ¢,- The conjunct is true, if the intersection

of verifying assignments is not empty. But the semantics of SUB cannot
generally be defined by just an operation on the two respective sets of
assignments; rather we have, in the semantic definition, to refer to the
variables in the antecedence and in the consequence. In the special case
above, truth of the subjunction could be defined by the condition that the
set of verifying assignment of the antecedent is comprised by the set of
those that verify the consequence. But in general, where new variables
may accor in the consequence that definition does not suffice. In the

general case [p] Ev =>[¥] ¢, = <{t,"}, {1}, @> SUB <{{}, (v}, @, & set of
assignments that makes the subjunction true is {g | for all f that deviate
from g at most in their value for p and f verifies ¢ it holds that there is an
h that deviates from f in at most the value of v and that verifies {}.
Groenendijk and Stokfhof (1987 ms) provide a dynamic semantics in which
the interpretation of a formula relative to a preceding text is a relation
which is the set of pairs of assignments such that the first member makes
true the preceding text and the second makes true the formula on the basis
of the first assignment. The conjunction ‘&’ is not commutative in this
semantics, except for special cases, because the semantics of the second
conjunct is influenced by the semantics of the first conjunct: If for a
conjunction o & ' an assignment h makes the first conjunct true then for
the second conjunct only an assignment k is admissible that deviates from
h in at most those values which it assigns to the new variables of the
second conjunct. If B is true for such a Kk, we say 'k makes f true on the
basis of h'.

In short, the semantics of a formula is, according to Groenendijk and
Stokhof, a relation, i.e. a set of pairs of assignments, where the the second
member of the pair makes the formula true on the basis of the first
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member. The first member is the assignment which made the preceding
formula true on the basis of the one that made the pre-previous one true.
It is an important point that this semantics makes an essential difference
between static expressions {conditions, especially also atomic formulae)
and DRSs in which new discourse referents are introduced that can be used
further in the text as pronouns. Discourse referents within a condition
cannot bind varisbles outside the condition (i.e. cannot systematically
corefer with them); i.e. a condition does not introduce a new discourse
referent in a text but only adds restrictions to the assignment of old
discourse referents. Semantically & condition is defined by Groenendijk
and Stokhof as a formula the assignment relation of which is the identiy
relation, i.e.

A formula ¢ is a condition iff for all <g,h>, <g,h> e j¢§f theng=h. Here | |
is used for dynamic interpretation.

Thus conditions do not contribute to the dynamics of & text in terms of
discourse referents. Next to atomic formulsae, all negated formulae and all
subjunctions are conditions. The dynamic interpretation of formulae has
been introduced by Groenendijk and Stokhof to make possible &
compositional construction of DRSs, not different from the syntax of
predicate logic, which can now be used as the syntax of DRSs.

The semantics of the conjunction:

llow & Bll =, {<g.h> | there is ak such that k makes . true on the basis of g

und that h makes B true on the basis of k}.
The semantics of the subjunction:
llow=> Bll =, f<g,h> | h =g and for all k that make & true on the basis of h,

there is a j that makes B true on the basis of k}.

The semantics of negation:

Il -¢ Il = {<g,h> I h =g and there is no k with <hk> e |l ¢]l.

in order to be somewhat complete, | shall also present Groenendijk and
Stokhof's definition for the semantics of disjunction, existential and
universal qunatification.

The semantics of disjunction:

I  vvll = { <g,h> | h=g and there is a k with <hk> e j¢ jor <h,k> e | v}
Furtheron we use ‘glx]h’ as short for * h differs from g in at most the value
of %'

The semantics of the existential quantifier:

[l 3x ¢ Il = {<g,h>| there is a k with glx]k such that <k,h> € |l ¢ Il }. In the
special case that ¢ does not contain any other new variables, k = h. Thus
Il 3 P(x) Il = {<g,h> | with glx]h and h{x) e F(P) }, where F is the interpret-
gtion function.



37
Renate Bartsch DRS/FRS

The semantics of the universal quantifier:
l ¥ ¢l = { <g,h> | h = g and for all k with hixlk: <h,k> € | $|.

Other than in predicate logic, the following equivalences hold in dynamic
predicate logic:

Ixeky <=>Ixlpxyl

Ixé=>y9 <=> ¥X[p=>yl

In the preceding section, we already made use of these and the following
equivalence:

VX[d&ky) <=> VXd&k ¥y

For more details and comparison with predicate logic cf. Groenendijk and
Stokhof {1987 ms).

in what follows | shall not adopt Groenendijk and Stokhof's use of the
existential and universal quantifier but instead use a uniform [x], which
amounts to the existential quantifier, in order to keep continuity with the
previous sections.

The semantics of the conjunction ‘&’ is, other than the one of the predi-
cate logic conjunction, not commutative, because the semantics of the
second conjunct depends on whether it contains discourse referents that
are newly introduced, next to the ones that have been introduced before.
Only if the second conjunct does not contain new discourse referents, we
have h = k. For changing the order of the two conjuncts (without any se-
mantic change) it is, additionally, necessary that also the first conjunct
does not contain any other newly introduced discourse referents than
those that also figure in the second conjunct. The conjunction &’ is com-
mutative, i.e.cc & f=p & o, only if both conjuncts contain with respect to
the preceding text the same newly introduced discourse referents.

Groenendijk and Stokhof (1987 ms) use total assignments. In order to
take into account partiality, as is done in Kamp 1981/84, Heim (1983),
which makes true making assignments correspond with situations like in
Barweise and Perry's Situation Semantics {1983), we have to think of
assignments as partial functions and of h in glxlh as an extension of the
partial assignment g, i.e. h = gu {<x, h{x)}.

we have the following classes of phrases in the grammar:

Nominal phrases or noun phrases: quantified and unquantified ones,
yith case markings and without case markings.

Verbal phrases or verb phrases: tensed and untensed ones.

Adphrases: adjectival and adpositional {prepositional and postpostion-
al) phrases, relative clauses.

In the categorial syntax we have the following categories:

1. Common nouns and untensed verbs (basic as well as complex), simply
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called: nouns and verbs, ie N, V.

2. Adnominals and adverbials, AN and AV, which are N/N and V/V,
respectively. Adphrases (adjectives and adpositional phrases generally can
be used in these categories). Likewise relative clauses and adverbial
clauses can be of type N/N and V/V, respectively.

3. Auxiliary verbs, AUX, which are V/AD, i.e. which make a verb when
applied to an adphrase.

4. Quantified nouns (incl. proper names) and tensed verbs, also called:
nominal terms and verbal terms, i.e. NT, VT. Special subclasses are the
proper names, determiners, demonstratives and pronouns of category NT,
and the demonstratives and pronouns of category VT. They are formed from
determiners and nouns, and from Tenses and verbs, respectively. To do this
categorematically, we need categories for Determiners and Tense, which
are DET (= NT/N) and TENSE (= YT/V).

S. Appositions, i.e. adterminal modifiers ANT {(=NT/NT) and AVT (=
VT/VYT). These can be like under (2) all kinds of adphrases, for example
Jung ader 87t "young or old’ in Jeder Menn. jung ader 871, ist eingleden Also
relative clauses can be ANT, and adverbial clauses can be AVT.

6. it depends on the treatment of cases chosen whether we take NT,i or
VT,i to be categories. If we do the latter, we have the following options:

oy Byl O op Bupdyy) ==> b (KiBypdyr Jyp). with "==>" symbolizing
the re-analysis. Cases thus can be treated as categories K (= NT,i/NT, or

VT,i/VT).

The head of a verb phrase or a noun phrase is the deepest embedded noun
or verb, i.e. the noun or verb which is the base of the construction of the
phrase. It determines the category of a construction that can be a modific-
ation of the noun or verb (and thus again is a noun or verb), or a specific-
ation of the noun or verb {and is thus a quantified noun phrase or tensed
verb phrase), i.e. a nominal or verbal term. If an auxiliary is used,
Adphrase+Aux together form the deep- est embedded verb, i.e. the hesd
verb.

ad 1. Common noun phrases, untensed verb phrases, and adphrases have
proper- ties as meanings. Their associated representations are concept
represent- ations (CRSs). The associated representations of quantified
noun phrases (NTs) without cases and of tensed verb phrases (VYTs) without
cases are discourse representations (DRSs). The syntax contains
morphological case markings (or pre- or postpositions instead) which are
two-place relations and thus have associated concept representations.
They link the representation of a nominal term to the representation of a
verb by means of the relationship indicated by the case marking. They are
syntactic functions that achieve & semantic content via the lexical
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representation of the verb in gquestion. Semantically they are relations
between value assignments to the respec- tive variables of the nominal
term and the verb.

ad 2: (o, (B )) : =, ® (*), where o and B* are the representations of o
and B, respectively. Hereby, the representation of the adphrase e in the
categories AX is: o, * = [Pllul P{p) & a*{p), for X:= N, V. P is a variable over
properties, expressed here by the noun and verb, respectively. With this
the representation of &, (f,) amounts to [u] B*(p) & a®(p).

ad 3: (o, 58777 0 ),,) has the associated CRS: «*, where a* is the CRS
of the adphrase . With the representation of se/7 as P(P), and [PIP{x*) as
the representation of the adphrase o in the category V/AUX, P as a
variable of properties of properties, and P as a variable of properties,
[PIP{e*)}{P(P)) = ou¥.

ad 4 If we construct the DRSs such that the case relations are part of
the verb we have the following syntactic rules or schemata with their
translations into CRSs or DRSs.

(&imper( ey o [Plivle*(v) & P(v), with P as an address for a variable of

second order, i.e. a variable for CRs.
(jed-perlogdyr) : [Bllvla*(v) => P(v)
For every proper name o
oy - [P1[¥] v=0 & P(¥), or with constants for proper names, for example a

for o, we have [P] P{a).

The categorematic introduction of determiners as an alternative to the
above syncategorematic one is straight forward: [Q][P] [v] Q(+) & P(v), and
[QIIE]Iv] Glv) => P{v) , respectively.

Tensing of verbs is: (Bgueelt,)yp), With the associated DRS [k] B & (k).

The categorematic introduction of TENSE is [Plix] p_& P{x), for a tense f
and P as a variable over verb-CRSs. The frames §_are given in section 2.3
of this paper.

The categorial  structure (uNT,i(ﬁVT)VT) is re-analyzed as
Cor (Ki(Bypdyy -

(Ki(Bypdyr 7 < 41 - [1] --- y{p) & Ri{v, p)..., whereby y is the head verb of the
verb phrase §, which means that the DRS/CRS/condition B, is of the form

lpl.. ¥m... .
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(o iByrdyr) = (ogg{Byr ;) - o* (B*), whereby B is represented as p*
according to its category marker VT,i, i.e. it has the case-relationship &

incorporated under the variable of its head verb.

Instead of the syntactic manipulation we can formulate the case relation
as a conditon on variable assignments. Then the categorial structure
(ogr iByrdyy? 1S re-analyzed as (o (B,r)yy) with the condition Ki {cf.
section 2.3.6).

If we take the case-relationship to be part of the noun, the DRSs associ-
ated with the noun phrases have a variable over relations incorporated.
This method requires untensed verbs, tensing has to be done at the end of
the sentence or clause construction, and thus TENSE has broadest scope.

The relative pronoun der/gie/gss 'who' has the representation
[Blir] P(p), which is a CR without any condition, i.e. its semantics is the
set of all pairs <g, h> with g = h. This is due to the fact that the relative
clause is an adnominal or adterminal, which makes the relative pronoun to
be an uncomplete adnominal or adterminal: as soon as it is linked with &
verb phrase by a case it becomes & complete adnominal, i.e. aquires &
condition.

(Ot pron i Byr)an? = OrerprontPyr ) - (EIM) POOXE™) = [l B*(p), where p*
= [pllv] ... y*(¥) & Rp,v)..., withy as the head verb of p.

Later | shall treat the relative pronoun like every other pronoun. It is
then just a variable p, and thus has the representation [P] P{p).

The treatment of pronouns generally requires a procedure for determ-
ining coreference, & careful formulation of which would require a study of
a lot of recent writings in theoretical linguistics in several linguistic
schools. | therefore can only give an outline of such & procedure. The re-
presentation of pronouns is of the form [P] P(p), whereby the variable
that has to be filled into the address p must be determined according to
the procedure. This procedure takes into account morphological informa-
tion (grammatical gender and number), global syntactic information, where
it still is an open question whether this information has to take into ac-
count the surface structure including word order, or the categorial struct-
ure, or the level of discourse representation, or which two of these, or
even all three. Further, lexical information plays a role, as well as situ-
ational information, certainly for demonstrative pronouns. All the differ-
ent relevant kinds of information can be represented as restrictions on the
determination of coreferentiality, or as restrictions on the possible
assignments for the pronoun variable p.
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In the previous chapter | discussed different options for desaling with
cases. The options were to either connect the cases with the NTs or with
the ¥Ts. The connection of cases with tensed verbs (VTs) meant that scope
for tense was the smallest possible, which was adequate for many
sentence meanings. On the other hand, this created some problems with
binding the event variable in a case relationship if the head verb appeared
in the consequence of a subjunction. The problems could be overcome, but
required & conditionalizing of the case relationship with respect to the
antecedence and the consequence of the subjunction involved. Under these
conditions the case relationship could be incorporat- ed into the
consequence in conjunction with the representation of the head verb. This
procedure is alright, but it is not context-free: it depends on the
representation structure of the complex verb to which the case relation-
ship has to be linked. Other methods were unproblematic with respect to
compositionality. These are all the methods in which the verb is untensed
and tensing happens last, after the whole sentence-concept is constructed.
In these cases TENSE has broadest scope. These methods can be used by
linking the case relationships to the NT, or by linking them to the untensed
simple or complex verbs. To provide for a smaller scope for TENSE meets
the binding problems mentioned sbove. But there is one methode that does
not create any problems for all possible scopes of TENSE, and this is the
approach where the verb with all the case relationships necessary in &
particular sentence is constructed first, before the NTs are applied in a
fixed, or in a free, order. This is a version of the dependency-grammar
approach, that has the only disadvantage that one needs global information
about the sentence before one can construct the verb that fits the
sentence in question (qua valency). In the previous chapter | presented a
general procedure of re-analysis of & sentence which results in the
construction of the right kind of verb representation. In this chapter |
shall use the semantic method of treating case relationships as conditions
on variable assignments which are formulated not in syntax but in the
instantiated lexical frame of the verb in the buffer. These conditions are
activated as soon as the interpretation gets to the respective head-verb
conditions in the text-DRS.

Let us now consider an example:
£in Henn, der seinem Hund Iielil, gitit ibm £happy Dem Hund gel6iit dss.
‘A man who loves his dog feeds him Chappy. The dog likes that.
and after that the text with a universal quantifier:
Jeder Henn, ger seinen Hund Jielt, gilit i Cheppy Dem Hund garéiit 6ss.
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In the second text, coreference between 4/s dag and #4e dag cannot be
established in accordance with discourse representation theory or dynamic
predicate logic. Even if we assign the same variable to both, the occurence
of the variable in the second sentence will not be bound by the quantifier
in the first. It is a case of ‘'modal subordination’, which Roberts 1987
discusses and for which she suggests a syntactic solution, which in this
case would amount to analyzing the second sentence as 'If & man gives
Chappy to his dog, the dog likes that’, and putting this in conjunction with
the first sentence. In the latter part of this section | want to present a
solution along these lines, though it makes use of conditions on variable
assignment which we treat in an extra component, together with the buf-
fer that contains the instantiated lexical frames.

In the above texts we find the pronoun %7 that corefers with seinar
Kund. |f we assign to it the same variable as for its antecedent NT, this
variable will be bound alright in DRT and dynamic predicate logic. In order
to assign a variable to the pronoun we need to make use of global syntactic
and morphological information, and sometimes additionsal lexical inform-
ation. The function of these global syntactic-morphological properties is
to restrict the possibility of assigning referents to the pronoun. The DRS-
syntax and semantics provides an additional restriction on what is possib-
le according to natural language syntax and morphology. If we incorporate
into natural language syntax logical information about the character of the
determiners and the kind of subordinate clauses (whether & clause-con-
struction is a conditional construction or not) and the character of con-
nectives (disjunction or not) and operators (negation, modal or not), all
information necessary for restricting coreference will be available there
and we would not need an extra DRS-level. Using an intermediate DRS-
level just means that these kind of logical information is coded separate-
1y, which as a whole makes natural 1anguage syntax simpler, without being
overburdened by logical properties. It just keeps apart linguistic structur-
es and logical structures, which is handy if one wants to investigate them
separately. In the interpertation of sentences they both have to be taken
into account.

Since the compositional construction of a sentence or text, and the de-
rivation of the corresponding DRSs, should take place by local operations
it seems best to treat coreferentiality in a8 separate component in which
we can code information extracted from global syntactic-morphological
and lexical and situational information that restricts coreference. During
the derivation of the DRS | shall assign the pronouns addresses for variab-
les which will be filled by the variables that are possible according to the
restrictions on the respective pronoun which have been gathered in the
component of pronoun interpretation. The pronoun addresses are listed in
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this component and in the course of translating the text into a DRS or at
the end of this process the variables achieved as the results of the
restriction can be substitued into the respective addresses. In this way we
get a DRS in which all information about coreferentiality is expressed.
But, actually, this is not necessary: we just can use & new variable for
every pronoun, and likewise every definite noun phrase, and can use the
restrictions on this variable gathered in the component for coreference
determination as conditions on the interpretation of these variables. The
last option just means that next to the buffer with instantisted lexicsl
information we also have a buffer that holds conditions on the variable
gssignments of pronouns and definite noun phrases. This additional buffer
that functions in interpretation makes it possible to let DRS-syntax be
compositional. But such a minimal DRS-syntax does, of course, not include
all information necessary for interpretation. Only this syntax together
with the lexical buffer and the pronoun buffer hold all infomation necess-
ary for interpretation. we now treat the above examples by means of a
minimal DRS-syntax and the additional buffers. | have part of the lexical
buffer, namely references to the case conditions, and the pronoun buffer
run parallel with with the sentence derivation. Relative pronouns are
treated like other pronouns.

£in Menn, der seinen Hund Jietl, gitl ihm Cheppy Dem Hund gersiil dss.
The categorial structure (with adterminal relative clause) is:

fideriseien Hungiiiehi )ieinttennl)) (ihmilhapnyigitt))))  Dam Hund
{d8sigetéiit)))

{ £in Monn, der seinan Hund liaht '}
according to the above categorial structure:

ligherr - [p] lieben(p) Cases: Pronouns:
/et , Pres. tense: [r]r ot & lieben(r)
sain- Hupd- [x] Hund(x) & von(x, x) K : +or - refl.

{ sainen Hund . sein- Hund K2}
sainen Hund Tiebt - [x] Hund(r) & [x] von(x x) Rz(x,r)

& [r]r o> t, & lieben(r)

{ger: rel. pron., K1}
der seimen Hund iiedit - [x] Hund(x) & R,A,n A:rel, male

[x] von(xx) & [r] r > t, & lieben(r)

Lin HManmn, der seinen Hund fielt
[yl Mann{y) & [x] Hund{x) & A=
von{x,x} & [r] r > t; & lieben(r)
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{ gitrt itz Chapty '}

{Chappy = c, proper name}

Chappy gitit - 12] z=c & [s] geben(s) R,(z,5)

{ i4wmr: er, K3}

er

i Chappy gitit - (2] z=c & [s] geben(s) Re(p,s) p:male

£in Menn, der seinen Hund lielit, gitit ihm Cheppy:
[yl Mann(y) & [x] Hund(x) & von{x x) &

[r] ro t, & lieben(r) & [2] 2=c & [s] geben(s) R,{us) p:=y
The conditions of interpretation are:

lieben(r) => R,(x,n & R, (3,n A=y
geben(s) => R,(2,s) & R;(p,s) & R, (y,s) p:=y

We incorporate the pronoun conditions into the instantiated lexical
frames and get as conditions on variable assignments for the DRS
‘lul Mann(y) & [x] Hund(x) & von{xx) & [r] r o t; & lieben(r) & [z] z=c & [s]

geben{s)' the set of additional conditions: {lieben(r) => R (x,r) & R,{y,n,
geben(s) => R,(2,5) & R,(x,s) & R, (y,s)}.

{ Dam Hund gel67}i des , with Lthe above categorial form:}

geféiit: [ul u >t & gefallen(u)

G858 X X : neutr.
{dos: des, K2}

{Note that position decided between K1 and K2}

g8s getéiit: ul u >, & gefallen{u) R, (x,u)

gem Hund:

{ dem Hund: G- Hund, K3}

{ &- Hund '}

I j : Hund(p)
deim Hund des gersint: Rg(p,u)

[ul u> t, & gefallen{u)

For this DRS the lexical conditions of variable assignment are:
{gevallen(u) => R,{x,u} & Rg{p,u)} , and & : neutr, p : Hund{p)}. Taking this

together with the first sentence,” x : neutr’ amounts to x : =variable of
Lhepny, or =variable of geher ie x:=2,0rx:=s, and p =X, and p :=x.
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The whole text put together has the DRS:
[yl Mann(y) & [x] Hund(x) & von(x,x) & [r] r > t, & lieben(r) & [2] z= c &

[s] geben(s) & [u] u> t, & gefallen(u), with the following conditions on
variable assignment: {lieben(r) => R,(x,r) & R, (y,n, geben(s) => R,(2,8) &
R;(x,8) & R,(y,s), gefallen{u) => R,{x,u) & Ry(x,u); whereby x: =s, orx: =2}.

we get thus two different interpretations, depending on which restriction
on x is chosen, namely that the dog likes the act of being given Chappy or
that he likes Chappy itself. There is also & third interpretation, the fact-
interpretation, in which the respective dog likes it that he is given Chappy.
In this case we have in the text representation the same as in the other
two interpretations, but in the additional conditions on interpretation: x:
= P, where P is a fact variable, here P = [s] geben (s) & [2] z=c & R {y,s) &

R,(z,5) & Ry(x,s), the interpretation of which is not empty.

The second example

Jeder Menn, der seinen Hund Jielil, gitt thm (heppy. Dem Hund geléiitl d6:
is analyzed in a parallel fashion, except for the second sentence. The DRS
for the first sentence with its conditions on variable assignment is:

[yl Mann(y) & [x] Hund(x) & von(x,x) & [r] r > t, & lieben(r) => [2] z=c &

[s] geben(s), with the conditions: {lieben{r) => R,(x,n & R,{y,n, geben(s) =>
R,(2,5) & Ry(x,8) & R, {y,s)}.

The second sentence cannot simply be put in conjunction with the first
sentence. If we would do that, the variables for the definite noun phrase
and the pronoun would not be bound by the quantifiers in the DRS of the
first sentence. Rather we have here a case of modal subordination (cf.
Roberts 1967). Roberts gives a syntactic treatment, which in our example
ywould require to replace the second sentence by a syntactically explicit
subordination in the form of 'If @ man who loves his dog gives him Chappy,
the dog likes this’. Roberts observed that the integration of a second sent-
ence under a modal operator or under the conditional antecedent {often in
conjunction with its consequence or part of it) of the preceding sentence
is only allowed when the second sentence can be understood as being con-
nected to the preceding sentence as a rule or as an explication.

This is a kind of text connection, namely connection by explication, that
is not a narrative conjunction by which a text precedes from one event to
the next. An explication typically does not involve new discourse referents
for the text, but rather is an elaboration within a condition and thus is
made part of a condition. Examples of explication are:

Every slcohalic gals 1l His liver deleriorsies first.
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Y 87 sriic penguin gels centured he daes nat suryvive He dies wilhin iwa
YBEFS.

A sretic penguin 8ees nat suryvive ceplivily He dias within 1we yesrs.
Na ariic penguin suryvives ceplivily He gies within twe yesrs

In standard DRT the pronouns cannot be bound if these texts are just
treated as & conjunction of two sentences. With EXPLICATION as an
gdditio- nal text connector these sentences can be properly interpreted.
Teminolog- ically, we can distinguish a narrative text connection, which
is a conjunc- tion between two narrative DRSs (i.e. DRSs that are not
conditions), from a explicational text connection which is a conjunction of
two conditions, where the second condition is mostly expressed
elliptically such that its antecedent remains unexpressed. In the above
sentences the second condition is, respectively:

Y 85 Blcohalic gals ill fis liver deleriaraies first.

1 811 8riic panguin is ceptured he dies within iwae yesrs.

If the DRS of the first sentence is a negative condition, the second sent-
ence cannot be simply integrated under the scope of the negation. But if
the DRS of the preceding sentence & subjunctive condition, the conjunction
of the two subjunctions '‘p=>q and 'p => r' {or 'p &q => r’) amount to 'p => g
& r’, as in the Chappy-example, where we may expand the consequence part
of the preceding sentence by the second sentence and connect the case
conditions of the second sentence to the additional conditions of the re-
presentation of the preceding sentence, by adding them to the instantiated
lexical frame of geherr which we find in the buffer (which holds all the
additional conditions of variable interpretation). This means that every
positive situation that belongs to the constellation of verification of the
first sentence, i.e. is & situation of a man who loves his dog and gives him
Chappy, gets futher specified by the conditions expressed by the second
sentence. These are added to the set of conditions that is associated with
the DRS of the first sentence. The analysis of the text therefore is:

[ul Mann(y) & [x] Hund(x) & von(xx) & [r] r > t, & lieben(r) => [2] z=c &

[s] geben(s) & [ul u o t; & gefallen(u), with the set of additionsl

conditions on variable assignments:
{lieben(r) => Ry(x,n & R, (y,n, geben(s) => R,(2,5) & Ry(x,s) & R,(y,8) &

(gefallen{u) => R, (x,u) & Ry(x,u)); whereby x: =s, or x : =2, or x: = P}

In this method we have treated information about case-relationships and
coreference not in the text-DRS itself but in a parallel buffer which con-
tains additional conditions on the interpretation of the text-DRS, ie. as
additional conditions on assignments. The text-DRSs are very poor; they
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contain merely quantifier-information (including TENSE), the variables
used in quantification, logical operstors, and the lexical items in condit-
ions on the variables. The variables and the lexical items are linked to s
buffer with lexical and pronominal information by case-information and
identity statements (or substitution of variables from the text into the
lexical representations). For languages with cases this means a division
between categorial syntactic information on the one hand, and morpho-
logical and lexical information, as well as pronominal and anaphoric in-
formation on the other. The last kind of information, i.e. the information
about coreference, depends on the the first and the second, i.e. on the
categorial structure and on morphological and lexical information.

In 2.2. an example with a "missing” accusativ term {or a "hidden” pronoun)
was discussed briefly:

Aur demy Fest gal es eine Henge Kuchen Auch Jein 88,

‘On the party there were lots of cake. Also John ate.
in the DRS for this text | treat the locative adverbials, like time
adverbisls, as properties of, or relationships between, space-time regions
or situations {(events, scenes, states), which are conceptualized regions
(cf. Bartsch 1983, 1986). The phrase e&s gi#? will be treated, like the
English phrase #%are 7, as introducing a space-time region, at which, in
the above case, there is lots of cake. For this purpose | use ‘AT &s a
semantic primitive. The dative case indicates local use of a preposition
(i.e. on), the accusative directional use (i.e. onto). The cases that go with
the prepositions will be taken to be part of the respective preposition, i.e.
instead of ‘auf(x,y) & R;(y,2)" we simply write ‘auf, (x,2)". | do not take

into account the presupposition introduced by &&c% , namely that also
others ate cake and that Jan had a tradition of not eating cake. The DRS
will be something like this:

[r] Fest(r) & [2] auf, (z,r) & [x] AT(x,2) & Menge-Kuchen(x) & [yl Jan = y &

[s] Essen(s) & R, (y,s).

The set of assignments is such that every assignment that makes true
that Jan eats in this context already assigns a great amount of cake (to
the variable x). In the lexical buffer we have the instantiated meaning
postulate for #ssez in which we find a default R,-object characterized as

portions of something eatable. Further we find in the instantiated MP for
Auvechenr that this is something eatable. This allows the portions of
something eatable from the MP of £sse7 to be instantiated as parts of the
cake introduced by the assignments that make the text true. The ‘dynamic’
interpretation auf sentences in texts, which builds on the true making
gssignments of the previous parts of the text, explains why it is not
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necessary to use an explicit accusative-phrase in the second sentence of
the text example above. If Jan had not eaten cake but something else, this
need to be expressed by an accusative term, which will instantiate the
portions eaten according to the MP of &ss5&7 in the buffer and thus prevent
these to be identified with portions of the cake introduced in the
preceding sentence.
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