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1 Worlds apart?

Epistemology and epistemic logid@t first sight, the modern agendaegistemology
has little to do witHogic. Topicsinclude different definitions of knowledge,its basic
formal properties, debatégtweenexternalistandinternalistpositions,and aboveall:
perennial encounters with sceptics lurking behind every stoseer,especiallyin the
US. The entry 'Epistemologyin the RoutledgeEncyclopediaof Philosophy(Klein
1993) andthe anthology(Kim and Sosa2000) give an up-to-dateimpressionof the
field. Now, epistemic logic started agantributionto epistemologypr at leasta tool
in its modus operandi, with the seminal baGhkowledgeand Belief (Hintikka's 1962,
2005). Formulas like

K¢ for  "the agent knows that"
B¢ for  "the agent believes thap"

provided logical forms for stating and analyzing philosophical propositions and
arguments. And more than th#teir model-theoreticemanticsn termsof rangesof
alternativesprovided an appealingextensionalway of thinking about what agents
know or believe in a given situation. prarticular,on Hintikka's view, an agentknows
thosepropositionswhich aretrue in all situationscompatiblewith what she knows
about the actual world; i.e., her current range of uncertainty:

M,s|=Kg¢ iff forallt~s:M,t|=¢

Thesemodelsfor epistemiclogic correspondo a widespreachotion of information
as a rangef alternativeghat are still open.New informationwill tendto shrink this
range, perhapantil the actualworld is all thatis left: opento our scrutiny without a
larger crowd of suspectsto hide in. Since this is also a standardformat for
interpretinga universalmodality, the laws of reasoninggeneratedy this semantics
are mostly familiar from modal logic. A typical example is the Distribution Axiom

K (- v) = (K¢ = Ky)



Read epistemically, sucxiomsacquirea specificflavour, which hasled to frequent
philosophicaldebateconcerningtheir plausibility. But debate evenincluding serious
disagreement, implies potential communication — or so we shall claim later.

Epistemiclogic going astray? So far, so good. But over time, epistemiclogic has
wanderedinto different fields. After lively initial concernsin the 1960s with

philosophicalissuesof knowability, introspectioninto epistemicattitudes,or trans-
world identification of objects, thiteld becamea sleepybackwaterin the 1970s.But

around 1980, a Kiss of Life occurredwhen computerscientistsbecameinterested,
becausehuman-orientedmetaphorsof knowledge, ignorance,and communication
turned out highly successfuin understandinghe behavior of complex interactive
programs.In particular,the book Reasoningabout Knowledgeby the IBM Group
(Fagin, Halpern, Mose& Vardi 1995),andthe TARK conferencesvhich thesefour

authorsinitiated, made epistemiclogic an interfacethemebetweenphilosophy and
computerscience Nowadays,one cango to computersciencemeetingson 'Agents’,
andhearscoresof talks on knowledge belief, desire,and intention. Another strand,
and indeed an independent discovery, occurrédai970swhengametheoristslike

Aumann in economics developed epistemic logics for represemtiagplayersknow
aboutactionsby others(cf. Osborne& Rubinstein1994), trying to provide logical

underpinningdor the usualgame-theoretiequilibrium conceptsn termsof optimal

behaviorfor rational agents.Thus — at least,in the eschatologyof my own Dutch

milieu of 'logical dynamics' — the agenda of epistemic logic has shiftie: study of

information update,communicationand interactionamongarbitrary agents,whether
humans or machines — including the entangled virtual realities of Internet.

Or wastherea Kiss of Death?If informationengineersdeginto like a subject,what
can thenobility of the mind do exceptstandaloof? Epistemiclogic playsa marginal
role thesedays,evenfor manyformal epistemologistsJustwitnessthe lack of it in
Knowledgeand the Flow of Information (Dretske1981)— or indeed,with Hintikka
himself when discussing imperfect information of agents in his well-known games
independence-friendljogic (Hintikka & Sandu1997, van Benthem2005B). You
may still find the occasionaK¢ operatorin the literature,or discussionsof the 'KK
Thesis', but these notations might just be the last vestiggsasiséonlong gone.For,
many formal epistemologistsstartedout as philosophicallogicians! Was Churchill
right this time: if you haveot doneepistemiclogic beforeyour thirties, you haveno
brain— but if you still do it after your thirties, you have no heart?
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Persistingties Maybeso. Personally] find the lack of contactaccidental,and the
apparent distancenagnifiedthroughignorancel seemeeting-pointsall throughthe
recentdecadesFor instance,the account of common knowledge in Convention
(Lewis 1969)was an importantcontributionsto epistemiclogic, eventhough he did
not formalize the notion — a task undertakenonly by the computer scientists.
Likewise, Situations and Attitudes (Barwise & Perry 1983), though critical of
epistemiclogic, eventuallyresortsto Hintikka-like modelingin termsof rangesof
relevant situationgp gettheir accountstraightof attitudereportsinvolving epistemic
"seeing that". And the well-known monograghowledge and its Limité/Nilliamson
2000),thoughnot a treatiseon epistemiclogic per se,definitely raisesmany logical
issues concerning the valid laws of epistemic reasoning.

Indeed,it seemsto me that many ongoing philosophicaldiscussionsabout know-
ledge still show clear cultural influences frapistemiclogic. It wastherethatissues
of positive and negative introspection came to the fore in pregnant forms:

Is K¢ — K, K¢ valid?
Is —|Ki¢) —> Ki —|Ki¢) valid?

Epistemiclogic would saythat positionshere dependon an analysisof the sort of
‘access' thaagentshaveto their rangeof indistinguishablealternativesThesecanbe
eitherimmediate,via transitive accessibilityrelations or even equivalencerelations
partitioningthe logical space,or only in stages,jn which caseneitherintrospection
principle holds. Likewise, the Distribution axiom validated by our modal semantics:

K (9= y) = (K¢ - Ky

high-lighted,and| evensuspect:iengenderedthe debateaboutlogical omniscience.
Is our knowledge closed undienplicationswhich we know to follow? Or at least,is
our knowledge closed under its own logical consequences®f course,the exact
wording may changehere,and many contemporaryepistemologistsare concerned
with this logical schema in a very different guise, viz. the Sceptical Argument:

| know that | have two hands
| know that, if | have two hands, | am not a brain in a vat.
Therefore (?): | know that | am not a brain in a vat.

Also, their solutionsto this particularproblemneednot be thoseof the logicians or
computer scientists who have worried about omniscience. But see SEbg@w for
a connectionbetweenlogicians'attitudesand the contextualistway-out, which would
claim that all three knowledge operators involved here come with their own casftexts
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use,dependingon the normsthat we apply for 'knowledge'in eachcase.And such
connectionsare enoughas a basisfor discussion.ndeed,every time | meet with
epistemologistsconcernsseem congenialto me, even though there is more to
epistemology thaijust logic — and moreto logic thanepistemologyThe restof this
paper is a brief discussion of isswdssharedconcernwhich arisewhenthe agendas
are put side by side. In tlwwurseof theseissuesa more generalview of knowledge
emerges inspired by modern developments in logic, which | formulate at the end.

2 What is knowledge?
To arrange my list of topics, | start with the issue what knowledge igally

Somefamous accountslt is surely one of a philosophy student'smost exciting
experienceso readPlato'ssystematic discussionexplainingwhy true belief is not
what we should settle for — leading to the notion of knowledge as

justified true belief

Of course,n a sadderbut wiser post-Gettierworld, this neatformula doesnot seem
as satisfactoryas it once was — but it can still serveus as a starting point for
comparisons with logic. Just forssart, notice how Plato'saccountmakesknowledge
intertwinedwith other attitudes,viz. belief, while it also highlights the evidencefor
whatwe know, i.e., sourcesof knowledgeand their certification. Theseissueswill
return below.

Now, the late 20th century has been exceptioriaityle in further conceptionswith a
similar broad force. Hintikka's work represents one such line, viewing knowledge as

truth throughout the logicadpace of possibilities

that the agentconsidersrelevant.In modernterminology, this is the ‘forcing view'
(Hendricks 2005). By contrast, Dretske abandonedogic-oriented state-spacesn
favor of mathematical information theory, and defined knowledge as

belief supported by reliable correlations

supporting genuine information flow. And the creative periodent basicdefinitions
is not yet over, witness the intriguing idea in Nozick 1981 that knowledgeof P
involves a counterfactual aspect (written here in my own, simplified rendering):

true belief in P, while, if P had not been the case, | would have believed -P.

On the latter account, intriguingly, knowledge becomes interwined, notwdthlystatic
beliefs, but with dynamic actions of belrelvisionunderlying the counterfactual.
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Someimmediateconnectionswith logic From my point of view, all theseaccounts
statesomethingof valueand appeal,and they all raise intriguing issueswithout an
obvioussolution. For instanceall four definitionsrelate knowledgeto further basic
notions, such as truth, belief, information, and counterfactualsThis entanglement
links epistemologyto many parts of logic beyond pure ‘epistemic logic' more
narrowly construed. More specifically, Plato's definition requires dealing with
justifications in some explicit manner, whichdefinitely beyondepistemiclogic asit
stands Dretske'snotion raisesthe old issue,alreadyconsideredy Carnaphow the
intuitive information concept in terms of logicsthtespacegelatesto that underlying
Shannon's information theory (cf. van Benthem 2004A). And Nozick's formula

K¢ < ¢ &Bo & =¢p = B¢

is even an open challenge to logicians of a very concretelkiisdeasyto seethatits
adoption will block the above laws of standard epistemic logic, subistgbution or
Introspection But arethere any valid inferencepatternsleft? Given some plausible
background logic of belief and counterfactualbat is the completset ofvalidities of
Nozick'sK? Pittsburgh leads the way here. (Arlo Costa 20@%5)a modallogic-style
formulation in terms of neighborhoodtopology, (Kelly 2002) proposesa more
computational account in terms of learning theory over a branching temporal universe.

The same immediate resonance onpi of a logician occurswith moderndebates
in epistemologysuchasthe contextualistine on the SkepticalArgument. The latter
says that the notions of knowledge in the above argument are not all the sathat and
one should specify which standards are applied. | know that | have twoihasaise
perceptuaktontextc, | know that,if | havetwo hands,] amnot a brain in a vat in
somereflective contextc,, and perhapsthe conclusionthat | know that | am not a
brain in a vat referto yet anothercontextc,. Whetherthe inferenceis valid depends
on how the threecontextare related,but it certainly will not hold in general.As it
stands,this might seemlike the age-oldmove of adding a parameterto block an
undesired inference. More is needed philosophicallyEgfé 2004 on the distinction
betweenperceptualand reflective knowledge.But there is indeed an independent
motivation! Contexts of various kinds are a powerful and intuitive demiesplaining
the workings of natural language,information update in computer science,and
knowledge representation Al (van Benthem& ter Meulen1997,McCarthy 1993).
Moreover,contextchangeis essentiato understandindgiow peoplecommunicate or
how information can travel from one location to another. Inlitjiat, the contextualist
movein the debateon skepticismis not a trick, but a ticket to sharedconcernswith
otheracademiaccommunities Note that my point hereis not that there exists some
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canonical formal theory of context structure and context change which episte-
mologists can now just adopt, and ‘apply'. There is no such received dlceasgthe
areas which | mentioned. Perhaps we rather nbeghilosophergo look at whatis
going on in these areas arouheém,and createthe right theory of context.But what
does seem clear, even then, is that there is something substantial to talk about.

Diversity and relativism? But perhaps,all this richnessof accountsis really
poverty? Are we witnessing the disintegration of 'knowledge'drigmily living apart
together? There are different competing core definitionseaolof thesemight still
be relativized ta potentialinfinity of contexts.Now, makingdistinctionscanindeed
be a two-edgeddevice,creatingconsistencyat the expenseof coherenceBut it does
not necessarilymean dissolution. We could also say we are bringing to light
necessaryparameterdor the applicationof the conceptof knowledge,such as the
role of evidenceor context (Dretske 2004). There may still be enough family
resemblance then between the various parametrized ntigrsify a joint study.In
particular, allof the aboveaccountsof knowledgestill sharesomeundeniablefamily
features.The known propositionis true, and the agentbelievesit on the basis of
information picked up by certainactions.And more intangibly, but very crucially,
there is a certairobustnesso the situation. Knowledge is not attained ligh#pdthe
way it was acquired guarantees a certain stability throhighgingsituations.All this
may not amountto a uniquephilosophicaldefinition of knowledge.But it certainly
delineates a genuine notion of wide range and appeal, well worth our attention.

We will return to this issue of unity idiversity towardthe end of this paper.For the
moment,we engagein a numberof explorations,broadeningthe various interfaces
with logic - 'epistemic' or not - briefly touched upon so far.

3 Clusters of epistemic attitudes, and epistemic actions

Knowledgeand its neighbors The precedingdefinitions involve clustersof topics
that have been studied in logic over the last decadessuch as knowledge, belief,
conditionals,and belief revision.Modernlogics in computerscienceeven deal with
the 'Belief-Desire-Intentionframeworkof agency(Wooldridge2002), whereactions
can only be explained through bringitagetherthesevariousaspectsn one system.
On the general epistemological side, there is an issue then of the appehpsiaieof
notionsto be studied.Different definitions of knowledgebring togethertopics that
may cross standardboundarieswithin philosophy.E.g., on Plato's and Hintikka's
account, knowledge also involves belief, and the neglected historicdleyean1980
turned this intca rich and highly original study of a muchricher clusterof attitudes,
including being 'convinced’, considering propositions ‘probable’, and yet othess. Or,
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Nozick's account, we must desith counterfactuatonditionals traditionally more of
a topic in logic andthe philosophyof science.During the 1980sand 1990s,it has
becomeclearin logic and Al that conditionalsare linked intimately with belief revi-
sion, and hence the 'epistemic cluster' even grows to include various cognitive actions.

But also independentlyjt seemsobvious that we should study many epistemic
conceptan combination.If knowledgeis somethinglike a gold standardwe only
understand it by also analyzing less solid currensigshas belief or 'understanding’
— just aswe learnvital facts aboutpotentialpartnersby taking a good look at their
siblings and parents. Moreover, common parlance seems relevant. Weowyudy
that someoneknows'P if that persondisplaysfurther expert behaviorhaving to do
with P. SheshouldhavelearntP on the basisof reliable proceduresbut sheshould
alsobe ableto repeatthe trick: be able to learn other things relatedto P, and very
importantly, sheshouldbe able to communicateher knowledgeto others.Whether
this should go into the definition of knowledge may be debatedSset#on5 below),
but all these features definitely form a natural agenda of things that belong together.

Logic combinations This pluralist view also reflects major trendsin of modern
logical research. Traditional philosophical logic was splintered in sometimes
ridiculous ways, with subfields called ‘modal’, ‘temporal’, or even 'epist&oi@stic’,
‘erotetic'or 'deontic'logic — the unfortunateresult,onefears,of a desireto show off
one'sclassicaleducation.This led to niche formation which has been harmful to
philosophical logic by and large. But the reality to-gagombinationof logics since
abouteverymeaningfultaskto be analyzedinvolves many of thesethings at once.
Considerthe simplestconversationabout any topic. We cannot make senseof it
logically unless we describe what people know, believe, desire, say, or do.

And if thereis somethingwhich we aslogicianscan contributeto the philosophical
discussiomof the 'epistemiccluster'in its entirety, it is the growing awarenesghat
combinationsare not just a matter of putting ingredientstogether.In particular,the
mathematicacomplexityof combinedsystemsmay remain simple, but it may also
explode,dependingin subtle ways on the manner of combination For instance,
considerepistemicagentsthat act on their world. Reasoningabout this without any
interactions between knowledge and action is about as saapé&asoningn existing
separate modal logics of knowledge and action. But idgsimehat the agentshave
Perfect Recall — i.e., for all actioasthey satisfy the axiom

Kla] ¢ — [a]K ¢ if you know the effect of your action beforehand,
you will know afterwards that the effect holds .
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thenthe logic canevenbecomeundecidable(Halpern& Vardi 1989)! Incidentally,
PerfectRecallonly holds for epistemicallytransparentactionsa: it fails otherwise.
| know thatl am boring after drinking — but tragically, after drinking, I do not know
that| amboring. Similar points aboutsurprisingemergentcomplexity can be made
about combinations of modal logics for various epistemic attitudes (cf. Spaan 1993) .

Thus, current experience suggests that combining logics may leacctoéhgencef
new phenomena, depending on the modeombination Likewise, combinedstudies
of clusters of epistemic notions may have many surprises in store.

4 Sour ces and evidence

Plato's formula for knowledge highlights the existence of a justification. This

naturallyleadsus to considerthe sourcesof knowledge.One traditional tripartition

distinguishesthree main sourcesfor this purpose: deduction observation and
questioning If I wantto know whetherthe Stanfordcampushasa beeroutlet,| can
try to deducethe answerto this from the immenseamountof leafletsand brochures
put at our disposaleachyearby a benevolentadministration,or I can make a walk

aroundthe site checkingeachhouseor shed— or | canjust aska reliable authority:

say,a student.It seemshardto dissociatehe notion of knowledgeas somesort of

mental or world-attuned attitude perfsem an accountof thesesourcesof evidence.
And indeed,Plato builds justification into his accountof knowledge,while Dretske
insist on some informational correlation underpinning the knowledge.

Vversusd Even so, there is a curious 'non-homogeneous' fdatueérom a logic
perspective. The heart of Hintikka's analysis wasigersal quantifierK.¢ says that

¢ IS true inall situations agent i considers as candidates for the current s.

This universal quantifier explains basic features of the logknotvledgesuchasthe
validity of modal Distribution and otherlaws: a universalquantifier distributesover
implications, hence, so does a knowledge operatorth@wuantifierin the other part
of Plato's Formula isxistential it says that

there exists justification

In that light, knowledgeconsistsin havingstrong evidencefor a proposition,in the
strongest case perhaps: a mathematical pridofy, this co-existencef two viewsis
not unheardof in logic. Considerthe two main notions of logical validity. The
semanticnotion saysthat a propositionis universallyvalid: i.e., true on all domains
underall interpretationsThe syntacticnotion saysthat there exists a proof for the
proposition.And Godel'scompletenestheoremestablisheda harmony,at leastfor
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first-order predicatelogic: a formula satisfiesthe first condition if and only if it
satisfies the second. But this is not quite what is at stake in Plato's formuldhsenece
is no equivalence. The justification needs to come on top ofthieefeatures(say,a
belief operatoB,¢ readuniversallyin Hintikka's semanticstyle) to have'knowledge'.
That is, for instance, why van Benthem 1993 proposed a merge of epistemwitlogic
a calculus of evidence, in order to do its epistemological job more properly.

Co-existence of knowmpropositionsand evidence And indeed,logic doesprovide
instances of co-existence of knowledgw justification. In particular,proof-theoretic
accounts ointuitionistic logic manipulate binary type-theoretic assertions of the form

X is a proof forg.

Now, intuitionism is an implicitly epistemic philosophy, as knowledge of agemist
mentionedn the formalism,andonly built into the intuitionist understandingf the
logical operations Still, proof-theoreticaccountof knowledgehavebeeninfluential,
e.g., in Dummett's verificationism (cf. Sectibrbelow for a moderntake). Moreover,
broader proof theories exists which handle binary statements where the abobe
any sort of evidence far. witness the ‘labeled deductive systems' of Gabbay 1996.

But can we also combineepistemiclogic with its explicit K-operatorsand explicit
justifications directly? Here is a lead. Considerghmvability interpretationof modal
logic, where we read a necessity operator as saying that

[l ¢: thereis a proof fog

in somerelevantproof calculus.The¥ and 7 accountsof [|] arein harmonyto some
extent in their basic logic. E.g., modal Distribution is still valid. When we hagveat
for ¢ — wandonefor ¢, thenputting the two together,and adding one instanceof
Modus Ponens will produce a proofwfAnd as for Introspection, if we havepaoof
for ¢, then certainly any proof-checking algorithm will present us wihoaf that the
given sequence of formulas is a proof gor

But thesevery observationsshow how evidencemight be madeexplicit. We must
unpackthe existential quantifier in "there exists a proof* to the specific items
supportingit. For instancethe precedingustification of Distribution really provides
more information than what ®atedin the usualaxiomK, (¢— w) — (K¢ — Kw).
Adding proof terms to the language, it really is the more informative statement that

XI(¢ - w) &lyl¢ — [x#yly,

where # is some appropriatesum operation on proofs, or piecesof evidence
generally. This idea has been developed in a sophisticatederin the 'modallogic
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of proofs' of Artemov 1994, 2005, which also includes operationsof ‘choice’ and
‘checking'on proofs. Notice that this sameapproachalso makessensen our earlier
discussion of the contextualist view of knowledge. In that case the crucial law is

[c] Ki(¢ > ¥) &[c,]Kig — [c#cl Ky,
with # now anoperationof contextmergeyet to be definedin preciselogical terms.

And so, we are back where we were: we know what to do, but nestitisto be done!
In the following section, we turn to some developments that have already happened.

5 Logical dynamics: bring in the actions!

Much of epistemology has been concerned with whaeansto possesknowledge,
as a sort of 24-carat information that is availdblas in reliableways. Sophisticated
accountsof suchintuitions aboutquality are the backboneof the field. By contrast,
muchrecentwork in epistemiclogic has concentratecbn dynamic mechanismghat

produceor modify knowledgeand relatedepistemicattitudeslike belief — suchas

speech acts, communication, observation, learning, or even more radicakvedieh.

This action-oriented trend shows an influence fimputerscience For, one of the

most powerful ideas in that field is the Tandem View:

representations and processes must always be studied together.

You cannot understand a process without thinking about the right data strémtures
to work on, and you cannot design gatatastructureswithout havingsomeprocess
in mind that is going to use them. In logic since the 198@sjnsight hasled to new
theories of processes as first-class citizens such as infornuatiaite belief revision,
naturallanguaganterpretationand many others (Gardenfors1987, Kamp & Reyle
1993, Groenendijk & Stokhof 1991, Veltman 1996, Bmmthem Muskens& Visser
1997). The resultingprogramof uniformly treatinglogical propositionsand actions
on a par has been calledgical Dynamicsn van Benthem 1996, van Benthem 2003.

Epistemic actions Taken to epistemology, the Tandem Viewuld say that we need
to treat knowledge and traetionsproducingandtransformingit on a par. This view
fits quite well with our earliercommonsenseobservationthat much of the ‘quality’
one associatesvith knowledgedoesnot residein somestaticrelationshipbetweena
proposition, an agent and the world, but rather in ssaséaineddynamicbehaviorof
being able to learn and communicate.In that light, the quality of what we have
epistemicallyresidedargely in what we do — individually, or socially in interaction
with others.Onceyou startthinking that way, a wide spaceof phenomenaunfolds.
Whenl say"l seethat ¢" | really referto an act of observationor comprehension;
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when | ask a question,| tap into the knowledgeof others. Knowledge involves
learning,grasping,questioningjnferring, and so on. Without a graspof this wider
space of epistemic actions, just as solid as that of 'knowledge' per de not know
what to do with all that 24 carat gold stored in the vaults of our Mental Bank.

Kant once observed that every good idea turns out to have philosqpieidatessors.
There are surely philosophical precedents for the view takenlheshat follows, we
give a few examples of the viability of this styletbinking allied to epistemiclogic —
which therefore still serves a ‘laboratory’ for inventing and elaborating new ideas.

Questions and answers in epistemic loguestion-answer scenarios are amtgg
most elementary actions in communicating knowledgesklyou if P is the case,and
you answetruly: "Yes". In normal Griceancircumstancesny questionwill tell you

that | do not know iP, while | consider it possible thgbu do know. This would be

the case, e.g., in the simple situation picturethieyfollowing epistemicmodel, where
the line between the two alternative worlds indicates my uncertainty:

e G

Since you have no uncertairltges in eitherworld, you know whetherP throughout,
and | actually know that you know, as it is true in botimy alternatives. Now, your
answerto my questionchangesthis model, ruling out the —=P-world. In modern
jargon, arupdatetakes place to the single-world model

®

whereboth you andl know that P, andwe know this abouteachothers,and so on:
P hasbecomecommonknowledgebetweerthe two of us. Standardepistemiclogic
candescribethe variousknowledgeassertionsnvolved in the separatestagesof this
process,ncluding interactive ones concerningknowledgeabout others. Before the
question was asked, in the initial model, the following assenu@nstrue, expressing
the two mentioned preconditions for asking a cooperative question:

“K P & =K P
<Q>(K,P vK,-P)

After theupdatewith P, the following assertions have become true:

KoP, KiKoP, KKAKoP, ... i.e., iterated mutual knowledge,
and evercommon knowledge £, P in the grougQ, A}.
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But this account of the question-answepisodestill doesnot dealwith the epistemic
actionsper se. For that, we borrow an ideafrom computerscienceyiz. the dynamic
logic of programs and actions in general (Harel, Kozen & Tiuryn 2000).

Dynamic epistemic logid_et us introduce a modal operator stating effects of actions:
[Al]l ¢ after a truthful public announcement of propositiorpAholds
Typical uses of this notation in a communicative setting are

[AlK ¢ after announcement 8f ageni knows thatp
[AllIC ¢ after announcement & ¢ is common knowledge

Logical formulas are often nuggetsof history. With thesefew symbols,the above
formulas combine ideas from philosophy, linguistics, and computer sciéraetade
of research on logics like this has shown that theybeatevelopedust like standard
epistemiclogics, including intriguing propertiesof communicativeactions (cf. the
survey van Benthem2002A, with an extensivelist of credits and references)For
instance, a key valid principle is the following 'Knowledge Prediction Axiom':

AIK ¢ < ASKALS

The interchangeof knowledge and announcemenactions displayed here reflects,
amongstother features,the epistemic transparencyof public announcements-
resultingin Perfect Recall for epistemicagents(cf. Section 3). Neverthelessthe
earlier threat of undecidability does moaterialize:ithe basicdynamic-epistemidogic
of announcements is decidable, and no more complex than Hintikka's base logic.

A newlogic like this actsasa searchlightfor finding new phenomenaHere is one
example with mnayamifications— andindeed,a pedigreein epistemologyWe start
with a questionaboutepistemicintuitions. If actionsare first-classcitizens now, we
should not just say what knowledige but alsotry to formulatewith equalcarewhat
epistemic actions do. So, what is the effect of a public announcement? In particular,

Does public announcement of A always lead to common knowledge of A?
In terms of our dynamic-epistemic logic, the following axiom would then be valid:
[AlIC A

If nothing else, this at least enrichesthe set of typographicallogical forms that
epistemologistsould argueabout. Though intuitively plausible at first sight, this
principle of epistemic action founders bloore-typestatements. Consider this case:

-K,,,P &P *“you do not know it, buP”
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This may well be true now, but onceuttered,it makesyou know that P, and indeed,
P becomes common knowledge, thereby invalidatikg, R & P as a whole. It i;iot
known yet precisely which forms of assertion produce common knowdedg®pen
problem known among dynamic-epistemic logiciasshe ‘LearningProblem'. Self-
refuting assertion®f the Moore type occurfrequentlyto good effect in knowledge
puzzles and games (van Benthem 2002B), so the example is no philosopher's fluke.

Verificationism and learnability The way back from technical developmentsn
modernepistemiclogic to issuesin mainstreamepistemologycan be quite short.
The following illustration is taken from van Benthem 200@B®nsiderthe simple but
exasperatingritch Paradoxconcerning the Dummett-style

Verificationist Thesis What is true can be known,
or in epistemic terms, plus some unspecified modality for the "can™:
$ — OKg

Fitch gavethe following simple argumentshowing that the Verificationist Thesisis
inconsistent. The heart of the problem is again a Moore-style assertion:

PA-KP — 0 K(PA-KP) - ¢ (KPAK-KP) — ¢ (KPA-KP) — £
Therefore, we may conclude that
P — KP, i.e., knowledge and truth collapse!

Thereis a boomingliteratureon solving this paradox,but one obviouslink is with
epistemic actions. Theerificationist Thesisclaimsthat we cancometo know every
true assertion- presumablyby some epistemicaction, hidden under the existential
quantifier of the "can”. Considerthe simplestactionspossible,viz. public announ-
cements.PerhapsGod will reveal all to us. Then, our earlier dynamic-epistemic
observation about announcements invalidating themselves applies. The principle

What is true can be learnt through announcement
¢ — JA: [AIK ¢

is falsein general But the technicallogical problemof finding out which assertions
do produce their own common knowledge now translatesinto the perfectly
respectable philosophical questjast which versionsf Verificationism are tenable.

More logical dynamics Public announcementare just the tip of an epistemic
iceberg.Otherrelevantactionsinclude partial observation hiding of information, or
coded communication, all the way to the most sophisticgiestemicabilities suchas
lying and cheating.Moreover,theseactionsdo not just concernknowledge but also
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belief, and belief revision (Gardenfors & Rott 1995, Spohn 1988, Aucher ZD0OJ).
actions, too, are studied in modeaistemiclogic (cf. Baltag,Moss & Solecki1998,
van Benthem 2002A), and again, they seelevantto our daily practice.We provide
judicious mixtures of open and private information when using email with buitens
cc and bcg and we keeptrack over time — as best as we can — of the resulting
epistemicstatesof mutual knowledgeor belief. And in parlor games,we expose
ourselvesto a repertoireof complicatedinformational moves, thereby testing our
cognitive abilities in self-imposedepistemic’laboratoryconditions'.Again, one can
think of this developmenas mere applicationof epistemiclogic to computational
engineeringfar removedfrom true epistemology But the more profitable way of
thinking would be to see the challenge. Informational computationdklslike these
area rich sourceof thinking abouthumanaction,far beyondthe bleak solipsism of
the Turing Machines whichavecaptured the philosophers' imagination.

6 Multi-agents, inter active epistemology, and groups

The Dynamic Turn puts actions at center stagebgctsof logical study. Now these
could still be individual actions of update and revision by agents onaivairBut the
earlier examples also poiat the social characterof cognition. This was alreadytrue
in the original version of epistemic logic. Even though Hintikka emphasizddrtbly
Thinker and his knowledge, an equally exciting featurda@formal languagewasits
ability to iterate assertions

K K; ¢
describing agents' knowledge about what others know. Common knowledge

Cef

then took this one step further to notidhat essentiallydescribeknowledgeresiding
in a group of agentsMergedwith logical dynamicsithis brings us to the setting of
group knowledge and group action. The most obvious instance of thznaes

Games Singleupdatestepsas describedin Section5 are just building blocks in

longer conversationsWe haveplansfor askingandanswering,and more generally,
sayingthings. And theseplansservea purpose.n particular,behindeveryquestion,
thereis a meta-questiorof Why? What arethe intentionsand goals of the speaker,
and what are the dynamicsof goals and desiresas a conversationunfolds? The
resulting interaction leadsaturally to the settingof games As we mentionedbefore,
epistemiclogic was discoveredindependentlyin the 1970sin game theory, and a
confluence between research communities took place itO®@sthroughthe TARK
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conferences. A driving force for epistemic analysis in game theory was#fysisof
rational behavior,an enterprisevery closeto classicalphilosophicalconcerngcf. De
Bruin 2004). But byandlarge,it wasonly in the 1990sthat the so-calledinteractive
epistemologyf gamesbeganto have seriousimpact in the handsof prominent
philosophers(cf. Stalnaker1999). This might also lead to the incorporation of
stategiesand plansasfirst-classlogical citizens,taking logical dynamicsto its next
naturalinteractivephase All this is beyondour story here,however.Insteadwe just
make a few comments about two further relevant aspects of logical dynamics.

From single updatesto learning The term'learning’hasbeenusedin a very loose
senseso far in our story of epistemicdynamics.More elaborateformal accountsof
learning mechanismsand their epistemicrelevanceare found in (Kelly 1996) and
Hendricks (2002, 2005). It is quite attractiveto view learning theory as a natural
continuationof dynamic-epistemidogic. It kicks in with long-term processeghat
require the larger arenaof a branchingtemporal universe (van Benthem2005A).
A real unification of the two approaches might make for a very powerful coalition!

Group action and 'socialknowledge Epistemiclogic hasconsideredsomenotions

of group knowledge,including not just common knowledge,but also ‘distributed
knowledge' which the group would have if agents pooled their inform&idrtaking
groups seriously as epistemicsubjectsin their own right would require a more
sustained analysis of wayswvhich groupsas plural subjectsmight be saidto know
propositions. In particular, such notions would require a structured account ofways
which group memberscan communicatei.e., the channelsin the group (Barwise &
Seligman 1995). In parallel with this, one would also need an acobgnbup action,
perhapseyondindividual action— cf. the philosophicalresearchon sharedagency
startingfrom Bratman1993. Thereis somepromisingwork on logics of powersof
game-theoreticoalitions(Pauly 2001), but thatis only the beginning— and it does

not include epistemicconsiderationsOne measureof the complexity of the logic of
collective knowledgeand actionis our own vocabularyin naturallanguageThe way

we describe what "we" or "they" dogether,or to "eachother”in termsof collective
predication is complex (Landman 1989, van der Dk&#32), and no simple reduction

to indidivual actionsseemso work. Somelinguists havesuggestedhat we needto
think of linguistic plural subjectsas distributedinformation systemshat canact, but
again, this just shows that the linguists do not have a ready-made answer for us either.

But fact remains that we do switch easily from individual to plural perspectiveghn
knowledgeand action— and perhapsepistemologyshould take this more seriously.
Clerk Maxwell oncequippedthat, if a scientistsays"We now think that such-and-
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such”, this just means "All people whimoughtotherwiseare dead”.But surely, there
is more to the cognitive plural thdhis! Now, epistemiclogic hasnothing decisiveto
offer here so far. But for the purpose of this paper, it is enough to seia titeg,area
as in the earlier ones, it finds itself in the same boat with mainstream epistemology.

7 Conclusions
I conclude with a few general thoughts raised by writing this paper.

Omissions This paperhaslooked at somedevelopmentsn modernepistemiclogic
that seemto run in parallelwith epistemologyin general.Many further illustrations
could have been given, and many further issues coulddeareaisedto broadenthe
interface.l haveignored(anotherepistemicactionwell worth studying!) longer-term
epistemic behavior over time, evolution of cognitpractices(Skyrms 1990), learning
theory (Kelly 1996 Hendricks2002), as well as connectionswith other technical
disciplinesthanlogic that are relevantto epistemologysuchas probability theory or
information theory. True, but this does not weaken the points about fruitful contacts.

Logic in philosophy Even so, many people would still doubt the relevanceof
bringing logic and philosophytogetheralongtopics of sharedconcern.What good
will the encounterdo?Well, it is not exactlya blind date. We do know what logic-
philosophyinterfaceshaveachievedn the past.Let's considerthe benefitsfor logic
first. | would just say philosopherdhavemore openmindstowardthe delicaciesand
complexitiesof many subjects,and that virtue can help keep logicians more open-
minded and less internally driven by the needs of prothiegremsn someritualized
industrial mode. But | think the story of this papéso demonstrateslear benefitsto
philosophy.Epistemiclogic hasshownits useasatool for clarifying philosophical
notionsandargumentsa sort of notationenteringinto a creativeinterplay with its
subject matter (I owe this wonderful point to Paul Egré). Indeedgdhitake existing
philosophicaldebatego new depthswitnessthe 'search-lightfunction’ of dynamic-
epistemic logidn probingthe viability of verificationism,or to mentionanotherfield
involved here, speech act theory. Eveare ambitiously,logical systemsalso provide
ways of developingnew philosophicalviews, the way Carnapused them (Leitgeb
2004). This fits the idea in Smullyan 1997 of 'crazy philosophers'people using
logical tools asa meansof creatingnew worlds and phantasiesmuch cheaperand
muchlessdangeroughanmind-blowingdrugs.And if one still feels that logicians
sacrificetoo muchwith the simplifications neededfor their systems, will quotea
leading Dutch thinker who once said: "Any fool can seethat the world is rich,
beautiful, and complex. But it takes a genius to make one good simplification".
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A view of knowledge In the courseof this paper,a certainview of knowledgehas
emerged which | did not have when | start&d.observedearlier,many philosophical
views of knowledge try tget at its robustnessor stability. | sharethat intuition. But
the more | think oft, the more| seethe robustnes®f knowledge,not asan isolated
featureof a single agentsand single propositions.It is rather somethingwhich can
only be explainedin a settingof further epistemicattitudes further epistemicagents,
anda rich repertoireof epistemicactions.The robustnesf knowledgelies in its
successfufunctioningin a complexepistemicenvironmentthe onewe live in. And
therefore, both logic and epistemology need to set their sights accordingly.

Bridges This volumeis aboutbridges,evensevenbridgesin the original invitation.
Thatis a metaphorAnd arich one.l could not help thinking of the 'Kénigsberger
Bricken', which Euler used in graph theory, and where Kant must have walked:

Fraure 98. Geographic Map:
The Kinigsherg Bridoes.

Is logic one of the pieced mainlandhere,to be connecteddy a bridgeto the philo-
sophical territory on the other side? Is it afdhe bridgesfacilitating traffic between
different fields: philosophy, linguistics, computerscience?Or is logic the island?

| cannotsay.But | do know that bridgesillustrate the main concernsof this paper.
One must know where they are, they are made for dyractimnsof crossing,prefe-
rably by many agents, but groups should beware, and not march too much in step.
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