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1 Logic in philosophy

The century that was Logic has played an importantrole in modernphilosophy,
especially,in allianceswith philosophicalschoolssuch as the Vienna Circle, neo-
positivism, or formal languagevariantsof analyticalphilosophy.The original impact
wasvia the work of Frege,Russell,and other pioneerspackedup by the prestigeof
researchinto the foundationsof mathematicsyhich wasfast bringing to light those
amazinginsightsthat still impressus to-day. The Golden Age of the 1930sdeeply
affected philosophy, and heartenedthe minority of philosopherswith a formal-
analytical bentAs Brand Blanshardwritesin Reasorand Analysis(1964)— | quote
from memory here, to avoid the usual disappointment when re-reading an original text:

"It was as if a little band of stragglers, in weary disarray after a lost battle,
suddenly found Napoleon's legions marching right alongside of them..."

In the 1940sand 1950s,peoplelike Carnap,ReichenbachQuine, and their students
made logic-based methodologyihly visible modusoperandiin the field. Then,in
the 1960s, what came to be called 'philosophical logic' beg#gwourish, andlogicians
like Hintikka, Geach, Dummett, Kripke, Lewis, and Stalnat@neto prominencenot
just in an auxiliary role as logical lawyers (Prior's phralse) evensettingthe agenda
for philosophical discussions that were now suddenly considered mainstream.

It seemdfair to saythatthis ageof logical influencehaswaned.Many philosophical
circleshaveno live contactwith logic any more, and evenbasiclogical skills seem
sometimesabsentrom the currentcanonof ‘what every philosophershould know'.

Eventechnicallyinclined philosopherften feel that probability or gametheory or

dynamicalsystemsare more versatiletools thanlogic for making formal points and

relevant distinctions. And faheir part, manylogicianshavegoneelsewhereto areas
with morelively interactionsjn department®f computersciencelinguistics,or even
further astray in the sociatiencesindeed,the bulk of logic researchto-dayis done
in computerscienceas caneasily be checkedin termsof numbersof publications,
journals, organizations, and sheer variety of research topics.



Reactions to this situation vary. Oisea turn to writing the history of the glory days
of the foundational era, often with the concomitant fundament@istthat everything
would be better nowadays if we just returned toghety — largely mythical — of that
lost goldenage. A responsewith which | feel much more sympathyis the activist
stance of reintroducing logical ideas into philosophy — contemporeey,to be sure.
Indeed, the gap between current philosophical practice and modern logic mayebe
apparent thameal. Many themesstill run on parallellines, and somedifferencegust
arise for practical reasons, vihe absencef textbooksexplainingmodernlogic to a
philosophicalaudiencepr of influential publicationsin philosophy showing modern
logic at work. But take any informal gathering, and it shons out that philosophers
and logicians are still on speaking terms, and sometimes even more than that!

In this chapter,we do not take a particularstand,but just try to approachthe whole
issue in a way that is somewhat different from the usual approaches.

Four dead-end streetsin setting out thigole of logic in philosophy,however there
are some situations to be avoided that obstruct an impartial view.

One are broad philosophizedhistories of what took place.A good exampleis the
recent popularity of schematwews of the history of logic which claim that the field
hasbeenheadingto a ‘'meta-level'self-understandingn the 1960s,occupiedmostly
with the study of logicatalculi andtheir meta-propertiesWhile this may be true for
some areas of mathematicallogic, this inward turn has been counter-balanced,
throughout the second half of tB8th century,by new contactswith otherareasand
‘object-level’ logical analyses of newtions. The philosophizedeschatologyf some
of my good friends just does not match up with what really took place.

A secondbarrier are divisions of philosophy into fixed subdisciplinessuch as
epistemologymetaphysicsethics,philosophyof language— and why not? — logic.
There is some senseto such clustering. But, even in a formal discipline like
mathematics, a geography in terms of different countries 'algebra’, 'geoiaedlysis’
hides as much as it reveals — and creative mathematicians think irofetmesnesand
methodsratherthan rigid subfields.It is themesand their metamorphosesicross
subdisciplines that provide the coherence of a field. Here isah&t that canhappen.
Someatlasesof philosophicallogic evencopy philosophicalgeography(epistemic
logic, deontic logic, alethic modal logic), leading to a bad copy of a bad map of reality.



The third trap to be avoidedis systemimprisonment(van Benthem1999B). Many
logicians see the structure of logis a family of formal systemspropositionallogic,
first-order predicatelogic, higher-orderlogic, modal logics, etc. The formalists may
not have won with their philosophy, but their world-view has insidioinsgrteditself
into the subconsciousf the field. This systemsview representsa dramaticchange
from thinking in termsof broad logical themes,such as Negation, Implication, or
Validity, which may be studied using particular 'logics’, but are not exhaosgtibem.
The formal systems way of perceiving the fiblksled to a hostof 'system-generated
issues',which are then touted (often evensuccessfully)as philosophicallyrelevant.
Examplesinclude Quine'sview of ontologicalcommitmentas an issueof rangesfor
first-order variables, the never-ending discussion about compositionality, elusine
search for the first-order/higher-order boundarys kinly with greateffort that some
modern logicians are trying to break out of thmsld, realizingthat many notionsthat
we studytranscendparticularformal systemsgventhoughwe lack the vocabularyto
say what a general ‘'monotonicity inference’, or a general ‘recursive definition' is.

A fourth and finalbarrierto seeingthingsfor whatthey areis the term'application'.

Logic is not applied to philosophical problems the \@ayengineemight apply some
technique for computing stregsa bridge. Its role seemamuch moreindirect. Logic

offers a technicallanguagewith relatively precisemeaningsas an enhancemenof

philosophicaldiscourseand an aid to precisecommunicationThis is as useful as
having mathematicalanguagearoundin otherdisciplines:perhapsot just the Book

of Nature, but also the Book of Ideas is written in mathematical languageloyisa)

tools cansometimese usedto analyzeargumentsrom the philosophicaltradition,

and throw new light on them. But again, there is usuallgounterparto 'solution’in

the engineering sense. Thwblemgetsilluminated:it may go away,but it may also
acquirenew nuancesand it may evenbecomemore urgentthan ever! Analysis in

logical form also helps bring oahalogiesbetween different notions @roblemsthat
were not observed before. Finally, the more activist side, logic cansometimeselp
make philosophicalargumentationmore precise,and it can help the philosopher
constructnew conceptualframeworks And yes, sometimes,meta-theoremsabout
logical systems in the foundational mode have some bearing on philosagsires-

even though this particular use seems greatly over-rated in practice.

Tracking themesthrough time This chapterwill not statea priori what the role of
logic in philosophy ispr shouldbe. Our planis to just look at somethemesasthey



developedhroughthe 20th century.The richness,and surprisingplot twists, of the
resulting storiespeakfor themselvesThis way of writing history wastried outin a
Stanfordcourse'Logic in Philosophy'(2003D), and it will be the basisfor a new
textbookin philosophicallogic. Our first two themesshow how someof the core
ideas of pre-modern logic survived the Fregean revolution, returning in modern forms:

I Logical form and monotonicity: from syllogistics to generalized quantifiers
i Reasoning styles: from Bolzano to conditional logic and Al

The next theme shows how formal systems, viewed with some disrespeathianity,
are indeed useful 'laboratories’ for experimenting with new philosophical ideas:

il Mechanisms of semantic interpretation: from Tarski to 'dynamics'’

Our final two themesaddressthe moderntopic of placing actionsat logical center
stage, relating them to much earlier traditions:

ilv Theories and belief revision: from neo-positivism to computer science
v Dynamic logic, communication, action, and games

In each case, we briefly traeehistorical developmenbf ideasup to the presentime,
without going into details. The references provide further depth, while Séclistis a
few furtherthemesAll our story lines involve otherfields, mainly computerscience.
Indeed, confining these things to just philosophy and logic would distort the
intellectualhistory. It would alsodo a disserviceto philosophy,whosethemesoften
cross over, and then return in new forms — a win-win scenario for everyone involved.

Finally, the referencesn this paperare meantto be illustrative, but they are not an
official historical record. Also, documents mentiomezkdnot be the original sources
for a theme described here: they are sometimes later surveys. Indeéaln thmokof
Philosophical LogidGabbay & Guenthner, ed4.983 and later years)aswell asthe
Companion to Philosophical Log(dacquette, ed., 2002) are good general sources.

2 A joy-ride through history

For a start, we provide some further historical perspective.To dispel dogmatic
slumbersijt is good to realizethat thereis no stabledefinition of the discipline of
logic! Throughout the centuries, there have been many changesagendeof logic,
its interdisciplinary environment, artde guiding interestsof its leadingpractitioners.
The entrenchedundamentalist®f to-day are often the invadersof earlier periods.



Classicalpre-19thcenturylogic goesback to the dialectical tradition in Antiquity,
which realizedthat successin debateinvolves fixed patternsof valid, or invalid,
reasoningthat canbe studiedas such. For instance,Modus Tollens is a wonderful
‘attackingmove'againstone'sopponentby pointing out somefalse consequencef
what shesays.Hereis a soberingpoint abouthumanimagination.It took until the
mid-20th century beforéhe logician PaulLorenzen(Lorenz& Lorenzenl1978)gave
the first game-theoreti@accountof argumentationdoing justice to the fact that the
dialectical tradition is about dialogue betweendifferent agentsinsteadof lonesome
arm-chair deduction, and winning debatesin interaction with other participants.
Debatewas still very much a feature of logical disputationsin the Middle Ages
(Dutilh-Novaes2003),but medievallogic as a whole took logic in the direction of
what we would now call ontology and philosophy of language.Logic was then
reinterpreted in a morepistemologicamannerin Kant'sfamousTable of Categories
for the basic forms of judgment. The same au#iso proclaimedthe ‘endof history’
for logic — always a dangerous type of prediction...

In the 19th century,leadinglogicianslike Bolzanoand Mill saw the subjecton a
continuumwith generalmethodology andwhat we now call philosophyof science.
Gradually, influencesfrom mathematics- already presentwith Leibniz — became
prominent,witnessthe work of Boole and de Morgan on algebraic mathematical
methodsimproving on earlier systemsin the syllogistic paradigm.Toward the end

of the 19th century, it wasno longera caseof mathematic$ielpinglogic, but rather
the other way around. Frege developed his logical systems for the purpesarfg
the foundationsof mathematicsEven so, Frege'scontemporaryPeirce still had a
much broaderview of what logic is about, including not just deduction,but also
inductive and abductive reasoning. It is interesting to see that the ‘fundamentatists'
the day with their narrower agenda, making mathematical proof the shining exdmple
logical reasoning — instead of an extreme adsgormal reasoningfound only under
very rare circumstances. About a century haglapsebefore Peircebecamea source
of inspiration again, now in more computational-logical circles.

Around 1900, modern logic also came to have philosophical impact. Russell's
misleadingform thesispositedthat linguistic form, the philosophersanalytical tool
until then, can be systematicallymisleading.One must find the underlying logical
forms to express the real meanings and keep argumentatizh On this view, logic
becomeshe ‘calculus'of philosophy.Thus, until the 1940s, severallogic-inspired



programs existed for philosophy. There were the foundatibnsathematicsith its
broad philosophicgbositionsof logicism, formalism,and intuitionism. This research
had the Popperian advantage of working with a refutable clainHihert's Program
for finding conclusive proofs of consistency,completenessand decidability were
aroundthe corner. Godel's Theoremsrefuted this, but in the interestingway that
mathematicalmpossibility resultsnormally do. They leave us sadder,but aboveall:
wiser, and full of new directions to pursue. The same was trueuforg's analysisof
computation:it showedthat many natural computationalquestionsare undecidable,
but the fall-out gave us the foundations of computer science. The sbooaderline
of logic-inspired philosophy is connected with Russell, the aéfitigenstein,andthe
ViennaCircle, aprogramfor a logic-basedenewalof methodology,philosophy of
scienceand philosophyin general.This program,too, hadits refutablecomponents,
andthesewereindeedrefuted by Quine in 'Two Dogmasof Empiricism'— though
Popperlater claimed he had helpedput in a daggerfrom behind. Again, the more
interestingpoint are the enduringinsights from this secondlogical line, such the
seminal work by Carnap, Reichenbach, and others on methodology and meaning.

These golden years produced the basic modus operandiin modern logic, of
unquestionedmportanceevento thosewho would now like to broadenthe agenda
again. First-order logidhe modernnotion of a truth definition and semanticvalidity,
completeness theorenmmoof theory,and many other basicnotionsgo backto work

in the foundationalistlogic of those days. Over time, the broader philosophical
repercussion®f thesenotions and concernsstarted penetrating, witness Tarski's
semantic conception of truth, or Turing's analysis of computability and intelligence.

Nevertheless, some originally 'logical’ topics did dogpthe wayside,as communities
started formingwith their own subculturesCarnapis now considered ‘philosopher
of science' — and during the 1950s philosophers of science took care of tophesithat
no placeon the foundationalistagendasuch as inductive reasoning,explanation,or
scientific theory structure. At the same time, the 1950s also sdiksthehallengedo
the logical way of doing philosophy.Of course,mainstreanphilosophersperhaps
ignoredlogic, and only a few traditionalistlogicianswerestill bewailingthe Fregean
Coup — sometimes farery legitimatereasongdWundt 1880/3,Blanshard1964). But
now, criticism camefrom within the analyticaltradition, with the Wittgenstein-Austin
‘naturallanguageturn’. Informal linguistic analysiscould servejust as well for the
purposesf philosophy,or, as Austin said aboutcommonusage:"There is gold in



them there hills". New appealing paradigms suctaaguagegamesarose,andthere
were even attemptsto replacelogic in philosophicalcurriculaby coursesin game
theory, the upcoming formal paradigm of the day. Just triynagineanotherpossible
world, where Wittgenstein, Nash, and Aumann are the heroes of formal philosophy!

But there was enoughvigor in the logical tradition to survive all this. Indeed the
1960s/1970dbecamehe heighdayof an emergentmilieu called philosophicallogic,

providing new formal tools for looking at long-standingphilosophical problems.
This was often triggeredby taking a much closerlook at naturallanguageand our
natural reasoning practicésanwhat had beenusualin the foundationalist tradition.
It sufficesto mentiona brief list of eminentauthorsemergingin that period, whose
work hassparkeda follow-up which continuesuntil to-day: Hintikka, Prior, Geach,
Kripke, RescherLewis, Montague,and Stalnaker.Their work was concernedwith

what may be calledmodal logic in a broad sense:including time, knowledge,duty,

action, and counterfactualsMany of theselogicians wrote influential publications
which started philosophical research lines, witfagsousbook titles like Knowledge
and Belief Naming and Necessjt€ounterfactualsor Formal Philosophy

Incidentally,around1970, logic was heavily attackednside psychologyin Wason&
Johnson-Lairdl972, a publication which convincedmany psychologiststhat logic
was spectacularlyunsuitedfor describingthe humanreasoningwith which we really
solve our problemsandgetby in life. Not manylogicianswill havecaredaboutthis
threat in the distance, especiadiyncethey may havefelt that psychologistavere not
quite peopleone would want to associatewith anyway, given Frege'sfamous'anti-
psychologism'. But there may be more to this in a modern light: see below.

At the risk of offending some, | would say that tReldenAge of philosophicallogic
was over by 1980andthis new streamenterednto steadystate,just as mathematical
logic had done, with technical deptiking over from the original intellectualpassion.
But at the sametime, the flame of logic carried over to other fields. Logic gained
importancein disciplinesbeyondphilosophyand mathematicssuch as linguistics,
computer science, Al, and economics — and these are still flouristéntacesto-day,
often with their own communities, publications, agatheringsMany topicsfrom the
mathematical and philosophical heartland acqumea lives in thesesettings,witness
new theoriesof meaning,information update,belief revision, communication,and
general interaction. One tfe mostsurprisingdevelopmentfiasbeenthe designof



logic systemsof programming performingvariousintelligent tasks(cf. the program

of ‘Logical Al' (McCarthy 2005), or Reiter's 200bok Knowledgein Action Evenif
logics do not completelycaptureall of our naturalcognitive habits,they may at least

be consistent with them, and then — gently inserted — enrich our repeftbabavior!
Thus, contemporarylogic finds itself in a much more diverse interdisciplinary
environment, perhaps closer to the richer agenda of logicians from earlier centuries.

At the sametime, challengegersist.In both computerscienceand gametheory,and
indeed philosophy itsel§tatisticaland probabilistic methods have gaineaportance,
dealingwith phenomenavherelogic haslittle to offer. Indeed,modernevolutionary
approacheso gamesand methodologyrely on dynamicalsystemgather than logic.
Combining logic and probability seems a major challenge todagvAnaggressively
anti-logical stancesurfacedin the computationalparadigmof massiveparallellism,
replacing the Turing machine view obgnitive behavior.At the central Al conference
on Knowledge Representatioin Toronto around1990, a keynote speakerfelt we
were like the French Ancien Regirmeour ballroom,while teemingmasse®f neural
netterswereshouting"A la laterne,les aristocrates”But again, history hasits own
ways. By now, it is becomingclearthat neural nets and logics can live in harmony
(d'Avila Garcez, Broda & Gabbay 2002, Leitgeb 2004, Smolenskedendre2005),
and that dynamic logics and dynamic systemesa match. Thus, the currentinterface
betweenlogic and cognitive scienceis in flux again (Hodges 2005), and doom
scenarios have not materialized — so far.

Role models Another way of high-lighting an intellectual developmentiooks at
typical representativesA Dutch professorof linguistics once said, when challenged
abouta logical turn in his work: "Linguistics is that work which is being done by
prominentlinguists.| amone of this country'smost prominentlinguists. Therefore,
what | am doing is linguistics". Rol@odelsfor a person-orientedine would include
philosophers/logicians like Peirce, Ramsey, Carnap, G&arhmett,Hintikka, Grice,
Kripke, Lewis, Stalnaker,Belnap, Kamp, and Barwise — and a very interesting
chronicle might result. What did these leaders considentist pressingthemesand
why? Nevertheless, in the rest of this paper, we consider themes rather than people.

3 Logical form and natural logic: from syllogistics to generalized quantifiers

Natural Logic Is natural language unsuitable as a vehicléofgical inference®rege
thoughtso, and cited its 'prolixity' asa reasonfor designingthe formal languageof



Begriffsschrift In oppositionto this, a tiny band of traditionalist critics defended
classical syllogisticas stayingmuch closerto naturalinferenceghat peopleactually
make (Sommersl982, Englebretseri981). This debatewas reopenedn the 1980s
under a foreign influence, viz. the penetrationof logic into linguistic semantics
RichardMontague'searlierwork (Montaguel1974) — influencedto someextentby
Donald Davidson'scritical stancetowardthe Tarskianformal logic of his day — was
seminalin this development,in being two-edged.It used formal logic to analyze
naturallanguageexpressions- but in doing so, it also showedthat naturallanguage
did have a respectablestructurethat supportsimpeccablemeaningsand inferences.
The moderntheory of generalizedquantifiersspawnedby MontagueGrammarhas
replaced Misleading Form antagonismby concrete questions about the actual
interactions of reasoning encoded in natural language and formal logic.

Traditional logic A brief accountof logical form runsasfollows (GAMUT 1991).
Traditionallogic usedthe subjectpredicateformat Sis P, reflecting the structureof
natural language sentences. Even so, this wazalbt a logic of sentencdorms, but
of intensional relations betweeonceptsdenotedby the termsS P — asis still clear,
in Kant'sfamousTable of CategoriesThe inferenceenginefor this reasoningabout
concepts were Aristotle's syllogisms for the basic quantifier expresdipssme,no,
not all, forming the classic Square of Opposition. In the Middle Ates¢overageof
syllogisms was extended by timgeniousdoctrineof distribution This usesthe fact
that quantifiedpremisesallow for inferencein deepsentenceoosition, providing we
use universal relationships to replace only occurreatesedicateshat are ‘aboutall
objects'(in modernterms: downwardmonotonicones),or their positive monotonic
counterparts. This allows inferences that go beyond the traditional syllogism, such as

If all men are mortal, and no rich mortal's son escapes Judgment Day,
then no rich man's son escapes Judgment Day.

If all men are mortal, and Judgment Day is hard on many men,

then Judgment Day is hard on many mortals.

In this way, traditionallogic could and did deal with many forms of judgmentand
reasoning — and even Leibniz felt it needed perfecting, rather than demolishing.

The critics win the dayln the 19th century,progressivenvavesof critics stormedthe
bastion.Boole'sattackwasimplicit, in showinghow at least propositionalreasoning
could be dealtwith in a perspicuousalgebraicmannerowing nothing to Aristotle.
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Later historiansfound analoguesn the work of the Stoic logicians — but it was
Booleaninsights that rehabilitatedStoic logic (Mates 1953), rather than Stoicism
supporting Boole. Famous examples of the 'inadequacy’ of traditionaktdigtaught
to-day include De Morgan's non-syllogistic forms:

All horses are animal3herefore horse tails are animal tails

This purported knock-down objection is actually well within the sadpe medieval
theory of Distribution. The fact thatbinary relation occurs("animal x possesseail

y") is completely immaterial, as the modern equation of the Syllogisticadrdgment
of monadicpredicate logic is an uncharitable later constriadge’'dater examplesof

the inadequacy of traditional logic concern more essential uses of relations:

from "The Greeks defeated the Persians at Plataeae,
to "The Persians were defeated by the Greeks at Plataeae”.

Like most conservatives;regepreferredhigh-lighting the aristocraticSpartanvictory

at Plataeae over the prior democratic Athenian one at Salamis. But his logical goint is
strong one. Moreover, his anti-intensionalcompositional treatmentof quantifiers
(Dummett1973) wasa startlinginnovation.A sentencdike "Everybodywalks" now
stoodfor a multitude of individual instancessuchas"Mary walks", "Johnwalks",...

This extensional view derived complex sentemaaningsecursivelyfrom properties

and relationsover some given domain of individual objects. And like all creative
simplifications in science, it paved the way for new insights and concerns.

Why the quick collapse?It is an intriguing questionwhy the traditional bastion
crumbled so fast. Some modern historiansBefith 1974)tried to paintanimageof
an Old Guard defendingitself to the bitter end, and evil forces pitted againstthe
Russelianand Wittgensteinianforces of Light (cf. the 'Kingdom of Darkness'in
Geach 1972). But what thegainly managedo draginto the openwere somepitiful
traditional logicians, looking bewilderedas the walls were tumbling around them.
Indeed, the complaints of the old guard about unfairessoften on the mark. Van
Benthem 1981 discusses two so-cal@ddeerrors’of traditionallogic: its reduction
of binary predicatedo unaryones,and its use of genericobjects,and showshow
both still makea lot of sensewhenviewedwith somemathematicakensitivity. Still,
the bastiondid crumble, largely becausethe critics has a more dynamic agendaof
research- and also, becauséastionscrumble,not so much becauseof the vigor of
external onslaughts, but because of the internal dry-rot of stagnation and boredom.
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From misleadingform to Montague's Thesis As we saw, the Misleading Form
Thesis made logic a favored calculus for philosophy. Even so, natural language
refusedto go awayin philosophicalpracticeandtheory.Indeed,the very successof
Montague's work around 1970 on logical gramianad semanticof naturallanguage
cast the issues in@mpletelynew light. Montagueretainedthe subject-vertform of
naturallanguagesentenceswith its basicpatternS = NP VP. To do so, he treated
noun phrasesas generalizedquantifiers i.e., second-ordepropertiesof predicates.
Thus, "Every bird sings" says that the property of singiolgls for all birds— andto
make"Tweety sings" comeout in the sameway, an individual bird like Tweety was
'lifted’ to become the set of all her properties. This generalized quavigfiecanalso
deal with iterated quantified expressions, as in "Every bird sisgsg". The success
of this approach motivated what became known as Montague's Thesis:

‘There is no difference of principle between natural and formal languages’ .

This is the Misleading Form Thesisreversed!From then on, the story shifted to
linguistics, where Montague semanticsbecame a powerful paradigm, and even
computerscience(Jansseri981,de Roeveret al. 2001),as programminglanguages,
too, allow for the same sort of compositional logical treatment.

Fine-structure: generalizedquantifier theory The NP VP format for quantifiedNP
expressionasa three-partstructure (Det A) B, whereDet standsfor a determiner
expression: 'Everybird) sings”. Thus, quantifiers themselves may be vieaveidary
relations between extensional predic#eB. E.g.,everystandsfor inclusion between
the setof "birds" and"singers”,and somefor overlap.This accountalsoworks for
non-first-order quantifier€.g., mostAB saysthat the size of the setA~B is greater
than that o A—B. With this view, many new issues have come to light over thawast
decades (Keenan & Westerstahl 1997, Peters & Westerstahl, to appeaigvéice
to us here is thenferencepatternof monotonicity describingstability undershifts in
predicatesE.g., a true statementvery AB remainstrue after replacemenbf its A-
argumentby a predicatedenotinga subset,and after replacemenbf its B-argument
by a supersetln technicalterms,everyis downwardmonotonein A, and upward
monotone irB. The other classicajuantifiersin the Squareof Oppositionexemplify
the other three types: e.g., some AB is upward monotonein both its arguments.
Modulo some mathematicalassumptionsthis can even be reversed:making the
classical quantifiers the only ‘doubly monotone' ones (van Benthem 1986).
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Monotonicity reasoning Now, it turns out that this monotonicity behavior can be
described completely generally for angcurrenceof a linguistic predicateinside any
linguistic expression, simply by interleavingaith grammaticalsentenceconstruction
in some logic-friendly paradigm like categorial grammar (van Benthem 1986,
Sanchea/alencial991,van Benthem1991). This categorial'monotonicity calculus'
has beenrediscoveredseveraltimes over the past few years for its eleganceand
naturalnessand with hindsight, it can be discernedin the traditionalist manifesto
Sommers 1982. To-day, it even serves as a platform for cogexparimentgGeurts
& vander Slik 2004). This vindicatesthe medievaldoctrine of Distribution, and it

accountdor perhapgshe majority of the ‘fast inferencesthat languageusersmake.
Indeed, similar systems of light bpérvasivequantifierinferencehavealso turnedup
in computer science, describing fast algorithmic tasks in handling data bases.

Co-existenceof natural logic and formal logic Monotonicity is just one form of
'natural reasoning'.Other principles include systematicrestriction of rangesfor
quantifiers(alreadydescribedoy Peirce),or ‘contextshifting' acrosstime and space
(cf. van Benthem 1987). A complete system of all aspects of naturaktdigremains
to be formulated. Even so, it seems clear that first-order isdlig no meansthe only
inferential standard.It rather seemsa sort of formal laboratory for defining and
studying certain notion@ncluding monotonicity),which we canthenuseto describe
actual inferential phenomena, if only in the form of a contrast. The geteadlehind
this view also reflects current computational realiti@s-eomputerscientistspopulate
the world with an ever-growing arsenalsg#mi-formallanguagesartificially designed
but usedin practice.Thereis a fruitful co-existencef naturalandformal languages,
and theirmutualinfluencesare probablythe bestway of laying earlierall-or-nothing
discussions about misleading form,atroutthe ‘impossibility’ of a systematicdheory
of meaning for natural language, to a well-deserved rest.

But what about philosophy? The moral of this story is that the traditional debate
about wholesale choices betwesturalor formal languageasthe philosopher'dool

are misguided. Logical languages areeahancemendf philosophicalpractice— and
in that light, philosophy is precisely one of the mixed settings that we advocated.

4 Reasoning styles: from Bolzano to conditional logic and Al

Styles of reasoning Most textbooks define ‘'validity' of anferenceonceandfor all,
as truth of the conclusion in atiodelswherethe premiseshold. | still remembemy
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flash experienceas a studentfinding Bolzano'sWissenschaftslehr€l837) in our
library, and seeinghow, long before Tarski, someonehad looked at what logic is
about,and madesomecrucial decisionsdifferently. Bolzano'sbest-knownnotion of
logical consequences indeedlike Tarski's (van Benthem1985), be it that nothing
rather thareverything,follows from inconsistenpremisesBut beyondthat, Bolzano
describes the aim of logic as charting ¥aeeties of reasoningtylesthatwe apply to
different tasks. These are deductive in mathematics, often inductive in daily @) or
his view — strictestof all in philosophicalargumentationwhere drawing relevant
conclusions is of the essence. Bolzano then lists formal properties disting@isbing
reasoningstyles.E.g., he pointsout — in modernterms— that someare monotonic
(addingnew premisesdoesnot affect earlier conclusions)while othersare not. This
idea of a variety ofeasoningstylesreturnswith Peirce the neo-positivistsand again
in modernAl, when non-monotoniclogic arrived on the scenein the 1980sas an
accountof how peopleactually solve puzzlesand go about practical planning tasks
(McCarthy 1980). It was only in the 1990s tBaizano's Prograncame intoits own
with the broad spectrumof non-monotonicreasoningstyles that we know today,
based on a wide variety aifotivations,including defaultreasoningresource-sensitive
reasoning, and neural computation. And we still have not explored itkefutt,which
alsoincludesa more dynamicview of the role of changingvocabularyin reasoning
(Rott 2001B, van Benthem 2003B).

Logic and methodology Bolzano'sbook combineswhat we would call logic to-day
with methodologyof science.This wasquite commonin earlier days. Tarski's own
basic textbook of the 1940s was calledjic and Methodologyof the Exact Sciences
andwhen Tarski and Beth startedworld conferencesn whatthey saw as their field
(Van Ulsen 2000), they initiated the still existitngdition of joint meetingsin “Logic,
Methodology, and Philosophy of Science". In theantimethe different component
communities haverifted apart— but thereare also confluencesagain,partly through
the intermediary of Artificial Intelligence.

Different functions of reasoning Valid semanticconsequence|=y in predicate
logic says that all models gfare models foy. Or, in termsof proof, ¢|—y saysthat
there is a derivation of elementarystepsfrom ¢to y. By Godel's completeness
theorem,the two notions are extensionallyequivalentfor first-order logic, and the
sameholdsfor many otherlogical systemsEither way, consequencean servevery
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different reasoning purposes. In a forward direction, one derivesomelusionslike
a mathematiciarproving new theorems.But in a backwarddirection, one refutesa
hypothesisby deriving somefalse conclusion:a processof hypotheticalreasoning
and falsification. A firsiconnectionwith methodologyhereis Popper'snsistenceon
the backwardprocessof refutation as more fundamentalthan accumulatingtruth.
Variety of functions even increases when we consider actual reagoastgesE.g.,
in juridical procedurethe prosecutormust show that a given assertionguilt of the
accusedfollows from the evidenceon the table.But in the samesetting, the lawyer
must show that the accused'sinnocenceis consistentwith that evidence.Thus,
inferenceis deeply intertwined with ‘consistencymanagement'Perhapsthe richest
view of logical tasks is found with Peirce as early as the d&tkury.His distinctions
betweerdeduction(forward-lookingderivation),induction and abduction(backward-
looking search for premises for given conclusions) fit remarkabliywith the many
processes that humans engage in (Aliseda-Llera 1997, Flach & Kakas, eds., 2000).

Hypothetico-deductivexplanation With this broadview of uses,the methodology
of science becomes relevant at once, with its further natural vaoétieasoningsuch
asexplanatiornor confirmation.These notions occur in sciend®it they alsoresonate
with ordinary practice. A concrete case is the Hempel-Oppenheim viexplaination.
Given a theoryl, certain fact$ explain a given observatidd if

T+F|=0O, notT|=0, notF|=0

This is the sense in which the lighting of a match in a garage explaiesglosionof

the car, given the laws of physics. This simple formulation still suppressa third
ingredientin the inference, the 'auxiliary hypotheseswhich make sure that the
situation described is a 'normal one’, fit for standard explanations. E.g., we &saume
oxygen is present in a normal garage, and that the car doeswwt wood. The new
notion is no longer classicabnsequencdn particular,it is non-monotonicstronger
premisesF may no longer explain O in T, asthey imply O by themselves- and
strongertheoriesT may no longer needF for deriving O. What is interestinghere
from a logical point of view are two things. Werk with structuredpremiseswhose
parts play different roles. And we mix logical consequenceavith non-consequence.
But is there any logic here? And is the notion of interest? Carnap wthaieahy fact

O with anexplanationF in T also hasthe trivial explanationT—F. So, is genuine
explanation an art beyond logic? At least there is more to the pattern of explanation.
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As for othernotions studiedin methodology,we note that Hempel 1965 explained
confirmationof a law astruth of the lawlike propositionin a minimal model of the
evidenceso far. This is the sensein which successiveobservationsQd,, Qd,, ...
would confirm the universalregularity that ¥xQx evenwithout logically implying it.
Again we seea divergencefrom classicalconsequencegs we now look at just the
smallest models of the premises, rather than all of them, to check for the conclusion.

Counterfactuals One veryfruitful strandin the philosophyof sciencehasbeenthe
analysisof counterfactuatonditionals.In thinking aboutwhat makesa statementa
law, as opposedo just an arbitrary generalizationGoodmanobservedin the 1940s
that a genuinelaw supportscounterfactualassertionsabout situationsthat did not
actually occur, such as, "if this match had not beenlit, no explosionwould have
occurred”. Carnap observed in the samia in the 1950sthat scientific theorieswith

laws often supportdispositional predicatessuch as 'fragile’: a fragile object ‘would

break if hit', even if istayswhole forever. Counterfactualsre clearly unlike ordinary
logical conditionals.In particular,again,they are non-monotonic. If this match had
not beenlit, but a hand-grenad&asthrown, an explosionwould haveoccurredafter
all. By now, the time was ripe for a generalization behind these notions.

Conditional logic An early appealingaccountof non-classicalconditionals A=B
comes from Ramsey931.It saysthis: "add A to your stockof beliefs T, makethe
minimal adjustmentto T to keep the addition of A consistent,and then seeif B
follows." At the time, this seemedfar outside of the logical tradition, but things
changedn the 1960swhenLewis and Stalnakerinitiated conditionallogic. Here is

their basicidea (Lewis 1973). Assumethat situationsor modelscome ordered by
somerelation < of relative similarity. Its sourcecan be a variety of considerations:
relative plausibility in one's judgment, objective likeness, and so on. Now we say that

A = Bistrue aks iff Bis true in allA-worlds <-closest as seen frosn

This schemegenerates true logic of valid principlesfor reasoningwith this notion.

Theseinclude Reflexivity, Conjunctionof ConsequentsDisjunction of Antecedents,
and Upward Monotonicity for ConsequentsWhat fails is, of course,Downward

Monotonicity for Antecedents. Instead, on a minimal vavihe comparisorordering

<, the only thing that does hold is a substitute, called Cautious Monotonicity:

A=B, A=C imply A&B=C
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This phenomenonof 'modified rules' would become significant in the 1980s.
Conditional logics have been used for many purposesilosophy,including Lewis'
own counterfactual account chusality,and the counterfactuahccountof knowledge
in Nozick 1981. In eachcase,counterfactuaktatementexpressthe robustnessn
inference that a notion like 'law’, ‘cause’ or 'knowledge' is supposed to support.

Nonmonotonic logic in Al The idea that reasoning styles dependhartask at hand
returnedin strengthin Al around1980. McCarthy 1980 arguedthat our ordinary
processes gbroblemsolving makeall sortsof systematicadditionalassumptionsin
particular, the use ahinimal modelgin some suitable sens®y the given premises,
representing the fact that we are assuming a 'closed wettisigfor the task at hand,
without surprises. Thus, ircumscription(cf. Shoham 1988), we say that

the conclusion must hold in aflinimal model®f the premises.

Note the similarity with Hempel'sview — though Circumscriptionis much more
powerful and sophisticatedOther examplesof suchstyleshavecomeup ever since,
including abduction in expert systems and logic programming. Thlastdolzano's
pluralistic view was vindicated,be it not by logicians and philosophergyet), but by
computerscientists Here 'minimality’ is one of the constantf researchinto logics
for a variety of reasonintpsks.It returnedin accountsof practicaldefaultreasoning
(defeasible rules of thumb; Reiter 200/kltman 1996, Shanahar1997),and againin
the theory obelief revisionGardenfors 1987), which will be the topic of Section 6.

Structural rules Summarizing two decades of research on alhthe-fangledogical
systemshat havebeenproposedor dealingwith circumscription,default reasoning,
and belief revision, it seems fair $ay that the corelogic of minimality is conditional
logic. Bolzano'sobservationsaboutformal propertiesof different reasoningstyles
then have their correlate the deviantpropertiesof classicalconsequenceersusthat
expressedn conditionallogic. The locus of thesedifferencesis often putin the so-
calledstructural rulesgoverningthe over-all propertiesinferencewithout any special
logical operators. Completepackage®f structuralrules have beenfound for many
new notionsof inference,including Bolzano'sown (van Benthem1996A, B, 2003B,
2003E). Deviant structural rules also occur for reasons very diffiecantminimality,
however,witnesstheir role in relevantlogic, and 'substructurallogics' of syntactic
combination, dynamic update, or interaction (Dosen & Schroeder-Heister, eds., 1994).
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Tricky issues Given all this, is there just proliferation, or caa now beginto charta
neat landscape of natural reasoning styles? No simple map has emergad ate
peoplefeel the only way of constrainingthe optionsis by asking cognitive science
which non-monotonic logics match realities in the mind, or the brain. Anptbblem
is this. Notions that deviatefrom classicalconsequencare often more complexin

their costof computingvalidity or satisfiability. On top of predicatelogic, they often
becomenon-axiomatizablepr worse. This seemsstrange,given their motivation in

ordinary practice — and the phenomenon is still not totally understood.

Migrations Even so, our story acrosslogic, philosophyof science,and computer
scienceshows that topics like reasoningstyles and conditionality migrate across
borders without any problems. This continues until to-day. Van Rooy & S@&a0#
apply circumscriptionto the semanticsof questionsin linguistics (cf. van Benthem
1989), suggesting that the natural logfcSection3 may alsoinclude non-monotonic
mechanismdn informationexchangeMore generally,through thesemigrationsthe
distinction between scientific meth@sd commonsense- oncethoughtso iron-clad
— is evaporating. There is just one form of rationality, whether dispiayte kitchen
or the Halls of Minerva. And often, it is computersciencethat brings the viewpoints
together in one single perspective (McCarthy 2005). Indeedputerscienceplaysa
role in the development of about every logitemein the last century.And perhaps
thisis not so strange.When all is said and done,computerscienceand its more
pregnantform of Artificial Intelligencearejust — in Clausewitz'happy phrase— 'the
continuationof philosophyby othermeans'And the relative neglectof computation
and information as fundamental categories in mainstream philos@ghizloridi, ed.,
2004) seems a case of rejecting that which is closest to us.

5 Mechanisms of semantic interpretation: from Tarski to 'dynamics'

First-order predicate logic may not be a viegglisticdescriptionof our naturallogic,
but it is an amazing modé&r studyinga tightly interwovensetof issuesat the same
time. The formal languagehas a clear inductive grammatical structure, and the
mechanisnof semantidnterpretationcapitalizeson this in a compositionalmanner.
Thus, it explains the most complex forms of assertiorepgatinga small numberof
elementanytruth conditionsfor separateoperators.This settingmadeit possibleto
study issue®f definition and expressivgoowerin logical modeltheory. This format
of interpretatiorhasbeenvery influential in philosophy,influencingtheoriesof truth
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through Tarski's classic "Der Wahrheitsbegriftien FormalisiertenSprachen'from
the 1930s (cf. Tarski 1956), and innovative later extensions by DavidsonKir§#keé
1975, and others. Even so, the laboratory is still capable of generating new ideas!

Standardsemantics The key notion in first-order semanticss that of truth of a
formula¢g in a modeM under some variable assignmsnt

M,s|=¢
The key compositional clause uses the assignment in an essential manner:
M,s|=3x¢ iff for some objectd, M, s[x:=d] |= ¢

In this way, pulling apartthe differentingredientsin this scheme{ruth is a relation
between an expression in a formal languagesamaelanguage-independestructure
of objects with their properties and relations. The relation is mediated by meaas of
links. Oneis an interpretationfunction | assigningfixed denotationsto predicate
letters and other expressionavhose meaningis consideredconstantin the current
setting. The otheris the variable assignmens, providing an auxiliary denotationfor
variable parts of the expressionwhich may changein the processof evaluation.
Logicians look at this schenfeom variousangles.Given a formula ¢, one canstudy
its modeldMOD(¢). Given a modeM, one can studits theory Th(M): the sentences
made true by itOr, lesscommonbut quite possible given a formula and a structure,
one can study interpretation functions making the formula true in the structure.

Basic features of the set-uffhis scheme embodies sevdraitorical steps,and non-
trivial conceptual issues. Its decoupliofformal syntaxand semanticevaluationis a
major abstraction,as our natural languagewearsits interpretationon its sleeves,
leavingonly somefreedomin interpretingpronounsand other 'lice of thought'— as
Italo Calvino once described them. Nekie notion of a modelbringsits own issues,
as first-order models are@presentatiorof reality, not reality itself — exceptperhaps
in someparts of abstractmathematicsindeed,decadeshefore Tarski, de Saussure
proposedhis famous Semiotic Triangle of language,representationyeality. First-
order semantics ignores the latter — but issues of 'fit' to reality dyoraway. Indeed,
a three-partschemeof interpretationmay be found in the work of Churchand other
logicians.With much more impact, this perspectivereturnedin the 1980s,with the
work by Kamp and Heim on discourserepresentatiortheory (cf. the surveyin van
Eijck & Kamp 1997). Of the many further featurafsthe schemelet us just notethe



19

compositionality once more. Dummett 1973 called this Frege's major insigbtigh
modernscholarshiphas shown that Frege actually neverformulatedthis principle,.
Instead he did placea lot of emphasison a principle of Contextuality stating that
meaningsof expressionsare never to be studiedin isolation from their context.
Hodges 2001 is a delightful analysis of the connections between the two principles.

Philosophical and linguistic aspectsAn amazingamountof philosophicalliterature
is tied directly to the logical semanticsfor which the aboveschemeis a paradigm.
Someclassicsare Davidson& Harman,eds.,1972, Putnam1975,Field 1972, while

more modern perspectivesare in Etchemendy1990, Zalta 1993. Some of these
philosophicalissuesreturnedmore concretelyin the semanticsof naturallanguage,
such as Montague's pioneeriwgrk that was mentionedin Section3. E.g.,concerns
with compositionalityhauntthat literature until to-day, with discussionged by the

study of concrete'non-Fregeanquantifier combinationsthat resist easy iterative

decomposition (Keenan &Westerstahl 1997). Atbe,statusof the modelsbecomes
more pregnanthere,aswe needto take ontologicaldecisions An unresolvedcaseis

the ubiquitousco-existencef countand massquantifiers,andthus, the interplay of

discrete and continuous objects in discourse and reasoning.

Proliferation of frameworks In the 1980s and 1990s, the reign of classeahantics
was challenged by lkostof new semanticdframeworks.Situationsemantic§Barwise
& Perry 1983) emphasized that meaning involves many situations, rathgughane
model M: including a situation of utterance,a describedsituation, and a resource
situation. Thus, a true account of semantics involves a netvi@tall contexts.This
perspectiveis coming to the fore thesedays in many disciplines. Modern inter-
disciplinary conference®n context(CONTEXT 2005) bring togetherphilosophers,
linguists, and computer scientists with overlapping agendas.Next, the above-
mentioneddiscourserepresentatiortheoryis still a major paradigmfor meaningin
linguistics and computer science, as discourse represergaticturesare the natural
format for computationalprocessingln particular,the emphasisnow shifts to the
dynamicsof interpretation:we understanda sentencenot by evaluatingit in some
given model, but ratherby constructingsomesort of representatiof the described
situation. Dynamics of interpretation is alswicial to other computationaparadigms,
such as 'parsing as deduction’' (Pereira& Warren 1983), or ‘interpretation as
abduction' (Hobbs et al. 1990). THandbook of Logi@and Language(van Benthem
& ter Meulen, eds.,1997) documentsthis amazingoutburstof semanticcreativity,
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little of which hasyet penetratedo philosophicaldiscussionf truth and meaning.
There are even other new approaches — of which we discuss alitle more detail.
It demonstrateghe proper use of the 'first-order laboratory': not as a source of
orthodoxy, but as a source of dissent.

Dynamic semantics An ideacommonto many newer semanticframeworksis that
semanticss really aboutdynamicproceduresof evaluation,rather than just static
relationships between formulas and models. Can we makeatigsesthemselvesan
explicit part of the logical apparatus? well-known proposalof this sortis dynamic
predicate logic(DPL; Groenendijk& Stokhof1991).The motivationis providedby
the phenomenoof anaphorai.e., how we give coherencdo whatwe say. We study
this in a simple first-order laboratorysetting. In the grand tradition of 'misleading
form’, studentsare usually taught some translation folklore to make first-order
formulas fit natural language forms. Consider the following statements:

1 A man came in. Hevhistled. The two underlined phrases can co-refer.
2 He whistled._ A maname in. The two underlined phrases cannot co-refer.
3 If aman came in, hehistled. The two underlined phrases can co-refer.

A direct translatiordx Cx & Wxfor 1 does not give the intended scope, smd/e use
a bracketingrick to get x (Cx & Wx). A translationWx & - 3x Cx for 2 doesgive
the right scope, and hennoe tricks mustbe usedhere.But again,a direct translation
Fx Cx — Wxfor 3 does not work, and so studentstargyhta bracketingtrick plus a
quantifier-change t&x (Cx— Wx).This seems terribly unprincipled and ad-hByg.
contrastDPL changes the mechanismfobt-order semanticsyeadingformulas¢ as
procedureswhosemeaningsare transitionrelationsbetweenvariable assignments,
viewed as temporary statesof the evaluationprocess.This can be done entirely
compositionally without changingeitherthe first-orderlanguageor its models. This
illustratesthe more complexsemantiovorld sinceMontague,whereideascan travel
betweenphilosophy, linguistics and computerscience.The proceduralview comes
from the semantics of imperative programmiagguageslin that setting,expressions
in programs are instructions for successive changing of staegdas assignments
of data-objects toariables.Think of registersfilled with transientobjects.Executing
an imperative instructior:=2 replaces the current content of registevith a value 2.
More preciselyDPL records traces of successful executions in the following format:
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M, s, & |= ¢ iff there exists some successful evaluatiog of
in M starting from input states; and ending in output state

The semanticclausestreat atomic formulas as tests on the current assignment,
conjunctionbecomesompositionof actions,negationis a failure test, and the real
dynamics is in the clause for the existential quantifier, which looks for a witness:

M, s, 9 |= X iff sp=s1[x:=d] for any object d in the domain

Whenreadin this dynamic way, the direct translationsof all three examplesabove
comeout just asthey shouldwithout re-bracketingricks. While this may look like
just a new way of doing naturallanguagesemanticsthe schemereally challenges
many presuppositions logic and philosophy.For instancemeaningand inference
now reflect aralgebra of procedure£.g., the scope widening #x Cx & Wx is just
associativityof composition. Or with aniversal quantifiereX ¢ = -3¢, evaluation
proceduredor Fx Cx — Wx and ¥x (Cx — W) turn out algebraicallyequivalent.
Indeed DPL comes with its own notion of dynamionsequencen which processing
the successiv@remisesvalidatesthe conclusion.This is againa non-standardand
non-monotonic reasoning style (cf. Section 3) — for which we refer to the literature.

More radical dynamics The generalidea of dynamic semanticsis that meaning
involves information change an idea known in discourserepresentatiortheory as
‘context change potential’. A more radical versionhisfis game-theoreticemantics
(Hintikka & Sandul1997). Now, evaluationis no longer just a procedurefor one

‘checker’,but a two-persongame betweena Verifier and a Falsifier with opposing
roles concerningthe given formula. The former tries to showthatit is true, the latter

thatit is false.In thatway, interaction becomesessentialto understandingneaning
and inference.In his many publicationson the subject, starting from the 1960s,
Hintikka has spelledout a wide rangeof philosophicalimplicationsof taking this

stance.Even more radically game-theoreticiews of interpretation,partly along the

lines of Grice 1975, are coming up thesedays, as semanticresearchfocuseson

interpretative equilibria soughtby speakersand hearersin actual communication
(Lewis 1969, Parikh 2001, van Rooy 2004).

Languagesagain Contemporarysemanticframeworksinvolve ideas from logic,
linguistics, and computer science— again demonstratingthe unity of perspective
across natural, formal, and programming languad®bat we havesaid so far by no
meansexhaustghis potential.For instance,van Benthem1996, 1999A proposeyet
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anotherproceduralreinterpretationof first-order semantics!lt uncoversa decidable
modal baselogic of compositionalevaluation,which includesall the monotonicity
reasoningof Section 3. On top of this, further validities express geometrical
constraintson the flow patternsof assignmenthange.The undecidabilityof first-
orderlogic, often takenas an inevitablehallmark of reasoningwith quantifiers, then
becomesa side-effectof working with specialcomputationspaceslin the light of
thesemoderndevelopmentsmany philosophicaldiscussionf first-order logic and

the import of its classical meta-theorems seem outdated, and hopelessly conservative.

An interesting issue is what all this safsoutour understandingf naturallanguage,
the vehicle of both commonsenseand technical philosophy.Changinginformation

statesof readersand hearerds definitely a major purposeof any type of discourse,
including philosophical dialogue. e takethis dynamicperspectiveseriously,some
people feel it may be the compusaienceperspectivahat shouldhavethe last word:

by viewing naturallanguageas the programminglanguageof cognition Or, if this

slogan is too crude faeriousphilosophy,hereis anotherway of phrasingthe point

of this section.Meaningis not just how thingsare, it also essentiallyinvolves — as
Wittgenstein already said what we do

6 Theories and belief revision: from neo-positivism to computer science

The dynamicturn A computationaktanceinvolves a tandemview. Representations
should alwayse constructedvith someprocessan mind, while processeshouldbe
designed with some data structure in mind. In a séhisdhappenedvenin the early
daysof logical analysis(cf. Section4). After all, words like 'explanation'denotea
dynamic activity as much as a static proposition or relation betweenpropositions.
One conspicuougievelopmenbver the pastfew decadesas beena Dynamic Turn
(van Benthem1996), moving beyond static relations betweenpropositionson the
pattern oflogical consequencto activitieslike proving, testing,learning,or changing
one'smind, asindependenbbjectsof study.In this perspectivetraditionalinterfaces
between logic and philosophy acquire a double aspéett are the activitiesinvolved,
andwhat representationdo they work with? The dynamicsemanticof Section5 is
one concrete illustration of such a move, but thereramey others.In this section,we
apply this style of thinking to the scientific theories that briefly surfaced in Section 4.

Theory statics The simplestlogical view of a theory is just as a set of sentences.
This, of coursewill not do as an accountof any plausiblenotion of theoryin the
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empirical sciences- and not evenas an accountof the 'structuredopinions'which
people have in the realm obmmonsenseRicherviews of theoriesdevelopedn the
philosophyof sciencewitnessthe work of Ramsey1931, Beth 1949, and Przelecki
and Woijcicki (cf. Przeleckil969). Thereis a lucid summaryin the Introductionto
Suppel977,which coversboth syntacticviews in the neo-positivisttradition, and
more semantic ones in the stgeSuppesand Sneed Kuipers2000is an up-to-date
expositionof modernnotions of theory, including an accountof the major inter-
theoryrelationsthat havebeenof interestto philosopherssuch as various kinds of
extension and reduction. Theory structuranexcellentthemeby itself asa running
interface betweenlogic and philosophy(cf. Pearce& Rantala1984, van Benthem
1982). Inline with all our themesijt hassurprisingconnectiongo computerscience,
in particular the area of 'abstract dgtpes’'(van Benthem1989)— but we foregothis
particular story here. For, theoriesby themselvesare just static representation®f
conceptsandinformation at the disposalof individualsor communities.In line with
our main interest, we want to see how such theories grow, and more geoeaalge

Theory dynamics Some of the most spectacular philosophy of scienabasitways
in which theorieschange.Sometimes there is cumulative piece-mealgrowth, but
occasionally there are more drastic paradigmshifts, as describedin Kuhn 1962.
Processesf theory changewere madeinto seriousobjectsof logical study in the
work of Alchourron,Gardenfors& Makinson1985,Gardenforsl987,Rott 2001A.
The simplestprocessis updatewith consistentnew information, obtaining a new
theoryT+¢. This adds the new formuiato the currenttheory T, andthenclosesthe
resultdeductively. Alternatively, viewing the theory as a set of modelsMOD(T), it

forms the intersectionMOD(T)MOD(¢). But when the new information ¢ is in

conflict with the current theor¥, this no longerworks, andwe mustform a possibly
more complexevisionT*¢. The latter process puite common,alsoin ordinarylife.

When engagedin non-monotonicreasoning,we may have drawn a temporary
conclusionon the basisof just reasoningabout minimal modelsrepresentingsome
'normal’scenarioNow somethingabnormaloccurs,and we mustaccommodatehis.

Then some of the earlier conclusiamslonger hold, and we seeka new equilibrium.
Intuitively, revision seemsa much more complex processthan update,and also, it

seems less deterministic. What the new theory will look like depends omwiash

to preserve from the old theory.
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Belief revision theory AGM-style belief revisiontheory is an abstractpostulational
account ofthreebasicoperationson theories:update revision,and contraction T— ¢.
The latter removesa propositionfrom a given theory,andtries to keepthe resulting
theory as much like the original as possible. The three operations are intertwined:

T*¢
T

Whether these a@dl plausible operations on theories remaingégrestingquestion.
But even with these threejaxge literaturehassprungup on plausiblepostulatesand
concrete mechanisms for performing these operatiéiso, the frameworkhasbeen
re-describedin various ways, e.g., in terms of Quinean 'entrenchmentrelations’
encodingan agent'swillingnessto give up one propositionin T ratherthan another.
Similar views of 'structured theoridgvecomeup in computersciencewhendealing
with data bases that may ndede revisedin somesystematiananner(Ryan 1992).
The ideathat the threeoperationg+, *, —} shouldyield a unique output may seem
strange, as there are usually different optiongé@mommodatingonflicting evidence.
Accordingly, non-deterministic relational alternatives have been proposed in

Lindstrom & Rabinowicz 1992. At the leasiiereshouldbe room for different belief
revisionpolicies correspondindo typesof behavior:ranging from more 'radical’ to

more 'conservative' in hanging on to what was there in the old

(T—-¢) + ¢ Levi Identity
T (T*-¢) Harper Identity

Conditional logic again Again, there is a remarkaldentinuity in ideas. The above
Ramseytest for conditionalsalready containedan elementof belief revision, as
antecedentsonflicting one'scurrentstock of beliefs neededto be '‘accommodated'.
The applicability of the Ramsey test for belief revish@sbeenquestionedbut it has
becomeclearthatthereis nothingwrong with it — pacethe 'impossibility results'of
Gardenforsand others(cf. Leitgeb 2005). Indeed,Ramsey-styleaxioms are a key
ingredientin designingmodernlogics of belief change(Gerbrandy1999), without
doing any harmin that setting. The connectionwith conditionallogic becomeseven
clearer in the semantaccountof belief revisionin Grove 1988.Viewing a theoryas
its setof modelsMOD(T), forming a revision T*¢ meanspassingto the setof T-
closestworlds in MOD(¢), with closenesgiven by some Lewis-style ordering of
theories — or underneathsamilar orderingof worlds. One easily recognizeghe key
minimality clause underlying the semanticsof conditionals. Indeed, conditional
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statements may be viewed as parts of our current thpoeyencodingbur tendencies
to revise our beliefs when confronted with new evidence.

Computerscienceand Al Concreteinstancesof belief revision occurin computer
science, with data baseaintenanceor belief updatein multi-agentsystemsNot just
conditional logic, but non-monotonic reasoning in general reqbetsf revisionasa
necessananti-dote to its jumping to conclusions'.Further topics that have been
introduced along these lines are the mixture of belief revisiotfieatahl updateabout
real changes that have taken place in the world (Katsuno & Mendelzon 1991).

Learning theory Belief revision, in its guise of belief adaptationacually closeto a

broaderrecentstreamin the philosophyof science Perhapsthe key activity tied up

with theory changeis learning whether by individuals or whole communities.
Modernlearningtheory (OshersonStob & Weinstein1988, Kelly 1996) describes
learning proceduresover time, as an accountof scientific methodsin the face of

steadilygrowing evidencejncluding surprisescontradictingone’scurrent conjecture.
In this perspectiveupdate,revision, and contractionare single stepsin a larger
processwhosetemporalstructureneedsto be broughtout explicitly (Kelly 2002,

Hendricks 2002). Learning theory is itsalthild of recursiontheory,and henceit is

one more illustration of a computational influence entering philosophy.

Further sources ofdynamics Thereare many otheraspectdo updateand revision.
In particular, another fundamental aspect offlyaamic Turn is the socialinteractive
characteiof many relevantactivities: dialogue,communicationpr — for that matter—
scientific research. We will look at some of these in Sectidio tonclude we return
to the simpleworld of commonsenseand naturallanguagedescribedin Section3.
Both update and revision occait the time in naturaldiscourseBut eventhis simple
settingshowsthat moreis the matterthanjust automaticAGM operationsIf | hear
some ¢ which contradictsmy beliefs so far, then| will needto decide whetherto
accept the informatio, or reject it, or reinterpret it. And a typical way of dothgtis
to enter a dialogue witfis source, whether a person or Nati@elief revisionusually
involves communicatiorand evennegotiation.Processesf the latter sort are, again,
the subjectof Section7 below. Another basic featureof revisionin commonsense
settings is the phenomenonlahguageadjustment The medievaladagewas already
that"in caseof a contradiction,makea distinction". We resolvecontradictionseither
by retracting previous beliefs, by changingtheir formulation. New parametersnay
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occur,or new distinctionsin the domain of objects.Perhapsyou are rich in spirit,
while not being rich in material goods. Perhaps Cantor's comprehension@zetes
classeshut not sets.Weinbergerl1965 containsan excellent historical and logical
survey of basic responsesto new information contradicting existing beliefs. In
particular, the idea of languagechange goes beyond standardtheories of belief
revision. It seemscloserto the more dramaticshifts in conceptualframeworks of
scientific theoriesunderpressurerom recalcitrantfacts, as describedoy Kuhn. Rott
2001B has a discussion of belief revision in the presence of language change.

From securefoundationsto intelligent repair Belief revisionis one more current
arenawhere philosophy meetswith logic, language.and computation.Add modern
theories of learning to the picture, and aeone of the liveliest interfacestoday. In
the light of all this, the original emphasisthe foundationsof mathematicsnay have
beenmisguided.Frege wantedabsolutesecurity, otherwise"mathematicswill come
down like a houseof cards".Go6del'sresultsshowthat suchsecuritycannotbe had,
exceptin tiny corners.But the key phenomenorin understandingational behaviour
does not seemto lie here anyway. Nobody believes that the discovery of a
contradiction in a mathematical theasythe end of the world. In fact, everytime this
has happenedand it doeshappen),a misunderstandingvas exposeda betterand
richer theory was found, and a deeperunderstandingesulted.What seemscrucial
aboutus is not the useof infallible methodsput reasoningwith whatevermeanswe
have,plus an amazingfacility for belief revision, i.e., coping with problemsas they
arise. It is this dynamic feature of human rationaktyich logiciansand philosophers
should try to understand better. Logic is not some vaccination campaign eradifating
diseases once and for all. It is rattieg immune system of the mlind

7 Dynamic logic, communication, action, and games

A logical consequences often describedas involving a conclusionwhich '‘addsno
new informationto the premises'Indeed,logic is deeplytied up with extractingand
modifying information,as well as knowledgeand other epistemicattitudesarising in
theseinformationalprocessesDefining a precisenotion of ‘information’ serving all
logical purposes is no trivial task (cf. Adriaans & van Benthexis,,2005, Handbook
of the Philosophyf Information). Thereare severaldifferent strandsin the literature
(cf. Carnap1947,Barwise & Seligman1995), whose connectionsare not always
obvious (van Benthem2005B). The story-linein this sectionfollows one of these,
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viz. information as a range of options for the actual world thagtdkreompatiblewith
what agents know. This was the original ide€arnap'sMeaningand Necessityand

it becamecentrallater on in the classicalwork on epistemiclogic (Hintikka 1962).
Epistemic logic is an interesting place to start a diney sincemany peopleconsider

it a typical case of a dead-end as an interface between logahdoslophy.This is as
far from the truth as it gets, and we give a short summary of van Benthem 2005A.

Statics: epistemic logic and information stateEpistemic logic started @ account
of the philosophicalnotion of 'knowledge',for which we have famousaccountsby
Platoor DescartesThe secondhalf of the 20th century addeda host of interesting
alternatives,jncluding contributionsby Gettier 1963, Hintikka 1962, Dretske 1981,
and Nozick2001.Hintikka's main ideawasthis. An agentknowsthosepropositions
which are true in all situations compatible with what she knows about the actual world:

M,s|=Kg¢ iff forallt~s:M,t|=¢

New information will tend to shrink this range, perhaps until the actual worldtisall
is left opento our scrutiny. Thereare similar accountsof belief and other epistemic
attitudes. The power of this formalism showsin simple scenarios.Consider the
simplest case of genuine information flow between agents:

Q asks a questictiP?", andA gives a true answer "Yes".

If this is all honestGriceancommunicationthenthe questionitself indicatesthat the

Q does not know the answer (base-level factual knowledge), but also, that shéthinks
might know (knowledgeaboutother people'snformation). The answerconveysthat

that Answerer knows th& andits public announcemenh the group{Q, A} makes
sure thaQ now also knows tha&, that both agents know this about each othersand
on. In terms of Lewid969, following the episode the agentshaveachievedcommon
knowledgeof P. Epistemiclogic as it standscan describeall relevant epistemic
properties at the three stages of fhiscessbefore,during, andafter. And of course,

it can do a lot more, witness the further literature on this subject (Hendricks 2005).

Now, in this area, one of the most spectacialarssingstook place.First, in the mid-
1970s, epistemic logic emergedindependentlyin game theory (Aumann 1976,
Osborne& Rubinstein 1994), as economistsdevelopedepistemic scenariosfor
justifying the usualNashequilibria of strategiesThe ideawasto 'lock’ players'into’
equilibriain termsof mutual expectationgvia knowledgeor belief) concerningeach
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other's rationality. Also, by the 1980s, epistemiclogic crossedover to computer
science(Fagin, Halpern,Moses & Vardi 1995). Here it was the evident power of

human-style model®r understandingprotocolsin distributedsystemshat starteda
vast literature athe interfaceof computerscience philosophy,and gametheory.lIt is

aboutagentswho (wantto) know things,and communicateaccordingly. The TARK

conferences(Theoretical Aspects of Rationality and Knowledgé¢ have brought
togetherthesethree communitiessince 1983, and the new interdisciplinary journal
Knowledge, Rationality, and Acti@mows the contact is still very much alive.

In this section,we just sketchone particularstrandin this story, tying it up with the
logical dynamics that emerged in Section 6. Knowledge of a propostinesabout
by certainactions be it an inference, asking or answering a questiopedormingan
observatiorof someeventin general As before,the structureof the knowledgeand
the nature of those actions are intertwined. Thus, to really get aheyyanedn our
guestion-answer scenario, we must ‘dynamify’ standard epistemic logic!

Updating information Speechacttheoryin the philosophyof languageells us that
linguistic communication triggers systematic changesin information states of
language users. For instance, the above question-aregpisydemight startfrom the
following smpleepistemicmodel,wherethe line betweenthe two alternativeworlds
indicates my uncertainty:

&2 G

Since you have nancertaintylines in eitherworld, you know whetherP throughout,
and | actually know that you know, as it is truébisth of my alternatives. Now, your
answer to my questiampdateshis model, ruling out theP-world, to obtain:

®

Here both you and| know that P, andwe know this abouteachother, and so on to
further mutual stage® has become common knowledge between the two of us.

Notice what happenechere: epistemiclogic now hasto deal with dynamic actions,
while there is also an irreducible multi-agent 'social' character to the setting.

Dynamic-epistemic logicBoth socialand private epistemicactions canbe described
asfirst-classcitizensin dynamified epistemiclogics that take a leaf from computer
science. Our epistemic actions that eliminate worlds are really model-changeh® and
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this processnvolves constantchangesn truth value for relevantassertionsSimilar
phenomenaccurwith computerprogramsfecipes,or any sort of structuredaction.
Such phenomenahave been studied in dynamic logics whose languagesinvolve
mixed assertionwith actionexpressionsand propositions.In particular,a dynamic
modality[a] ¢ says that, after every successfbcutionof actionor programa from
the current state of the world, or our deviges the case. In this style, we would get

[All ¢ after public announcement Af formula¢ holds.
This mixed proposition/action language can express epistemic effects such as

[AlK B after public announcement &f agentj knows thaB

[AlIC A likewise, A has become common knowledge in the group of aggnts

Thereare completeand decidabledynamic-epistemidogics of this kind, allowing us
to reason systematically about tgstemiceffectsof assertionsHereis an example
of a valid 'updatelaw’ — which is as central to dynamic-epistemiclogic as an
introspection principle would be to static epistemic logic:

AIK, ¢ o (A>KIA] ¢ #

Note the intellectual history concentrated in formulas like this. Speeskhomefrom
the philosophyof languageand linguistics, epistemiclogic from epistemology.and
their combination in a dynamic logacomesfrom computerscience.This harmonious
encounteiis a perfectillustration of the story lines of this paper,and the axiomatic
calculus suggests newontactsbetweerthesefields. E.g., philosophersof actionwill
note that the axiom # expressesan interchangebetweenknowledgethat we have
beforehand about an action and knowledge that we have after the actionalifosis
trivial feature, which ayame-theoristvould call PerfectRecall public announcements
are epistemicallytransparentBy contrast,e.g., an action like drinking would not
satisfy this axiom. | know that drinking will make me boring —&it#r drinking, alas,

| do not know that | am boring. Thus, the dynamicturn in epistemiclogic greatly
enrichesthe agendaof interestingissuesfor philosophersallowing them to move
beyond worries about Omniscience, Introspection, and the other usual suspects.

More complex communication over timéynamic-epistemidogics do not just deal
with single assertions.They can also handle complex conversationalinstructions
involving typical program structures, suak"First say this, thenthat", "Say 'Thanks'
if you are grateful, and 'No thanks' otherwise", "Keep saying nice thingghentiean
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grantsyour promotion”,or "Answer all together”.Finally, they can deal with much
more complex, and realistic, communicative actions which involve hiding of
information, or partial observation. This includes whisperinigd@turerooms,looking
at your handin a card game,or many further informational movesin gamesthat
peopleplay. Somebasicsourcesare Baltag, Moss & Solecki 1998, van Ditmarsch,
van der Hoek & Kooi 2005, van Benthem2002B, 2005E. In particular, dynamic-
epistemiclogic candealwith misleadingactions (hiding, lying, cheating)as well as
truthful ones— leadingto a classificationof epistemicactionas to expressivepower
and thresholdsof complexity. Also, the framework links up with belief revision
learning probabilistic update,as well as infinite processes and evolution over time.

Philosophy again Update logic may seem new-fanglédt it connectsup with well-

establishedssuesin philosophy.Van Benthem2004 discussedhe age-oldMoore-
sentence®f the possibly true but pragmaticallyinfelicitous form "p, but | do not

know it". These turnsip in a surprisingnew settingin epistemicdynamics.lt seems
evidentat first that public announcementsf true propositions.A lead to common
knowledgeof A. Indeed,this seemdo be the purposeof public announcementss
described by speech act theorists. But now consider an assertion like

"you don't know ifp, butp is true".

This canbe perfectly true, and yet its announcementnakesp commonknowledge,
therebyinvalidating the first conjunct. Thus, this propositionis 'self-refuting'. This
failure mayseemlike atrick, but announcementsf uncertaintyleadingeventuallyto
knowledge occur quite often in famous puzzles, such as The Wise MenMudioky
Children. True but self-refuting assertica® also at the heartof currentdiscussions
of the Fitch Paradox (Brogaard & Salerno 2002) threatening the Verificafidrests
that "everything which is true can be known".

More generally, dynamic-epistemicogics shift the traditional boundary between
semantics and pragmatics in interesting ways. This demarcation issubésagenda
in both linguistics and philosophyof languagethesedays. Another interfaceissue
concerns the topiof theorychangein Section7. The internalinformationflow of a
scientific community can be analyzednow, not just the theoriesproducedby that
community. What are thgystematiaelationshipshetweerthe short-termmulti-agent
dynamics of scientific debate and the long-term dynamics of theory change?
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Games In its currentmanifestations|ogical dynamicsis making one more move,
toward gametheory Both knowledgeand communicationreally make senseonly
againstthe backgroundof goal-directednteractivesocial processedetweenrational
agents.Van Benthem1999-present2005D provide an extensivepanorama of how
gamesinterfacewith logic. This includes'logic gamesfor argumentatior{Lorenz &
Lorenzen1978) and semanticevaluation(Hintikka 1973), showing how thesecore
tasksof logic may be castas interactiveprocesse®etweendifferent agents.But the
interface also involves modern 'game logihat havebeenusedto throw light on the
rationality of playersin generalgames(Aumann 1976, Stalnaker1999 and earlier
publications,Pauly 2001, de Bruin 2004).In thesegamelogics, many of our earlier
systems come together: dynamic logic, epistemic logic, but also logics of
counterfactualsand belief revision. Gamesstartedin philosophywith Wittgenstein's
language games, atidey were advocatedvigorously by Hintikka throughhis ‘game-
theoreticsemanticsand'IF-logic' (Hintikka & Sandul997).But it seemswe have
only seen the beginning of their true impact in a broader sense (cf. Hendricks 2005).

Thusagain,we seehow the currentphilosophicalagendacould be enrichedby fully
absorbing the fundamental nature of multi-agent information and interaction.

9 Further themes

The themes in this paper are just a selection fronuehlongerlist, including several
survey papers written by this authorothervolumes.Other story lines linking logic,
philosophyand computer sciencefor which the material lies at hand include the
following. The references given are just pointers — not a complete portal to the fields:

(a) structure of scientific theoriggf. the list of 'Semantic Parallels'
in van Benthem 1989, which is still only partially explored),

(b) knowledge and beli¢fan Benthem 2005A),

(c) information and computatiofvan Benthem 2005C),

(d) probability,

(e)temporal logic(van Benthem 1995),

(f) deontic logic, norms and obligatiofgan Hees & Pauly 2004,
as well as the Proceedings of IEON conferences, operating
since the late 1980s at the interface of computer science and logic)
(9) philosophy of actioiiBelnap et al. 2001),

(h) infinite processes and dynamical systé8is/rms 2004),
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(i) optimality andevolutionary gamegzan Rooy 2004).

Thus, thenumberof strandsconnectingogic and philosophyis large,andthe fabric
of the interface is hard to tear accordingly.

10 Conclusion: logic and philosophy once more

The upshotof this paperis simply this. The history of interfacesbetweenlogic and
philosophyis rich and varied, especiallywhenwe describeit through themes,rather
thanformal language®r systemsOur story lines are just sketchyfirst illustrations,
but they demonstratihe broadspirit. Before we can haveany considerecpinion of
the current state of affairs between logie philosophy,we needsucha rich view of
their past and present interactions. The resulting picture mdyermpiite like received
opinionsasto what are the mostcrucial topics— but it seemsdefinitely much richer
than what would be found in any standard text book. It may leekrgetrid of some
internal research programs in 'philosophical logic' that seem to have run their course.

As for more practicalconclusionspastmeetingsbetweenogic and philosophy have
been successful, and there seems engagonfor pursuingthesecontacts Moreover,
thesecontactsare often enhancedhrougha third party, viz. computersciencewhich
actsas a laboratory for continuing philosophy 'by other means'.Interdisciplinary
conferences like TIME, CONTEXT, or TARK lead the way in this menage a trois.

But perhapsmost of all, we havewritten on purposein a non-conventionalstyle.
Much intellectualhistory seemsto make what happenedPlatonic, heroic, inevitable,
andthus: hardto identify with. But our founding fatherswere just ordinary people
like us, with all sorts of options opento them, including chanceencountersand
outsideevents— and mathematicalogic or philosophicallogic, though shining with

the halo of time, are still opento significantchangespoth in terms of interpretation
and in terms of real changéustread Stelzner1996 on how the optical firm of Carl-

Zeiss Jena sponsored Frege's tenure case (with the physicist Ernstsalaheardian
angel), and your viewf the birth of modernlogic, the genesisof Begriffsschrift and
its famous metaphor of Microscope versus Eye, will never be the same again!
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