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1 Two logical conceptions of information

Informationis a ubiquitoustermin everydaydiscourseput not a particularly well-
defined one. And evenin scientific discourse,its formal definitions range from
Shannon'snformationtheory of bit transmissiorand channelcapacityto Kolmo-
gorov's information theory in terms of shortestalgorithmic code driving some
universalmachine.ln additionto thesequantitativeapproachesthereis the great
tradition of logic, asthe study of meaningfulassertionsabout semanticsituations,
with deductionor observationas ways of extractinginformation.* There may be
one grandunifying mathematicatheory lying behindall theseperspectives- but
‘information’ may also just be a loose family term (cf. van Benthem 2006).

Indeed,thereis alreadya striking diversity inside logic itself! One tradition casts
informationas beingencodedn 'statespacesthat shrink as we learn more. This
sense of information, initiated by Rudolf Carndg&aning and\ecessityis that of
epistemic logicpioneeredoy JaakkoHintikka in 1962. Say,you handme a sealed
letter which containseithera raiseor my dismissal. A setof two ‘possibleworlds'
R, D encodeshe informationavailablein this scenario,wherel do not know my
fate.l canchangemy ignoranceto knowledgeby openingthe envelope,shrinking
the se{R, D} to just the actual one. The resulting paradigm of formal languagks
logics has also crossedfrom philosophyinto computerscienceand gametheory
(Fagin,Halpern,Moses& Vardi 1995, Osborne& Rubinstein1994). One might
call this conception of sets of the relevant alternatiug@®rmation as range

But in the1980s,Jon Barwiseand JohnPerryintroducedtheir 'situationtheory'as
a radically different logical view of information,taking crucial cuesfrom Dretske's
1980 "Knowledge and thelow of Information”. On that approachit is 'situations’
and'constraintsbetweenthem that typically lead to information flow. Considera
radarscreenwhere a light blinks if there are enemyplanesapproachingA light

flash on the screencontainsthe informationthat thereis a planein the correlated

! Theseformal approachesand some others, are brought togetherin the "Handbook of the
Philosophy of Information" (Adriaans& van Benthem,eds.,to appear).Thereis also a more

modest collection on 'Logical Theories of Information' in van Benthem & van Rooy, eds., 2003.
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situationoutside.Barwise& Perry1983,Devlin 1991,Barwise & Seligman1995
are extensive studies of thesultinglogical systemsandtheir scopein philosophy,
linguistics, and elsewhere. We call this concepiigiormation as correlation

We will explorethesetwo logical conceptionan more technical detail, compare
them, and finally, merge them. Our tools for this are both modal and classical logic.

2 Information as correlation: situations and constraints

One key example of Barwise Seligman1995 describedwo correlatedsituations.
An observerat the foot of a mountain seesa light flashing. Given the right
correlation,this givesher the informationthatthereis someonean distresshigh up
on the mountain.This exampleis indeed suggestiveand moreover,it is very old.
Traditional Indian logic had the 'Syllogism of the Mountain Top':

There is smoke on the top of the mountain, Smoke means fire:
Therefore, there is fire on the top of the mountain.

This showshow an observatiormaderight here(S) allows us to deducea fact (F)
aboutanothersituationwhich is not accessibldgo direct inspection,provided some
appropriate constraint holdS & F). Compare this with the Greek syllogism that

Socrates is a man, All men are mortal:
Therefore, Socrates is mortal.

Here no situation shitbccursfrom onelocationto anotherandwe arein a special
case of logical inference: viz. accumulating facts about one fixed situation.

Indeed,the traditional Indian syllogism had two more partsto its format, reflecting
the fact that the minor premiseedssuitable'attachmentto somelocal situationof
observationwhile the conclusionneedsattachmento the targetsituation. This set-
up is reminiscent of the 'resource situation' tiedsituationdescribedplus various
‘anchoring relations' in the situation-theoretic classic Barwise & Perry 1983.

Now what aréconstraint$in this multi-situation settingFirst, it makeslittle sense
to speak of information flowing between two situations if wejasecomparingtwo

isolatedindividual factsor events.In that case,onething is true here,and another
thing true over there- but we lack the 'strategicdepth’,so to speak.to talk abouta

connectionInformationis alwaysaboutmultiple statesof one or more situations.
To makethis multiplicity view of constraintsmore precise,considerthe simplest
case of two situatiors, s,, wheres, canhavesomepropositionletter p eithertrue

or false, and, a proposition letteg. There are 4 possible configurations:



Si: P, 4 S P, S ¢

S P, S G S P, 8 °q

With all thesepresentone situationdoesnot carry informationaboutanother,asp
andq do not correlate in any way. A significant constraintthe total systemarises
only when wdeave outsome possible configurations. E.g., let the system be just:

S P, s 0, St 7P, 8

Now, the truth value gbin s, determines that o in s,, andvice versa.Statedin a
formula with some obvious notation, we have the truth of the following constraint:

S:pesiq

But evena less constrainedsystemwith three insteadof just two global confi-
gurations allows for significant information flow:

S P, S q, S 7P, S G, St 7P, S q

Presence gb in s; still conveysthe informationthatq in s,, but absenceof p does
not convey information abost Again in a formula, we have the implication:

S:P—=S:Q
Contraposinghe implication, absencef q in s, tells us aboutabsenceof p in s,

but presence af has no immediate informative value abgut

Thus we have an essentialnetwork view of information beyond one-time facts.
Correlationbetweendifferent situationsamountsto restrictionson the total state
spaceof possible simultaneousbehaviors.The more 'gaps'in that state space,
the more information there is in the system, to be used by potential observers.

2 Of course, this can still be refined. E.g., presenaginfs, also conveys information of sort: it

tells us that the system is currently subject to the stronger consBaipt$: d, S: -p, S q}.

® This is also the sense which 'gaps'in a spaceof all theoreticallypossibleworlds containthe
crucial information aboutepistemicoperatoran modal semanticsWhat we know, or can learn,
depends on something external, viz. the 'system’ of available alternative Whedmpularclaim
that possible worlds themselves should con&lirmodalinformation 'autarchically'seemsa mis-

understanding of the true informational underpinnings of knowledge and other modal attitudes.



3 Modal logic of correlation

Constraint models The above setting can be modeled using state spacesof a
semanticsort which is ubiquitousin the literature. Let Sit be a set of primitive
situations which we will take to be finite in mostf what follows. Let Statebe a set
of local stateghat situations can be ikachsituationmay haveits own local states
which are not necessarily the saasthosefor another.Without loss of generality,
we will work with onetotal setthough.A mapfrom situationsto statesis called a
global stateof the system. Next, waingle out somesetC of global statesand call
this theconstraint This regulates which total configurations of the systemocanr
at all. * Next, we encodefurther structureof local states.Let Pred be a set of
predicates which local states, or tuples of such states can satisfyefldutsa view
that situationscan havelocal propertieslike the abovep, g, but also significant
relationships, such as comparisons between them. We call the resulting structures

M = (Sit, StateC, Pred)

constraintmodels Examplesof suchstructuresarethe abovemodelsof situations
where local statesare partial valuations®, a format which would also cover the
Mountain Top syllogism. Otherexampleswill occurlater: aswe will see,properly
understoodall modelsof first-orderlogic and epistemiclogic havethis structure.
These semantic structures support a simple language for defining constraints.

Modal constraint language and logi@Ve first define a languagewith namesx for
situations (a tuple& stands for an ordered tupdé situations),and atomicassertions
Px which express properties of relationsbetweensituations.Over these we have
Boolean operations, plus a universal modaligystating that is true everywhere:

Px|-|v|U
The semantic interpretation has obvious inductive clauses for the following notion:

M,s|=¢ ¢ is true in global stateof modelM

4 At the same timeC can be used to rule out all undesired assignments of local states to situations.
® We have chosen not tdentify local states with partial valuatioms propositionlettersin situa-

tions — something that makes sense in many scenarios — to keep greater flexibility in modeling.
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In particular, we havéhat Px holdsat s if the tuple of local statesassignediy s to
the tuplex satisfies theredicatedenotedoy P. This languageallows us to express
the earlier constraints, with formulas such as:

U(Px — Qy).
The logic of this language over constraint models is quite simple:

Fact Modal constraint logic is axiomatized completely by classical
propositional logic plu§5axioms for the universal modality.

This observation follows from a general theonaenvan Benthem1996, Ch. 10, that
eachstandardrelational model for a multi-agent version of S5 with equivalence
relationsfor eachagentis bisimilar to a constraintmodel. So, we find a standard
baselogic for statingconstraintsand reasoningaboutthem, without any needfor
designing exotic new logic systems.Indeed, pursuing the modal analogy a bit
further will boost expressive power of constraint reasoning in an interesting way.

Local determinationand extendedconstraint logic It seemsplausibleto say, in

line with our intuitiveexamplesthat a situationx which satisfiesp 'settlesthe truth

of p, plus all repercussionsvhich this may havefor other situationsin the system.
To bring this out, let us define the following relation between global states:

s~ t iff s(x) =1t(x).

This generalize in an obvious manner to a relatipfor setsor tuplesof situations
X by requiring equality o andt for all coordinatesn x. Accordingly, one canadd
a set of modalities[] ¢ for each such tuple, which expressintuitively that the
situations inx settle the truth of in the current systerf:

M,s|=[, iff M,t|= ¢ for each global state~, s
Constraint models satisfy the following persistence properties for atomic facts:

Px =[] ,Px
-Px — [] X‘lPX

This does not hold for all formulas, however. E.g., we do not necessarily have

® In standard modal terms, the new modalifjesor sets or tupleg involve taking an intersection
of accessibility relationf , for singlesituationsx. This is like 'distributedknowledge'for groups

in epistemic logic, describing what whole sets of agents may be said to 'know implicitly'.



0.Px =1, 0.Px,
since accessible global statesXonay change after a move in theoordinate.

This languagecan expresanorerefined propertiesof the information availablein
the currentmodel. Onevivid way of thinking aboutit is by viewing situationsas
agents The operators[],, [], thenexpresswhat single situationsor groups of
themmay be said to know on the basisof inspectingtheir own local properties.
This epistemic interpretation of constraint models will return below.

Again, the extended modal constraint language has a logic with obvious valid laws:

Fact Modal constraint logic for the extended languBgd - | v| U [[],
is axiomatized completely by the simple fusion of the lo§&for
the universal modality and all the local modalitief ,, plus all
axioms of the form&J¢ — [],¢, and] ,¢ — [] ,¢ wheneveycx.

Moreover, this modal logic can be shown to be decidable by standard methods.

Constraints and definability Constraintssay that values for one situation are
correlated with those for another situation. Perhaps the strongest sort of coisstraint
functional dependencye can say thatis functionally dependent onin M fif,

whenever two global states tin C agree on all values far
they also agree on their value for

The strongest form of this again is when the local statehasan explicit definition
in somesuitableformal languagein termsof the local statesfor the x. The same
definability may occur, not fdocal statess, t, ... directly, but at the level of atomic
propositions, g, ... true at them.Now Beth'sTheoremin first-orderlogic tells us
that functionaldependencyor 'implicit definability’) in all modelsfor somegiven
theoryT is equivalento explicit definability inside T. We do not pursuethis angle
here, but a taxonomy of natural types of dependency would be a usefubthange
— especially, since the term 'dependence’ is used in a wide variety of senses.

" E.g., another widespread notion of dependence says this: ‘any chamgeunentvaluefor x in
the constraint space implies a chamgehe currentvaluefor y'. This is the contrapositiveof the

above implicit determination, and it says — reversing direction —xtilsadefinable in terms of.



4 First-order logic of dependence

Dependentvariables So far, we have analyzedthe information in a system of
situations in terms of 'correlations' adnstraints' Another, intimately related,way
of describingthis structureis in termsof dependencyTakethe following analogy.
Situations ardike variablesx, y, ... which canstorevaluesin the registerwith that
variable as its address or label. A glosiates is thena variable assignmenin the
usualfirst-order senseii.e., a function assigningan objectto eachvariable. Now
standardirst-order logic has no genuinedependenciebetweenvariables.In any
assignments, we can shift the value of x to some object d to obtain a new
assignmeng{x:=d] , where all other variables havetainedtheir s-value. This is the
reason why first-order logic typically has validities like commutation of quantifiers:

EETTCEET.

The order of changing values is completely independaritin many naturalforms
of reasoning, e.g., in probability theory, variableg canbe dependentin the sense
that changeof valuefor one must co-occurwith changesof value for the other.
This phenomenorf dependenceanbe modeledin a first-order setting by using
the same strategy as that of our constraint models (van Benthem 1996, Ch. 9, 10):

General assignment models, languaged logic A generalassignmentmodelis
apair (M, V) with M a first-ordermodelwith objectdomainD and interpretation

functionl, andV any designatedon-emptysetof assignmenten M, i.e., a subset

of the total function spaceD VAR The first-orderlanguageis interpretedas usual,
now at tripledM, V, swith seV — with the following clause for quantifiers:

M,V,s|=3x¢ iff forsome & V:s=xtandM,V,t|=¢
Here=x is the standard relation between assignments of identityxJpetoes.

These models also support extensionsof the standard first-order language.
Examples are irreduciblyolyadic quantifiersix binding tuples of variables

M,V,s|=3x ¢ iff forsome &V:s=xtandM,V,t|=¢

This time,=x is identity between assignmentstopvaluesfor all the variablesin x.
In standardirst-orderlogic, the notation Fxye ¢ is just short-handfor Fx3y ¢ or
Fy3IX ¢ in any order. But in th@ew semanticsthesetwo expressiongre no longer



equivalentas not all ‘intermediateassignmentdor x- or y-shifts needbe present-
and indeed, they are both non-equivaleridgr as defined just now?

The modalffirst-orderlogic of generalassignmentmodelsis axiomatizedby the
standard axioms for poly-mod&bplus all atomic 'locality principles'

(=)Px — ¥y (=)Px whenxny =&

(Marx & Venema 1997). Not universally valid are these standard first-order laws:

[ulylw — Fyy  with u free fory in Existential Generalization
P(X) = Vyg(X)  with noy free ing(x) Full Locality

Thesefailures reflect the special handling of variablesin models where not all
assignments need be available. Alko¥, z, ... thenacquirea sort of ‘individuality’,
dueto their possiblydifferentinteractionswith other variables.We omit technical
details here (cf. Németi 1996, van Benthem 1996, 2005), except for noting that

(@ the first-order logic of dependency models is
not only axiomatizable, but evelecidable

(b)  this logic remains decidable even when we add
operators for smallest and greafestd-points

Modal constraint logic embedded It should be clear that general assignment
models are very close tbe earlierconstraintmodelsandtheir logic. But thereis a
differencein the accessibilityrelations~,. With constraintmodels,theserequired
equality ofx-values,while all othervaluescould differ, whereasgeneralassignment
models use thdual wherethe x-value may differ while all othersremainthe same.
But this is equivalent via simple switch. E.g., we candefine the 'constraintvariant’
in a first-order logic with finitely many variables= x,, .., x, as follows:

Ix ¢:= KAx} ¢
Now, it is easy to see that the connection is very strong:

Theorem Extended modal constraint logic can be translated effectively
into the polyadic first-order logic of dependency; and also vice versa.

8 Onecanalso interpretsingle or polyadic substitutionoperatorsstraightforwardlyin the same

general assignment stylst, V, s |= fy/X] ¢ iff s[x:=s(y)]eV & M, V, s[x:=s(y)] |= @.
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Thus, we really have the sartpic in two different guises!Dependencys a major
issuein foundationsof first-orderlogic thesedays (cf. van Lambalgen1996, van
Benthem1996, Abramsky 2005, Vaananen2005). Our analysisin the preceding
passagehowsthat this fundamentalthemeis at the sametime a move toward a
general logic of information and constraints in the situation-theoretic sense.

In particular,we seethatthe core logic of dependencyor constraintsis decidable.
Beyondthis core, further principles of 'standardfirst-order logic expressspecial
features of constraint spaceg)ich may or may not hold in particularapplications.
An exampleis the earliercommutativitylaw 3x Fy ¢ — Fy Ix ¢. What it saysis
that the constraint set should have a certain richness:

Diamond Propdaty If s ~ t ~ u, then there exists
another available assignmerguch thas ~ v ~ u.

This expressesrderindependencdt doesnot matter how we travel throughthe
spaceof availableassignmentssincealternativeschedulingsare alwaysavailable.®
The moral of dependencyogic is thatimposingsuchspecialconstraintson global
state sets can make them so much like full function spacesthat the logic of
independenceébecomesindecidablewith first-order logic as a warning examplé.

5 Information as range, and epistemic logic

Next, we considerthe otherlogical tradition of informationidentifiedin Section1,

now in termsof rangesof options,and epistemicmodalitiesdescribingthese.This
comes with a full-fledged research paradigm, of which we just sketch some basics.

Epistemic languageConsider this paradigm for an epistemic view of information:
| ask you: P?', and you answeryYes.

Initially, I did not know ifP was the case, but you did. This may be pictured as

P —me— -P

HereP is the actualsituation.In someobvious sense this reflectstwo epistemic
presupposition®f my question:(a) | do not know if P, and(b) I think (in fact, |

® Computationally, this is related to so-called ‘confluence properties' of rewrite procedures.
o with standard modal languages, commutation axioxmsy> ¢ ¢ <y><x> § give the power of

encoding undecidable Tiling Problems into the logic. Cf. Blackburn, de Rijke & Venema 2000.
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know) that you know whethd? is the case.Your answerchangeghis situation,by
eliminating the =P-world, which updates this 2-world model to the 1-world one

P

Here we both know that P, we also know abouteachotherthat we know it, and in
fact, we have achieved what is caltesmmon knowledgef the propositiori.

Epistemic logic has an explicit language for talking about knowledge:

Kj ¢ agent knowsthat ¢
-Kj-¢ {(or<j>¢) agent considers ipossiblethat ¢

Asking a normal questiogonveyd do not know ifP: -K, P & -K, -P, andalso
that | think that you might knowkI> (K youP v Kyou—P) . There is a sociaspect

here ofknowing what othersknow. Commonknowledgeis evengroup knowledge
sui generislt says you and | know, but also that w&now this aboutone another,
and so on to each finite depth of iterated knowledge, which is written as follows:

C P

{l, you}

A specialcase With a single agent,modelsjust becomesetsof possibleworlds
representing their informational range. For instance, the earlier system of situations

S P, 4 S/ P, $ q

S P, S, G S P, 8 °q

can also be viewed agdaworld epistemicmodel, wheresomeagentdoesnot know
which global state of the system actually obtains. The smaller model

S P, S0, S+ 7P, S 4, Si- 7P, S q

then encodes knowledge tipedits, impliesq ats,, while the still smaller model

S P, S0, Si- 7P, S g

encodeknowledgeof the strong correlationequivalences;: p < s,: q. We will
return to epistemic interpretations of constraint models in Sections 6, 7 below.

Models and logic Models for this epistemic language are of the form

M = (S, {51i€G}, V)
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with S a set of worlds, V a valuationfor atomsp, q, ..., and for eachjeG, an
equivalenceelation ~; relatingworlds s to all worlds j cannotdistinguishfrom it.
An ageni knowsthoseg true in all worlds that she cannot rule out as options:

M,s|=K¢ iff M, tj=¢ forall tst st

A multi-S5 model (M, s) represents collective information statefor a group of

agents, withan actualworld s. The worlds form the total rangeof possibleoptions
for the actualstateof affairs, structuredoy accessibilityrelationsencodingagents'
different information. The complete logic for these models is again poly-r8adal

Update,model change,and dynamic-epistemidogic Information increasesy
updates of such models. In the simplegte this works by eliminatingworlds, and
thereby zooming in on the actual world. More precisepylaic announcemerdf a
propositiong changes the current mod#, s)as follows:

from ¢ to
M, s S Sl M|®, s S

That is:eliminate all worlds which currently do not satigfy

Update actions angartial functions If ¢ is truein (M, s), thenit canbe truthfully
announced with a unique res(M|¢, s) More complex updates arise with hidiofy
information to some or all group members, or with partial powecbservation. **
To describe updates explicitly, one can use a dynamic logic with modalities

[All ¢ after public announcement Af formula¢ holds.

Hereis a key valid law of the dynamic-epistemidogic of public announcement,
interchanging update actions and our knowledge about their informative effects:

[AlKi¢ < (A=KI[A] ¢)

We refer to the literature fatetails(cf. van Benthem2002).In particular,the basic
logic of publicannouncemerns still decidableit hasexactlythe samecomplexity
as poly-mode85 viz. Pspace-completdut versionsvhich also allow composition
anditeration of announcements become undecidable (Miller & Moss 2005).

" For 'productupdatemechanismsand dynamic-epistemidogics of generalinformationalevents,

cf. Baltag, Moss & Solecki 1998, van Ditmarsch 2000, van Benthem, van Eijck & Kooi 2005.
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This concludesour quick sketch of basic conceptsin the epistemic tradition.
Epistemiclogic in its modernguiserevolvesaroundactionsthat make information
flow, mutualknowledge,and indeedinteraction betweenagents. We will mainly
disregard these social aspects in the rest of this pajpgportantthoughthey are—
andfocuson singleagentsIn that caseepistemicmodelsare just setsof worlds.
Wewill pay attention to the dynamic aspect of informational events later on.

6 Merging the two sense of information: constraints and ranges
Information as correlation and informatias rangeseemindependenhotions.The
blinking dot on my radar screen hiie information aboutan airplaneapproaching.
But it doesso whetheror not | observeit. Whetherl knowthatthereis a blinking
dot is an additional issue. It depends on wheth&veobservedhe screenOncel
have made that observati§nand assuming | aldnow the right constraintS = A

| will indeed also know that there is an airplaheThesedistinctionsare not always
clear,becauseevencorrelationistdendto talk about correlationbetweensituations
s, tin terms like "once know the current state af | alwaysknow the currentstate
of t". But this muddies the waters, and the extemttiech this talk makessensecan
only be ascertained inc@mbined modal logiof constraints and knowledgi this
section, we will look at the static case first, without explicit actions of observation.

Epistemicconstraint modelsand their language Let us now considera merged
epistemic constraint languagehose syntax has knowledge operators for agents:

Px|=|v| Ul [,lK
Epistemic constraint models are still of the form
M = (Sit, StateC, Pred, =

with equivalenceelations~, for eachagenti. Note that the epistemicaccessibility
relationsfor agentsneednot be determinedby already existing coordinate-wise
relations~, between global states for situations. The right epistemic relationsifor
agents between globstatesdependon how we specify the scenariothey describe
anindependenteature:viz. agentsaccesdo the situationalstructure.The general
logic of joint epistemic constraint models will again be justeefusion of the one
for constraint models in Section 4 and the gaBepistemic logic of Section 5.

In what follows, we will mostly look at one agentonly. In that case,the earlier
universal modalityJ has the same effect as a single epistemic opé¢ator
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Interplay of knowledge andonstraints We now havea settingfor disentangling
correlation talk and range talk. Suppose that our model satisfies the constraint

S:Pp—=s:(

in modelM. Then the agent knows this, as the implication is trad worldsin M.
Now supposehatthe agentknowsthat s;: p. In that case,indeed,the agentalso
knows thas,: g, by the Distribution law of epistemic logic:

Ks:paK(sip—s:q)— Ksiq

The converserequiressomemore thought. The pointis not that the agentalready
knows thas;: p, but rather thatf shewereto learn this fact, shewould also know
thats,: g. In dynamic-epistemic terms, we would express this as follows:

['s;: Pl K's;:q

This dynamic informatiormboutactionsof learningis equivalentto the truth of the
constraint. By the earlier-mentioned reduction axiom for dynamic-epistemic logic,

['s;: pl K's,: q is equivalent tds;: p - K [Is;: p] S,: g, and this
againtos;: p— K(s:p — s: q), which makeK (s:p— s: Q)
true in our model in case the antecedgnp is true anywhere at all.

Our languagecanalso formulate more delicateissuesabout situationsand agents.
E.g., whatdo agentsknow aboutthe informationalcontentof specific situationsx?
Suppose thdt ¢ holds at some worlg will the agent necessarily know this fact:

(.6 - K[],4?

The answeris negativesince [] ¢ canbe true at someworlds, andfalse at others.
What a situatiorx 'knows' need not be known to externalagent,unlessthis agent
makesan observationaboutx. Next, how does'knowledge'of situationsand of
agents interact? This is answered by our general logic, at l#assihgle agenthas
aK behaving like the univershl. One can easily see that, then,

K]0 the agent knows thatis enforced ax,
is equivalent to the inverted scope formula

0.K¢ x knows that the agent knows tlgeis enforced ax.
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Both assertionsare equivalentto just Ug. ** Thus, a combined modal-epistemic
logic can compare our two senses of information, and study their interaction.

A deeper merge of constraints and rangedur combinedanalysisso far omits a
striking technicalanalogybetweenconstraintmodelsand epistemicmodels.In the
literature (cf. Fagin, Halpern,Moses& Vardi 1995), epistemicworlds are often
taken tobe vectorsof 'local statesfor individual agentsand epistemicaccessibility
betweenworlds s, t for anagenti is then just the above component-wiseequality
(9), = (). And this relationcan be extendedo ~, for groupsof agents, just aswe
did in constraint modelwith the movefrom ~, to ~,. Indeed,as mentionedbefore,
van Benthem 1996 already showed tiéd vectorview leadsto the sameepistemic
logic, as every generalepistemicmodelis bisimilar to a vector model. ** Thus, we
could also use one uniform vector format for our combined models!

In particular, this does the following to an earlier illustration. Consider once again

S-P. S q Si- 7P, S 7(q Si- 7P, S 7q

Let some agenthave an accessibility structure indicated by the black dotted line:

% p, % qllllllllsl: _|p, SZ _|q Sl _|p, SZ _|q

We canbring this into vectorformat by addingthe agentas a further component.
It can be in one of two states, matching the 2 equivalence classes in this picture:

S:p,s:q, i: state-1 S;: 7P, S,: 1q, it state-1

S;: 7p, S,: —q, i:state-2

The component-wise accessibility pattern is the same as in the preceding picture.

2 This matter is more complicated with many agents, and commutation need not hold then.
13 Essentially, one takes the equivalence claegéise relations~, aslocal statesfor agentsi, and
thenidentifies worlds s with vectorsof their equivalenceclassesfor eachagent, checkingthat
accessibilities between old and new wonlgsrk out the sameway. This constructionworks with
K; for single agents, but also for distributed knowlelgeeferring to intersections of separate
1 There is moreo this comparisonof situationsandagents.Situationscan registerinformation,
but so do humansSituationscan changestatethroughoccurrenceof events,but so canhumans.
We leave a detailed exploration of analogies and differences to another occasion.
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Without delving into details,thereis clearly a generalmathematicalconstruction
lurking in the backgroundhere.When two vectormodelsare given, onefor a con-
straintmodel,and one for epistemicaccessibility:what is their obvious 'product'?
We will look briefly at such issues of structuring models in Section 10.

To summarizewe have seenthat information as correlation and information as
range co-exist happily inside one formal modelling, and that even in several ways.

7 Events and infor mation change

Dynamic constraint models Correlationsand constraintmodelsalso have a clear
dynamicaspectWe think of an evolving systemin different global statesthat can
change over timelhe groundobservatiorpostremainsin harmonywith eventson
the mountaintop over time. This temporalaspectcan be dealt with implicitly by
redefining situationgs instantaneousime slices(x, t)of situationsin the old style
and then just using the earlier constraint models. But it seems of interest touiring
temporaldynamicsexplicitly. One optionfor this is a dynamiclogic of eventsthat
generatdhe runs of the systemovertime. The otherwould be a temporallogic of
some temporal playground whetes systemcanunfold. We will takethe dynamic
line, thoughthe temporaloneis quite feasible,too (cf. Parikh& Ramanujan2002
on events and message passing). This time, we codsi@mic constraint models

M = (Sit, StateC, Pred, Event)

whereeventse are binary transition relationsbetweenglobal states.E.g., we may
havehad absencef afire anda smokesignal,andthena combustioneventtakes
place, changing the global state in our Mountain Top setti(gptoke, fire)™

Dynamic constraint logic The languagefor these models combinesthe earlier
constraint language with event modalities from dynamic logic:

Px|=[v]U] I, [[e]
Then, we interpret the dynamic modality in the usual modal style:
M,s|=[e]l¢ iff foralltwithsR t: M, t|=¢

This language still describe&®nstraintson the currentstate,but alsowhat happens
as the system makes some moves in the space of all its possible developments.

 We do not consider local events takisigceonly 'at' local situationshere— though this would
be a very reasonable addition. But see our subsequent points about 'pre-' and 'post-conditions'.
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The basiclogic of this schemds againa minimal modal logic, or a propositional
dynamicone,if we add composition,choiceand iteration as operationson events.
More interesting information abodevelopmentariseswhenwe specify effectsof
events more concretely. E.g., every ewehaspreconditionsfor its occurrenceand
postconditiondor its effects(cf. van Benthem,van Eijck & Kooi 2005), while it
may also affect just a subsetof all the availablesituationsx. Suchinformationcan
be formulated in the language, and it helps describe the effextsark precisely.

Observations and informative eventB an epistemicsetting,eventsalso playeda
role, as it is acts afbservatioror communicatiorthat changeour information. The
only type of informationaleventdefinedin Section5 were public announcements.
But generaleventshavealso beenstudiedin a dynamic-epistemicsetting, withness
the given referencesincluding public or private observationsof various sorts. As
before, we onlyconsidera simple case.Supposdor conveniencahat somesingle-
situation system can hafestates, and we do not know if it is in stBter -P. Now
we performan observationandwe learnthatit is in stateP. This is not really an
internal’'systemevent'in the precedingsensesinceit affects someoutsideagent's
view of wherethat systemfinds itself. We cantreatsuchpublic observationdP in
standard dynamic-epistemic styledmangingthe currentconstraintmodelM to its
submodelM|P leaving only those statesthat satisfy P. This distinction between
system-internal events and exterabtervation-eventsan be implementedstraight-
forwardly in the combinedepistemicconstraintmodelsof Section6. The agentis
trying to find out what the current states, though she also allows for the féwat s
may change toafter system-internal everds'®

An internal alternative Again, anotherviewpointis possible.If we internalizethe
agents agn Section5, makingthempart of the global state,thenobservationslso
becomesystem-internaévents,changinglocal statesof part of the vector. In that
setting,we may not wantto view epistemiceventsas changingthe current model.
They rather changeepistemicaccessibilityrelationsfor someagents,resulting in
different equivalenceclassesmore finely-grainedones,if our information grows.
A closedsystemof situations-and-agentsill incorporateall possibleobservations,
and hence provide for new internal states corresponding to these observations.

Dynamic logic of correlation andange Now let us collectall perspectiveso far.
The following table collects our two basic conceptual contrasts:

16 Some observations may even have side-effects changing the internal system state.
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correlation range
static constraint logic epistemic logic
dynamic dynamic constraint logic  dynamic epistemic logic

Now theseperspectivesre not exclusive:they canbe merged!Assuminga mixed
setting including external observation events, we can define a combined language

Px|=|vIU| D, [e]llK,

of dynamicepistemicconstraintlogic, whose modelsand semanticscombine all
truth conditions so far. This merged system serves all analytical purpesésned
earlier. Andit allows us to study interactionsbetweenall componentscorrelations,
and ranges containing information, and dynamic events modifying these.

The logic of this total system may look complex, but it is slidketo the first-order
interpretation of Section 4. To demonstrate this, we formulate adictahicalresult.
Fix somefinite setof situationsx, and someset of agentsi. Choosefirst-order
variablesx,, .., x, of theright cardinality. Hereis a translationof formulas¢in our
dynamic epistemic constraint language to first-order formulas

tr(¢)(xy, - %)
We choose someary predicate letteB(x), and set
tr(Py) = P()ﬁndex(yl) ety )gndex(yrp Wlth y = yl! " y
tr(-=¢) = - tr(9)
rovy) = (@) vir(y)
tr(Ug) = VX (G(X) — tr(¢))
tr(d, e = YU aiyink-y (GLY, U) = tr(g)(y, u))
tr([e] ¢) = VX (Rxx' — tr(¢)(x'/x))
tr(K.9) = VX' (RXx" — tr(g)(X'/x))

Theorem Dynamic epistemic constraint logic is faithfully embeddable into
first-order logic (perhaps with fixed-points), and it is still decidable.

Proof (a) First version: no constraintson the epistemic accessibility relations.
Clearly, a modal formula of our languageis satisfiable iff its tr-translationis
satisfiable in some first-ordenodel. Here tuplesof objectsassignedo variablesx
provide the global states, and the prediGtgves the constraint, by singlirayt the
'relevanttuples'. Moreover, by inspectionof the above translation,all first-order
formulas used belong to the decidaBlgarded Fragmendf Andréka, varBenthem
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& Németi1998.(b) Secondversionwith 'poly-S5: equivalencerelationsrequired
for epistemicaccessibility. In this casewe needto addreflexivity, symmetry,and
transitivity as axioms to make thretranslation work. The firsbf theseare guarded,
but the third is not. Neverthelessa modified translationcan be used (see van
Benthem 2005 for this trick) into tHixed-point extensiobFP(GF) of the Guarded
Fragmentpy defining epistemicaccessibilitythroughtransitive closure modalities.
Graedel 1999 shows that this extended guarded language is still decidables

Thus even our most elaborate system of informétam is still closeto a standard
first-order language — and what is more, its core logic remains decidable!

8 Encore: theart of modeling

Our analysis has operated at a very global level. Theretio&further interesting
structure to situational constraint models and their various connectionswith
epistemicrangemodels.In this final section,which can be skippedby the reader
without loss of continuity, we mention a few issues with a clear logical flavour.

Relations betweensituations Why does one situation correlatewith another?
Sometimes, this may be a mattemwéreaccidentjust asfundsin the stock market
may have temporary and ill-understooatrelations. But from this case thereruns
a whole spectrum to cases of mwgtiongersimilarity. A watchkeepstime because
its stepwiseoperationis closeto the unfolding of time generally. The strongest
similarities are structural,and dependa more structuredaccountof situationsplus
matchinglinks betweenthem.Bestof all is a mathematicaisomorphismbetween
structured situationsl andN, but weaker model-theoretiimks are informative, too:
say, modabisimulation.The weakerthe link, the lesstransferof information.E.qg.,
following Barwise& Seligman1995, van Benthem?2000 studied'infomorphisms'
betweensituations'’ , and determinedthe precisefirst-order definable properties

" For Barwise & Seligman, situations goairs (O, T) of objectsandtypes, whereobjectsos O

can have typésT: written aso |= t. An infomorphismbetween two structurd®, T), (O',T") is a
pair of mapgf, g) with f going fromO to O' andg backwardfrom T' to T, suchthat for all o in

O,tinT', we have thap |= g(t) iff f(0) |- t. Thuswe caninvestigatean objecto in a situation
by crossing over to some related situation, inspedfojghere forsomepropertyt, andthentake
thatt backwith usto the original situation via g. This abstractnotion of correlationbetween

situations generalizes many known model-theoretic relations between models.
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preservedby them. But other model-theoreticrelations betweensituations make
sense, too, such asdelextensiormoving us to larger situations.

One way of high-lighting such structure was given in an earlier version qfapes,
with structured epistemiconstraint models

M = (S, {R};, {R}jl {~})

Here, the R are arbitrary relations betweenthe situationsin S This is also the
abstractiorlevel usedin Barwise& vanBenthem1999 to define, amongstothers,
‘entailment along a relation' agyeneralsituation-jumpingstyle of inference,in line
with our discussion in Section 2 mfformationin ans, telling us aboutanothers,.
The correspondingcombined modal logic can expressknowledgeof facts in a
situation (e.g.K;p), and also of constraintsvolving jumpsto other situations(e.g.,
K.(p — [R]q)), while distinguishing possible inference patterns such as

fromKp andp — [R]q to K/[R]q
fromKp andK(p — [R]a)) to [R] K,

Theseinferencesspreadknowledgewhen constraintshold, or are known. The first
is only valid when the constraint is known. The second requires a reversal principle

Ki[Rlg =[R] Kiq

This saysthat knowledgeabout anothersituation persistswhen we move to that
situation.Sucha shift principle is typical for a combinedmodal-epistemidogic —
and it suggests analogies with other fields such as the logic of géifies.

Product models: full, general,and radical Another themeleft implicit in our
analysisare operationsthat constructnew models especially,those manipulating
the structure of global states. We saw examples when comigipistgmicstructure
and constraintmodels,and we also mentionedproductupdatefor observedevents

'8 Barwise & Perryl983 have proposedone new situatednotion of consequencsayingthat truth
of the premises in a situatigimplies truth of the conclusion in some situatieextendings.
19 Ki[Rlg — [R] Kiq is like PerfectRecall in logics for games(cf. van Benthem2001). As a
conditionon structuredepistemicconstraintmodels,it requiresa commutativediagramfor links
between situations and epistemic uncertaify, s', t: (s Rht~t) =» 3" s ys'aAtR ).
2 Similar principlesreflect otherforms of knowledgeof situation structure.Say that, if agentj

makes an uncertainty step from kituations to someothers' andthen seesa connected’, this
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in dynamic-epistemidogic. Indeed, many relevant operationstake the form of
products.E.qg., Barwise & Seligman1995 define the following full product of
modelsM, N, which works as a sort of 'minimal merge' in the epistemic setting:

MXN has worlds as ordered pairs, accessibility is definetsag ~ (s', t)iff s ~ t

ands' ~ t'. Atomp from M is true af(s, t)iff it is true of s, and likewise folN-atoms.

Full productmodelslike this, with atoms referring only to componentsdo not
incorporate any significant constrairts combinationas such. This showsin their
allowing for logical decompositionof truth. # Full product models have been
studiedin Gabbay& Shehtmanl998. They validate special epistemic-constraint
axioms, including the above commutation principles,<R>¢ > <R><> ¢,

More in line with our constraintmodelsare general product mode$, being any
submodelof a full models MxN — i.e., adding a constraint modelling some
dependenciesHere, too, a few generallogical preservatiorresultsare known. #
The upshotis this. Any more precisedefinition of the pair restriction for the
submodel helps reduce truth of properties in the generalized product.

But there can be still more radical product models! Tthkavell-known exampleof
the Table View (cf. Giunchigli& Serafini2002).A simplified 3x3 tabletop has9
positions. Oneachof these therecanbe a block or not. We canonly observetwo
neighbouring sides of the table, say 'right' and 'front’, each with three positions:

(17

£ <

A

We seea block thereif thereis at leastoneblock in the correspondindine on the
table top. In this particular picture, we would see

samet' would also be available to him right now modulo epistemic indistinguishabitgys', t":
(sys'as'Rt)—= FsRtat~t). This is the modal implicatiorj><R> ¢ — <R><j> §.

2 For any epistemicformula ¢, thereis a BooleancombinationBC(¢) of epistemice, ff over
only M, N such thaMxN, (s, t) |=¢ iff BC(¢) holds for the truth values of thein M, in N.
= E.qg., if a first-order theor¥ is complete for a model claks andT' for F', then the classf all
submodelsof direct productsof modelsin F and F' is axiomatizedby the universal Horn
consequencesf the union TwT'. Thereis alsoa modalversionof this result. Typically, many

constraints have a universal Horn format, e.g., the modal paptesn®&R]q mentioned above.
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right no block, block, block
front block, block, block

With such partial observation, sometimesjage view tells us all aboutthe top: e.g.,
'no block' in the side view excludes blocks on its 3-platetat the top. But a block
can come about for mamgasonsThis is not a productmodelin the earliersense.
The predicateblock presentfor orderedpairs (s, t) is not reducibleto component
predicatesit is sui generis.This wasindeedthe point of our relation set up with
atomsPx for constraint models in the first place. But it does complicate the fdgic.

9 Conclusion

We haveidentified two distinct logical sense®f information,asfoundin situation
theory (‘information asorrelation’)andin epistemiclogic ('informationasrange’).
Both views embody some valid and important insight theonatureof information.
We have shown how both perspectives can be modeled in a modal style (Sgctions
5), makingit easyto thencombinethe two into one sensitivemodal semanticsfor
modelinginformation (Section6), whosecoreis a decidablepart of (surprisingly)
first-orderlogic, whenunderstoodas a logic of dependence Onetestcasefor the
combination is that we can now makéurther ‘'dynamicturn’' — which makessense
on both conceptionsof information — by adding explicit eventsthat changethe
currentsituation,and/orour information aboutit, while still keepingthe core logic
decidable(Section7). Finally, we showedhow this merge of logical notions of
information also raises some interestingnew questionsof model structure and
construction at the interface of situation theory and epistemic logic (Section 8).

Our discussiorby no meansexhaustghis comparisorbetweentraditions.We left
out prominent featuresf situationtheory suchas partiality, or channelsmediating
information flow betweensituations,while we also omitted physical eventsthat
changea currentsituation essentiallyqua structure.But the more importantissue
raisedby this paperis not just framework comparisonWe really hope to have
high-lighted some general ways in which logic can serve as a theory of information.

% Anotherway of taking the Table scenaridis not as bottom up synthetic'model product,’ but

rather agop-downanalysisof some given complex situation in terms of simpler approximations.
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