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Chapter 1

Introduction

The study of large cardinal axioms is an active part of contemporary set theory.
For a large cardinal notion there are often several definitions possible. For
example, two common ways to define a large cardinal notion is as a critical point
of an elementary embedding with certain properties, or in terms of ultrafilters.
Many other types of definitions exist. With the axiom of choice these definitions
are often equivalent. Without the axiom of choice, these definitions may not be
equivalent anymore. Moreover the consistency strength of the large cardinal
axiom may change with the ambient set theory, depending on which definition
you choose.

In this thesis we study several different definitions related to the notion
of a compact cardinal. We will be guided by two main questions: What is
the structure of implications between different definitions? And: What is the
relative consistency strength of these definitions? In both cases the answers may
depend on the presence or absence of the axiom of choice.

We develop the preliminaries on infinitary languages, filters and ultrafilters,
elementary embeddings and the ultraproduct construction in Chapter 2. In
Chapter 3 we study the following four possible definitions of a compact cardinal.
These notions are defined later in the text.

1. Alfred Tarski (1962) defined strongly compact and weakly compact cardi-
nals by generalizing the compactness property of first-order logic to infini-
tary languages. This leads to the first definition: ‘language-compactness’
(Section 3.1).

2. Connected to the compactness property of first-order logic is the ultrafilter
theorem: every filter can be extended to an ultrafilter. This leads to the
second definition: the ‘extension property’ that every s-complete filter can
be extended to a k-complete ultrafilter (Section 3.2).

1



2 Chapter 1. Introduction

3. The ultraproduct proof of the compactness theorem for first-order logic
extends to the case of infinitary languages. An ingredient of this proof are
fine ultrafilters. This leads to the third definition: the existence of ‘fine
measures’ (Section 3.3).

4. These fine ultrafilters induce elementary embeddings of the universe with
a certain covering property. A cardinal can be a critical point of an ele-
mentary embedding (not necessarily induced by an ultrafilter) with this
covering property. This leads to the fourth definition: the ‘embedding
property’ (Section 3.4).

We will investigate the structure of implications between these notions. In the
proofs of some of the implications the axiom of choice is used. This raises the
question whether this is really necessary. One method to answer this question
is to produce a model of ZF +—AC in which some cardinal has one property but
not the other. In Chapter 4 we use the axiom of determinacy for this purpose. It
implies that small cardinals (like w; for example) have some properties normally
ascribed to large cardinals.

A few questions which arise from the material in the text are collected in
the appendix.

I happily recall the many hours Benedikt Léwe spent explaining set theory
to me. In the past year he showed me what it is to be a mathematician. Thank
you.

Stefan Bold not only wrote an inspiring thesis, but also carefully read a draft
of my text. Thank you for your valuable comments.



Chapter 2

Preliminaries

In this chapter we develop the basic set-theoretic and model-theoretic prelimi-
naries needed for this text.

We take Zermelo-Fraenkel set theory ZF without the axiom of choice (AC)
as our basic set theory. The use of any additional axiom in a proof is always
indicated. Two useful fragments of AC are defined in Section 2.1. As usual, ZFC
abbreviates ZF + AC.

Section 2.2 contains a brief account of the syntax and semantics of infinitary
languages. We derive some lemmas on ultrafilters in Section 2.3. Elementary
embeddings are defined in Section 2.4 and some basic properties are derived
without the axiom of choice.

The purpose of the last two sections is to develop reduced products in the
context of infinitary languages. Section 2.5 introduces reduced products. Ultra-
filters and elementary embeddings are connected in Section 2.6 on the ultrapower
construction. Note that we can only use this construction in the context of ZFC.

We assume familiarity with the basic development of set theory and model
theory. The reader may wish to consult for example [Dr74] or [Je78] on set the-
ory, and [CK77] or [Ho97] on model theory. Our set-theoretic notation is mostly

standard. Infinite cardinals are denoted by , A, i1, ... and infinite ordinals by
a, 3,7, .... Limit ordinals are often denoted by §. We use p(S) for the power
set of S.

There are many ways to define a recursive bijection "-,-": w X w — w. We
will use the diagonal enumeration:

1
m,n’ = §(m2 +m + 2mn + 3n + n?).

r

The real numbers R are identified with the Baire space “w, and consequently a
countable sequence of natural numbers is sometimes referred to as a real. Using
any bijection "-,-7: w X w — w, every real z € R codes a countable sequence of

3



4 Chapter 2. Preliminaries

reals ((z)m: m € w) defined by
(X)m(n) == z("m,n").

Using the bijection ", -7 it is easy to see that real numbers also code binary
relations on w. This can be used to obtain a surjection from R — wq; see for
example [Ro01, p. 15].

2.1 Fragments of the Axiom of Choice

Let {X;: i € I} be a family of nonempty subsets of some set X. A choice
function for this family is a function f: I — (J;c; X; such that f(i) € X; for
every i € I. Let AC;(X) denote the following axiom:

Every family {X;: i € I'} of nonempty subsets of X has a choice function.
Lemma 2.1. If there is a surjection X — Y, then ACy(X) = AC;(Y).

Proof. Let f: X — Y be a surjection and assume ACy(X). Let {Y;: i € I} be
a family of nonempty subsets of Y. We have to find a choice function for this
family. Since f: X — Y is surjective,

Xi=f"'Vi]={z e X: f(x) € Y3}

is a nonempty subset of X for every i € I. By AC;(X), there is a choice function
g: I — U;e; Xi for this family. Since g(i) € X; = f~1[Y;] for every i € I,

(fo9)@) = f9(0)) € FIf 'Vl = Vi

Therefore, the composition f o g is a choice function for the family {Y;: i € I},
as required. O

The axiom of choice is equivalent to VIVX AC;(X). Without the axiom of
choice, it cannot be proven that every successor cardinal is regular. We will
derive the regularity of w; from AC,(R).

Lemma 2.2 (AC,(R)). There is a surjection R — “wy.

Proof. Let f: R — “R and ¢g: R — wy be surjections. We can define a function
h: R — “w; by

h(z) := (g(f(x)()): i € w).
We have to show that h is surjective. Let (a;: i € w) be a countable sequence in

wi. Since g: R — w is surjective, we can use AC,(R) to choose for every i € w
an z; € R such that g(x;) = o;. Then (z;: i € w) is a countable sequence in R.
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Since f: R — “R is surjective, there is an x € R such that f(z) = (z;: 7 € w).
We verify that this is a suitable real:

hx) = (9(F(@)(0)): i € w) = (glas): i € w) = (ag: i € w).
O

Since there is a surjection R — “w; when AC,(R) holds, AC,(R) implies
AC,(“w1) by Lemma 2.1.

Proposition 2.3 (AC,(R)). The uncountable cardinal wy is regular.

Proof. Suppose wy is singular. Then there is family {X;: ¢ € w} of subsets of
wi such that |X;| < w for every i € w and |J;, Xi = wi. We can regard every
X; (i € w) as a subset of “w;. Since AC,(R) implies AC,,(“w1), we can choose
for every i € w a surjection f;: w — X;. Then g: w x w — [J;¢,, X; defined
by g(m,n) := fp(n) is surjective. The composition of g with a surjection
w — w X w gives a surjection w — Uiew X; = wy. But then w; is countable,
which is a contradiction. ]

Let R be a binary relation on a nonempty set X. For S C X, an element
x € 8 is R-minimal if x R y for every y € S. If every nonempty subset of X
has an R-minimal element, then R is said to be well-founded.

Lemma 2.4. If R is well-founded, then there is no countable sequence (x;: i € w)
i X such that x;41 R x; for every i € w.

Proof. Suppose (x;: i € w) is a countable sequence in X such that x;11 R z;
for every i € w. Clearly, {z;: i € w} is a nonempty subset of X which has no
R-minimal element and therefore R is not well-founded. O

We would like a relation to be well-founded if and only if there are no infinite
descending chains, and we need some choice for that. Let DC(X) denote the
following axiom:

For every binary irreflexive relation R on a nonempty set X such that for
every x € X there is a y € X with y R =z, there is a countable sequence
(x;: 1 € w) in X such that x;41 R x; for every i € w.

The axiom of dependent choice (DC) is the axiom VX DC(X).

Lemma 2.5 (DC(X)). If there is no countable sequence (z;: i € w) in X such
that x;11 R x; for every i € w, then R is well-founded.

Proof. Suppose R is not well-founded. Then there is a nonempty S C X such
that S has no R-minimal element. In other words, for every x € S there is a
y € S such that y R x, because otherwise z € S would be an R-minimal element
of S. Using DC(X), we get a countable sequence (x;: 7 € w) in X such that
xi+1 R x; for every i € w. O
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Zermelo used the axiom of choice in his famous proof of the well-ordering
theorem: in ZFC every set can be well-ordered. The well-ordering theorem is
equivalent to the axiom of choice. In fact even the statement ‘every powerset
can be well-ordered’” implies AC.

Without the axiom of choice we have to be somewhat careful about which
definition of cardinality we adopt. We reserve the term cardinal for initial
ordinals. Define

|X| := {Y: there is a bijection X — Y and rank(Y") is minimal}.

Furthermore we let |X| < |Y] if and only if there is an injection f: X — Y.
This ensures that the Cantor-Bernstein theorem

If | X|<|Y]| and |Y| < |X|,then |X|=Y]

is still valid. Without the axiom of choice this ordering need not be a total
order, however.

2.2 Infinitary Languages and Structures

Let x be an infinite cardinal. We shall introduce the infinitary language %, and
its finite quantifier fragment %, C Zux. The language %, allows infinitary
conjunction and disjunction, %, further allows infinitary quantification. Since
the reader is assumed to be familiar with the basics of (first-order) model theory,
we give only a brief treatment of those aspects that are specific for the infinitary
languages. A detailed treatment of the model theory of infinitary languages can
be found in [Ke71] and [Di75].

A signature o is specified by giving a set of constant symbols, and for every
natural number n > 0 a set of n-ary relation symbols and a set of n-ary function
symbols. The symbols of the signature are often called non-logical symbols.
We assume that all non-logical symbols are distinct and that there is an arity
function arity: ¢ — w which assigns to every symbol in the signature its arity.
We will never explicitly refer to this function in the text. The syntax of the
infinitary language %, over a signature o is defined as follows. Note that we
suppress the signature, and write %, instead of the more verbose %, (o).

Every symbol of ¢ is a symbol of Z... Furthermore, %, has a stock of
logical symbols: infinitely many variables v, (o < k), a symbol = for equality,
connectives - and /A, an existential quantifier 3 and parentheses ), (. We take
disjunction \/, implication = and the universal quantifier V to stand for the
usual abbreviations.

The terms of %, refer to elements in a structure. Every variable and every
constant symbol of % is defined to be term of Z,.. If F'is an n-ary function
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symbol of %, and t1,...,t, are terms of %, then F(t1,...,t,) is a term of
Z.r. The atomic formulas of %, are basic statements concerning terms. If ¢;
and to are terms of %, then (t; = t3) is an atomic formula of .Z,,. If R is an
n-ary relation symbol of %, and t1,...,t, are terms of %, then R(t1,...,t,)
is an atomic formula of .%,,.

The formulas of £, are recursively defined as follows. Every atomic formula
of L is a formula of L. If ¢ is a formula of %, then (—¢) is a formula
of L. If @ is a set of formulas of %, of cardinality less than x, then A ®
is a formula of Z,. If ¢ is a formula of %, and (v,: a < (3) is a sequence of
variables of length 3 < k, then (3 (v, : a < )y is a formula of .

The formulas of %, are those formulas of %, where all quantification is
over a finite number of variables. Note that while %, allows infinitary quan-
tification, every formula can contain only finitely many quantifier alterations.

An % .-structure consists of a nonempty set M called the domain or uni-
verse, and an appropriate constant, relation or function for every symbol of o,
the interpretation of the symbol in M. If S is any symbol of o, we write S™ for
the interpretation of S in the structure M. Structures will often be identified
with their domains.

A variable is said to occur bounded if it occurs inside the scope of a quantifier.
A free variable is not bounded. An %, .-sentence is a formula of %, in which
every variable occurs bounded.

Before we can define whether an %, .-structure M is a model of an Z.-
sentence , we need to be able to substitute elements of a structure for the free
variables in a term or an atomic formula. If v = (vg,v1,...) is a sequence of
variables, we write ¢(v) to indicate that all free variables which occur in the term
t are among those in 0. If Z = (x¢, x1,...) is a sequence of elements of M which
is as least as long as @, we let t*[Z] denote the element of M to which the term
t refers when one substitutes the element g for the variable vy, the element
x1 for vy, and so on. Using induction on the complexity of ¢, substitution is
formally defined as follows:

e If ¢ is the variable v,, then t"[z] is the element z,.
e If ¢ is the constant symbol ¢, then t*[z] is the element ¢™.

If t is the term F(t1,...,t,), then t™[z] is the element FM (tM[z],... t}M[z]).

If o(v) is the atomic formula (t1(7) = t2(v)), then ¢ [z] is the atomic
formula (t}M[z] = t)[z]).

If p(v) is the atomic formula R(ty,...,t,), then o[7] is the atomic for-
mula RM(t{1[z], ..., tM[z]).

rr'n
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We will define what it means for an %, .-structure M to be a model of an
Zer-sentence @, written M | ¢, by induction on the complexity of ¢. The
basis of this induction is formed by the atomic formulas:

o If p(v) is the atomic formula (¢1(9) = t2(v)), then M = ¢[z] if and only
if tM[z] = t}[z).

o If ©(v) is the atomic formula R(t1(0),...,t,(v)), then M = ¢[z] if and
only if RM(tM[z],...,tM[z]).

Then we define M = ¢ for %-sentences:
o M = (—y) if and only if not M = .

o If ¥ is a set of Z,-sentences of cardinality less than x, then M = A ® if
and only if M |= ¢ for every ¢ € ®.

o If v = (vg,v1,...) is a sequence of variables of length less than x and ¢(v)
is a formula of Z, then M = (3v) p(v) if and only if there is a sequence
z = (xg,x1,...) of elements of M such that M | ¢[z].

A set of L. .-sentences is sometimes called an %y -theory in this text. We
say that an Z.-theory X is satisfiable if there is some % -structure M such
that M |= ¢ for every ¢ € X, and k-satisfiable if every subset of ¥ of cardinality
less than k is satisfiable.

We will only consider the infinitary languages %, and .Z,. Note that there
is no point in considering %, for A > k: since there are only x many variables,
such a language would contain an excessive powerful quantor.

Formulas of a language can of course be coded by sets. Where finite formulas
are coded by finite sets, infinite formulas are coded by infinite sets.

Lemma 2.6. Let k be a reqular infinite cardinal. Every formula of Ly, can be
coded by an element of V.

Proof. Since k is regular, every formula of %, is a string of symbols of length
less than k. Therefore every Zx.-formula can be coded by a set hereditarily
of cardinality less than x. Every set hereditarily of cardinality less than k is
a element of V. Note that the axiom of choice is not needed for this [Ku80,
p. 130-131]. Hence, every formula of %, can be regarded as an element of
V.. O

2.3 Filters and Ultrafilters

A filter on a nonempty set S is a set F' C p(.5) with the following properties:
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(i). p(S) e F.
(ii). If X, Y € F, then X NY € F (closed under intersections).
(iii). f X CY CSand X € F, then Y € F (closed under supersets).

If FF # p(S), that is, if @ ¢ F, then F' is called proper. We will only consider
proper filters.

Since a filter on a set S is an element of p(p(S)), as a subset of p(p(S)) the
collection of all filters on S is partially ordered by inclusion C. If F; C Fy, then
F5 is said to extend Fy. A filter M is mazimal if for every filter F, if M C F,
then F' = M. A filter F on a set S is an wultrafilter if for every X C S, either
XeForS\XeF.

Lemma 2.7. A filter F' on a nonempty set S is an ultrafilter if and only if F
15 mazimal.

Proof. Suppose U is an ultrafilter on a nonempty set S which is properly con-
tained in a filter F. Then there is a X € F \ U. Since U is an ultrafilter,
S\ X € U and therefore S\ X € F. Then XN (S\X) =@ € F, a contradiction.
Hence, an ultrafilter is maximal.

For the converse, suppose Fj is properly contained in F5. Then there is an
X C S such that X € Fy \ Fj. Clearly, F cannot contain S\ X € Fj, for then
S\ X € Fy, and F; already contains X. Hence, neither X € Fy nor S\ X € Fy,
so F} is not an ultrafilter. O

A chain of filters is a sequence of filters such that
FWCFH CkhC---

Lemma 2.8. If C is a chain of filters on a nonempty set S, then |JC is a filter
on S such that F C |JC for every F € C.

Proof. Since @ ¢ F for every F' € C, @ ¢ |JC and since p(S) € F for every
Fed, p(S)eJC. If X,Y € |JC, then there is a F € C such that X, Y € F
and thus X NY € F. Hence, X NY € [JC. Similarly, if X C Y C S and
X € JC, then for some F € C, X € F and thus Y € F. Hence, Y € JC. O

Let S be a nonempty set. A nonempty set B C p(S) is a filterbase if @ ¢ B
and for every X,Y € B thereis a Z € B such that Z C X NY. The filter on S
generated by B is defined to be

Fp:={X CS: ThereisaY € B such that Y C X}.

A filter F' on S is said to be principal if there is a X C S such that F' = Fyx,.
Every principal ultrafilter is generated by a singleton:
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Lemma 2.9. If U is a principal ultrafilter on a nonempty set S, then there is
an s € S such that U ={X CS: {s} C X} ={X CS:se X}.

Proof. Since U is principal, there is an G C S such that U = {X C S: G C X }.
Suppose s,t € S are two distinct elements of G. Clearly, G € S\ {s} and
G € S\ {t}. Therefore, S\ {s} ¢ U and S\ {t} ¢ U. Since U is an ultrafilter,
{s} € U and {t} € U. But then {s} N {t} = @ € U, a contradiction. Hence, G
can have only one element, say s € S. Then U = {X C S: {s} C X} ={X C
S:se X} O

Let k be an infinite cardinal. A filter F' is k-complete if for every sequence
(Xq: a< ) in F of length 8 < k, the intersection

ﬂXaeF.
a<f(

Clearly, every filter is w-complete and every principal filter is x-complete for
every Kk > w.

Lemma 2.10. An ultrafilter U on a nonempty set S is k-complete if and only
if for every sequence (Xo: a < B < k) in p(S) such that Ua<5 Xo € U, there is
an o < B such that X, € U.

Proof. Let (Xq: a < f3) be a sequence in p(S) such that X := {J, 3 Xs € U.
Suppose that X, ¢ U for every a < (3. Since U is an ultrafilter, S\ X, € U for
every a < 3. Since U is k-complete,

() S\Xa=5\ ] Xa=5\XeU.
a<f a<f

Both X € U and S\X € U. Then X N (S\X) = @ € U, a contradiction. O

Lemma 2.11. If B is a filterbase such that for every sequence (By: a < 3 < K)
in B there is a B € B such that B C ﬂa<6 B, then the filter Fg generated by
B is k-complete.

Proof. If (X,: a < (< k) is a sequence in Fp, then for every a < 3 there
is a B, € B such that B, C X,, since Fp is the filter generated by B. By
assumption, there is a B € B such that

BC [ BaC () Xa

a<pf a<pf

and therefore ﬂa<ﬁ X, € Fp. Hence, Fp is k-complete. ]
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For a set S and any G C ¢(S), the k-complete filter generated by G is the
filter generated by family of all intersections of length less than x of elements of
G, provided none of these intersections is empty.

A k-complete nonprincipal ultrafilter on x is called a measure on k. A
cardinal k is measurable if there is a measure on k.

Lemma 2.12. Let U be a measure on k. If X € U, then | X| = k.

Proof. Suppose X € U such that |X| < k. Then X = {z,: o < X\ < K}. Since
X = Uger{za} € U, {24} € U for some o < A by Lemma 2.10. But U is
nonprincipal, a contradiction. O

Lemma 2.13. If there is a measure on k, then Kk is reqular.

Proof. Let U be a measure on k. Suppose there is a sequence (X, : a < ff < k)

in p(rx) such that |X,| <k for every a < 8 and |, 3 Xo = £. Since @ ¢ U,

@ZK,\KJ:H\UX = ﬂ/ﬁ\XagU.

a<y a<y

Suppose K \ Xo € U for every a < 3. Then (),_5k \ Xo € U, since U is
k-complete. Hence, there is an o < (3 such that x \ X, & U. Since U is an
ultrafilter, X, € U. But |X,| < &, while every element of a measure on x has
cardinality x by Lemma 2.12, a contradiction. ]

Lemma 2.14. Let U be a measure on k. For everya < k, {3 <k:3>a} €U
and {f < k: f>a}eU.

Proof. Let a < k. For every & < k, k\ {{} € U as U is nonprincipal. Since U
is k-complete,

e\ ={8<r:B=a}el.

(<a

Since k \ {a} € U,

r\{a}n{B8<k:B>al={<k:B>a}el.

A nonprincipal ultrafilter U on x cannot be kT-complete, since then

(N rs\{e}=2€l.

a<k
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But it can satisfy a further closure property. A filter /' on an uncountable
cardinal kK > w is normal if for every sequence (X,: a < k) in F, the diagonal
intersection A X, defined by

a<k

A Xy ={a<k:iac ﬂXﬂ}

a<k ﬁ<a

is an element of F. Let I’ be a filter on x. A function f: x — &k is said to be
almost everywhere regressive if {a < k: f(a) € a} € F, and almost everywhere
constant if there is a § < k such that {a < k: f(a) =8} € U.

Lemma 2.15. An ultrafilter U on & is normal if and only if every almost
everywhere regressive function f: k — k is almost everywhere constant.

Proof. Suppose f: k — k is an almost everywhere regressive function which is
not almost everywhere constant. Then for every 5 < k, {a < k: f(a) =} € U.
Since U is an ultrafilter, X3 := {a < k: f(a) # B} € U for every [ < k. Since
U is normal,

AXg={a<k:ace ﬂ{ﬁ</@:f(ﬁ);éa}}

B<kK B<a

={a<k:ae{B<k: f(B)>a}}
={a<k: fla) >a}el.

But since f: k — k is almost everywhere regressive, we also have
k\{a€k: fla) >a}={ack: fla) <a}eU,

a contradiction. For the converse, suppose (Xg: 8 € k) is a sequence in U such

that the diagonal intersection A Xz ¢ U. Since U is an ultrafilter,
B<k

X :=k\ AX@:{a<&:a§éﬂX@}:{a<ﬁ:ae U(/@\Xg)}EU.
B<n [B<a [B<a

Define a function f: k — k by

0 otherwise.

Fla) = {min{ﬁ <arac(k\ X)) ifacX,

Since f is regressive on X € U, there is an # < x such that {a < k: f(a) = 5} €
U by assumption. Yet {a < k: f(a) = B} C (k\ X) € U, a contradiction. [
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For any set S, let p.(S) :={X C S: |X| < k}. Define for every s € S the
set
§:={X € pu(5): se X}
A filter F on p,(S) is fine if § € F for every s € S. We will use the notion §
often in the context of fine filters.

Lemma 2.16. Let S be a set such that |S| > k. Every fine ultrafilter on o (S)
is nonprincipal.

Proof. Let U be a fine ultrafilter on p,(S) and suppose U is principal. Every
principal ultrafilter is generated by a singleton (Lemma 2.9). Therefore, there
is a G € pk(9) such that X € U if and only if G € X. Because U is fine, the
set § :={X € px(5): s € X} € U for every s € S. Since G generates U, G € §
for every s € S. Hence, s € G for every s € S. But then |G| > [S| > &, a
contradiction as G € p,(S5). O

Let f: S — T be a function between two sets .S and T'. If F' is a filter on S,
then the pushout f.(F) is defined by f«(F):={X CT: f~'[X] € F}.

Lemma 2.17. If F is a (k-complete) (ultra)filter on S, then f«(F) is a (k-
complete) (ultra)filter on T .

Proof. Since f~ @] =@ ¢ Fand f I [T)=S € F,o¢& f.(F)and T € f.(F). If
X € fu(T) and X CY C T, then since f~'[X] € F and f~1[X] C f Y] C S,
f7YY] € F. Hence, Y € fu(F). If X € f.(F) and Y € f.(F), then since
fUX Y] = fUX]Nf Y] € F, X NY € f.(F). Thus, f.(F) is a filter on
T.
Suppose F'is k-complete. If (X, : a < < k) is a sequence in p(T') such that
f7YXa] € F for every a < k, then since f‘l[ﬂa<ﬁXa] = Na<s fHXa] € F
as I is k-complete. Thus, ﬂa<5 X4 € F and f.(F) is k-complete.

Suppose F is an ultrafilter. If X ¢ f.(F), then f~1[X] & F. Since F is an
ultrafilter on S, S\ f~1[X] € F. Since fHT\ X] = f~YT]\ f1[X] =5\ X,
T\ X € f.(F) as required. O

A function f: S — T induces a function f: p(S) — p(T') defined by f(X) :=
FIXI.

Lemma 2.18. Let f: S — T be a surjection. If F is a fine filter on p.(S),
then f.(F) is a fine filter on p.(T).

Proof. Of course, f.(F) is a filter on ©x(T) by Lemma 2.17. Let t € T. We
have to show that {X CT:t € X} € fi(F). Since f is surjective, there is an
s € S such that f(s) =t. But

X CT:teX)|={XCS:te f(X)}={XCS:seX}eF

since F' is fine. O
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A measure on p,(S) is a k-complete nonprincipal ultrafilter on g, (S5). We
will be interested in fine measures on p,(S), where |S| > k.

Lemma 2.19. Suppose there is a surjection S — T and |S| > k. If there is a
fine measure on . (S), then there is fine measure on p.(T).

Proof. Suppose U is a measure on ©x(S) and f: S — T is a surjection. The
induced pushout f,(U) is an k-complete fine ultrafilter on p,(7") by Lemma 2.18
and nonprincipal by Lemma 2.16. ]

Proposition 2.20. If there is a k-complete nonprincipal fine (normal) ultrafilter
on px(N), then there is a k-complete nonprincipal fine (normal) ultrafilter on
or(a) for every A < a < AT.

Proof. Let U be a k-complete nonprincipal fine (normal) ultrafilter on g, (\).
If A < a < AT, then there is a bijection f: X — «, which induces a bijection
f:p(\) — p(a) defined by f(z) = flz]. The pushout f,(U) is a s-complete
fine (normal) ultrafilter on @, (A) by Lemma 2.18. O

Measures on k are connected to k-complete nonprincipal ultrafilters (‘mea-
sures’) on g, (k) = {X C k: | X| < K}

Proposition 2.21. If F is a filter on k such that F' contains all end-segments,
then F* := {X C px(k): X Nk € F} is a fine filter on p. (k). Furthermore, if
F is k-complete or normal, then F* is k-complete or normal.

Proof. We verify that F* is a filter on @, (k). Since Nk = & ¢ F, we have
g ¢ F*. Since kNk =k € F,wehave k € F*. If XNk € Fand YNk € F, then
(XNe)N(Y Nk)=(XNY)Nk e F. Hence, if X,Y € F*, then X NY € F*.
Finally, if X Nk € Fand X CY,then Y Nk € Fas XNk CY Nk. Thus, if
XeF*and X CY, then Y € F*.

By definition, F™* is fine if for every a € k the set & := {X € p.(k): a €
X} € F*. Since 6Nk = {z € k: a € z} € F because F contains all end-
sgements, the filter F* is fine. Suppose (X,: o < f < k) is a sequence in F™*.
Since X, Nk € F for every a < 3, (X, NK: a < () is a sequence in F. If F is
k-complete, then

() Xa)Nk=()(Xank)€F,

a<f a<f

and therefore ﬂa<ﬁ X, € F*. Hence, F'* is k-complete.
If F is a fine filter on x, then for every « € k,

anNk={X cpuk):aeX}Nk={rekr:acz} el

Therefore, & € F* for every a € k and hence F* is a fine filter on g, (k).
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If (Xo: a < k) be a sequence in F*, then X, Nk € F for every a < k. If F
is normal, then Ay, (X, N k) € F. Hence, for every sequence (X,: o < k) in
F*,

(Do Xa) Nk ={z € pu(K): x € ﬂ Xo}t Nk
={r ek e ﬂ(Xaﬂ/@)}

= AQ<H(XQ N /@) e F.

Therefore, F'* is normal. ]

2.4 Elementary Embeddings

Let M and N be class structures for some language .. A functional class
f: M — N is said to be an elementary embedding of M into N if for every
Z-formula ¢(vg,...,v,) and all zg,...,z, € M,

M = o(xg,...,zy,) if and only if N | o(f(xo),..., f(zn))-

In other words, an elementary embedding preserves all .Z-formulas between
structures. In particular, an elementary embedding preserves equality and is
therefore injective.

We will often be interested in elementary embeddings between inner models
M and N. Since a set is an ordinal if and only if it is transitive and linearly
ordered by €, there is a Xy-formula ¢(v) such that ¢(z) if and only if z € On.
Therefore, an elementary embedding between inner models maps ordinals to
ordinals.

Lemma 2.22. If j: M — N is an elementary embedding between inner models
M and N, then j(a) > « for every ordinal o € M.

Proof. We already know that for every ordinal «, j(«) is an ordinal. Suppose
that « is the least ordinal such that j(a) < a. Let 8 := j(a). Since M =
Jj(B) < o, N = j(j(B)) < j(a) by elementarity of j. Because j(a) = S,
N E j(B) < B. But then f = j(a) < « is an ordinal less than « such that
Jj(B) < B, a contradiction. Therefore, j(a) > « for every ordinal o € M. O

Since 0 = @, the formula Vz(z ¢ 0) holds. By elementarity of j, this formula
also holds of j(0). Thus, j(0) = @ = 0, and j fixes 0. This argument shows
that an elementary embedding fixes every definable ordinal. We want to show
that if 7 is an elementary embedding between inner models M and N such that
N C M and j is not the identity, then some ordinal has to be moved by j. For
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this we need the following observation on the rank of sets: There is a formula
¢(x,y) which holds of  and y if and only if rank(z) = y [Ka03, p. 5]. Therefore
if M |= rank(z) = y, then N = rank(j(z)) = (j(y)). Substituting, this yields
N E rank(j(x)) = j(rank(x)). Therefore, j(rank(z)) = rank(j(z)).

In the next proposition and the rest of the text, we write j: M < N to
denote an elementary embedding j: M — N between inner models M and N
such that N C M and j is not the identity.

Proposition 2.23. If j: M < N, then there is an ordinal § € M such that
j() > 0.

Proof. Since j: M — N is not the identity, there is an z € M of minimal rank
0 := rank(z) such that j(x) # x. Note that

j(0) = j(rank(x)) = rank(j(z)) > 0.

Suppose that j(d) = §. We first show that x C j(x). By elementarity of j, M =
y € x if and only if N |= j(y) € j(x). Since for every y € z, rank(y) < rank(z),
j(y) =y. Hence, M =y € x if and only if N =y € j(z). Thus, z C j(z).
Since x # j(x), there is a z € j(z) \ . Because N C M, z € M and we
can consider j(z). Since rank(j(x)) = j(6) = § and z € j(z), rank(z) < J.
Hence, j(z) = z as x was a set of minimal rank such that = # j(z). But then
j(z) = z € j(z) and by elementarity, z € x, a contradiction. O

The least ordinal § € M such that j(§) > 0 is called the critical point
of the elementary embedding. We write crit(j) = § to indicate that ¢ is the
critical point of j. Since every ordinal < w is definable, the critical point of
an elementary embedding is uncountable. The proof of Proposition 2.23 in fact
shows that j(z) = x for every set x such that rank(xz) < crit(y).

Lemma 2.24. If j: M < N with crit(j) = k, then j(z) = x for every x €
(VM. and therefore (V)M C N.

Proof. If = is of minimal rank § such that j(z) # = and § = rank(z) < &, the
proof of Proposition 2.23 shows that j(§) > 6. But then crit(j) < § < &, a
contradiction. Since j(x) = z for every z € (V,.)™, (V)™ C N. O

In particular if 5: V < M, then V, C M.
If there is an elementary embedding of the universe, then its critical point
carries a normal measure.

Theorem 2.25. (Keisler) If j: V. < M with crit(j) = §, then there is a
&-complete nonprincipal normal ultrafilter on §.
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On On
(k)
J
Ke K
M N

Figure 2.1: If j: M < N with crit(j) = &, then j | VM =id.

Proof. We show that U := {X C 0: € j(X)} is a d-complete nonprincipal
normal ultrafilter on §. In particular, ¢ is regular and hence a cardinal.

Since j is elementary, j(@) = @. Clearly, 0 € &, s0o @ € U. If § € j(X) and
0 € j(Y), then 6 € j(X) Nj(Y) Since j is injective, j(X) Nj(Y) = j(X NY).
Hence, X NY € U. If 6 € j(X) and X C Y, then since j(X) C j(Y), § € (V).
So, Y eU. Forany X €4, 0 € j(9) =76\ X)Uj(X), sod & j(X) if and only
if § € j(6 \ X). Hence, for every X C §, either X € U or § \ X € U. Finally,
since 0 = crit(j), j(a) = a for every a < ¢. Hence, j({a}) = {j(a)} = {a} and
0 & {a}, so {a} ¢ U for every o < §. Thus, U is nonprincipal.

We know now that U is a nonprincipal ultrafilter on §. It remains to be
shown that U is d-complete, and normal.

Suppose X := (X, : a < 7) is a sequence in U for some v < §. Since in M,
j(X) is a sequence of length j(v) = v, j(X) = (j(Xa): a <7) and j(OX) =
NJ(X) = Nacy i(Xa). Hence, 6 € j((,<y Xa) = (Nacy i(Xa). Therefore, U is
d-complete.

By construction X € U if and only if § € j(X) for every X C §. Supose
(Xq: a< ) is a sequence in U. Then 6 € j(X,) for every a < §. Let X :=
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Ny<5Xo be the diagonal intersection. We compute

JX)=j{a<d:ac () Xs})
B<a

={a<j): ac m 3(Xp)}-

B<a

Since 0 € j(Xp) for every f < 6, § € j(X) and therefore X € U. Hence, U is
closed under diagonal intersections. ]

Proposition 2.26. If j: V < M, then crit(j) = k is weakly inaccessible.

Proof. There is a measure on k by Theorem 2.25 and & is therefore regular. If
V | k= A", then M | j(k) = j(AT). Since j(AT) = j(A)"T and A\ < k =
crit(§), j(A) = A. Hence, M = j(k) = AT. But A\H)M < (A\H)V. Hence,

j(k) = (ATM < AT = &, a contradiction. O
On On
(k) =j(A)F
*i(V)
trh=A" K
Y A
\% M

Let j: M < N with crit(j) = k. Suppose some formula ¢(v) holds of x in
N. Since N E (Fa < j(k)) ¢(a), M = (Ja < k) ¢(a) by elementarity of j. So,
let & < k be such that M = ¢(a). By elementarity of j, N = ¢(j(«)). Since
a < K, j(a) = a and therefore

M = (Ba, B < j(k)) (7 B A pla) A p(B)),

and so does V, and so on. Actually, if © holds of x in IV, then there are k many
cardinals below k with that property. This phenomenon is called reflection.
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2.5 Reduced Products and Ultraproducts

Let {X;: i € I} be a family of nonempty (possibly proper) classes indexed by a
nonempty set I. The Cartesian product

1

iel

is the class of all functions f with domain dom(f) = I such that for every i € I,
f(i) € X;. Note that f is a choice function for the family {X;: i € I'}. Without
the axiom of choice, we cannot prove that every Cartesian product of a family
of nonempty sets is nonempty.

If F is a filter on I, we can define a binary relation = on the Cartesian
product [[,c; X; by

f=rgifandonlyif {i € I: f(i) =g(i)} € F.
Lemma 2.27. The relation =f is an equivalence relation on Hz’e[ X;.

Proof. Clearly, = is symmetric. Since {i € I: f(i) = f(i)} = I € F for every
[ € I[Lier Xi, =F is reflexive. If f =p g and g = h, then by definition of =p
both {i € I: f(i) = g(i)} € F and {i € I: g(i) = h(:)} € F. Therefore, their
intersection {i € I': f(i) = g(¢) = h(i)} € F. Since {i € I: f(i) = g(i) = h(i)} is
a subset of {i € I: f(i) = h(i)}, we have that {i € I: f(i) = h(i)} € F. Hence,
=p is transitive. |

Although every f € [[,c; X; is a set since f: I — ran(f), its equivalence
class over F,
(Nr=A{ge]][Xi: f=rg},
i€l
may be a proper class. We employ a well known ‘trick’ invented by Dana Scott,
and use only representatives of minimal rank, defining

(f)Bin .= {g € (f)p: rank(g) < rank(h) for every h € (f)r}.

Since rank(g) < rank(f) for every g € (f)®, the collection (f)B™ is a subset
of Viank(f)+1 € V. As f is not necessarily of minimal r‘ank itself, it is possible
that f & (f)#™. Nevertheless, we often write f € (f)/'™ when in fact we need
to take a representative of the equivalence class.

We define the quotient of the Cartesian product of the family {X;: ¢ € I} over
F to be
[[xi/F = {nEm: re]] X

iel el
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If all of the factors of the Cartesian product are structures for the same language
%, we can turn the quotient into an .Z-structure, as follows.

Let {M;: i € I} be a family of Z-structures indexed by a nonempty set I
and let F' be a filter on I. The reduced product of {M;: i € I} modulo F' is the
Z-structure M with domain [[,.; M;/F and the following interpretation of the
non-logical symbols of .Z:

e If cis a constant symbol of .Z, then the interpretation ¢ is the equivalence
class (f)B" of the function f € [],c; M; defined by f(i) := M.

e If R is an n-ary relation symbol of ., then the interpretation RM is that
relation on M such that for all (f1)E™, ..., (fu)P" € [T;e; Mi/F,

RM((F)F™, o, (fa)B™)
if and only if
{iel: RMi(f1(3),..., fu(i)} € F.

e If F is an n-ary function symbol of .Z, then the interpretation F'™ is that
function on M such that for all (f1)B™, ..., (fu)RP" € [1,e; Mi/F,

FMCAE™ o (Fa) B = ()R,
where f € [[;c; M; is defined by

(@) = FY (), fa(D)-

In order to show that this definition is consistent, we have to check that the
interpretation of relation and function symbols in the reduced product depends
only on the equivalence classes

(FORE™ - (f) R € [ Mi/F,
i€l

and not on the particular choice of representatives of these equivalence classes.
Lemma 2.28. If fi =r g1,..., fn =F 9n, then

{i e I: RMi(f1(4),..., fa(@i))} € F
if and only if

{i € I: RMi(g1(4),...,gn(d))} € F,
and f € [[;c; M; defined by

F@) = FMi(fr(i), ., ful0)

is equivalent to g € [[;c; M; defined by

9(i) = FM (g1 (i), ..., gn(0).
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Proof. For every 1 < k <mn, fir =r gi. By definition of the equivalence relation,
{i € I: fr(i) = gr(i)} € F for every 1 < k < n. Therefore, the finite intersection

E:= ({i € I: fili) = g(i)} € F.

k=1

If i € E, then fi(i) = g1(7), ..., fn(i) = gn(i). Hence, if
{ieI:RMi(f1(i),..., fu(i)} € F,

then
{iel: RMi(fi(4),..., fa(i)}NE € F.

Since this intersection is a subset of {i € I: RMi(gy(3),...,9,(i)},

{iel: RMi(g(i),...,gn(i))} € F.

The same argument with the fi’s and g;’s reversed for 1 < k < n shows that if

{iel:RMi(g1(i),...,9.(i))} € F,

then
{i eI: RMi(f1(i),..., fn(i))} € F.

Therefore, the interpretation of relation symbols in the reduced product is well-
defined. In order to show that the functions f and ¢ as defined are equivalent
over F', we have to show that {i € I: f(i) = g(i)} € F. As before,

n

E:= ({i € I: fili) = g(i)} € F.

k=1

If © € E, then f(Z) = FMl(fl(Z)vafn(Z)) = FMi(gl(i)v"'agn(i)) = g(Z)
Hence, E C{ieI: f(i)=g(i)}. Since E€ F,{iel: f(i)=g(i)} € F. O

It is clear from the definition of the interpretation of a relation symbol R
that
[[:/F = RY (11, tn)
el
if and only if
{iel:M;=RMi(ty,...,t,)} € F.

In the remainder of this section, we will establish this rule for every %, .-formula
for reduced products over a x-complete ultrafilter. A reduced product over an
ultrafilter is called an ultraproduct. Los (1955) proved this ‘fundamental theorem
on ultraproducts’ in the case of first-order logic. We first state the theorem, then
proof it in several lemmas.
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Theorem 2.29 (AC). (Los) Let [[;c; M;/U be an ultraproduct of £, -structures
{M;: i € I} over a k-complete ultrafilter U on I. For every Ly.-formula

@(o1, .. o) and all ()™, .., (f) " € [Ties Mi/U,
[1M:/U =g (f)F™)
el

if and only if

fi € I: M = @(fi(0), ., fuli))} € U.

The proof uses induction on the complexity of the formulas. For notational
easy we will only deal with formulas with one free variable. There is no difficulty
in generalizing to formulas with more free variables. Furthermore, we sometimes
write (f(i): i € I) to denote the equivalence class (f)2" of the function f €
[Lic; M;. We first have to deal with the terms of .Z.

Lemma 2.30. Let M := [[,c; M;/F be the reduced product of £-structures
{M;: i €I} over a filter F on I. For every term t(v) of £ and every (f) " e
M,

tM(NET = (@) i€ D)y

Proof. We use induction on the complexity of the terms. The basis of the
induction is formed by the variables and the constants.
If t(v) is the variable v, then

E = (NE = (f@):ie D)p = (" [f@)]: i€ I),.
If t(v) is the constant symbol ¢, then tM[(f)min] is
M=(M:iel),={"[fi):iel),.

There is only one induction step involved, concerning function symbols. Suppose
F is an n-ary function symbol of .Z and t1(v),...,t,(v) are terms of .Z which
all satisfy the induction hypothesis

R = (R )i e 1)
If t(v) is the term F'(t1(v),...,ty(v)), then
I ER = FMETIHE, - TR,
which by definition of the interpretation of function symbols in M is equal to

(P @ (FO) - A G e D)

F

and this is equal to <tMi[(f)?in]: 1€ I>F, as required. O
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We now start the proof of Theorem 2.29 by induction on the complexity of
the formula ¢(v). The basis of the induction is the case for atomic formulas. Its
proof uses Lemma 2.30 on terms.

Lemma 2.31. Let M := [[,c; M;/F be the reduced product of £-structures
{M;: i € I} over a filter F on I. For every atomic formula p(v) of £ and
every (f)Hm e M, M E o[(f)7"] if and only if

{i elI:M; = [f(i)]} € F.
Proof. If R is an n-ary relation symbol of . and ¢(v) is the atomic formula
R(t1(v),...,tn(v)), where t1(v),...,t,(v) are terms of .Z, then by definition
M E RU[(N)F™, - tal(HF])
if and only if RM (M [(f)min], ..., tM[(f)®B]) if and only if
{i e I: M= RMi(eYi[f(0)],... tMi[f(i)])} € F.

G
If p(v) is the atomic formula t1(v) = t2(v), then M E o((f)B1) is equiv-
alent to M = ty[(/)1"] = 6B M = 6 ()R] = L{()E] if and
only if tM[(f)min] =p t}[(f)B"]. By Lemma 2.30, these terms evaluate to

<t{wi [f(@)]: i€ I>F and <t1 '[f@)]: i€ I>F, respectively. By the definition of
=r, <t{wz[f(z)] i€ I>F =F <tiwl[f(z)] i€ I>F if and only if

(i e I: 15 [f(0) = & [f (D))} € F,
which is equal to
{iel: My )" [f(0)] = 5" [f ()]} = {i € I: M; = ™[ f(i)]} € F,
as required. O

We have established the basis of the induction. There are three inductive
steps involved: for infinitary conjunction, negation, and infinitary existential
quantification. We will see that we need x-completeness in the first case, an
ultrafilter in the second and the axiom of choice in the third case. The induction
hypothesis for an .Z-formulas (v) states: for every (f)2" € M, M = [(f)B"]
if and only if {i € I: M; = ¢[f(i)]} € F. We start with the inductive step for
infinitary conjunction.

Lemma 2.32. Let M = Hz’e[ M;/F be a reduced product of Z-structures
{M;: i € I} over a k-complete filter F. If (po(v): a < A < K) is a sequence of
Low-formulas such that the induction hypothesis holds for every formula in the
sequence, then for every (f)Hm e M,

M):/\goa ) ifandonlyzf{zEIM’:/\goa i)]} € F.
a< a<A
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Proof. By definition of the semantics, M |= A, ¢a[(f )] if and only if M =
©al(f)P™M] for every a < A. By induction hypothesis, this is the case if and only
if {i e I: M; = pa[f(i)]} € F. Since F' is k-complete, the intersection

I = (i €I: M = pa[f(0)]} € F.

a<<

Since M; | Ayer@al(f)E"] if and only if ¢ € I*, the set {i € I: M; |=

Next is the inductive step for negation. Here we need that the reduced
product is over an ultrafilter rather than over a filter.

Lemma 2.33. Let M := [[,c; M;/U be a reduced product of £ -structures
{M;: i € I} over an ultrafilter U. If p(v) is an Z-formula such that the induc-
tion hypothesis holds, then for every (f)7¥" € M,

M E =¢l(f)™]

if and only if
{iel: M; |E—o[f(i)])} €U.

Proof. By the definition of the semantics, M = —[(f)B"] if and only if it not
M [ ¢[(f)Bin]. By the induction hypothesis, not M = [(f)®1] if and only if
{ieI:M; = p[f(i)]} €U. Since U is an ultrafilter, {i € I: M; = ¢[f(?)]} ¢ U
if and only if {i € I: not M; = ¢[f(i)]} € U. By definition of the semantics,
{i €eI: not M; =p[f(i)]} ={i€I: M;=—-p[f(i)]} € U, as required. O

Finally, we prove the inductive step for infinitary existential quantification.
Some form of the axiom of choice is necessary in this step.

Lemma 2.34 (AC). Let M := [[;c; M;/F be the reduced product of &£ -structures
over a filter F on I. If o({(ve: o < N)) is a Z-formula such that the induction
hypothesis holds, then for every <(fa)}?m: a < )\> e M,

M | (3(va: a < A)pl(va: @ < X), ()7
if and only if
(el Mil= (3{va: a < \)@[(va: a < A), f(i)])} € U.
Proof. By definition of the semantics,

M (3 (a: a < \)gal(va: a < A), (f)m0]
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if and only if there is a sequence ((fa)RE™: @ < A) in M such that

M E ool ((fa)E™: a < X), ()],
By the induction hypothesis, M = cpa[<(fa)?%in: a < )\> , (f)Bin] if and only if

{i € I: M F @al(fali): a < X, f(i)]} € .

Since {i € I: M; = pu[(fa(i): a < A),f(i)]} is a subset of {i € I: M, =
(F(va: a < A))p((va: a < A), f(i)]}, this latter set is in F. Conversely, if {i €
It M; = (F(va: a < A)p((va: a <), f(i)} € F, we can use AC to pick func-
tions (fa: a < A) such that {i € I: M; = ¢o((fa(i): a <), f(i)} € F, and
reverse the argument. O

This finishes the proof by induction of Theorem 2.29.

2.6 Ultrapowers and Elementary Embeddings

An wltrapower of M over U is an ultraproduct of the form [[,.; M/U, where
every factor is the same .Z-structure M. By Lo§” Theorem 2.29, for every .Z-
sentence o,

[[M/UE¢ifand onlyif {i € I: M = ¢} € U.
el

Since {i € I: M = ¢} is either the entire index set I € U when M | ¢ or the
empty set @ ¢ U when M [~ ¢, the displayed statement reduces to

[[M/U & ¢ if and only if M = ¢.
el

In other words, a structure and any ultrapower of it are elementary equivalent.
We give an explicit elementary embedding j: M — [[,c.; M/U. When U is
k-complete, this embedding will preserve all Z.-formulas. For any set x, let
¢; denote the function with constant value x. The domain of ¢, will be defined
by the context. For notational ease, we state the following proposition only for
formulas with one free variable. Of course, the result easily extends to formulas
with any finite number of free variables.

Proposition 2.35 (AC). IfU is a k-complete ultrafilter on I and M is an L -
structure, then j: M — [[,c; M/U defined by j(x) := (cz)l™ is an elementary
embedding of M into [[,c.; M/U.
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Proof. Let ¢(v) be an %, -formula. We have to show that for every x € M,
M = p(x) if and only if [[,.; M/U |= ¢(j(x)), which by definition of j is equal
to [Te; M/U = ¢((cz)3™). By Lo§’ theorem 2.29, [[;c; M/U = o((cp)™) if
and only if

(el MEpc(i)y={iel: M} o) el

But {ie I: M = ¢(x)} € Uifand only if {i € I: M |= ¢(z)} = I, that is, if
and only if M = ¢(z). O

We can apply the ultrapower construction to get an elementary embedding
of the set-theoretic universe V into an ultrapower M := [[;.; V/U. The mem-
bership relation €™ on M is then defined by

(f)glin eM (g)r{}in if and only if {i € I: f(i) € g(i)} € U.

Unfortunately, the relation €™ on M C V does often not coincide with the
‘real’ membership relation € on V. Mostowski’s Collapsing Lemma 2.38 is a
technical tool to solve this problem. Possibly, the language £ contains more
non-logical symbols than just a binary relation symbol. In order to be able
to apply Mostowski’s Collapsing Lemma to an ultraproduct M := [[,.;V/
U of the universe, we have to show that € is show that €M satisfies three
requirements: it should be set-like, extensional, and well-founded on M. An
relation E is set-like on a class C if for every y € C, {x € C: x E y} is a set.
Since (h)Bin €M (f)min if and only if {i € I: h(i) € f(i)} € U, the relation €
is set-like on M. An relation E is extensional on a class C if for all x,y € C

Vzizex e zey) = x=1y.

Lemma 2.36. The relation €M is extensional on M.

Proof. Let (f)Bin, (g)Min € M. Suppose for all (R)B € M, (h)Bin € (f)pin if
and only if (k)" € (g)I™. We have to show that (f)I™ and ()" are equal.
By definition, ()M =y (g)P" if and only if {i € I: f(i) = g(i)} € U. If
(f)Bin is empty, then (g)fH" is empty and therefore (f)I™ and (g)I™ are equal.
If there is (h)™" € M such that (R)Bn €M (f)Bin then (h)pn eM (g)min by
assumption. By definition of €™, both {i € I: h(i) = f(i)} € U and {i €
I: h(i) = g(i)} € U. Therefore, their intersection {i € I: f(i) = h(i) = g(i)} €
U. Since this is a subset of {i € I: f(i) = g(i)}, {i € I: f(i) = g(i)} € U.
Therefore, (f)H" = ()", as required. O

Finally, we will prove that well-foundedness of a relation is preserved when
taking ultraproducts over wi-complete ultrafilters. For this we use the axiom
of dependent choices (DC) and the characterization of well-founded relation it
provides (Lemma 2.5).
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Proposition 2.37 (DC). Let £ contain a binary relation symbol R and let M
be an ZL-structure such that the interpretation R™ of R in M is well-founded.
The interpretation RYY of R in the ultraproduct [Lic; M/U is well-founded if
and only if U is wi-complete.

Proof. First, suppose that there is a countable sequence <( fk)ﬁin: ke w> in the
ultraproduct [[,c; M/U such that (fr1)f™ RUP (fp)Min for every k € w. By
definition of the interpretation RUY of R, this means that for every k € w,

{i € It frra()) RM fi(i)} € U.
Since U is wi-complete, the intersection

(Vi €1 fira(i) € fr(D)} € U.

kEw

In particular, this intersection is nonempty and hence there is an ¢ € I such that
fer1(i) RM fi.(7) for every k € w. But this contradictions the well-foundedness
of RM by Lemma 2.4.

Second, suppose that U is not wi-complete. Then there is a sequence
(Xk: k € w) in U such that the intersection

( Xk e U
kecw

We want to show that the interpretation RUF of R is not well-founded on the
ultraproduct [[;.; M/U. Using Lemma 2.5, it is sufficient to find a countable
sequence <(fk)§in: ke w> in [[;c; M/U such that for every k € w,

()™ BV (fr)g™.
By definition of RUP, this is the case when for every k € w,
{iel: fita() € fi(i)} € U
Define for every k € w the function fj € [[;c; M; by

, n—k ifie (,epnXm)\Xn and n > £k,
fr(i) = .
0 otherwise.

Note that f,,(i) = n — k for the first n > k € w such that i € X,,. For k € w, we

have that
() X\ () Xn €T,

m<k n<w

therefore

() X\ [} X C{E € Rt frn1(§) € (O} €T,

m<k n<w

and so {(fn)I": n < w) shows that Ey is not well-founded. O
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We can now state Mostowski’s Collapsing Lemma.

Lemma 2.38. (Mostowski’s Collapsing Lemma) Let £ be a language contain-
ing a binary relation symbol E and let M be a class structure for L. If E is
set-like, extensional and well-founded binary, then there is a transitive class T
and an unique isomorphism M — T. Here, the binary relation symbol E is
interpreted by € in T.

Proof. See for example [Je78, p. 88-89). O

The structure (T, €,...) is called the transitive collapse of (M,FE,...). To
summarize, whenever M := [[,.; V/U is an ultrapower of V over an wi-
complete nonprincipal ultrafilter U on I, there is a transitive class 7" and an
isomorphism 7 : <M ,eM > — (T, €) by Mostowski’s Collapsing Lemma 2.38.
We denote the image of (f)7™ € M under 7 by [f]y := 7((f){'"™) and the struc-
ture (T, €,...) isomorphic to <M, eM > by Ult(V,U). Often, the structure
Ult(V,U) is also called an ultrapower of V. Clearly, Ult(V,U) C V is an inner
model.

Lemma 2.39 (AC). If j: V < Ult(V,U) is an elementary embedding induced
by a k-complete nonprincipal ultrafilter U on k > w, then crit(j) = k.

Proof. In order to show that crit(j) = k, we have to show that j(a) = « for
every ordinal @ < k and that j(k) > k.

First, suppose that a <  is the least ordinal such that a < j(a). Let [f]y =
a. Then since [fly = a < j(a) = [ca]u, M = [flv < [ca]u by elementarity. By
Lo$” Theorem 2.29,

€<k f§) <ca@)={E<nr: f(§) <a}el.

Since
{¢<r:f) <at=J{E<nr: FO =8 e,
B<a

there is a § < « such that {£ < k: f(§) = 8} € U by Lemma 2.10. Because
{§ <r: f(&) =By ={& < r: f(§) = cp(§)} €U, M |= [flu = [eplu by Lo’
Theorem 2.29. But then [f]y = [cglu = j(B) = < «, a contradiction.

Second, we show k < j(k). Since U contains all end-segments of «, for every
o < K,

{{era<r}={{er (&) <id(§)} eU
Therefore, M |= [cq|u < [id]y by Lo§” Theorem 2.29. Furthermore,

k={¢er: {<rt={er:id() <cx(§} e U.
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Therefore, M |= [id]y < [ex]u by Lo§” Theorem 2.29. Combining these inequal-
ities we have that for every a < k,

M = [colu < [ex]u-






Chapter 3

Compact Cardinals

In this chapter we will study four different properties of infinite cardinals. Each
of these properties may be used to define strong compactness. In the first sec-
tion we generalize the compactness theorem of first-order logic to infinitary lan-
guages. Then we consider the analogue of the ultrafilter theorem. An ultrafilter
proof of the compactness theorem leads us to consider fine measures. Finally,
we use these fine measures in the ultrapower construction to obtain elementary
embeddings of the universe with a special property.

The last two sections are dedicated to measurable cardinals and a discus-
sion of the relative consistency strength of various forms of infinitary language
compactness.

3.1 Language Compactness

A prominent feature of first-order logic is its compactness: a set of first-order
sentences has a model if (and only if) every finite subset has a model. ‘If any
theorem is fundamental in first-order model theory,” the British logician Wilfrid
Hodges notes, ‘it must surely be the compactness theorem.” [Ho97, p. 124].

In contrast with the finitary language £, of ‘ordinary’ first-order logic, the
usual compactness theorem fails rather badly for the infinitary languages Zs.,
and %, in case £ is an uncountable cardinal. For example, if ¢ and ¢; (i < w)
are distinct constant symbols, then the set consisting of the £, ,-sentences

0#6070#6170#627”'7
\/C:CZ‘.

cannot have a model, although every proper and therefore every finite subset
of it has. [Ho97, p. 127]. This example demonstrates that in order to suitably
generalize the compactness theorem to infinitary languages, we have to replace

31
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‘finite’ with a more appropriate notion of ‘small’. Our approach is to read ‘finite’
as ‘of cardinality less than w’ and then substitute s for w.

Definition 3.1. Let x and X be infinite cardinals, and let .%,, denote either %,
or Z.x. The language %, is said to be A-compact if every set X of Z-sentences
of cardinality A\ has a model if (and only if) every subset of ¥ of cardinality less
than x has a model.

If %, is A-compact for every A > k, we say that %, is compact. With these
definitions, the usual compactness theorem for first-order logic is the statement
that £, is compact.

Ifw < A\ < K, then %, is A-compact: if ¥ is a set of %, -sentences of cardinality
A such that every ® C ¥ of cardinality less than x has a model, then ¥ has a
model since ¥ itself is a subset of ¥ of cardinality A < k.

We will prove that if x is a successor or singular cardinal, the infinitary
language %, is not k-compact: we will give a set of Z,,,-sentences, which has
no model although every subset of cardinality less than x has. In fact, we will
use at most £ many nonlogical symbols. Note that these counterexamples must
necessarily have cardinality greater than or equal to k.

Definition 3.2. The language %, is said to be weakly A\-compact if every set
of %, -sentences using most x many nonlogical symbols has a model if every
subset of cardinality less than k has.

Proposition 3.3. If K = A" is a successor cardinal, then %, is not weakly
K-compact.

Proof. [Dr74, p. 290] Let 2, (o < AT) and yg (8 < A) be distinct constant
symbols. Consider the set 3 consisting of the following .Z,,-sentences:

\/ rq = yg for every a < AT, and
B<A
To # o forall a,a’ < AT, a# .

Suppose ¥ C ¥ has cardinality at most A < k. There are at most A distinct
constant symbols of the form z,, in V. Hence, we can find suitable interpretations
of these constant symbols in A.

Every subset of X of cardinality less than x is satisfiable. Suppose M is a
model of 3. Since ¥ demands different interpretations of the A™ many x,, from
a set {yM: a < A} of cardinality at most \, there would be a bijection between
X and AT, a contradiction. O

The next proposition shows that even if x is a limit cardinal, the language
%, can only be A\-compact for any A > k if k is regular.
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Proposition 3.4. If k is a singular cardinal, then Ly, is not weakly k-compact.

Proof. [Je78, p. 384] Let A C  be a subset of cardinality less than x such that
supA = |JA = k. Let ¢, be a constant symbol for every a < k, and let < be
a binary relation symbol. Consider the following set of %, -sentences: three
sentences which state that < is a linear order,

Vo (z £ x),

Vey(x <yVe=yVy=<x),
Veyz(x <y ANy <z=x < 2),

and the following %, -sentences:
Ca < ¢, forevery a <k (3.1)

and the single sentence

Va( \/ T < Cq).

Note that we use only x many non-logical symbols and that ¥ has cardinality
k. We will show that X is k-satisfiable, but cannot have a model itself.

Suppose & C ¥ is a subset of cardinality A < k. We have to find a model
of ®. Let M be the structure (k,€). In other words, the domain is x and
interpretation of < is €. Clearly, € is a linear order on & so the first three
sentences are satisfied. We have to find a suitable interpretation of the constant
symbols.

Let X := {a < k: ¢q occurs in ®}. Since ® has cardinality A < &, the order
type of X is less than AT < k. Let 7 be the collapsing function. If o € X,
interpret ¢, by m(«), and interpret ¢, by the order type of X. All the sentences
of the form (3.1) which are in ® are satisfied. Since A is cofinal in &, there is an
« € A such that ¢, < cq.

Hence, M = ®.

If @ # K, interpret ¢, by «. Since A is cofinal in k, for every x € k there is
an a € A such that z € «, that is,

M):V:E(\/ac<ca).

a€A

Suppose towards a contradiction that M is a model for ¥. On the one
hand, ¢ <M M for every o < k. On the other hand, c¢¥ is an element of
M and therefore there has to be an o € A such that ¢ <M ¢M. This is a
contradiction. Therefore, X is a set of %, -sentences of cardinality x, using at
most k non-logical symbols which does not have a model. Since every subset of

Y of cardinality less than x has a model, %, is not weakly x-compact. ]
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Corollary 3.5. If Z.. is weakly \-compact for some A\ > k, then k is weakly
inaccessible.

Proof. Clearly, if %, is weakly A-compact for some A > k, then %, is weakly
k-compact. However, if k is either a singular cardinal or a successor cardinal,
then %, is not weakly x-compact by Proposition 3.4 and Proposition 3.3,
respectively. Therefore, x has to be a regular limit cardinal. ]

Proposition 3.6. If there is a A < k such that k < 2, then Ly, is not weakly
2)‘—compact.

Proof. Let ¢, and d', be distinct constant symbols for o < X and i < 2. Consider
the following set ¥ which consists of the %, -sentence

N [(ca=ddVea=db)Add#dl],
a<\

plus for every function f: A — 2 the %, -sentence

\/ ca # di\*). (3.2)

a<<

This set consists of 2* > k sentences. We claim that every subset ® of cardinality
less than & is satisfiable. Since ® has cardinality less than x < 2%, there has to
be a function g: A — 2 such that the corresponding sentence of the form (3.2) is
not an element of ®. Take 2 = {0, 1} as domain. Interpret d’, by i € 2 for every
a < A, and ¢, by dgl(a). For every function f: A — 2 different from g there is
an o < A such that f(«) # g(a). Hence, the sentence of the form (3.2) for f is
satisfied. Therefore, every sentence in ® is satisfied.

Suppose that M is a model of X. Since M is a model of the first sentence,

for every av < A there is an ¢ = () < 2 such that
M | cq = di.

Let f be the function A — 2 defined by f(a) = i(w). On the one hand, we have
M= (d(];(a))M for every a < A by construction of the function f. On the other
hand,

M = \/ Ca # dé(a)a

a<<\

and therefore we must have ¢ # (d(];(a))M for some o < A, a contradiction.
This shows that while ¥ is x-satisfiable, it has no model. O

Without the axiom of choice, the effect of Proposition 3.6 is limited as tri-
chotomy may not hold. With the trichotomy we can prove that x is strongly
inaccessible when %, is 2"-compact.
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Corollary 3.7 (AC). If L. is weakly 2"-compact, then k is strongly inacces-
sible.

Proof. Suppose %, is weakly 2%-compact. We already know by Corollary 3.5
that r is weakly inaccessible, and only have to show that 2* < & for every A < k.

Let A\ < k. By trichotomy either 2* < k or k < 2* for every A < k. We will
derive a contradiction in the latter case. Suppose k < 2*. Since \ < &, 2* < 2.
Hence, %, is weakly 2*-compact. But by Proposition 3.6, if x < 2*, then .Z.,,
is not weakly 2*-compact. Therefore, it has to be the case that 2} < &, as
required. ]

Hence in ZFC a cardinal  is strongly inaccessible if the language %, is
weakly 2"-compact. According to [Ka03, p. 37], William Boos [Bo76] has shown
that the weak k-compactness of %, does not entail inaccessibility in ZFC.

3.2 Extension of Filters

We have noted in Section 2.3 that the collection of all filters on a set is par-
tially ordered by inclusion, and the maximal filters in this order are precisely
the ultrafilters (Lemma 2.7). Since every chain of filters has an upper bound
(Lemma 2.8), we can use Zorn’s lemma to easily prove the following theorem.

Theorem 3.8 (AC). (Ultrafilter theorem) Every filter can be extended to an
ultrafilter.

Proof. Recall that Zorn’s lemma (an equivalent of the axiom of choice) is the
statement that if every chain in a partial order has an upper bound, then the
partial order has a maximal element. By the remarks above, the theorem follows
immediately. U

Just as we did with the notion of compactness we can try to generalize this
result to arbitrary infinite cardinals. We read the ultrafilter theorem as ‘every
w-complete filter can be extended to an w-complete ultrafilter’ and then replace
w by k.

Definition 3.9. An infinite cardinal x has the extension property if every -
complete filter can be extended to a x-complete ultrafilter.

Note that the ultrafilter theorem is the statement that w has the extension
property. In the proof of the next result, the use of Zorn’s lemma is replaced
by a compactness argument. This will provide an analogue of the ultrafilter
theorem to uncountable cardinals.

Theorem 3.10. (Keisler—Tarski, 1964) Let k be a regular infinite cardinal. If
Yo 18 compact, then every k-complete filter can be extended to a k-complete
ultrafilter.
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Proof. Let F be a k-complete filter on a set S. Using a constant symbol X
for every X C S, let ¥’ be the set of all %, -sentences true in the structure
M = (SUp(S),€,X) xcg- Let ¢ be a new constant and let ¥ be ¥/ together
with the sentence ¢ € X for every X € F. First we show that every subset of
> of cardinality less than x has a model. Then ¥ has a model by compactness.
We use this model to define a x-complete ultrafilter extending F'.

Suppose & C ¥ is a subset of cardinality less than . Since ® has cardinality
less than k, the set A := {X: X occurs in ®} has cardinality less than k, too.
Since F' is k-complete, there is an element ¢ € S such that

cE mX;éQ

XeA

Therefore, M = (SU p(S5), €, X,¢) xcs FE ®. Since every subset of X of cardi-
nality less than k has a model, ¥ itself has some model N by compactness of
Zrw- Define U C p(S) by

XeUifandonlyif N =¢e X.

We verify that U is a k-complete ultrafilter extending F. Of course U extends
F because for every X € F the sentence ¢ € X is in Y\ ¥'. Since F is nonempty
and U extends F', U is nonempty. The sentences of ¥’ are needed to prove that
U is a k-complete ultrafilter. Since N |= Vz(z € @), we have M |= Vz(z € ).
Therefore not M = ¢ € &, thus @ € U. From similar arguments we have that
U is closed under taking supersets, since N = Va(z € X = x € Y) for every
X CY C S. Furthermore, U is k-complete (and hence closed under finite
intersections) because for every A C p(5) such that |A| < k we have that

N':Vx(/\ reX=zcl),
XeA

where I := (((xcq X) € S. O

Theorem 3.10 shows that the ultrafilter theorem is a ZF-consequence of the
compactness theorem. While Zorn’s lemma is equivalent to the axiom of choice
[RR85], the compactness theorem and the ultrafilter theorem are equivalent to
the Boolean prime ideal theorem, which is known to be weaker than the axiom
of choice [Je78]. We will be concerned with the converse of Theorem 3.10 in the
next section.

We turn now to a local version of the extension property. There are (at
least) three possible candidates for this. We will introduce the following one
here, and two more in later sections.
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Definition 3.11. An infinite cardinal x has the restricted A-extension property
if every k-complete filter F' on a set S such that |p(S)| = A can be extended to
a k-complete ultrafilter.

This local extension property is a consequence of the local compactness prop-
erty. For this we need a more explicit proof than for Theorem 3.10.

Proposition 3.12. If %, is A-compact, then k has the restricted A-extension
property.

Proof. Let F be a k-complete filter on a set S such that [p(S5)] = A. Let cx be
a constant symbol for every X C S (A many symbols), and let U be a unary
predicate symbol. Let ¥ be the set of the following .Z.,-sentences:

- Uley), (3.3)

Ulex) V U(CS\X) for every X C S, (3.4)
Ulex) = U(ey) for every X CY C S, (3.5)
Ulex) for every X € F, (3.6)

/\ Ulex) = U(an) for every A C p(S) such that |A4| < k. (3.7)

XeA

We want to show that ¥ is k-satisfiable. Suppose that (pq: a < p < k) is a
sequence in Y. We have to find an %, -structure which is a model for these
sentences. We take as domain p(S) and for every X C S we interpret the
constant symbol cy by X. We have to find a suitable interpretation U of
the unary predicate symbol U. We do this by ‘approximating’ U in stages
Ue for £ < p. At each stage &, Ug will be a s-complete filter on p(S) and
(9(S), X, Ug) ycg @ model for the sentences in {¢,: a < &}, and Ue C U for
&< (.

We start with Uy := F and run through the list (¢ : o < @ < k) of sentences.
At limit stages § we take Us := |J,.5 Ua. Note that this a k-complete filter on
©(S) since Ug C Ug for every £ < ( < 0. Suppose we are at a successor stage &.
If ¢ is a sentence of the form 3.3, 3.5, 3.6 or 3.7, we can take Ugy; = Ug as ¢
is satisfied by the fact that U is a k-complete filter on p(5). The only difficulty
arises when ¢ is a sentence of the form 3.4:

Ulex) V U(CS\X)

and neither X € Ug nor S\ X € Ug already. We claim we can always add
either X or S\ X to Ug and take Ugyq to be the filter generated by this.

Suppose (Xo: o < pp < k) is a sequence in Ug such that ((),., Xo) N X = @
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and ((,<, Xa) N (S\ X) =@. Then since § = (S\ X) U X, we have

SN([) Xa) =[S\ X)uXIN([) Xa)

a<p a<p

[5\X ﬂX]u[XmﬂXa]

a<p a<p
=0ouUg =9

But then (), ., Xoa = @, a contradiction. So we can either add X or S\ X
and keep k-completeness. If both sets are egible, just add the one least in the
well-ordering of o(S).

To finish the proof, let M be a model of ¥ by A-compactness of Z,,. Define
U C p(S) by _
X e U if and only if M = U(cx).
It is straight-forward to check that U is a x-complete ultrafilter on S such that
FCU. O

3.3 Fine Measures on @, ()

Recall that a filter F on g,(.5) is said to be fine if for every s € S, the set
§:={X € pu(S): se X}

is an element of F. Fine k-complete nonprincipal ultrafilters on p,(S) are used
together with Lo$’ theorem in an ultrapower proof of the compactness theorem
for the infinitary language Z.

Proposition 3.13 (AC). If there is a fine measure on p.(N), then Ly, is A-
compact.

Proof. Let X be a set of % .-sentences of cardinality A such that every subset
® C Y of cardinality less than x has a model. If there is a k-complete fine
ultrafilter on @, (A), then there also is a k-complete fine ultrafilter U on p.(X).
For every ® € o (X) there is a some % ,-structure Mg such that Mg = ®. We
will use Los’ theorem 2.29 to prove that the ultraproduct

I Me/v
Pepy (D)

is a model for ¥. To this end, let ¢ € 3 be an arbitrary .Z-sentence from 3.
By Los§’ theorem 2.29, M = ¢ if and only if {® € p,(X): Mg = ¢} € U. Since
Mg |= ¢ whenever ¢ € ®,

{@€pu(X): pe @} C{P € pu(X): Mo = ¢}
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Since U is fine, {® € p.(X): ¢ € ®} € U, and therefore
{® € pu(X): Mo o} €U.
Hence, M = ¢ by Lo§’ theorem 2.29. Since ¢ € ¥ wss arbitrary, M =X. O

Proposition 3.14. If k has the A-extension property, then there is a fine mea-
sure on Qg (N).

Proof. Let F be the k-complete filter generated by {& C px(\): o < A}, and
let U be a k-complete ultrafilter extending F. Clearly, U is fine. Suppose
U is principal. Since a principal ultrafilter is generated by a singleton, there
is ay € pu(A) such that U is generated by {{y}}. Hence, for every a@ < A,
{y} C{z € ps(N): a € x}, that is, y € {x € pr(N): a € z}. Hence, for every
a <\, a €y. But then y € p,(\) cannot have cardinality < k, a contradiction.
Therefore, U is a k-complete nonprincipal fine ultrafilter on g, (). O

% 18 compact is not a stronger requirement that the compactness of L.,
in ZFC.

Corollary 3.15 (AC). If %, is compact, then Ly, is compact.

Proof. If %, is compact, then every k-complete filter can be extended to a
k-complete ultrafilter (Theorem 3.10) and in particular every s-complete filter
generated by at most A sets for any A > k. Hence, there is a fine x-complete
nonprincipal ultrafilter on g, (A) and therefore %, is A-compact. Since Z, is
A-compact for every A > k , Ly is compact. O

Since every Z..-sentence is clearly an .Z.-sentence, %, is A-compact
whenever %, is A-compact. Therefore, the compactness of %, and %, are
ZFC-equivalent.

Corollary 3.16 (AC). Let k be a regular infinite cardinal. L., is compact if
and only if Lk is compact.

3.4 M-Covering Elementary Embeddings

We have developed the basics of elementary embeddings of the universe V in
Section 2.4. In this section we consider elementary embeddings with an addi-
tional property, and their critical points.

Definition 3.17. Let £ < A be infinite cardinals. An elementary embedding
j: V. < M with crit(j) = & is said to be A-covering if for every X C M such
that |X| < Xin V, there is a Y € M such that X CY and M E |Y] < j(k).

We say that an infinite cardinal has the A-embedding property if it is the
critical point of a A-covering elementary embedding.
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First we show that if x has the A-embedding property, then x has the \-
extension property. We have already connected the A-extension property of k
to the existence of fine measures on p,(\) in Section 3.3. With the axiom of
choice these measures induce an elementary embedding and we shall show that
these are indeed A-covering.

Theorem 3.18. If k has the A-embedding property, then x has the A-extension
property.

Proof. Let j: V < M be an elementary embedding with crit(j) = x such that
for every X C M with |X| < Ain V, thereis a Y € M with X C Y and
M = Y] < j(k). We have to show that every x-complete filter generated at
most A sets can be extended to a k-complete ultrafilter.

Suppose F'is a k-complete filter on some set S such that F' is generated by
G C p(S) with |G| < Xin V. Since j: V < M is A-covering, there is a Y € M
with j[G] CY and M = |Y| < j(k). Because j(F) is a j(k)-complete filter in
M, there is a ¢ € M such that

ce(UF)NY).

One can verify that U := {X C S: ¢ € j(X)} is a k-complete nonprincipal
ultrafilter on S using the same arguments as in the proof of Theorem 2.25.
Since ¢ is an element of every generator of the k-complete filter F', ¢ is an
element of every set in F'. Therefore, U extends F'. U

Recall the ultrafilter theorem 3.8 provable in ZFC: every w-complete filter
can be extended to an w-complete ultrafilter. Hence, the infinite cardinal w has
the global extension property. But since w is a definable ordinal it cannot be
the critical point of an elementary embedding. Therefore, the global extension
property for w does not imply the global embedding property.

If k has the A-extension property, then there is a measure on p,(\) by
Proposition 3.14. These measures induce A-covering elementary embeddings.

Theorem 3.19 (AC). If U is a fine measure on px(\), then the elementary
embedding j: 'V < M induced by U is A-covering.

Proof. Suppose X C M such that |X| < XA in V. Then there are functions
fa: 9x(S) — V for a < X such that X = {[fa]: @ < A}. Define F': p.(\) -V
by F(z) := {fa(z): @ € z} and let Y := [F]y. We claim that X C Y and
M = Y] < (k).

To see that X C Y = [F], let [f¢] € X. By Lo§’ Theorem 2.29, M = [f¢] €
[F] if and only if {x € px(\): fe(x) € F(x)} € U. Since F(z) = {fa(z): o € x},
fe(x) € F(zx) if and only if £ € x. Therefore,

{z € pu(N): fe(2) € F(z)} = {z € pu(N): E €} = L.
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Since U is fine, £ € U for every & < A. Hence, M |= [fe] € [F]. If [fe] € [F] in
M, then [fe] € [F]in V.

To see that M |= |Y| < j(k), note that since Y = [F]| and j(k) = [cg],
M = Y| < j(k) if and only if

{z € pu(N): |[F(2)| < cx(z)} ={x € ps(N\): |F(z)| <k} €U.
by Lo§” Theorem 2.29. Since for every x € (M),
|F(z)| = {fa(@): a € 2} < |z| <k,
we have {x € pi(N\): |F(x)| < k} = px(\), which is an element of U. O

Corollary 3.20 (AC). If U is a fine measure on ©.(\), then the critical point
of the elementary embedding j: V < M induced by U is crit(j) = k.

Proof. We show that x < j(k) and that j(a) = « for every a < k. Since
k C M such that |k| = kK < XA in V, there is a Y € M such that k C Y and
M = Y| < j(k) by Theorem 3.19. As k C Y, k = || < |Y| < j(k).

Suppose « < £ is the least ordinal such that j(«) > «. Since o < &,

a € M. Let a = [f]y. Since [flv = a < ju(a) = [ca]v, M E [flu < [calu by
elementarity of ji;. By Los” Theorem 2.29,

{z € p(N): f(z) <co(x)} ={x € p(N): f(z) < a}el.

We can write {z € p,(A\): f(x) < a} as a disjoint union of « sets:

{z € pe(N): f(@) <a} = [J{z € ps(V): f(2) = B}.

B<a
By Lemma 2.10, there is a # < « such that {z € p.()\): f(z) = 8} € U. Since
{z € pu(N): f(2) = B} = {z € pu(N): f(2) = cp(x)} € U,

Lo§” Theorem 2.29 yields M = [flu = [cslu. As a < k was the least ordinal
such that jy(a) > a and § < «, ju(B) = [cglu = (. But then

a=[flv=lcglv = ju(B) =B,

while 8 < «, a contradiction. O

We now use a A-covering elementary embedding with critical point x to prove
that the infinitary language %, is A-compact.

Theorem 3.21. Let k be a reqular cardinal. If k has the A-embedding property,
then k has the A-compactness property.
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Proof. Let j: V < M be an elementary embedding with crit(j) = x such that
for every X C M with |X| < Ain V, thereis a Y € M with X C Y and
M = Y| < j(k). We have to show that every x-satisfiable set of .Z};,.-sentences
of cardinality A has a model.

Because & is the critical point of an elementary embedding, there is a measure
on £ by Theorem 2.25. Therefore  is regular by Lemma 2.13. Since & is regular,
every formula of %, can be coded by an element of V, by Lemma 2.6. Because
V. € M by Lemma 2.24, this means that every formula of %, can be coded
by an element of M.

So if ¥ is any k-satisfiable set of .Z-sentences of cardinality A, we may
assume that > C M. Because j: V < M is A-covering, there is a Y € M such
that ¥ C Y and M = |Y]| < j(k).

Since V = ‘Y is k-satisfiable’, we have by elementary of j that

M = “j(2) is j(k)-satisfiable’.

Define a subset S € M such that x € S @ z € Y Az € j(¥). Then S C Y
and since M = |Y| < j(k), we have M = |S| < |Y| as S C Y. Hence, there is
a model of S in M. Since j[¥] C S is also a model of j[X] in M. But a model
for j[X] is like a model for ¥ except that the nonlogical symbols are possibly
renamed. Therefore, ¥ has a model in M and therefore a model in V.

Since this argument shows that every k-satisfiable set of .Z-sentences of
cardinality A has a model, the infinitary language %, is A-compact. O

It would be nice to have a converse to Theorem 3.21. Using the compactness
of the infinitary language %, we can try and define an elementary embedding
j: V. < M with critical point crit(j) = k. In order to define an embedding we
need a symbol for every element in the domain of the embedding. Consequently,
we cannot prove a full converse, but only the existence of set-sized embeddings.

Since the embedding should leave all ordinals less than & fixed and move x,
we use constant symbols ¢, for every a < k to ensure j(k) > k. Furthermore
it is necessary that the binary relation on M is well-founded. In the presence
of the Principle of Dependent Choice, well-foundedness is characterized by the
nonexistence of countably infinite descending chains (Lemma 2.5). In order
to capture this property with an infinitary language, we have really need to
use countable quantification. Hence, the assumption that %, is compact,
rather than .Z,,. Of course in ZFC this is not really a stronger assumption for
uncountable cardinals x: if ., is compact, then %, O %, is also compact
by Corollary 3.15.

Proposition 3.22 (DC). Let k be a regular uncountable cardinal. If L., is
strongly compact, then there is transitive set M such that V41 N On C M and
aj: (Vip1,€) < (M, €) such that j(a) = av for every a < k and j(k) > k.
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Proof. Consider the %, -language consisting of a binary relation symbol €,
a constant symbol & for every x € V1, and a constant symbol ¢, for every
a < k. Let ¥ be the %, -theory of the structure

<VI£+17 S x>w€V,€+1

together with the sentences

Co € kK for every a <k, (3.8)
¢o € ¢g for every a < 3 < k. (3.9)

We want to show that ¥ is k-satisfiable. It is sufficient to be able to find
suitable interpretations in (V 1, 6,x>zevn+1 for every set C of less than k
many constant symbols of the form ¢,. Since k is regular, sup(C') < k and
therefore the ¢,’s in C' can be interpreted by elements of «.

Because X is k-satisfiable, it has a model by the compactness of .Z,,,. Hence,
there is a structure

<D7 E7 i‘a éa>xevmo¢§f€

where E interprets the binary relation €, & is the interpretation of & for every
x € V41 and ¢, is the interpretation of ¢, for every a < k.

The relation F is set-like and extensional, because € has these properties
on V,41. Since well-foundedness is expressible in Z,,, E is well-founded on
M. Taking a transitive collapse by Mostowski’s Collapsing Lemma 2.38, 3 has
a model of the form

(M, €,z], [cal)

We claim that the map j: V41 — M defined by j(z) := [z] is elementary
between the structures (V41, €) and (M, €). Suppose ¢(vo, ..., v,) is a formula
of set theory. We have to show that for every xq,...,z, € Vi1,

(Vit1,€) E @(zo, ..., zy) if and only if (M, €) = o([zo],. .., [zn]).

€V it1,0<K

Using the constants i, ..., &y, the formula ¢(xq,...,x,) corresponds to the
sentence p(Zo,...,%n). If (Vii1,€) E @(xo,...,2y,), then ¥ contains the sen-
tence ¢(Zg,...,Ty). Since <M’6’[$]’[Ca]>xev,ﬁ_1,a§/§ is a model for X, it is
in particular a model for (&g, ...,%,). Hence, M = ¢([zo],...,[zn]). Con-
versely, if M = ¢([z¢], ..., [zn]), then we must have that V.11 = ¢(zo,...,zp).
For suppose not, then ¥ contains the sentence —p(io,...,Z,) and therefore
M = =p([zol, - .., [zn]), a contradiction.

To finish the proof we have to show that every ordinal < & is fixed and & is
moved. For every a < k, the %, -sentence

Velzea s \/(z=p)

B<a
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holds in (V41, €, ) . Therefore, ¥ contains this %, -sentence and

€V 41
<M7 67 [ZL’L [Ca]>er,€,o¢§n

is a model for it. But then by induction on a, j(a) = « for every a < k. In
other words, every ordinal < & is fixed by j. To see that x is moved, note that

j(k) = [k] is the interpretation of . The sentences of the form (3.8) ensure
[ca) € [K] for every a < k. Hence, {[cq]: o < Kk} is a subset of j(k) of order type
k+1 > k. Therefore, k < j(k). O

3.5 Strength of Infinitary Language Compactness

The purpose of this section is to gauge in ZFC the consistency strength of some
forms of compactness of infinitary language Z.. For this analysis we will intro-
duce a compactness property of %, which is ZFC-equivalent to measurability,
which Chang and Keisler named ‘medium compactness’ [CK77, p. 198].

Definition 3.23. Let % denote either %, or Z.. The language %, is said to
be medium compact if the following property holds: If (¥, : a < k) is a sequence

of sets of Z};-sentences such that for every 3 < & the union (J,, . 5 2o has amodel,
then ., ¥ has a model.

a<k

We first show how to use a measure on x in an ultraproduct proof of the
medium compactness of %, similar in spirit as the proof of Proposition 3.13.
Using Los§’ theorem 2.29, this proof needs the axiom of choice.

Proposition 3.24 (AC). If there is a measure on k, then the infinitary language
ZLw 18 medium compact.

Proof. Let U be a measure on k. Suppose (3,: a < k) is a sequence of sets of
Zix-sentences such that for every 8 < s the union J, 3 Y« has a model, say
Mg. We will show that

I Ms/U = | Za

B<kK a<wk

Let ¢ € Uycr Za- Then there is a v < & such that ¢ € X,. Hence, for every
B >~ we have that ¢ € |J,.5 Xa and therefore My = ¢. Thus,

{B<k: B>~} C{B <kK: Mg = ¢}.

Since U contains all end-segments of k by Lemma 2.14, {f < k: § > v} € U
and therefore {# < k: Mg = ¢} € U. Hence, by Lo§’ theorem 2.29,

11 Ms/U = .

B<k
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Because ¢ € |J,,., Yo was arbitrary,

1] M5/U = | Za-

B<kK a<k

a<k

O

The converse of the previous proposition is derivable in ZF via a curtailed
extension property. Compare this property with the one in Theorem 3.27.

Proposition 3.25. If %, is medium compact, then every k-complete filter on
Kk generated by at most K sets can be extended to a k-complete ultrafilter.

Proof. Let F' be a k-complete filter on x such that F' is generated by at most k
sets. Let {G, C k: @ < k} be a family of generators for F.

Consider the %, -language which consists of a unary predicate X for every
X C k and a constant symbol ¢. For every v < & let ¥, be the .Z,-theory of
the structure (k, X) yc, together with the sentence G (¢) for every a < .

We check that for every 3 < &, the union Ua <3 2o has a model. Since
Ua< 5 2o = X for every § < k, it is sufficient to find a model for X3 for every

B < k. For every a < (3 the sentence G, (¢) is in the set 5. Since F is k-
complete, there is an element ¢ € x such that ¢ € ﬂa<5 G,. Hence, (k, X, C>Xgn
is a model for Xg.

Let M be a model for | J,_,.. ¥, by medium compactness. Define

U:={XCk: M E X(¢)}.

Then U is a k-complete ultrafilter on « extending F', which may be verified by
similar arguments as in the proof of Theorem 3.10. U

Corollary 3.26 (AC). If every k-complete filter on k generated by at most k
sets can be extended to a k-complete ultrafilter, then there is a fine measure on
K.

Proof. The collection {& C p(k): a < Kk} generates a k-complete filter F' on .
Any k-complete ultrafilter U extending F' is clearly fine. Furthermore, U has to
be nonprincipal by Lemma 2.16. ]

Combining Proposition 3.24 and Corollary 3.26 we see that in ZFC there is
a fine measure on  if and only if %, is medium compact. Furthermore, if x is
measurable then %, is weakly compact [Ka03, p. 38] and & is in fact the xth
cardinal with this property [Ka03, p. 55]. Hence, the consistency strength of

ZFC + ‘there is a x such that %, is medium compact’

is strictly greater than that of
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ZFC + ‘there is a k such that %, is weakly compact’.

If £ is 2%-compact every k-complete filter generated by at most 2" sets can
be extended to a k-complete ultrafilter by Proposition 3.12. Since every filter
on k is generated by at most 2" many sets, it follows that if %, is 2"-compact,
then every k-complete filter on x can be extended to a k-complete ultrafilter.
The existence of uncountable cardinals with this filter extension property has a
fairly high consistency strength.

Theorem 3.27 (AC). (Kunen, 1971) If there is an uncountable cardinal  such
that every k-complete filter on k can be extended to a k-complete ultrafilter, then
for every A there is an inner model of ZFC with X\ measurable cardinals.

Proof. See for example [Je78, p. 401-405]. O

In ZFC we have that if x is measurable, then % is medium compact. Hence,
the consistency strength of ZFC+ ‘there is a x such that %, is 2"-compact’ is
strictly greater consistency strength than that of ZFC+ ‘there is a x such that
ZLer 1s medium compact’.

The consistency strength of various forms is gauged in the diagram below.
The consistency strength increases from the bottom upwards. A solid line indi-
cates the consistency strength is known to be strictly larger, a dotted line that
the consistency strength may be equal.

- % is strongly compact

r % is 2f-compact
N; is measurable +.%, is medium compact

%, is weakly compact

ZF+7FC

We quickly summarize the arguments behind this diagram. Note that we reason
in ZFC from the bottom to the top. Measurability of x is equivalent to medium
compactness of .Z, (Proposition 3.24 and Corollary 3.26). A measurable car-
dinal & is the xth weakly compact cardinal [Ka03, p. 55]. If %, is 2"-compact,
then every k-complete filter on x can be extended to a k-complete ultrafilter.
Therefore, the 2%-compactness of %, implies the consistency of inner models
with many measurables (Theorem 3.27). Finally, if %, is strongly compact
then it is obviously 2"-compact. However, we do not know if the consistency
strength of the former is strictly greater than that of the latter.
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Determinacy

Mycielski and Steinhaus introduced the axiom of determinacy (AD) in 1962.
Solovay used AD in 1968 to prove that there is a measure on wp. Since then
numerous results have shown that under AD ‘small’ cardinals have properties
normally ascribed to ‘large’ cardinals.

In this chapter we will look at connections between AD and some of the
different notions of compactness from the previous chapter. Our focus will be
mainly on wy. Since this is a successor cardinal, it cannot have the A-covering
embedding property or the A-compactness property for any A > wi. Hence, we
will concentrate on the fine measure property and the extension property.

After the preliminary definitions of infinite games and strategies in Sec-
tion 4.1 we consider choice under AD. While AD contradicts AC, DC is consis-
tent with AD. This leads to a limitive result on the consequences AD can have
regarding fine measures. Basic results on filters under AD yield the failure of
the ultrafilter theorem and hence the compactness theorem under AD.

We consider the extension of wi-complete filters in Section 4.4 and the fine
measure property of wi in Section 4.5. Finally, we look at the consistency
strength of the axiom ‘there is a k with a fine measure on p, (k") in Section 4.6.

4.1 Infinite Games and Strategies

Let X be a nonempty set and let A C “X. We define the infinite game G x (A)
of perfect information on X with pay-off set A as follows: The game is played by
two players, denoted by I and II. Player I begins the game by choosing xg € X,
then player IT chooses 7 € X; player I then chooses o € X, and player 11
chooses z3 € X, and so on. The resulting sequence = = (x;: i € w) € “X is
called a play of the game:

11 T T3

47
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Player I wins the game Gx(A) if and only if x € A. For z € “X, we define
xy, 211 € “X by x1(4) := 2(2¢) and x11(i) := x(2i+1). Thus, the moves of player
I are enumerated by the sequence x1, and those of player II by x11:

I .731(0) 1:1(1) ce e |
11 x11(0) rxrn(l) ... xn;

A strategy for player 1 in games on X is a function
o: U Zx X,
1EW
Similarly, a strategy for player II in games on X is a function
7 JPX - X
1Cw

Lemma 4.1. Every strategy for player I (II) in games on w can be coded by a

real.
Proof. Let o: (J;c, %y — w be a strategy for player I. We can extend o to
all finite sequences in w by defining o(s) := 0 for every finite sequence s €

Usew 2 Tw. Let f: w — <“w be a surjection and let g: <“w — w be an injection
such that their composition f o g is equal to the identity map id,, on w.
The surjection f: w — <“w can be used to code the strategy o into a real:
define 6: w — w by
(i) :==o(f(2))
for every i € w. We can use the injection g: ““w — w to decode the strategy o
from the real 6: w — w. If s € R, then

(9(s)) = a(f(g(s)) = a(s).

In a similar way, a strategy 7 for player II can be coded by a real 7 using f,
and decoded again using g. O

Let o be a stategy for player I for games on X. A play according to o is a
play of the form

I o(2) o((a(2), o))
II Yo Y1

When the moves of player IT are enumerated by y = (y;: i € w) € “X, we denote
this play by o * y. A strategy o is a winning strateqy for player I if for every
yevX, oxy e A

Similarly, if 7 is a strategy for player 11, then a play according to 7 is a play
of the form
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I ity x2
IT (o) ({0, T((w0)), 22))

When the moves of player I are enumerated by z = (z;: i € w) € “X, we denote
this play by = * 7. A strategy 7 is a winning strategy for player 11 if for every
re“X, xxT1 & A

We say that a player wins the game Gx(A) if he has a winning strategy. A
game Gx(A) is determined if one of the players has a winning strategy. Note
that player I and IT cannot both have a winning strategy. A set of reals A C R is
said to be determined if the game G, (A) is determined. Mycielski and Steinhaus
(1962) proposed the following axiom of determinacy (AD):

Every subset of R is determined.

4.2 Determinacy and Choice

Nine years before Mycielski and Steinhaus proposed the axiom of determinacy,
Gale and Stewart [GS53] had proven the determinacy of open and closed subsets
of the reals. They had also used a well-ordering of the reals to construct a game
which is not determined.

Theorem 4.2 (AC(R)). (Gale-Stewart, 1953) There is an A C R such that
Gy (A) is not determined.

Proof. Every strategy for a player can be coded by a real by Lemma 4.1. By
AC(R), the set of strategies for a player can be well-ordered. Therefore, there
are |R| = 2¢ strategies. Let (04: a < 2¥) and (74: a < 2¥) enumerate all of the
strategies for player I and for player 11, respectively. We will construct disjoint
sets A, B C R such that

(i). For every strategy 7 for player I, there is an = € R such that z x 7 € A,
and

(ii). For every strategy o for player I, there is an y € R such that o xy € B C
R\ A.

Neither player I nor player IT can have a winning strategy for the game G, (A):
Player I cannot have a winning strategy o = o, for some o < 2%, since there is
a Yo € R such that o, *xy, € B € A. Similarly, player 1T cannot have a winning
strategy 7 = 7, for some a < 2%, since there is an z,, € R such that x,*x7, € A.

For the construction of A and B, we recursively choose ag, be € R for every
& < 2% as follows. Assume that at stage £, a, and b, have been chosen for
every a < {. Choose b¢ so that by = o¢ x y for some y € R, but ensure
be & {aq: o < &}. This is possible, because the cardinality of {o¢ *xy: y € R} is
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2“ since the function y — o, *y is injective for every ov < 2*. Similarly, choose a¢
so that ag = @ * 7¢, yet ag € {ba: o < £}. The resulting sets A := {aq: o < 2¥}
and B := {by: a < 2*} are disjoint by construction. O

Although AD contradicts the axiom of choice, the weaker countable axiom
of choice for nonempty sets of reals AC,(R) is a consequence of AD.

Proposition 4.3 (AD). (Swierczkowski, Mycielski, Scott) Every countable fam-
ily of nonempty sets of reals has a choice function.

Proof. Let {X;: i1 € w} be a countable family of nonempty sets of reals. Define
A CR by
z € A if and only if z11 & X, (0)-

Clearly, player I cannot have a winning strategy for the game G(A). Hence,
player IT must have some winning strategy 7 by AD. Define a function f: w — R
by

f(Z) = (<’i,0, 0, e > * T)II'

Since 7 is a winning strategy for player II, f(i) € X; for every ¢ € w. In other
words, f is a choice function for the countable family {X;: i € w}. O

A consequence of AC,(R) is the regularity of w; (Proposition 2.3). More
choice is possible under AD. Kechris [Ke84] provided an elegant model for
AD + DC, while Solovay [So78] demonstrated the independence of DC from AD.

Theorem 4.4 (AD). (Kechris, 1984) L(R) is a model of ZF + AD +DC. O

We mention some results in order to examine the question: can ZF + AD
prove that there is a cardinal x such that for every A > k there is a fine measure
on p.(A\)? We know that such cardinals are strongly inaccessible in ZFC, and
therefore ZFC cannot prove the existence of these cardinal. In 1966, Vopénka
and Hrbéacek established the transcendence of a these cardinals over L(z) for
any set x in ZFC, using the axiom of choice in an ultrapower construction, see
for example [Ka03, p. 51]. Spector [Sp91] improved upon this result using his
technique of extended ultrapowers, which needs only DC.

Theorem 4.5 (DC). (Spector, 1991 [Sp91]) If there is a cardinal Kk such that
for every X\ > k there is a fine measure on ©.(\), then V # L(x) for any set
x. O

Once the result of Vopénka and Hrbéacek is available in the context of DC,
one can easily derive a limit on the consequences of AD regarding strong com-
pactness.

Corollary 4.6. The existence of a cardinal k such that for every A > k there
is a fine measure on pg(\) cannot be a consequence of AD.
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Proof. By Kechris’ Theorem 4.4, L(R) is a model of ZF + AD + DC. Since V =
L(R) in this model, there cannot be a strongly compact cardinal by Spector’s
Theorem 4.5. Therefore, L(R) is a model of ZF + AD + ‘there is no strongly
compact cardinal’. But then the existence of a strongly compact cardinal cannot
be a consequence of AD. O

4.3 Ultrafilters and Compactness

As a consequence of the axiom of determinacy, there are no nonprincipal ultra-
filter on w.

Proposition 4.7. If there exists a nonprincipal ultrafilter on w, then there is
an A C R such that the game G, (A) is not determined.

Proof. Let U be a nonprincipal ultrafilter on w. Consider a game G(U) in
which the players choose finite sequences of natural numbers, instead of natural
numbers as in games of the form G, (A). Suppose that (s;: i € w) € “(““w) is
a play of this game G(U):

I S0 S92
11 S1 S3
We stipulate that if there is an n € w such that
(sp N U si) # 9,
<n

the player first to make such a move loses. Otherwise, player I wins if and only

if

U s9; € U.

€W
Since the set <“w of all finite sequences of natural numbers is countable, there
is some A C R such that the game G(U) is equivalent to the game G, (A). If
Gu(A) is determined, then so is G(U). We will prove that G(U) cannot be
determined if U is an ultrafilter. We will do this by transforming a winning
strategy for one player into a winning strategy for his opponent.

Case 1. Suppose o is a winning strategy for player I in the game G(U). Let 7,
be the strategy for player IT defined by 74({so)) := (&) \ sg, and for i > 0 by
To((s0,- - 52i)) = ({51, 523)) \ s

A play s = (s;: i € w) according to 7, is of the form

I S0 52
II s1:=0(9) \ so sz = o((s1,52)) \ so
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Since ¢ is a winning strategy for player I,
So U U soi4+1 € U.
€W

As U is nonprincipal, we have that
this means that

icw S2i+1 € U and since U is an ultrafilter,

w\ U 52i+1 §f U
1€W
Since the moves are disjoint, for every n € w, sg(n) C w\ U;¢,, 52i+1. Therefore,
U st = Uje, 520 € U and hence 7, is a winning strategy for player II.

Case 2. Suppose T is a winning strategy for player II. First, we modify 7 to
the strategy 7 for player II defined by

N T((80,...,82:)) U{i} ifi¢g Uj§2i s;, and
.,SQZ>) =

T7({s0, - -
(50 7((s0,-.-,52)) otherwise.

Then 7 is a winning strategy for player II because 7 is a winning strategy, and
for every s = (s;: i € w),

U (SI * ’7_')2' = w.
1€w
When s = sg* 7 is a play of the game where the moves of player I are disjoint,
UsugU
1EW
because T is a winning strategy for player II. Since U is an ultrafilter,
USQZ'_H:LU\USQZ' eU.
1€w €W
Define a strategy o, for player I by
O'T(<80, e ,SQZ'_1>) = 7_'(<®, S0y 522'_1>).
If s:=0; %y =(s;: i €w) is a play according to o, then
= (0,2) U J{(i+ 1,5}
€W
is a play according to 7. Since 7 is a winning strategy for player II,
U 52i = U sit1 € U,
1EW =)

and therefore o is a winning strategy for I. ]
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Consider the Fréchet filter of all cofinite subsets of w, defined by
F:={XCuw: [w\X| <w}.

Since w \ {n} € F for every n € w, any ultrafilter extending it has to be
nonprincipal. Yet in ZF + AD there are no nonprincipal ultrafilters on w by
Proposition 4.7 and therefore the Fréchet filter on w cannot be extended to
an ultrafilter. The ultrafilter theorem does not hold in ZF + AD. As the the
compactness theorem for first—order logic implies the ultrafilter theorem, .Z,,,
is not compact in ZF + AD.

One way to get a nonprincipal ultrafilter on w is to construct one using an
ultrafilter which is not wi-complete.

Proposition 4.8. If there exists an ultrafilter which is not wy-complete, then
there exists a nonprincipal ultrafilter on w.

Proof. Let U be an ultrafilter on some set S such that U is not wi-complete.
Then there is a countable sequence (X;: i € w) in U such that the intersection

(X ¢U.
1EW

Let f: S — w be the function such that f(z):=0if 2 ¢ [J;c, (5 \ Xi), and

f(@) :=minf{n+1: 2 € (S\ X,) and z & | J(5\ X;)}
<n
if z € U;je,(S\ Xi). The pushout f.(U) := {X C w: f7'[X] € U} is an
ultrafilter on w by Lemma 2.17. We still have to show that it is nonprincipal.
Suppose that f.(U) is principal. Since a principal ultrafilter is generated by

a singleton (Lemma 2.9), there is an n € w such that {n} € f.(U), that is,
fH{n}l = f"(n) € U. But

FUY={ze Sz ¢ [ J(S\ X))}

=)
:{xES:xGS\U(S\Xz‘)}
1EW
:{meS.fCEﬂXZ}:ﬂngUv
iCw €W

and for n > 0, then
fHn) S S\ X, ¢ U.

Therefore, f.(U) has to be a nonprincipal ultrafilter on w. O
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Corollary 4.9 (AD). Ewvery ultrafilter is wy-complete.

Proof. Suppose there exists an ultrafilter which is not wq-complete. Then there
is a nonprincipal ultrafilter on w by Proposition 4.8, and therefore a nondeter-
mined game of the form G, (A) by Proposition 4.7. Of course, every game of
the form G, (A) is determined by the axiom of determinacy. O

4.4 Extension of Filters

The axiom of determinacy implies three well-known regularity properties for sets
of reals: every set of reals is Lebesgue measurable, has the Baire property, and
the perfect set property (Mycielski-Swierczkowski, 1964; Mazur, Banach; Davis,
1964). ‘This was the main incentive behind the formulation of AD.” [Ka03, p.
377].

Bernstein’s early analysis (1908) of the connection between the perfect set
property and the Continuum Problem had revealed that if w; < 280, then there
is a set of reals without the perfect set property. Mycielski (1964) therefore
concluded that w; % 2% under AD: there is no uncountable well-orderable set
of reals. In particular, p(w) is not well-orderable. As a consequence, no infinite
powerset is wellorderable.

Proposition 4.10. If there is an infinite powerset which is wellorderable, then
p(w) is wellorderable.

Proof. Let S be a set such that p(S) is infinite and wellorderable. Clearly, S
cannot be finite since the powerset of a finite set is finite. Hence, S has to be
infinite, which means that there is an injection w — S. This injection lifts to an
injection p(w) — ©(.5). Since () is wellorderable by assumption, p(w) C p(S)
inherits this wellorder. U

This bears directly on the restricted A-extension property for infinite cardi-
nals under AD: since there is no set S such that |p(S)| = A for some A > w,
there are also no filters on such sets. Trivially, every filter on such a set can
be extended to an ultrafilter. Therefore, the axiom of determinacy implies that
every infinite cardinal has the restricted A-extension property for every A > w.
In other words, without the axiom of choice the restricted extension property
loses its strength.

Donald Martin (1968) defined a filter on the Turing degrees and proved that
under the axiom of determinacy this filter is an ultrafilter. We present Martin’s
construction in the slightly more general setting of an abstract equivalence re-
lation on R satisfying certain properties. The reader familiar with the basics of
computability theory may verify that Turing reducibility is such a relation.
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Let < be a reflexive and transitive relation on R. The binary relation = on
R defined by
r=yifandonlyifexyandy <=z

is easily seen to be an equivalence relation. We call the equivalence classes under
= degrees, and write

[z]lz :={yeR:xz =y}
for the degree of z € R. The quotient set of all degrees is denoted by

D= = {[z]z: 2 e R} =R/=.
Note that < lifts to an order on the degrees by defining for every d,e € D=
d < e if and only if there are x € d,y € e such that x < y.
The cone over a degree d € D with respect to < is the set
C(d):={eeD:d<x e}
Define M C p(D) by
X € M if and only if (3d € D) (C(d) C X).

Since < is reflexive, for every d € D, we have that d € C(d) # &. Hence,
no cone is a subset of the empty set and therefore @ ¢ M. Furthermore, D
contains every cone and therefore D € M. If X C Y C D, then if X contains a
cone, so does Y. Hence, if X € M, then Y € M. So, M is proper, contains D,
and is closed under taking supersets. We need an additional property for < to
conclude that M is closed under taking intersections.

We say that < on R is upwards closed if for every x,y € R there is an z € R
such that z < z and y X 2.

Lemma 4.11. Suppose that < is upwards closed. Then M is a filter on D.

Proof. The preceding remarks show that M is proper and closed under taking
supersets. We have to show that if X, Y € M, then X NY € M. Suppose
X € M and Y € M. Then there are z,y € R such that C([z]=z) C X and

C(lylz) CY. Let z € R such that < z and y < z. Clearly, C([z]z) C X NY
and hence X NY € M. O

Thus, M is a filter on D. From a similar argument, we can conclude using
AC,(R) that M is wi-complete if < on R is countably upwards closed: if for
every countable subset {x; € R: i € w} of R there is an = € R such that z; < z
for every i € w.
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Lemma 4.12 (AC,(R)). Suppose < on R is countably upwards closed. Then
M is wi-complete.

Proof. Suppose (X;: i € w) is a sequence in M. Using AC,,(R), choose for every
i € wan z; € R such that C([z;]=) C X;. There is an « € R such that x; < z for
every i € w. Then for every i € w, C([z]z) € X; and thus C([z]=) C ;e Xi-
Therefore, (., X; € M. This shows that M is wi-complete. O

To summarize, if < is a reflexive and transitive relation on R such that < is
countably upwards closed, then M C p(D) defined by

X € M if and only if (3d € D) (C(d) C X)

is a wi-complete filter on D, the degree structure induced by <. Martin used
the axiom of determinacy to prove that every set either contains a cone or is
disjoint from a cone. For this we need the relation < to be compatible with the
x-operation, as follows: say that < is compatible with « if for every z,y € R with
x <y, wehave (xxy) S yand y < (z*xy), and (y*xx) Sz and = X (y * ).

Theorem 4.13 (AD). (Martin, 1968) Suppose that < is a reflexive and tran-
sitive relation on R which is countably upwards closed and compatible with .
Then M is an wy-complete ultrafilter on D.

Proof. We know that M is an wi-complete filter on D by Lemmas 4.11 and 4.12.
We need to prove that for every X C D either X € M or D\ X € M.

Let X C D. Since every d € D is a subset of R, we have that [JX C R.
Hence, the game G, (|J X) is determined by AD. Either player I or player IT
has a winning strategy for this game. A winning strategy can be considered an
element of R through a coding of <“w. We will prove that the cone over the
degree of the winning strategy is either contained in X (if player I wins) or in
D\ X (if player IT wins). There are two cases: either player I wins or player 1T
wins.

Case 1. Suppose o is a winning strategy for player Iin G, (|J X). Let d := [0]=.
We claim that the cone over d is contained in X, that is,

C(d)={eeD:d=xe}CX.

Suppose e € C(d). Since d < e, there are z,y € R with [z]= = d = [0]= and
[y]= = e such that = < y, that is, 0 < y. Since < is compatible with %, we have

oxy<yandy < (0 *y),

and therefore [0 x y|]= = [y]=. Because o is a winning strategy for player I,
oxy € |JX. Thatis, [0 *xy|= € X and thus e = [y]= = [0 *xy]= € X. Hence,
C(@d) C X.
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Case 2. Suppose player IT has a winning strategy 7 for G, (|J X). We claim
that the cone over d = [7]= is contained in D \ X, that is,

C(d)={ecD:d<e} CD\X.

Suppose e € C(d). Since d < e, there are z,y € R with [z]z = d = [7]= and
[y]= = e such that x < y, that is, 7 < y. Since < is compatible with %, we have

yxT<yand y < (y*71),

and therefore [y * 7]= = [r]=. Because 7 is a winning strategy for player II,
yx7 & JX. That is, [y * 7]= ¢ X and thus e = [y]= = [y *x 7]= ¢ X. Hence,

Cd)CD\X.
Therefore M is an ultrafilter. O

We can push it out to get a measure on w; using the following result.
Lemma 4.14 (AD). For every x € R, the cardinal wy is inaccessible in L[z].
Proof. See [Ka03, p. 379]. O
Corollary 4.15 (AD). There is an w1-complete nonprincipal ultrafilter on wy.

Proof. If for every x,y € R with z =y,
L[r] =l L[y]
and this is a countable ordinal, then we can define a function f: D — wy by
f(lal=) = ™.
Since Martin’s measure M is an ultrafilter on D7 by Theorem 4.13, its pushout

fe(Mr7) :={X Cuw;: f1[X] € M7}

is an wi-complete ultrafilter on wq by Lemma 2.17. To complete the proof, note
that f*(MT) is nonprincipal as for every a < wi, there is a b € R such that

a < wl ,s0 f1({a}) € Mr. O

Before we can use Martin’s measure to show that certain wi-complete filters
can be extended to wi-complete ultrafilter, we need a technical tool. Moschovakis
[Mo70] defined the ordinal

© :=sup{¢ € On: there is a surjection R — ¢}

and proved the following useful result.
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Theorem 4.16 (AD). (Moschovakis, 1970) If there is a surjection R — &, then
there is a surjection R — p(§).

Proof. See for example [Ka03, p. 397-398]. ]

Let < be a reflexive and transitive binary relation on R. We say that every
degree has countably many predecessors if for every d € D the set {e € D: e <
d} is countable.

Theorem 4.17 (AD). (Kunen) Let < be a reflexive and transitive binary rela-
tion on R which is countably upwards closed, compatible with *x and such that
every element has countably many predecessors. Then every wi-complete filter
on any A < O can be extended to an wi-complete ultrafilter.

Proof. Let F' be an wi-complete filter on A < ©. There exists a surjection
g: R — p(\) by Moschovakis’ Theorem 4.16. Since for every d € D the set
{e € D: e x d} is countable, the set {g(z) € F:z € Rand [z]=z < d} is
countable. Therefore the intersection

ﬂ{g(ﬂﬁ) € F:zeRand [z]= g d}

is nonempty as it is a countable intersection of elements of the wi-complete filter
F'. Therefore, we can define a function f: D — X on the degrees by

f(d) := least ordinal in ﬂ{g(:v) € F:x €Rand [z]= < d}.
Since M is an ultrafilter by Martin’s Theorem 4.13, its pull-back
(M) :={X C \: fHX] e M}

is an wi-complete ultrafilter by Lemma 2.17. To prove that it extends F', we
have to show that for every X C X such that X € F, f~![X] is an element of
M, that is, that f~![X] contains a cone. Suppose X € F. Since g: R — p()\)
is surjective, there is an x € R such that g(z) = X. Consider the cone C' =
C([z]z) ={d € D: [z]= < d}. If d € C, then f(d) € X. Thus, C C f~'[X] is
a cone in the pre-image of X, as required. [l

4.5 A Fine Measure on g, (R)

The goal of this section is to construct a fine measure on g, (R) using the axiom
of determinacy AD. Once we have a fine measure on g, (R) we can push it out
to get a fine measure on p,, (S) for every surjective image S of R. In particular,
AD proves the existence of a fine measure on p,, () for every o < ©. This
construction is due to Solovay [So78].
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Every real z € R codes a countable set of reals {(z);: i € w}, where for every
i € w the real (x); is defined by (x);(j) = =("i,57). Let X C g, (R) be
a collection of countable sets of reals. We define the Solovay game G(X) as
follows. The players choose natural numbers:

I i) )
11 T T3

Player IT wins the game G(X) if and only if
{(z1)i: i € w}U{(zm)i: i € w} € X.
Define U C p(p., (R)) by
X € U if and only if player IT has a winning strategy for G(X).

Of course, U is the fine measure on g, (R) that we want to construct. Only
closure under intersections is hard to prove, we briefly state the arguments for
the other filter properties: Player IT never wins the game G(&) and always wins
the game G(gp., (R)). Therefore, @ ¢ U and p.,(R) e U. If X C Y C g, (R),
then every winning strategy for player IT in G(X) is also a winning strategy for
player IT in G(Y'). Hence, if X € U, then Y € U. By definition, U is fine if
for every x € R, the set & := {X € p,,(R): x € X} € U. We have to find a
winning strategy for player IT in G(z). Player IT wins G(%) if

x € {(x1)i:i € wU{(zm)i: 1 € w}.

Therefore, any stratey for player IT such that (zy1)o = « will do.

We now first show that U is closed under intersections of two filter elements.
Closure under countable intersections will follow from more or less the same
proof. We need to show that if player IT wins the game G(X() and the game
G(X1), then player IT also wins the game G(XyN X7). Let 79 and 7; be winning
strategies for player II in G(X() and G(X), respectively. In the proof these
strategies are used to play two auxiliary games G(Xy) and G(X7). Player II
plays according to the strategy 19 or 7y, respectively. Since these are winning
strategies for the respective games, the countable set of reals coded by the
play of these games will be an element of the respective pay-off set. In the
game G(Xo N X7) player IT uses the moves in the auxiliary games. The idea of
the proof is to make sure that the countable set of reals coded by the play of
G(XoN X1), G(Xp), and G(X1) is the same. Then this will be an element of
both Xy and X1, and therefore of Xo N X7.

The countable set of reals coded by the play of a Solovay game is determined
by the bijection "-,-7": w X w — w. Define ‘inverse’ functions r: w — w and
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b: w — w such that "r(n),b(n)" = n for every n € w. The nth move of a player
corresponds to the b(n)th bit of the r(n)th real under his control.

Let 23 and zi; enumerate the moves of player II in G(Xy) and G(X;),
respectively. Define the strategy 7 for player II in the game G(Xy N X1) as
follows. Suppose player II has to play his nth move. If r(n) = 2m, play the
b(n)th bit of the mth real controlled by II in G(Xy), and if r(n) = 2m + 1, play
the b(n)th bit of the mth real controlled by IT in G(X;). More formally, 7 is
defined by

2% (Tm,b(n)7) if r(n) = 2m, and
() = § 000
zyp("m,b(n)") if r(n) =2m + 1.
Of course, for i € 2 we let 2% ("m,b) = 7;((x0, 21, . .., Trmp7)) as we want player

IT to play according to the strategy 7; in G(X;). Hence, we have to define the
moves of the first player in G(X;). We need not only to code the reals coded by
x1 = (xg,x2,...) of player II, but also those moves of the second player in the
other auxilary game. Therefore, for i € 2 and i # j € 2, let

rh(n) = {ﬁ(rm?b(”)—') if 7(n) = 2m, and
I 2ip(Tm,b(n)) i 7(n) = 2m + 1.

We have to prove that the strategy 7 is well-defined, and that indeed the count-
able set of reals coded by the three games is the same.

Lemma 4.18. The strategy T is well-defined.

Proof. The possible problem with the definition of the strategy 7 is that the
moves of the first player in an auxiliary game are not defined as they could
depend on moves of the second player that have not been defined yet.

Suppose player II is to play his nth move. We may assume that zy(k) is
defined for every k < n, and that zyy(k) is defined for every k < n. These are
the moves of the players played before the nth move of player II. There are two
possible cases: either r(n) = 2m or r(n) = 2m + 1. We will give the details of
the former case, the latter follows using similar arguments.

Player IT needs to find move x("m,b(n)7) in the auxiliary game G(Xj).
In order to do so, all moves z{(k) of the first player need to be defined for
E<"m,b(n)". Let k <"m,b(n)”. Again there are two cases.

Case 1. If r(k) = 2/, then x9(k) := 21("¢,b(k)™). Since ¢ < 2¢,
m6,b(k) < 720,b(k)" = Tr(k),b(k)T = k < n.
Therefore j := "¢,b(k)" < k < n, and by assumption z{(j) is defined for j < n.
Case 2. If r(k) = 20 + 1, then 2{(k) := 25 ("¢, b(k)7). Since £ < 20 < 2( + 1,
T0,0(k)T < ™20,b(k)T <204 1,b(k)" ="r(k),b(k)? =k <n.
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Therefore, j := "¢,b(k)" < k < n, and by assumption z{(k) is defined for
j<n. ]

Finally, to finish the proof that U is a fine filter we want to show that the
countable set of reals coded by a play of G(Xg N X1) according to the strategy
7 is the same as the countable set of reals coded by the play of the auxiliary
games G(X() and G(X7). Then this countable set of reals is an element of both
Xp and X7, and therefore of Xy N X;. Hence, 7 is a winning strategy.

Lemma 4.19. The countable set of reals coded by a play of G(XoNX7) according

to the strategy T is the same as the countable set of reals coded by the play of
the auziliary games G(Xo) and G(X1).

Proof. Let x1 and x11 enumerate the moves of player I and IT in G(X( N X3),
respectively. Let r € w be arbitrarily and let ¢ € 2. The rth real controlled by
player I is (z1), = (z1("r,07),21r("r,17),...), and is coded by the (2r)th real
controlled by the first player in G(X;). We have for every b € w,

(21)2r (b) = 21(72r,b7) = 21(7r, b7) = (21)(b).

For the rth real controlled by player IT in G(Xy N X;), there are two (very
similar) cases.

Case 1. If r = 2m, then this real is coded by the mth real controlled by the
second player in G(X(). We have for every b € w,

(2¥)m (b) = 2 (Tm,07) = 211 (72m, b7) = (z11)2m(b) = (z11).(b).

Case 2. If r = 2m + 1, then this real is coded by the mth real controlled by
the second player in G(X;). We have for every b € w,

(@10)m (b) = 21r(Tm, b7) = 2x1("2m + 1,67) = (@11)2m+1(0) = (z10)y (b)-

We have finished the proof that U is a fine filter on p,, (R).
Proposition 4.20. The set U is a fine filter on p., (R). O

We could now use this idea of playing auxiliary games to prove that U is
wi-complete, using AC,,(R). This is a straight-forward but messy generalization.
Since we are mainly interested in this filter in the context of AD, we will take
an easy way out. The axiom of determinacy AD implies that U is an ultrafilter,
and we know already that every ultrafilter is wq-complete under AD.

Theorem 4.21 (AD). (Solovay, 1978) If X C pu, (R) such that X ¢ U, then
pun(R)\ X € U.
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Proof. Suppose X C g, (R) such that X ¢ U. By definition of U, this means
that player IT does not have a winning strategy for G(X). Since for every
X C pu,(R) there is an A C R such that the game G(X) is equivalent to
the game G, (A), AD implies that G(X) is determined for every X C g, (R).
Therefore, player I must have a winning strategy o in G(X). We will use this
strategy to define a winning strategy 7 for player IT in G(p., (R) \ X).

Player I begins the game G(p., (R) \ X) by playing ¢ := z1(0). Player II
just ignores this move and responds with o(&). Then player I plays xo := z1(1),
and IT responds with o({c(@), z¢)), and so on:

I x T T4
II o(2) o({o(2), z0)) o((0(2),z0,0((D, o)), T2))

The outcome of this play of the game G(gp,, (R) \ X) is exactly the same as
the outcome of the following play of the game G(X), where the players have
switched sides:

I o(9) o({o(2), x0)) o({0(2),x0,0((F, x0)), 22))
11 xo x9

Notice that in this game player I plays according to the strategy o. Since o is
a winning strategy for player I in the game G(X), the outcome of the play will
not be in X and is therefore an element of g, (R)\ X. Thus, the strategy 7 for
player IT in the game G(p., (R) \ X) defined by 7({(x0)) := (@) and for n > 1
by

T((zo, 21, ..., xn)) = o((x1, T2, ..., 2y))

is a winning strategy for player IT for the game G(p., (R)\X). Hence, if X ¢ U,
then p., (R)\ X € U as required. O

Combining Corollary 4.9, Proposition 4.20, and Theorem 4.21 under AD, we
see that U is the desired fine measure on g, (R). Once we have a fine measure
U on g, (R), we can push U out to a fine measure on every surjective image
of R by Lemma 2.19. In particular, there is a fine measure on p,, () for every
w1 <a<o.

Corollary 4.22 (AD). There is a fine measure on g, (R) and therefore also on
P, (@) for every wy < o < O. O

We cannot use AD to prove that for every A > wj there is a fine measure on
9w, (A) by Corollary 4.6. In fact, there is no fine measure on g, (0).

Theorem 4.23 (DC). (Spector [Sp91]) If k < O, then there is no fine measure
on px(0). O
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In a sense, the result of Corollary 4.22 is optimal. Using the stronger axiom
of real determinacy ADpg, Solovay showed that there is a mormal measure on
9w, (R) and therefore on g, () for every w1 < a < ©. Woodin used ADg to
show that these normal measures are unique.

4.6 Consistency Strength and the Axiom of Choice

The relative consistency strength of measurability does not depend on the pres-
ence or absence of the axiom of choice. Jech [Je68] has shown that ZFC+‘there
is a measurable cardinal’ and ZF4‘there is a measure on w;’ are equiconsistent.

One of several ZFC-equivalent notions of measurability of x is ‘there is a fine
measure on @, (k)’. As a natural next step, one might consider the axiom

‘there is a x such that g, (k™) carries a fine measure.’

Let SFM denote this axiom. In the rest of this section we will outline an ar-
gument to prove that ZFC + SFM and ZF + SFM are not equiconsistent. The
argument here is analogous to an argument that can be found in [Bo02].

Since the consistency of ZFC 4+ SFM clearly implies the consistency of ZF 4
SFM, we want to show that the consistency strength of ZF 4+ SFM is strictly
less than the consistency strength of ZFC + SFM. The argument consists of
three steps. First we outline an argument that ZFC + SFM implies Con(ZF +
AD). Second, we remark that ZF + AD F SFM. Finally, we use Godel’s second
incompleteness result to finish the argument.

After Solovay reached the same conclusion from the existence of a cardinal
r such that there is a normal measure on g, (k" ), Gregory [SRKT78] proved that
ZFC + SFM implies the failure of (., a combinatorial principle introduced by
Jensen.

Schimmerling and Zeman [SZ01] have shown that the failure of [J,; entails the
existence of a nontame mouse (See for example [LS98, p. 35]). The existence of a
nontame mouse implies the consistency of ZFC + ‘there are w Woodin cardinals’.

Finally, Woodin [WMHoo| proved that ZFC 4 ‘there are w Woodin cardinals’
and ZF + AD are equiconsistent. To summarize, we have the following string of
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implications:

ZFC + SFM

Gregory

ZFC + ‘there is a s such that [, fails’

Schimmerling—Zeman

ZFC + ‘there is a nontame mouse’

Con(ZFC + ‘there are w Woodin cardinals’)
Woodin

Con(ZF + AD)

Using Solovay’s ultrafilter on g, (R) we have proved in Section 4.5 that
under AD there is a fine measure on g, (A) for every A < ©. Since under AD
there is a surjection R — wy, there is in particular a fine measure on g, (w2).
Hence, ZF + AD = SFM.

We apply Goédel’s second incompleteness theorem to conclude that the con-
sistency strength of ZF + SFM is strictly less than the consistency strength of
ZFC+SFM. Suppose that Con(ZF +SFM) would imply Con(ZFC+SFM). Then
the following string of implications would hold:

ZFC 4+ SFM

Con(ZF + AD)

Con(ZF + AD + SFM)

Con(ZF + SFM)

Con(ZFC + SFM)

which would contradict Goédel’s second incompleteness theorem that no recursive
extension of ZF can prove its own consistency. Hence, the consistency strength
of ZF + SFM has to be strictly less than the consistency strength of ZFC + SFM.
In other words, in contrast to the axiom
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(3k) (‘there is a fine measure on @ (k)’),
the consistency strength of
(3k) (‘there is a fine measure on p, (k1))

does depend on the presence of the axiom of choice.
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Chapter 5

Conclusions

We have studied four different definitions related to the notion ‘k is a compact
cardinal’. These definitions were related to the compactness of the infinitary
language % (Section 3.1), the possibility of extending x-complete filters to
ultrafilters while retaining their completeness (Section 3.2), the existence of fine
measures on p(A) (Section 3.3), and being the critical point of a A-compact
elementary embedding (Section 3.4).

For each of these properties we can consider both a global version and a
local one. In case of the extension property there are three local versions. These
restrict the filters which can be extended to those that are not ‘too large’. The
A-extension property is concerned with filters generated by at most A sets, the
restricted A-extension property with filters on a set S such that |p.(S)] = A
We discussed a third extension property in Chapter 4: the extension of filters
on .

The following diagram presents the structure of implications between the
local forms of these definitions. A solid arrow indicates an implication provable
in ZF, a dotted arrow indicates an implication provable in ZFC.

A-covering
embedding

e

314 fine measure 313
A-extension —— > \-compactness

restricted
A-extension
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We have tried to find answers to the following two questions: Which of these
implications cannot be reversed? Is the use of the axiom of choice necessary to
prove the implications (3.13) and (3.19)?

First of all, in ZF 4+ AD every infinite cardinal has the restricted A-extension
property for every A. Since none of the other properties is trivial (they im-
ply regularity or weak inaccessibility, for example), it follows that restricted
A-extension cannot imply any of the others. Furthermore, since wy is accessible,
it can neither be a critical point of an elementary embedding nor can .Z,,. be
A-compact for any A > w;. But under AD there is a fine measure on g, (A) for
every A < O. We draw a similar diagram as above, but this time showing the
properties of kK = wq under AD:

No

A
/ | \

[
?7——Yes— — > No

e

Yes

There cannot be an arrow from ‘yes’ to ‘no’. Hence, the dotted arrows really are
implications in ZFC and not ZF. Unfortunately, we do not know if AD implies
that wy has the A-extension property for any A > w;. A result of Kunen (Theo-
rem 4.17) does show that every wi-complete filter on A < © can be extended to
an wi-complete ultrafilter but this needs the restriction to filters on A < ©.

Besides the local forms of the definitions we can also consider their global
analogues. For the embedding property and the fine measure property, these
are just the universally quantified local properties. In case of the filter extension

property,

(V) (k has the A-extension property)

and

(VA) (k has the restricted A-extension property)

are equivalent. With the axiom of choice, these are equivalent to the property
‘every k-complete filter can be extended to a k-complete ultrafilter’ which we
will call the extension property. Without AC the extension property for k£ may
be stronger than (V) (k has the A-extension property).

Since we were able to derive the extension property for s from the compact-
ness of the infinitary language %, the structure of implications between the
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global forms of the definitions simplifies to the following diagram:

covering 321 language

embeddings compactness
A
3.191 l?,. 10
|
' extension

fine measures 55, — property

The diagram above displays the well known equivalent definitions of a strongly
compact cardinal. Note that AD not does answer the question whether AC is
necessary for the implication between the global version of the fine measure
property and the global version of the embedding property. In fact we know
that the existence of a cardinal with the global fine measure property cannot be
a consequence of AD (Corollary 4.6).

We gauged the consistency strength of various local forms of infinitary lan-
guage compactness in ZFC using some well known results on measurable cardi-
nals. The diagram below was discussed in Section 3.5. The consistency strength
increases from the bottom to the top. A solid line means that we know the
consistency strength is strictly larger, a dotted line indicates that it could be
that the consistency strength is equal.

- Ly is strongly compact
. L 18 28-compact
N; is measurable +.%. is medium compact

- % 1s weakly compact

ZF+7FC

Finally, we outlined in Section 4.6 an argument using AD that the consistency
strength of
ZF + ‘there is x with a fine measure on g, (k™)'

is strictly less than the consistency strength of
ZFC + ‘there is k with a fine measure on p, (k7).

This is very different than for example the case of measurable cardinals.






Appendix A

Questions

1. Let k¥ be an uncountable cardinal. Are ZFC + ‘there is a  such that £,

is 2%-compact’ and ZFC + ‘there is a k such that %, is strongly compact’
equiconsistent?

2. (AD) Can every wj-complete filter generated by at most we sets be ex-
tended to an wi-complete ultrafilter?

3. (AD) Can every wy-complete filter on A < O be extended to an we-complete
ultrafilter?
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