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ABSTRACTStatements not only update our current knowledge, but adse bther dynamic ef-
fects. In particular, suggestions or commands ‘upgrade’ preferences by changing the cur-
rent order among worlds. We present a complete logic of kedgé update plus preference
upgrade that works with dynamic-epistemic-style reduct@ioms. This system can model
changing obligations, conflicting commands, or ‘regret’e ¥en show how to derive reduc-
tion axioms from arbitrary definable relation changes. Tdtide of analysis also has a product
update version with preferences between actions, as welbalsls. Some illustrations are pre-
sented involving defaults and obligations. We concludé dina dynamic framework is viable,
while admitting a further extension to more numerical iti§iupdate’.

KEYWORDSpreference upgrade, information update, dynamic logic

1. Introduction: changing preferences

The notion of preference occurs across many areas, suchlasgpy of action,
decision theory, optimality theory, and game theory. lidiral preferences between
worlds or actions can be used to predict behavior by ratiagehts. More abstract
notions of preference also occur in conditional logic, meonotonic logic and belief
revision theory, whose semantics order worlds by relafivéarity or plausibility.

Preference logics Preference logics in the literature describe different gam
ative structures by means of various devices ([HAN 90]). Atgepreferences can run
between worlds or between actions, preference statemantsecweaker or stronger
in what they say about worlds or actions being compared — Bodtaey may be more
‘objective’ or more ‘epistemic’. A statement like “I prefsunsets to sunrises” can be
cast merely in terms of ‘what is better for me’, or as a more i@ propositional
attitude involving my beliefs about the relevant eventsthiis paper, we take an ob-
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jective approach, where a binary preference relation stppounary modality “true
in some world which is at least as good as the current one” (B3], [HAL 97]).
[BEN 06c] show how such a language, when extended with a fesvabprs from
hybrid languages, can define several conditionals, Naslhitetum, and backward
induction solutions to games. The language also expressasug kinds of prefer-
ence that agents may have between propositions, i.e., ofpaents. Moreover, we
add explicit epistemic operators, allowing us to expresngg attitudes toward what
is good or better for them.

Preference dynamics Our main concern in this paper, however, is onalpf
namics Preferences are not static, but they change through codsrammoral au-
thorities, suggestions from friends who give good advicgust changes in our own
evaluation of worlds and actions. Such changes can haveugtiiggers. For in-
stance, intuitively, a command

“See to it thatp!”

makes worlds where holds preferred over those where it does not - at least, if we
accept the preference induced by the issuer of the commantal& a process of
planning, with just our own goals in mind, may gradually attuce preferences over
actions as ways toward reaching the goal, as we learn mong #im actual world.
These and other dynamic aspects of preference have beeah mpt@any authors,
including [BEN 93], [HAN 95], [ZAR 03], [TOR 99], and [YAM 06]

Related ideas all play in the dynamic semantics for condititogics ([SPO 88],
[VEL 96]). In its static Lewis-style semantics, a conditidp = ) says roughly that

1 is true in all most-preferreg-worlds (1)

But one plausible way of accepting a conditional is, not asie/false description of
a current preference, but rather as an instructioraétustingthat preference so as to
make(h) the case. Even more simply, consider a so-called defawdttass like

“Normally ¢”

As [VEL 96] points out, this does not eliminate--worlds from our current model, in
the usual dynamic sense of information update. Accommogdahtiis assertion rather
makes the-p-worlds doxastically less preferred tharworlds.

Trigger 1: suggestions There are many triggers for preference change, and dy-
namic preference logics should provide a format for stuglyirese in an appropriate
generality. To find such formats, in this paper, we start feosimple test scenario that
may be called a ‘suggestion’. Consider someone who is iedifft between taking a
trip (p) and staying at home-). Now his friend comes along and says

“Let’s take a trip!”
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Figurel.

‘Taking’ this suggestion means that any preference we nfighie had for staying at
home is removed from the current model. Figure 1 shows we imawvénd:

Thus, in our scenario, a suggestion removes already exiptieference links: but
it does not add new ones. Note that, in addition to arrows drawr preference
relations always have reflexive loops. This mechanism wibtudied in greater detail
later on, as an entry into more general kinds of preferengeaaie. Even so, by way
of contrast, here is one alternative, which does not remioks,|but rather adds them.

Trigger 2: commands Inthe above picture, the agent now prefers the trip, so this
has become her priority, or in a deontic reading of the pegfee relation, her duty.
But in general, suggestions are weaker than commands. gitkinsuggestion does
not mean that the person will now prefer givorlds to the-p-ones. It all depends on
the preference structure already in place. If the agent ndifférent betweemp and
—p with arrows both ways, the suggestion induces a preferégghe agent may be
unable to compare the two situations, as in this model withuwelated worlds:

'Uom

Jo~
he}

Figure2.

A suggestion in the relation-decreasing sense does not thakeorlds compara-
ble. With real commands “Take that trip!”, however, we wantrtake sure the agent
now prefergp. Then, we need tadd preference links to the picture, making the world
with —p less preferred. Our proposals also deal with upgrades thlireks.

Dynamic logics of upgrade Whether eliminative or additive, preference change
is reminiscent of existing systems for informatigpdatein dynamic-epistemic logic
([GER 99], [BAL 98], [BEN 064a], [DIT 06]). In the latter paragim, incoming asser-
tions or observations change the domain of the current maufbor its accessibility
relations. In our scenario, current preference relatisashanged by incoming sug-
gestions or commands. Thus, we will speak henceforth okepeeteupgradeas a
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counterpart to the better-known term update. The main pafirthis paper is that
preference upgrade is a viable phenomenon, just as suslegtisystematic modifi-
cation as information, temporal perspective, or otherpatars of ‘logical dynamics’
([BEN 93], [BEN 96], or in the setting of conditional logicSPO 88], [VEL 96]). We
will show how this dynamics can be implemented by the veryesamathodology that
has been developed for information update in dynamic-emittlogic.

This paper is structured as follows. First we present a néwt gpistemic pref-
erence logic (Section 2). Its semantics is based on prefesdvetween worlds. This
allows us to talk about knowing or not knowing one’s prefers) or regretting that
the best scenario is not going to happen. Next, in Sectiorefravide formal defini-
tions for preference upgrade, with an emphasis on the afsoggestions’ increasing
our preference for one proposition over its negation. kgtngly, this also suggests
alternative formulations for information update. Sectibdefines a dynamic version
of the static epistemic preference language, where infoomapdate lives together
with preference upgrade. There is a completeness theortamis of the usual style
of reduction axioms recursively analyzing postconditiohactions. This is our first
‘existence proof’ for a compositional dynamics of upgratetandem with update
of information. In Section 5, we consider more general uggrscenarios: first with
general schemes of link elimination, and then, with the $tdéngth of ‘product up-
date’ for information using ‘event (action) models’. Thexuires enriching the action
models of dynamic-epistemic logic with agents’ prefereroetween events. Section
6 then outlines some applications of our dynamic upgrades$otp default reasoning,
deontic logic, and logics of commands. Section 7 is a briefeyuof related work,
and Section 8 contains our conclusions and further direstio

This paper proposes a certain style of thinking about peefez upgrade, and an
existence proof for a logical methodology in doing so. We dbaddress all intuitive
senses of preference, or all logical issues arising in thasawhere it plays a role.
A more extensive discussion of upgrade mechanisms witlowaiririggers, various
senses of preference, and further applications, is fouptON 06] and [LIU 06b].

2. Epistemic preferencelogic
2.1. Language and semantics

The main language used in this paper has two componentsfeagmee modality
as in [BEN 06c], and the standard knowledge operators frastexpic logic.

DEFINITION 1. — Take a set of propositional variablédand a set of agents, with
p ranging overP andi overI. Theepistemic preference language given by:

pu=Llp|l-ploA]| Kip|preflip| Up.
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Intuitively, K;¢ stands for ‘agent knows thaty’, while [pre f1;¢ says that all worlds
which the agent considers as least as good as the currentitisfg . U is an auxil-
iary universal modality*

How is this formal language connected to ‘preference’ agduos in natural dis-
course? One may be inclined to regdef); as ‘agent prefersy’. But as with
other logical systems, there is a gap between the formalghtammon usage. E.g.,
just saying that the agent sees some better world wirehelds seems too weak,
while the universal modalitjpre f]; ‘in all better worlds’ seems much too strong.
Cf. [HAN 01] for a thorough discussion of senses of prefeegrand ways in which
formal languages do or do not match up. Here we just pointtoufdllowing facts.
First, our formal language can also express intermediatesf ‘betterness’ for pref-
erence, usingombination®f modalities. E.g.[pref];(pref)ip will express, at least
on finite connected models, that sobestworld hasp. And one can also express that
all best worlds satisfy: cf. [BEN 06c]. Moreover, our approach emphasizes com-
parisons of worlds, i.e., objects, rather than propositigrhereas common notions of
preference often play between propositions, or semalhtisaks of worlds. Such pref-
erences between propositions cardeéinedon our approach (see again [BEN 06c]).
For instance,

Uy — (pref)ip)

expresses one strong sense of ‘aggmefersy to ¢, viz. eachy-world s has at least
one epistemic alternative which ¢gsand which is at least as good asccording to
the agent. But one can also define the original notion of peefee in [WRI 63] which
says that the agent prefers allworlds to all+-worlds (cf. [BEN 06c]; [BEN 06b]
also deals with Von Wright's ‘ceteris paribus’ clause in teevant comparisons be-
tween worlds). For the moment, we take this expressive pofveur simple-looking
modal language for granted. The virtue of our simple baseatitags is that these
‘decompose’ more complex preference statements in a peisps manner, while al-
lowing for a simple dynamic approach later on.

DEFINITION 2. — An epistemic preference modé a tuple M=(S, {~;| ¢ € I},
{=Xi| i € I}, V), with S a set of possible worldsy; the usual equivalence relation of
epistemic accessibility for agent and V' a valuation for proposition letters. More-
over,=; is a reflexive and transitive relation over the worlds.

We reads <; t as ‘t is at least as good for agehass’, or ‘t is weakly preferred to

s'. If s <; t but nott <, s, thent is strictly preferredto s, written ass <; t. If

1. For technical convenience, we often shift to the corredpmnexistential modalitie$K);,
(pref)i, andE¢. These seem more difficult to read in terms of intuitive lilsgio expressions.

But they help in finding and checking valid principles, andé@mantic arguments generally.
2. Interpreting the knowledge operator with the equivaleretation is optional in an approach.

There are many philosophical discussions about its justifin. Various alternatives haven been
proposed in terms of model classes. For complete epistamicd over equivalence relations
or other model classes, see the standard references, 8@ 98] or [BLA 01].
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s <; t andt =<; s, then agent is indifferentbetweens and¢. Models can also have a
distinguished actual world, but we rarely use this featweh

Note that we do not require that our preference relatiorb@ectedn the sense
of the Lewis sphere models for conditional logic. In genevnad want to allow for
genuinely incomparable worlds where an agent has no prefergither way, not be-
cause she is indifferent, but because she has no means oadomthe worlds at all.
This is just as in the semantics for the minimal conditiongii¢. Of course, in spe-
cial settings, such as the standard utility-based preferenderings of outcomes in a
game, connectedness may be quite appropriate.

DEFINITION 3. — Given an epistemic preference model = (S, {~;| i € I},
{=ili€e I}, V), andaworlds € S, we defineM, s = ¢ (formulay is true in M at
s) by induction onp:

1M, skEpiffs € V(p)

2.M,s = ~piffnot M, s = ¢

BM,sEeAYIff M,sEpandM,s =1

4. M, s E (K);piff for somet : s ~; tand M, t = ¢

5.M,s = (pref);p iff for somet : s <; tand M, t = ¢

6. M, s | Eyiff for somet: M,t | o.

Expressive power As we noted, [BEN 06c] have shown that the pure modal
preference part of this language, with the help of the usi&lemodality, can express
a variety of natural notions of preference between projoost including the original
one proposed by Von Wright, as well as other natural optidfisreover, following

[BOU 94], they show that this language can faithfully embed-iterated conditionals
» = 1 using the above preference operafere f);, as follows:

U(p — (pref)i(p Alprefli(e — ).

But with our additional epistemic operators, we can alsaespthe interplay of pref-
erence and knowledge. The following examples represerar(aptuition of self-
reflection of ‘preference’, and (b) an unfortunate but uliimus phenomenon:

— (pref)ip — Ki(pref);p: Preference Positive Introspection
—{pref)ip N K;~p: Regret.

We will return to mixed epistemic-preference principle®ian.

2.2. Proof system and completeness
Our epistemic preference logic can be axiomatized complieta standard modal
style, given our choice of epistemic preference modelgBtfA 01]).

THEOREM4. — Epistemic preference logic is completely axiomatizabléepistemic-
preference-models.
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PrROOF. — The proofis entirely by standard techniques. ]

Additional axioms in our language impose further frame d¢tomls on models.
Here are two examples, based on standard modal frame-pon@snce techniques:

FACT 5. —

— A preference framé& = (S, {~;| i € I},{=i| i € I'}) satisfiexconnectedness
ie.,Vavy : ¢ <; y Vy =; z, iff the following formula is true in the frame:
(¢ NEp) — (pref)ip V E( A (pref)ip).
— An epistemic preference framg makes thePreference Introspection Axiom
(pref)ip — K;(pref);p true iff it satisfies the following first-order condition:
VsVitVu : (s Rt A s~y u— u =X t)

Nevertheless, we will work with the minimal system desatibbove in this paper,
leaving such extras to asides.

3. Modelling preference upgrade
3.1. Brief review of epistemic information update

The basic paradigm for epistemic update is public annouso¢énSuppose that an
agent does not know i is the case, but learns this fact through an announcelment

Then we get the following sort of model change, where theedidihe in the initial
static model indicates the agent’s uncertainty in theahgituation:

Initial model

Updated model °

Figure3.

The announcement eliminates thg-world from the epistemic model, and afterwards,
the agent knows that There is an extensive literature on dynamic epistemickgi
for public announcements and more sophisticated episteweints, that can modify
information in different ways for different agents. See [B88], [BEN 06a], and
Section 5.4 below.

These logics all work essentially on the same design priecipirst, a class of
models is chosen representing the relevant informatiaictres, together with some
appropriate static language for describing these. Usuaigse are models for some
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version of standard epistemic logic. Next, an update mdshais proposed which
transforms given models under some chosen set of epistetins. For public an-
nouncement, this simply eliminates worlds, yielding a dle submodel:

A public announcemehp of a true propositiorp turns the current model
(M, s) with actual worlds into the model M., s) whose worlds are just
the setfv € S | M, w = ¢}. And accessibility relations and valuations
are retained on the restricted domain.

More complex actions update psoductsM x & of the current epistemic modak
with some ‘event modek containing all relevant events or actions.

Next, the static language gets a dynamic extension whermfbenative events
themselves are displayed and manipulated. For public aregmnent, a typical static-
dynamic assertion of this sort is

[lo] K;1p: after a truthful public announcement gf
the agent knows that).

Here the semantic clause for the dynamic modality is simplfpows:

M, s = [l iff (if M, s = ¢, thenM,,, Sk= 1)

Usually, the effects of events can then be described copiplieta recursive manner,
leading to a compositional analysis of communication am@iotognitive processes.
As a crucial illustration, here is the kegduction axiomn current logics of public
announcement for a true assertion resulting in an epistpassibility for agent:

(I} (K )it = p A (K )i{lp)t

As discussed in the literature, semantically, this reflacsort of perfect recall for
updating agents. Computationally, axioms like this heipeda reduction algorithm
for dynamic epistemic statements to static epistemicstaids, allowing us to borrow
known decision procedures for the base language.

3.2. Upgrade as relation change
With the paradigm of public announcementin mind, we now dsfie mechanism

of preference change described informally in the above. afic models are of
course the epistemic preference structures of Section 2:

M= (S, {~iliel},{=]i€l},V)
Our triggers are events of publicly suggestingwritten as follows:

i
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These lead to the following model change, removing prefeFeffior—¢ overy:

DEFINITION 6. — Given any epistemic preference mod#H, s), the upgraded
model(My,, s) is defined as follows.

(a) (My,, s) has the same domain, valuation, epistemic relations, atusheorld
as(M, s), but

(b) the new preference relations are now
=== —{(s,t) | M, s F pand M, t |= —p}.2
We suppress agent subscripts henceforth whenever contenie

Upgrade for suggestion events replaces a preferenceorelayi a definable sub-
relation. This may be written as follows in the standard tiotaof dynamic logic
([HAR 00]):

R:=R— (T B; 7)

We will consider more general relation-changing operatiarsection 5. For instance,
if one wanted to add links, rather than just subtract themfdimat would still work.
E.g., the relation-extending stipulation

R:=RU(?T¢; T;7p)

whereT is the universal relation, would make evesyworld preferable to everyp-
world. With our upgrade defined, we are in a position to defiglyrramic language
for preference upgrade. But before doing so in Section 4,amsider some features
of the mechanism just defined.

Preservation properties of upgrade Perhaps the most pressing issue is whether

a proposed model changing operation stays inside the diastended static models.
For the update associated with public announcemlentthis was so - and the rea-
son is the general logical fact that submodels presanigersally definedelational

properties like reflexivity, transitivity, and symmetryoFour notion of upgrade, the
properties to be preserved are reflexivity and transitioftgreference relations (epis-
temic relations remain unchanged). This time, no genesallreomes to the rescue,
since we only have the following counterpart to the pres@maesult for submodels:

FacT 7. — The first-order properties preserved under taking datioes are pre-
cisely those definable usinggated atoms\ , v, 3, V.

But neither reflexivity nor transitivity is of this particai syntactic form. Nevertheless,
using some special properties of our proposal, we can prove

FACT 8. — The operatiooMy,, preserves reflexivity and transitivity.
PrROOF. — Reflexivity is preserved since we never delete lopps). As for tran-
sitivity, suppose that <* ¢ <* wu, while nots <* w. By the definition offyp, we

3. [HAR 04] analyzes new defined preference relations in dtssgretic format.
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must then haveM, s = ¢ and M,u = —¢. Consider the intermediate point
Case 1.M,t = ¢. Then the link(¢, ) should have been removed froth Case 2:
M,t = —p. In this case, the links, t) should have been removed. Either way, we
have a contradiction. |

On the other hand, our upgradescan lead to loss of connectedness of the prefer-
ence order. Our earlier example already showed this in@ett{Figure 2). Likewise,
our upgrades can lead to a loss of positive introspectianttsefollowing scenario:

EXAMPLE 9. —

e~ .0 #p

asleep awake asleep awal

Figure4.

There are two worlds ‘asleep’ and ‘awake’. In both modelsgeaot know if we
are sleeping or awake. Initially, we prefer being asleed,\aa know our preference.
Now an upgrade happens, suggesting that real waking lifetismbad after all. Then
we still do not know if we are sleeping or awake, but at the fksVavorld we prefer
being awake (thought not the case at the ‘asleep’ world).uiog on the ‘asleep’
world in the new model, we still prefer being asleep theret \Bel no longer know
that we prefer it — since we might be in the ‘awake world’. agjpection fails! O

In some settings, preference introspection seems playsibt a desirable prop-
erty of models to be preserved. We can then change the abtiea wd upgrade to
deal with this, e.g., by making sure that similar links anmoged at epistemically in-
distinguishable worlds, or study which special sorts ofraplg in our language have
the property of always preserving preference introspactide latter would then be
the ‘reasonable’ or ‘sensible’ series of suggestions.

Update by link cutting Update and upgrade do not lead wholly separate lives
in our setting. For instance, if we want to model the earlieemromenon of ‘regret’
about worlds that are no longer viable options, epistemitatgs forl should not
remove the-g-worlds, since we might still want to refer to them, and pgdhaven
mourn their absence. One way of doing this is by redefininguitaate for public
announcement as a relation-changing operation of ‘linfiregit This time, instead of
the abovéy, we write the relevant update action as follows, note thatibtation ‘V’
is now behindp:

©!

and we write the updated model A3, in order to distinguish it from that we have
by eliminating worlds. We should really change notationsgtitect the two kinds of
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exclamation mark — but we trust the reader can disambignateritext. The correct
semantic operation fgg! on models is this:

DEFINITION 10. — Themodified public update modeW,,, is the original modeiM
with its worlds and valuation unchanged, but with accedisitiielations ~; replaced
by a version without any crossing between ¢gheand —~p-zones ofM:

(705 ~i; 70) U (77405 ~i5 70p0)

FACT 11. — The pure epistemic logic of public announcement is #meeswith!y
and with!.

Nevertheless, the second update stipulation has sometadesn It was first pro-
posed, in [SNY 04] (cf. [BEN 04]) for modelling the behavidrmemory-fre@gents,
whose epistemic accessibility relations are quite difiefeom those for the idealized
update agents of standard dynamic epistemic logic. Moreovéhe present setting,
in stating regrets, we need the consistency of a formula like

Kip A (pref)i—p.

Yes, | know thatp, but it would be better if it weren’t... Modified update allsws to
have this consistently.

Link cutting has some curious features, too. E.g., linkingtin the current model
is the same for announcemeatsand (—p)!: both remove links betweep-worlds
and—¢-ones. The only difference is that the former can only talee@lat a current
world which satisfieg, and the latter in one satisfyingp. This is reflected in valid
principles of the logic, but we do not pursue this issue here.

Discussion: update and upgrade Distinguishing the two versions of informa-
tion update also leads to a subtle distinction in a combirpathte-upgrade logic. If
processingy eliminates all worlds we know to be non-actual, our prefeeestate-
ments adjust automatically to what we know about the factss & the behavior of
realists, who never cry over spilt milk. For those realisthe following combined an-
nouncement/preference principle will be valid, at leastafimmic statements which
do not change their truth values by being announced

['p][preflip.

But this principle is not valid for more nostalgic souls, wkiil deplore the way
things turned out to be. For them, update amounts to linkrzut!, they stick to
their preferences between all worlds, and the new fact mag mtroduce regrets:

(pref)i—p — [P ({pref)i—p A Kip).



12 JANCL — 14/2004. Belief revision and dynamic logic

4. Dynamic Epistemic Upgrade L ogic
4.1. Language and semantics

Now we introduce an enriched dynamic language for updateupuggade. Its
static part is the earlier language of Section 2, but itsoactbcabulary contains both
public announcements! and suggestiongy. Adding the original world-eliminating
announcements is a routine matter, so we highlight the latter less stangarint.

DEFINITION 12. — Let P be a set of proposition letters ardda set of agents, with
ranging overP, i overI. Thedynamic epistemic preference languagegiven by:

pu=L|p|-pleny | Kip|preflip | Up | [nlp
=l fe.

We could also add the usual program operations of compaostttmice, and iteration
from propositional dynamic logic to the action vocabulatyut we have no special
use for these. The new language can be interpreted on epigiesference models as
follows, where we choose the ‘regret’ variant of update far bovelty:

DEFINITION 13. — Given an epistemic preference modd| thetruth definition for
formulas is as before, but with two new key clauses for thiechodalities:

(M, s) E [pyiffif M, s =@, thenMy,s = ¢
(./\/1,8) ): [ﬁ@]lﬁ iff Mﬁtp’ s ': .

4.2. Preference upgrade logic

On epistemic preference models, all valid principles ofdfagic language of Sec-
tion 2 still hold. Moreover, the usual axioms for public annoement hold, be it with
one twist. As we saw, the usual updateseliminate all-p-worlds, but updateg!
leave all worlds in the model, cutting links instead. Thiskesmno difference with
purely epistemic dynamic axioms, but it does with globaktitial modalities over
the whole domain of the model. The usual reduction axiomiss th

(lo)Ev — o N E{lp)tp

But the axiom below is different, aS¢ can still refer to worlds after the update which
used to be-p. Further comments will be found below. We focus on what is heve:
upgrade, and its interplay with modified update. It is easse® the soundness of the
following principles, stated with existential modalitits convenience:

THEOREM 14. — The following formulas are valid:

1.(oN)p < (9 Ap)
2.(ph) = = (o A= (phe)
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3.(eh (W A X) = (DY A (phX)

4. (K < (A (K)ip))

5. () prefliv < (@ A (pref)i(eh))

6. (PHhEY < (o A E({(p)h V (—ph)1)))

7.(4e)p < p

8. ()~ « ~(Hp)v

9. (o) (¥ A x) < ((Be)¥ A (Be)x)

10. (o) (K)ivp = (K)i(to)Y

11. (fp) (pref)iy < (mp A (pref)ilte)y) V ((pref)i(e A {He)))
12. () By < E(te)y

PrRoOOF. — The first four formulas are the well-known valid reductiaxioms for
public announcement. The fifth formula, about commutatibri«d) and (pref),,
expresses the fact that epistemic update does not changeedasence relations. The
special case af’p has been commented on above.

Next comes a similar set of reduction principles for upgrade&iom 7 is like
Axiom 1, but simpler - as there is no precondition fgr. this operation can always
be performed. Given that, we just state that atomic factsodemange under upgrade.
The next two axioms express that upgrade is a function. Theres a commutation
principle for preference and knowledge which reflects thut flaat upgrade does not
change any epistemic relations.

Axiom 11 is crucial, as it encodes precisely how we changedgtieference rela-
tion. It says essentially this. After an upgrade fgra preference link leads from the
current world to ap-world iff this same link existed before. This means thatash
not been removed, ruling out the case where it led from arehetarld verifying ¢
to some other one verifyingy. The three cases where the link does persist are de-
scribed succinctly in the two disjuncts on the right-hamtesiFinally, as the upgrade
may have changed truth values of formulas, we must be camefdlsay that, before
the upgrade, the link went to a world satisfyiftg) rather thanp.

The last axiom in the list is simply a commutativity prin@gor preference and
existential modalities. |

This dynamic epistemic upgrade logic (hencefofitUL) can explain general
effects of changes in information and preference. In paldic we can think of our
upgrade system as transforming underlyivayld- or objectcomparison relations, but
then, in the matching logic, recording also what changes pdd&ce because of this at
the level ofpropositions Thus, given the earlier-noted expressive power of the thoda
language for notions of preference between propositiomscan derive principles
telling us what new propositional preferences obtain aftaupgrade action, and relate
these to the propositional preferences that we had befaanAllustration, consider
the ‘For all There exists’ notion of preference stated earl
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P3(p,y) iff U — (pref)ip)

FacT 15. — The following equivalence holds
(AP (p,y) iff PP((HA)p, (#4)9) A PT(((HA)e A A), (BA)Y A A)).
PROOF 16. — This is a simple calculation showing how tPe&’U L. axiom system

works in practice:

(AP (g, ) = AU — (pref)ip)

< U((#A) (¢ — (pref)iv))

< U((#4)y — (§A4)(pref)ip)

< U((#A)) — (2A A (pref)i(tA)p) V ((pref)i(A A (§4)0)))

< U({gA)p N —A — <pref>i<?A><ﬂ) ANU((gA) N A — (pref)i({fA)e A A))

o PB((1A) e, (§A)0) A P3(((1A)e A A), ((1A)Y A A).
|

A similar analysis applies Von Wright's ‘All All' notion of peference between
propositions, relating new preferences in this sense leeanes — but we leave this
calculation to the readet.

In addition, as noted earlier, our epistemic upgrade logit @eal with combined
scenarios like introducing ‘regret’. Say, a sequence dfuresions

fp; —p!  for atomicp

will first make p attractive, and afterwards, unobtainable. The logic résthis as the
(derivable) validity of regret principles like that at thedeof Section 3:

(pref)ip — [Hpl[-pY((pref)ip A Ki—p)

DEUL can analyze the basic propositional scenarios of obeyiocessive commands
or reasoning toward achieving practical goals proposed AR 03] and [YAM 06].

THEOREM17. — DEUL is completely axiomatized by the above reduction agiom

PROOF. — The reduction axioms, whose soundness we have alreadyaeeclearly
sufficient for eventually turning every formula of our larage into a static one without
announcement or suggestion modalities. Then we can usethpleteness theorem
for our static language. ]

The same reduction method also shows BEUL is decidable.
We have reached the first major conclusion of this paper:

Preference upgrade has a complete compositional logic-
just like, and even jointly with, knowledge update.

4. One might want to be more radical here, and insist on dyngneference-changing actions
directly at the level of propositionsvithout any dependence on an underlying world-level. This
is in line with versions of belief revision theory where oréristructed to come to believe certain
propositions. We have some thoughts on this alternativdt tiwould involve both entrenchment
and preference relations on sets of propositions, a mormaayt perspective which raises as
many design issues as the world-based semantic framewedkinishis paper.
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4.3. New issues of interest: coherence

Despite the technical analogies between information wpdad preference up-
grade, there are also intuitive differences. One typidasifation is the intuitive no-
tion of ‘coherence’. In pure public announcement logics, dnly relevant aspects of
coherence for a sequence of assertions seem to be these:

(a) Do not makénconsistenaind false assertions at the actual world; and,
not to waste anyone’stime: (b) Do not make assertions whibanmon
knowledgen the whole group, and which do not change the model.

But in combination with upgrade, we can make other distomgi E.qg., the effect of a
sequence with two conflicting suggestions

fp; 4—p

is not inconsistency, but it still has some strange asp&=serally speaking, such a
sequence makes the ordering non-connected, as it removesaither way between
p-worlds and—p-worlds. It is an interesting issue which sequences of wEgare
coherent, in that they leave connected preference retationnected.

In reality, one often resolves conflicts in suggestions byamseof some authority
ranking among the issuers of those suggestions. This iswgbatdike the reality of
information update. We often get contradictory informatfoom different sources,
and we need some notion @&liability differentiating between these to get to any sen-
sible total update. Both issues go beyond the ambitionsiefidper, as they involve
the gap between actual informational events and their latios into the idealized
model changes offered by dynamic epistemic logics, whdtrarpdate or upgrade.

5. Reélation change and product upgrade
5.1. Reduction axioms reflect definable operations

To a logician, standard epistemic upditeessentially relativizes a modah to a
definable submodelt,,. The relation between evaluation at both sides is expressed
in the following standard result:

FACT 18. — Assertionsy hold in the relativized model iff their syntactically rela-
tivized versions were true in the old model:

M, = iff M = ()%,

In this light, the reduction axioms for public announcenraetely express the induc-
tive facts about the modal assertidp) referring to the left-hand side, relating these
on the right to relativization instructions creatifig)®.
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This same idea applies to preference upgtaderhis time, the relevant semantic
operation on models igdefinition of base relationg he same is true for the new link-
cutting update operatiopl. [BEN 06a] notes how relativization and redefinition make
up the standard notion oélative interpretatiorbetween theories in logic when objects
are kept fixed - while product update relates to more compdehuctions forming
new objects as tuples of old objects. In this light, the réidacaxioms forDEUL
reflect a simple inductive definition, this time for what may @alledsyntactic re-
interpretationof formulas. This operation leaves all logical operatorshanged, but
it changes occurrences of the redefined relation symboblyetinition. There is one
slight difference though. Relation symbols for prefereoly occur implicitly in our
modal language, through the modalities. This is why the keelyction axiom in the
above reflects a format of the following abstract recursorg s

(R :=def(R))(R)p < (def(R))(R := def(R))p.

5.2. Dynamic logic of relation changers

Further relation-changing operations can be defined, arié rs@nse in our dy-
namic logics. We already mentioned the case of

R:=RU(?-¢; T;7p).

Here again, reduction axioms would be immediate, becaudedbllowing straight-
forward validities from propositional dynamic logic:

(RU (725 T570))9 = (R)Y V (T3 T 20)9)
= (R)YV (= A E(p A1p)).

The example suggests a much more general observation, whistate informally:

FAacT 19. — Every relation-changing operation that is definablé DL without
iteration has a complete set of reduction axioms in dynapigtemic logic.

PROOF. — Clearly, every definition for a new relatid¥ in this format is equivalent
to a finite union of finite compositions of

(a) atomic relationsz;, (b) test relation8y for formulas of the base language.

The standardPDL axioms for union, composition, and testsRDL then rewrite all
statement$R*)¢ to compounds in terms of just basic modalit{gg ) ¢. [

This PDL-style analysis can even derive reduction axioms autojtic

ExampPLE 20. — Our upgrade operatigp is really the relation-changer:
R:= (7mp; R) U (R; 7).

Thus, the key reduction axiom can be derived as follows:
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(o) (R)Y

<—><(7w R) U (R; 7)) (tp)p

< (77 R) (o) V (R; 70) ()¢
<—>(ﬁ<p/\< ) {Hp)ih) V (R) (@ A () 1))

The latter is just the version that we found ‘by hand’ in the\ah O

But we can do still better than this, and achieve the samergkiyeas dynamic
epistemic logics for information update — as will be showietty now.

5.3. Product update

The usual generalization of eliminative public announcetni® product update
([GER 99], [BAL 98], [DIT 06]). We briefly recall the basics.

DEFINITION 21. — Anevent models a tuple€ = (E,~;, PRE) such thatE is a
non-empty set of events, is a binary epistemic relation o, PRFE is a function
from E to the collection of all epistemic propositions.

The intuition behind the functio®RE is that it gives thegpreconditionsfor an
action: an event can be performed at worldonly if the world « fulfills the precon-
dition PRE(a).

DEFINITION 22. — Given an epistemic modéH, an event modef, the product
update modelM x & is defined as follows:

— The domain is {(s, a)s a world inM, a an eventirf, (M, s) = PRE(a)}.
— The new uncertainties satisfy, ¢) ~; (¢,b) iff boths ~; t anda ~; b.
— A world (s, a) satisfies a propositional atom p iff s alreadyid M.

REMARK 23. — For a version leaving all old worlds in place, as with dheve new
announcement operatdrl.;, we need to cut relational links again so as to ‘isolate’
the pairs(s, a) where(M, s) fails to satisfy the precondition for actien O

DEFINITION 24. — The language has new dynamic modalit{€sa) referring to
complex epistemic actions, and these are interpreted &sifsi

M,sE (€ a)piff M xE (s,a) E p.

This is the most powerful epistemic update calculus to dagwith public an-
nouncement, it yields a complete and decidable logic vid afseduction axioms for
all possible forms of postcondition (cf. [BAL 98], [BEN 93BEN 05b]).

5.4. Product upgrade

Next, we enrich epistemic event models with preferenceiogls, indicating which
events agents prefer over which others. These prefereresame from pay-offs or
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other benefits, but they may also be abstract relative fdditisis again, as in models
of conditional logic.

DEFINITION 25. — The output foproduct upgrade on epistemic preference models
are again the above epistemic modgis x £. But this time, we keep all world/action
pairs (s, a) represented, as these are the non-realizedopthat we can still have
regrets about. Then it remains to set the new preferenceshare, we can just follow
the above direct product rule for relations:

(s,t) =i (u,v)iff s X; wandt X; v

This product upgrade covers at least the earlier upgradat®ntp for sugges-
tions. To see this, consider the event model of Figure 4:

0<———-0

event 1 event 2
PRE: p PRE:—1 p

Figurebs.

Here the two events cannot be distinguished epistemicglihé agent. Recall that
the reflexive loops of preference relations are omitted.

FACT 26. — My, & M x £, where the event modéf# has two eventsseeing
thaty” (event }, “seeing that nots” (event 2, with event 2< event 1

PROOF. — From an epistemic viewpoint, the accessible parf\éfx £ merely
copiesthe old modelM, as only one event can take place at each world. The old
epistemic accessibilities just get copied with the produlet, since accessibility holds
between all pairs of events. As for the new preference stractonsider any pair
(s,t) in M where—y holds ats. Then the product modeM x £% contains a unique
corresponding pair

((s, event 2, (t, event }).

Our product upgrade rule gives a preference here from lefigtd. The only case
where this copying from\ fails is when the old preference and the event preference
do not match up. But this only happens in those cases whemould reject an
existing link, namely, when =< ¢, while M, s E ¢ and M, t = —. [ ]

Thus, as with public announcement and epistemic producatepene simple
event model suffices to mimick our base mechanism for updaipgrade.

Much more generally, every upgrade rule which takes a cuprefierence relation
to aPDL-definable subrelation can be dealt with in the same stylbagea by putting
in enough events and preconditions. There are of course moce complex event
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models still, with many more worlds and complex prefereralations for agents.
These represent more refined scenarios for joint update Egade.

Given the technical similarity of our product upgrade rdegdreference to that for
epistemic accessibility, the following is easy to see:

THEOREM 27. — The dynamic logic of product update plus upgrade can be axiom
atized completely by means of dynamic-epistemic-stylectemh axioms.

We do not spell out here what these axioms look like, but itrisLaine exercise.

Our second main conclusion in this paper is this:

Preference upgrade can be combined naturally with the sthe
knowledge update mechanisms known so far

Virtues of the combination We think the above setting has independentinterest.
In philosophy, there is a well-known distinction betweg®aferences between states-
of-affairs associated with ‘consequentialist ethics’, gmdferences between actions
in ‘voluntarist ethics’ (cf. [SCH 97]). Our product updatgstem models both kinds,
and is able to study their interplay. Moreover, there is a poatational angle, viz.
‘dynamic deontic’ versions dPDL itself, starting from preferences between worlds,
but moving on to preferences between actions ([MEY 88], [MEY). [PUC 04]
follows up on the latter, and propose relation change as aovayhanging policies’.
[ROH 05] provides a general background for this in so-cabathotage modal logic’,
where arbitrary links can be cut from models.

Thus, we see our product upgrade system also as one prithgipéerentialized’
version of propositional dynamic logic.

6. lllustrations: defaultsand obligations

We have presented an upgrade mechanism for incoming tsdjgar change pref-
erences. We now illustrate this framework in two concretérggs. Our aim is not
some full-fledged application to existing systems. We nyesbbw how the logical
issues in this paper correspond to real questions of inadkpeiinterest.

6.1. Default reasoning
Consider practical reasoning with default rules of the féifv, theny™:
“If | take the train right now, | will be home tonight”.

These are defeasible conditionals, which recommend cdimgu from ¢, but with-
out excluding the possibility ap A —1)-worlds, be it that the latter are now considered
exceptional circumstances. Intuitively, the latter aré‘nded out’ from our current
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model, but only ‘downgraded’ when a default rule is adopt@dEL 96] is an in-
fluential dynamic treatment, making a default an instrucfar changing the current
preference order between worlds. The simplest case hasnesassertiop which
is being ‘recommended’ - in Veltman'’s terms, there is anriretton “Normally, ¢”.
From our perspective, one can go this way, using a scenarielatfon change for
defaults as in our earlier Section 3. Suppose that we want to give@mimg default
rule “Normally, " ‘priority’, in that after its processing, all best worldssindeedp-
worlds. Here is a more drastic procedure, which will vakdidite preceding intuition:

DEFINITION 28. — We make allp-worlds better than alt-¢-worlds, and within the
- and—p-areas, we leave the old preferences in pladearmally, this is one of our
earlier PDL-style relation-changes: the old preferenclatien R becomes

(7¢; R; 70) U (7—¢; R; 7—) U (703 T3 790).

Interestingly, this is the union of the earlier link cuttingrsion of public announce-
mentsy! plus the upgrade operation with relation extension comsitizn Section 4.

FACT 29. — Relational default processing can be axiomatized d¢etely.

PrROOF. — By the method of Section 5.2, the key reduction axiom fei@utomat-
ically from the givenP D L-form, yielding

(upgr(p))(pref) < (N (pref) (oA {upgr(¢)))V(=pA(pref)(—pA
(upgr(0))¥)) V (= A E(p A (upgr(p)))).

Thus, we have a plausible version of default logic in our aplgrsetting. More-
over, their validities are axiomatizable in a systematidestia reduction axioms,
rather than more ad-hoc default logics found in the litematu

Things need not stop here. E.g., the relation-changingorepaits heavy emphasis
on the last suggestion made, giving it the force of a comma@hik seems too strong
in many cases, as it gears everything toward the last thiagdhé\ more reasonable
scenario is this. We are given a sequence of instructionging preference changes,
but they need not all be equally urgent. We need to find outa@at tommitments
eventually. But the way we integrate these instructions ayartly left up to the
policy that we choose, partly also to another parameter of the soewn&. the rela-
tive force orauthority of the issuers of the instructions. One particular settitgne
this happens is again Optimality Theory. Ranked conssaletermine the order of
authority, but within that, one counts numbers of violatio€f. [PRI 93] for a good
exposition, and [JON 06] for a logical exploration.

From default logic to belief revision Default logic is naturally connected with
belief revision since new facts may change earlier conclusions. More gépnean

5. This is known as the ‘lexicographic’ change in the beligis®mn community. The idea was
first suggested in [NAY 94].
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analysis of preference change seems very congenial tozanglyelief revision, with
world ordering by relative plausibility (cf. [GRO 88], [RQUB]). Indeed, the compan-
ion paper ([BEN 06a]) in this volume shows that the technifee handling relation
change developed in this paper can be used to analyze vaetiabrevision policies,
and axiomatize their properties completely.

6.2. Deontic logic and commands

Similar considerations apply to deontic logic (JAQV 87])ri@nally, this was the
study of assertions of obligation

Oyp: ‘it oughtto be the case that,

as well as statements of conditional obligati©fy|), say, emanating from some
moral authority. The sum total of all tru@-statements represents all the obligations
an agent has at the current stage.

In the standard semantics of deontic lodity is treated as a universal modality
over some deontic accessibility relation. But the intuitie that those» ought to be
case which are true iall best possible worldsas seen from the current one. Again,
this suggests a preference order among worlds. And thee,moce, we can think of
this setting dynamically, using our upgrade scenario.

Initially, there are no preferences between worlds. Thenesmoral authority
starts ‘moralizing’: introducing evaluative distincti@between worlds. If this process
works well, we get a new ordering of worlds from which our emntrobligations may
be computed, as those assertions which are true in all bektsvdVhether a sequence
of commands makes sense in this way may depend on more thsisteoicy: and the
issue of ‘coherence’ in Section 3 comes back with greateefapw.

Looking backward, or forward in upgrade Deontic logic also raises new issues.
One semantic intuition is that, after a command (say, ‘ThHmaltaot kill’), the core
proposition becomes true in all best possible worlds. Thuspmmands, there is a
future-oriented aspect:

‘See to it thaty’ should result in a new situation whe€gy is true.

But as we have seen in Section 4, not every upgtadeas the effect thap becomes
true in the new most preferred worlds. Indeed, there is argéd#ficulty with spec-
ifications of the form ‘See to it thap’. Dynamic epistemic logic is mainly about
events with their preconditions. Thus, the information geés from an event igast-
oriented describing what was the case at the time the event happ&ddeven a
simple epistemic event can change the truth value of asaerit worlds - witness
public announcements turning ignorance into knowledge.

But it is not so easy to just define an action as achieving tith tf some proposi-
tion. This works for simple factual effects of actions likgeming a door ([BEN 06c]),
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but it is not clear what this should even mean with more comptgpulations. E.g.,
there is no obvious ‘seeing to it that’ arbitrary mixtureskabwledge and ignorance
in groups arise, and the same seems true of complex deomimaads. Whether
deontic reasoning needs some sort of future-oriented apted upgrade seems an
interesting question. For temporal logics of sU¢RIT operators, cf. [BEL 01].

7. Related work

The ideas in this paper have a long history, and there are mpapposals in the
literature having to do with ‘dynamification’ of prefererscelefaults, and obligations.
We just mention a few related approaches here, though we tdoaice any detailed
comparisons. [MEY 88] was probably the first to look at deoldgic from a dynamic
point of view, with the result that deontic logics are rediittesuitable versions of dy-
namic logics. This connection has become a high-light in mater science since,
witness the regulaDEON conference series. In a line that goes back to [SPO 88],
[VEL 96] presents an update semantics for default rulesiting their meaning in the
way in which they modify expectation patterns. This is pdrth@ general program
of ‘update semantics’ for conditionals and other key exgimgss in natural language.
[TOR 99] use ideas from update semantics to formalize deoaéisoning about obli-
gations, but with motivations from computer science. Inirthéew, the meaning of
a normative sentence resides in the changes it brings abdu i'ideality relations’
of agents to whom the norm applies. [MEY 96] takes the dedagjic/dynamic logic
interface a step further, distinguishing two notions ofrpission, one of which, ‘free
choice permission’ requires a new ‘dynamic logic of perioiss where preferences
can hold between actions. Completeness theorems withatetgpthis enriched se-
mantics are given for several systems. Taking belief chasés starting point,
[HAN 95] identified four types of changes in preference, ngmevision, contrac-
tion, addition and substraction, and showed that theyfgailausible postulates for
rational changes in preferences. [PUC 04] provide a dynachifersion of the dy-
namic logic of permission, in order to deal with building upagents’ policies by
adding or deleting transitions. [DEM 05] reduces an extamsif van der Meyden’s
logic to propositional dynamic logic, yielding an EXPTIMEdsion procedure, and
showing how dynamic logic can deal with agents’ policiedldvwang van Benthem’s
‘sabotage games’, [ROH 05] studies general modal logids eperators that describe
effects of deleting arbitrary transitions - without a fixegguade definition as in our
analysis. Model checking for such logics becomes Pspacgiate, and satisfiable
is undecidable. [PAC 06] observe that an agent’s obligatane often dependent on
what she knows, and introduce a close relative of our epistpraference language,
but over temporal tree models. They provide distinctioike knowing one’s duty
versus having a duty to know, whose dynamics invites a meitieour system. Our
own approach goes back to [BEN 93], which discusses genemalats for upgrad-
ing preference relations. [ZAR 03] uses similar ideas, coedbwith a simple update
logic to formalize natural language imperatives of the fdflAT ¢, which can be
used in describing the search for solutions of given plagpiroblems. More gen-
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erally, [YAM 06] takes the update paradigm to logics of conmeiand obligations,
modelling changes brought about by various acts of commandticombines a multi-
agent variant of the language of monadic deontic logic wittymamic language for
updates and commands. This is closest to what we do. Yameol@mand opera-
tor for propositionsd can be modelleéxactlyas an upgrade sendirdgto R;7A in

our system. But this paper provides a much more generahezdatof possible up-
grade instructions. Finally, [ROT 06] presents a formatré&ation change which can
handle all major current policies for belief revision. [BEa] shows how one can
axiomatize such policies completely using the methods @ti@e5.2 of this paper.

A full-fledged comparison doing justice to all these apphaexcis unfortunately
beyond the scope of this paper.

8. Conclusion

Preference upgrade seems a natural and crucial part oflajinamics. We have
shown it can be modelled as relation change in a standardhagriarmat, up to the
expressive level of the best available system, that of expiist product update.

Still, our approach leaves things to be desired. In padigmhany settings call for
more finely-grained distinctions as tatensityof preferences, as happens in quanti-
tative versions of social choice theory. The extended warsf this paper, available
on-line as [BEN 05a], defines a mechanismutifity update inspired by [SPO 88],
[AUC 03] and [LIU 04], which combines utilities of old worldand of events to com-
pute utilities of new worlds. With such a system, we can uggrdefaults, duties,
or preferences in games in a more controlled local fashigradiling or subtract-
ing ‘points’. The relationship between our relational wgdg and utility update also
poses some interesting technical issues, for which we t@f&EN 05a] and the more
extensive exploration in [LIU 06a].

Acknowledgements

We thank Hans van Ditmarsch and Andreas Herzig for the oppitytto present
this work at the ESSLLI 2005 Summer School in Edinburgh, vehagdience pro-
vided useful feedback. Special thanks go to Hans van Ditrhatdlle Endriss, Paul
Harrenstein, and two anonymous referees, for their hetfiments.

9. References

[AQV 87] AQvisT L., Introduction to Deontic Logic and the Theory of Normativest8yns
Naples: Bibliopolis, 1987.

[AUC 03] AUCHERG., “A Combination System for Update Logic and Belief Reois], Mas-
ter's thesis, ILLC, University of Amsterdam, 2003.



24 JANCL — 14/2004. Belief revision and dynamic logic

[BAL 98] BALTAG A., MOSSL., SOLECKI S., “The Logic of Common Knowledge, Public
Announcements, and Private Suspicions”|LEDA |., Ed.,Proceedings of the 7th Confer-
ence on Theoretical Aspects of Rationality and Knowledg&@ 98) 1998, p. 43-56.

[BEL 01] BELNAP N., PERLOFFM., XU M., Facing the Future Oxford University Press,
Oxford, 2001.

[BEN 93] VAN BENTHEM J., VAN ElJCK J., FROLOVA A., “Changing Preferences”, Tech
Report, CS-93-10, Center for Mathematics and Computen8ejeAmsterdam, 1993.

[BEN 96] vaN BENTHEM J.,Exploring Logical DynamicsCSLI Publication, Stanford, 1996.

[BEN 04] vAN BENTHEM J., Liu F., “Diversity of Logical Agents in Games”Philosophia
Scientiagvol. 8(2), 2004, p. 163-178.

[BEN 05a] vaN BENTHEM J., Liu F., “Dynamic Logic of Preference Upgrade”, Tech Report,
PP-2005-29, ILLC, University of Amsterdam. The extendetsiom of the present paper,
2005.

[BEN 05b] VAN BENTHEM J., VAN ElJCK J., Kool B., “Common Knowledge in Update
Logics”, TARK 2005, p. 253-261, extended version to appeaournal of Information
and Computatioras ‘Logic of Communication and Change’.

[BEN 06a] vAN BENTHEMJ., “Dynamic Logic for Belief Change”, Tech Report, PP-2006
ILLC, University of Amsterdam. To appear in tdeurnal of Applied Non-Classical Logic
2006.

[BEN 06b] VAN BENTHEM J., GRARD P., Roy O., “Logics for Preference Ceteris Paribus”,
manuscript. Stanford University, 2006.

[BEN 06¢c] vAN BENTHEMJ.,vAN OTTERLOOS., Roy O., “Preference Logic, Conditionals
and Solution Concepts in Games” AGERLUNDH., LINDSTROM S., S.IWINSKI R., Eds.,
Modality Matters: Twenty-Five Essays in Honour of Kristeg8rberg p. 61-77, Uppsala
Philosophical Studies 53, 2006.

[BLA 01] BLACKBURN P.,DE RIJKE M., VENEMA Y., Modal Logic Cambridge University
Press, 2001.

[BOU 94] BouTILIER C., “Conditional Logics of Normality: a Modal Approach’Artificial
Intelligence vol. 68, 1994, p. 87-154.

[DEM 05] DEMRI S., “A Reduction from DLP to PDL" Journal of Logic and Computation
vol. 15, 2005, p. 767-785, Oxford University Press.

[DIT 06] vAN DITMARSCH H., VAN DER HOEK W., Kool B., Dynamic Epistemic Logijc
Springer, Berlin, 2006, to appear.

[FAG 95] FAGIN R., HALPERNJ., MOSESY., VARDI M., Reasoning about Knowledg®llT
Press, Cambridge (Mass.), 1995.

[GER 99] GeERBRANDY J., “Bisimulations on Planet Kripke”, PhD thesis, ILLC Arasilam,
1999.

[GRO 88] GrRoVEA., “Two Modelings for Theory Change”Journal of Philosophical Logic
vol. 17,1988, p. 157-170.

[HAL 97] HALPERN J. Y., “Defining Relative Likelihood in Partially-ordered-d®erential
Structure”,Journal of Artificial Intelligence Researchol. 7, 1997, p. 1-24.



Dynamic logic of preference upgrade 25

[HAN 90] HANSON S., “Preference-based Deontic LogicJpurnal of Philosophical Logic
vol. 19, 1990, p. 75-93.

[HAN 95] HANSSONS. O., “Changes in PreferenceTheory and Decisionvol. 38, 1995,
p. 1-28.

[HAN 01] HANSSONS. O.,The Structure of Values and Norjm@ambridge University Press,
2001.

[HAR 00] HAREL D., KOzEND., TIURYN J.,Dynamic Logi¢ MIT Press, 2000.

[HAR 04] HARRENSTEINP., “Logic in Conflict. Logical Explorations in Strategic Hitjb-
rium”, PhD thesis, Utrecht University, 2004.

[JON 06] bNGHD. D, LIu F., “Optimality, Belief and Preference”, Tech Report, RF0&-
38, ILLC, University of Amsterdam. To appear in: S. ArtemadeR. Parikh edsProceed-
ings of the Workshop on Rationality and Knowledg8SLLI, Malaga, 2006.

[LIUO4] Liu F., “Dynamic Variations: Update and Revision for Diverseefits”, Master’s
thesis, ILLC, University of Amsterdam, 2004.

[LIU 06a] Liu F., “Preference Change and Information Processing”, TesoR, PP-2006-
41, ILLC, University of Amsterdam. To appear Rroceedings of the 7th Conference on
Logic and the Foundations of Game and Decision Theory (LO&TlGverpool, 2006.

[LIU 06b] Liu F., “Preference Changes in Games”, working paper, ILLCyEsity of Am-
sterdam, 2006.

[MEY 88] MEYER J.-J., “A Different Approach to Deontic Logic: Deontic LagViewed
as a Variant of Dynamic Logic”,Notre Dame Journal of Formal Logiosol. 29, 1988,
p. 109-136.

[MEY 96] VAN DER MEYDEN R., “The Dynamic Logic of PermissionJournal of Logic and
Computationvol. 6:3, 1996, p. 465-479.

[NAY 94] NAYak A., “Iterated Belief Change Based on Epistemic Entrenchimdirkentnis
vol. 41, 1994, p. 353-390.

[PAC 06] PrculT E., PrRIKH R., COGAN E., “The Logic of Knowledge Based on Obliga-
tion”, to appear irKnowledge, Rationality and Action (Synthesz)06.

[PRI93] PRINCEA., SMOLENSKY P.,Optimality Theory: Constraint Interaction in Genera-
tive Grammar Malden, Ma: Blackwell, 1993.

[PUC 04] RuceLLA R., WEISSMANN V., “Reasoning about Dynamic PoliciesRroceedings
FoSSaCS-7Springer Lecture Notes in Computer Science 2987, 200453-447.

[ROH 05] RoHDE P., “On Games and Logics over Dynamically Changing Strestyr PhD
thesis, Department of Informatics, Technische Hochschatshen (RWTH), 2005.

[ROT 06] RoTT H., “Shifting Priorities: Simple Representations for 2&réted Theory
Change Operators”, AGERLUND H., LINDSTROM S., SIWINSKI R., Eds.,Modality
Matters: Twenty-Five Essays in Honour of Krister Segerbprg359-384, Uppsala Philo-
sophical Studies 53, 2006.

[SCH 97] SHEFFLERS., “Relationships and ResponsibilitiesRhilosophy and Public Af-
fairs, vol. 26, 1997, p. 189-209.



26 JANCL — 14/2004. Belief revision and dynamic logic

[SNY 04] SNYDERJ., “Product Update for Agents with Bounded Memory”, manmiggcDe-
partment of Philosophy, Stanford University, 2004.

[SPO 88] $oHN W., “Ordinal Conditional Functions: A Dynamic Theory of Ef@mic
States”, HARPERW. L. et al., Ed., Causation in Decision, Belief Change and Statis-
tics 11, p. 105-134, Kluwer, Dordrecht, 1988.

[TOR 99] vAN DER TORREL., TAN Y., “An Update Semantics for Deontic Reasoning”,cM
NAMARA P., RRAKKEN H., Eds.,Norms, Logics and Information Systerps 73-90, I0S
Press, 1999.

[VEL 96] VELTMAN F., “Defaults in Update Semantics”Journal of Philosophical Logic
vol. 25, 1996, p. 221-261.

[WRI 63] vON WRIGHT G. H.,The Logic of PreferengeEdinburgh, 1963.

[YAM 06] Y AMADA T., “Commands and Changing Obligations"Proceedings of the Sev-
enth International Workshop on Computational Logic in Mélgent Systems (CLIMA VI|I)
2006.

[ZAR 03] ZARNIC B., “Imperative Change and Obligation to Do”,ESERBERGK., SLIWIN -
skl R., Eds. Logic, Law, Morality: Thirteen Essays in Practical Philggoy in Honour of
Lennart Agvistp. 79-95, Uppsala philosophical studies 51. Uppsala: Beyant of Phi-
losophy, Uppsala University, 2003.



