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1 Wher e arethedifferences?

In 1965, my calvinist high school class was invited for a social evening labtheof a
catholic family in Den Haag. After all those textbooksoom doctrinal differencesand
all our gossip about the much warmer (though of course less studiolesaraliable)
temperamentf the otherfaith, every stepin that housewas an adventure From the
corner of my eyes, | quickly noticed that Catholics had@awosandtwo legs,just like
us —in fact, theirl in chargewasremarkablypretty. Moreover,the crucifixeswhich |
expected to hang in every closet and over every door, did not matedalizberewere
no tell-tale stains on thealls indicating that they had just beenremovedfor our sake.
Indeed,the whole eveningwas remarkablefor its completelack of remarkableevents.
Young Dutch Catholicswerejust like us,in their tastein clothesor pop music, their
views from religion to politics, and even the adolescent jokes that they found funny.

My initial plan for this paper was another neighbourly visit wrseemedong overdue
betweentwo Stanfordcolleaguesof somel5 yearsby now. | wantedto makea crisp
comparison between Situation Calculus, the world of John McCarthlgisfallowers,
and Modal Logic, my own habitat for the past decgdesBlackburn,van Benthem&
Wolter, eds.,2006, for the currentstateof the art). Indeed,John himself sometimes
grumblesthat modallogiciansare not paying enoughattentionto his work, or to his
knock-downargumentsagainsttheir approach.Why don't the crushedadmit defeat,
and give up? But oncein the neighbourshome, my high-schoolexperiencerepeated
itself. When opening a book like Reiteksowledge in Actiorirom 2001, almostfrom
the first page, | am struck by the great similarities: even the very title seeonowing
from ‘Languagéan Action’ and'Logic in Action’, fashionablebook titles in my world
since the early 1990s. And so, | find it handsay which differencesl am supposedo
high-light andcompare . The modelsof situationtheoryturn out to be branchingtrees
of possible event sequences, the standard paradigm used by all moderntpearess
and accountsof rational action (van Benthem& Pacuit 2006), major methodslike
'Regressionare standardcompositionalcomputationtechniquesfor preconditionsof
events(Herzig et al. 2006), knowledgeis treatedin goodold philosophicallogic style
(Faginetal. 1995; give or take a few notations),and the specific logic programming
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underpinning analyses of specific scenarios is again a geres@lircethat we all use.
To avoid a possible misunderstanding here, hatrsayingthat Reiter'sbook contains
nothingnew. To the contrary,| wasdeeply impressedby its content,and | standby

what | said on its cover! The point | am making here is rather that its conceptual
framework of 'situation calculus' largely seems to be the air that we all breathe.

| could elaborate on these sweeping statements-hane in a zerodraft of this paper,
still lying in my wastebasket,| did just that. Instead,l will discussa few specific
interfaces betweeNlcCarthy'sideasand modallogic as practicedthesedays,andend
with a few general remarks on what can be expected from ‘framework comparison'.

2 From circumscriptive consequence to dynamic logics of belief

2.1 Classical consequence and circumscription

Classical logical consequence fransetof premisesP to a conclusionC saysthatall

models ofP are models fo€. Those models fd? may be seen as the curreahgeof

options, encoding what we know. A logical conclusimesnot addto that knowledge,
butit helpselucidateit. The by now famousinsight from McCarthy 1980 was that
reasoningin many practical settingsof problemsolving and planning seemsto go
beyond this, getting us more out of stated premises by means of spede&stthat are
most ‘congenial’ to the premisescifcumscriptiveconsequence frof to C says that

Cis true in allminimal models forP

Here, minimality istakenwith respectto somerelevant comparisororderfor models:
inclusion of objectdomains,nclusion of denotationsfor certain specified predicates,
and so on. The generalidea hereis the focus on minimal modelsover any sort of
reflexive transitive ordeof 'relative plausibility' (Shoham1988), muchasin the Lewis
semanticdor conditionallogic sincearound1970- an analogywhich hasbeenoften
noted (cf. van Benthem 1989). This much is familiar and well-established.

By now, many further notions of non-classical consequenceliemroughtto light,

and their properties studied. Indeed, sdaggcianswould claim thatlogic is the study
of differentconsequenceelations,somewhain the mannerof BernardBolzano (van
Benthem2003A). But this diversity of reasoningstylesfor different purposesalso
raisesquite a few new problemswhich seemunresolvedWhat is the natureof this
diversity: do we really 'infer' in many different ways, and why? Can we chain these
styles of inference into longer argumerasgd canwe combinedifferent onesin useful
ways?And given that thesestylesare meantto reflect cognitive practice,or ‘common
sense’, what about their computational complexity? @viest-orderlanguagegcircum-
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scriptionhasa muchmore complexnotion of validity than classicalconsequenceso
what is the total package of benefits that we are buying at this increased price?

I haveno definitive answerdo all thesequestionsBut | would like to suggestthat a
shift in perspectivemay be helpful — from a steaming jungle of non-classical
‘consequenceelations'to the currentworld of modal logics for belief update,belief
revision, and othenformational attitudesandinformational processes

2.2  Logicsof knowledge and belief

Let's reconsiderthe puzzlesand planning problemsthat gaverise to nhon-monotonic
logic in the first place.We are given someinitial information, and solving the puzzle
means finding out what thteue situationis. Maybe we also get additionalinformation
on the way. Perhaps tlventralphenomenorin sucha scenarios not inferenceat all,
but rather our receiving that information, and our subsequentesponsesThis is the
arena of current dynamic logics of information update and belief revision.

Imagine that we are playing the new board game "Kings and Cardinals'tife/ttbard
itself an objectof public observation)having ‘'monasteriesand ‘advisors'placedhere
and there. | am looking at the cardsmiy hand(this is a private observation)and also
at the map of medieval Europe on the board. Right now, | know cértags aboutthe

outcome of the gami®r me, while I may believeevenmorethanwhat| strictly know,

basedon my expectationsboutthe cardsthat the otherplayershold, or their general
temperamentdimid, bluffing, andthe like. Now, new informationcomesin, say: you

selecta new country on the map and place some countersthere. This observation
changes my current information state. | know mue, andthe observatiormay even
speedalongfurther beliefs of mine, suchasthatyou aretrying to build a trade route
from Burgundy to Bohemia. Of course, these curbatiefs may be refutedby further
movesof yours, unlike the hard knowledgethat | obtainedaboutwhat'son the board.
Solving puzzles, and playing games, seems all about such processes.

Now, | claim that it is illuminating to think about classical versus circumscriptive
'inference’in the sameway. Indeed,the very motivation for nonmonotonicreasoning
seems epistemic, having to do with managingkmarwledgeand beliefs— but this key
featureis left implicit To me, classical consequenseaboutthe knowledgeupdatethat
takes place when new information comes in. And in tandem with this, | would say that

Circumscriptive inference is abobelief formation
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which takesplace on the basisof incoming new information. * Clearly, knowledge
update and belief revision are intertwined, and they prawidieial support.l think it is
this diversityof responseso informationwhich truly explainsthe moderngalaxiesof
'notions of consequence'So, let's look at some modal logics underpinningthese
phenomena when we shift the focus to processing information.

2.3 Logical dynamicsl: update, belief, and nonmonotonic consequence

Basic epistemic and doxastic logic To make our main points on nonmonotonic
reasoning,just assumesome standardlanguagewith operatorsKj¢ for knowledge

(agenti knowsthat ¢') and Bj¢ for knowledge(agenti believesthat ¢). Thesemodal
operatorsare interpretedin semanticmodelsM = (W, ~, <, V), where the ~,

are
epistemic accessibility relations giving an agent's current raihgecertainty while the

< are relative plausibilityprderings,dependenbn given worlds w, of the epistemically
accessible worlds aseenfrom w. On a straightforwardview, knowledgeat a world w

then means truth at all worlds accessible froma ~,, while belief at w meanstruth at

all mostplausibleworldsin the <-orderingat w. Completelogics for theseoperators
are well-known (cfagainFaginet al. 1995),andwe will omit their formulationshere.

Instead, we formulate some less-known dynamic variants.

Dynamic-epistemic logic of hard information Perhapsthe most typical event
producinginformationis a public announcemen of sometrue propositionP (i.e.,

true at the actual worlglin M). E.g., announcing fact q will makeyou know thatq —

eventhough there are more subtle phenomenan general,which are irrelevantto us

here.But the announcementeednot be madein language Placinga counteron the

board in "Kings and Cardinals" leads to public observation with the same efieets.
Is a widespread intuitive idea néw informationas eliminationof currentpossibilities,
which ariseshereas an actionof modelchange The event!P takesthe currentmodel

(M, s) to anewmodel(M|P, s), viz. the model M restrictedto its unique submodel
consisting of just th®-worlds. Wecanseethis updatemechanisnas our responseo

hard information which can be acceptedonce and for all, and which affects out

knowledge and beliefs in an irreversible sense.

Next, to reasonmore preciselyaboutthis informational processand its effects, we
introduce a matching dynamic operator as follows:

M, s |=[P]¢ iff M|P,s |=¢.

Y Incidentally, here, the term 'belief' should not be taken in any deep religious sense: | just

mean the temporary views that we entertain as most plausible given our information so far.



The principles which analyze the effects of public announcementhatagentsknow
(van Benthem 2006, van Ditmarsch, van der Hoek & Kooi 29@&fJ a logical system
PAL which is axiomatizedcompletelyby the usuallaws of epistemiclogic, known
since Hintikka's work in the early 1960s, plus the followduction axioms

['P]q & P—-q for atomic facts q
[!P]—! qf) > P ﬁ\—![!P] qf)

[Ploay < [PlpA[Ply

[IPIKj¢ & PoSKi(P—>[Ple¢

These principles analyze in a systematic compositional mavirahappendo agents'
knowledgewhen hardinformation!P comesin. In particular,the last axiomis crucial

for that purpose — in thatieducesknowledgewhich resultsafter an announcementb

conditional knowledgewhich agentshad before the announcementvas made. This

phenomenon is called 'pre-encoding’ in the static language.

Dynamic consequence and update In this dynamic perspective, tlelassicalnotion of
consequencérom premisesP to a conclusionQ can be reformulatedas follows.
Updating the current model with succesgnblic announcementd,, ..., P, leadsto
a new model wher® is known to all agentsor evenmore strongly,a modelwhereQ
has become common knowledge among themce¥evrite this succinctlyand clearly
as the following formula which should be valid:

[IP.IL - 1P ] CeQ

This dynamicnotion of consequenciasstructuralrules which differ from classical
consequence. In particular, and unsurprisingly, it is non-monotogicinformationin
the premises can change conclusions after update.

Dynamic-doxastic logic of hard information Next, let us turn to the effect of hard
information on agentgeliefs As it stands, the above language of belief lackptveer
of conditionalizingneededfor the requiredpre-encodingBut one can introduce an
operator otonditional beliein our models, with

M, s |= B(¢g|y) iff M, t|=¢ for all worldst which
are minimal fordxy. <  xyin the set {u M, u |= y}.

2 Cf. the ‘'update-to-test' notion of dynamic consequenceétarstructuralrulesin van Benthem1996.

A complete representation theorem for public announcement actions is found in van Benthem 2003B.



And then a complete axiomatization becomespossible for belief change under
incoming information (van Benthem2007), on top of any complete static logic of
knowledge and belief fahe model classchosenplus the precedingreductionaxioms
for atomic facts and Boolean operations, and one axiom for conditional beliefs:

[PIBi(¢/y) < P—o>B([IPl¢|PA[Ply) #)
As a special case, conditionalizing Drue this describes formation of absolute beliefs:
[(P]1B;¢ < P-SB([P]o|P) (%)

Again, there is a notion of dynamic consequence here, as above.

First rendering of circumscription Circumscriptive inferenceeemso leadto beliefs
rather than knowledge, since its conclusions margefeed,and henceretractedon the
basisof further evidence.Thus, in the presentsetting, the dynamicformula [! P]B;¢

seems an obvious analogue of circumscriptive inferencesfrom premises P to

conclusions ¢. The casewith morethanone premisess treatedsimilarly. The stated
reductionaxioms (#), ($) then show the intimate connectionof circumscriptionwith

conditional beliefsand hence with ordinary conditional logic.

This shift in perspectivenas clear advantagesDynamic epistemicand doxasticlogic
can be studied by ordinary techniquesallows for unrestrictedteration,andall sorts
of combinationof operators.Moreover,thereis a greatvariety of possibleways of
changing models on the basisimoming information, which may throw new light on
the variety of styles of consequence, from circumscription to abduction and beyond.

But even so, we are still missing a dynamic feature that seems relevant here:

24  Logical dynamics 2: belief revision and changing plausibility orders

Soft information and plausibility change In specificapplicationsof circumscription,
onefixes a comparisorrelation betweenmodels.And in many nonmonotoniclogics,
this choiceis evenleft implicit in context,without a tracein the formal language But
since our way of comparing models as to relative plausiliétgrminesagentsbeliefs,
and henceheir ‘conclusions’, it seemamportantto haveexplicit control over how we

% This has been noted many times, as it explains the strong similarities between the structural rules
governing circumscriptive inference and the validities of conditional logic over partial (not just
‘connected') world comparison orderings. But now, we careafslainthese analogies

as a matter of dynamic logics of the maintenance of explicit knowledge and belief.
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choose,and change that ordering. This brings us to the dynamic processof belief
revision,where triggers for changing belief need not be 'lIv#farmation’of the public
announcemertiype, which rules out certainworlds for good. They canrather be 'soft
information' affecting just our plausibility ordering of the worlds!

Revision policies, and dynamic logics once more A triggering eventwhich leadsto
our coming tabelievethat P needonly rearrangeworlds in sucha way that the most
plausibleonesarenow P: it works by 'promotion’rather than elimination of worlds.
Thus, on the earlier mode¥$ = (W, ~, <, V), we changethe relations <, ratherthan
the domainof worlds W or the epistemicaccessibilities~,. For greaterconcreteness,
here is a well-known soft trigger from the literaturebatief revision, sometimesalled
'radical revision'. Aexicographic upgradd/P is an instruction for changiritye current
ordering relation < betweenworlds as follows: all P-worlds in the current model
becomebetterthan all -P-worlds, while, within thosetwo zones,the old plausibility
ordering remains. We have a corresponding dynamic modality

M,s|=[MPle iff MIP, s|=¢

with M P the modeM with its order < changedas statedabove.Again, this language
will describehow agentsbeliefs changeundersoft information— andits completeset
of principles has just been found (van Benthem 2007). The dynamic logic of

lexicographicupgradeis axiomatizedcompletelyby any completeaxiom systemfor

conditional belief on the static models, plus the following reduction axioms:

[7P] g & a, for all atomic proposition lettegs
[TPl-¢ & -[TPl¢
[P (9rw) &  [BPloA[TPly

plus the following crucial compositionalprinciple telling us which conditional beliefs
an agent will have after some piece of soft information has come in:

[TPIB@IY) <  (EPA[TPly)AB(TPlg | (PA[TP]y))
v(=EP A[TPly) AB((Pl¢ | [TP]y)

This may look forbidding, but it is no modifficult thanthe principlesof the situation
calculus in their lushemodernformulations.And thereis a rewardfor graspingthese
formulas. Wecan now seeexplicitly how incomingtriggerswill affect the plausibility
ordering< amongour worlds, and henceour currentbeliefs at any given stage,and
hence the 'nonmonotonic inferences' available to us on the basis of the ambiefit order
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In addition,there are many further possibleways of taking soft information. E.g., a
more conservative form of belief revision puts, albtP-worlds on top quaplausibility,
but justthe best P-worldsThis ‘co-optsthe leadersof the underclassnot all of them'.
Complete dynamic logics for these and other policies exist, too (van Benthem 2007).

Circumscriptive inference and belief revison once more So which is the true
analogue of a circumscriptive infererRe=,. ¢ in this dynamicsetting? We cannot
tell, because we now live in a richer universe of informational eviesitenay determine
how we solve our problem,makeour plan, or play our game.In particular,thereis at
leastthis distinction to be made.Is our non-monotonicinferencethe result of an
incominghardfact?ThenP =, ¢ will be like the abovedynamic doxasticformula
['P]B¢. Or, is it the result of an incoming soft fact? Tikes>,. ¢ will be more likethe
above dynamic doxastic formJl&P]B ¢, or someotherresponsdo the incoming soft
information that P. Thesetwo versions,'hard' and 'soft' will have different logical
propertieswitnesstheir respectivareductionaxioms as statedabove. Thus we find a

variety of notions of 'circumscription’, depending on how we process a trigger.

For manyreasoningpurposesthe differencewill not matter. But there may be long-
term effects on furthenformationalscenariosThe former readingwould say that the
current-P-worlds are eliminatedfrom consideratioraltogetherwhile the latter would
leave themin (though'demoted’).The circumscriptivereasonerpr theorist,mustmake
up hermind on this, and only the details of some problem-solvingscenariocan tell
which oneis more appropriateto the purposeat hand.This is just one of many fine
distinctionsafforded by a dynamiclogic framework which remain implicit in most
calculi of nonstandardinference. And options even multiply when we consider
different policies for incorporating the soft information into our plausibility ordering.

A conclusion, and a recommendation The intuitions behin@ircumscriptiveinference
seem epistemic and doxastic, involving knowledge and bé&hefy also seemdynamic,
involving responseso incominginformation aboutsomesituationof relevanceto us.
We have proposeda dynamic epistemicperspectivethen, where circumscriptionand
other styles of nhonmonotonicreasoningare at heart about cognitive attitudes and
responses to information. We brought out tiviberent dynamicprocessesvolved in

drawing nonmonotonic conclusions: information update, and plausibility change.

Viewed in this way, the study of circumscriptionand similar nonmonotoniaeasoning
styles and the current study of dynamic mddgics of knowledgeand belief are after
the same things. More ambitiously, they may be able to help each other!



3 L ogics of time and change
Our next encountebetweenmodal logic and situation calculusconcernsthe ‘theatre’
where informational processes play over time. Dynamics leads to temporal logic.

3.1  Thecommon playground: branching time

All of the precedingcould be readas a study of information aboutsomeunchanging
static situation which we do not know yet in its entirety, and at best, entortsing us
that given situation.But of course real planningproblemsare abouta world which is
alsochangingas we speak.The preferreduniversefor thatin approachego rational
actionis that of a branchingtree of events supportingvarious systemsof temporal
logic with additionalepistemicand doxasticoperators.Van Benthem& Pacuit2006
point out how pervasivethis structureis acrossAl, computerscience linguistics, and
philosophy, while the temporal logics and technical resdltaitthemarealsoin close
harmony,evenwhen developedindependentlyNot surprisingly, it is also the grand
stage for the Situation Calculus in many of its manifestations which reasoreatonit
and change(Shoham1988, Reiter 2001, Sandewall1994, Shanaharl995). We may
have different computational cultures, but we all live on the same mathematical planet.

3.2 Eventsand general dynamic epistemic logic

The dynamiclogics of information changediscussedn Section2 have more general
event-basedrersionswhere updateis more sophisticatedthan mere elimination of
worlds, or rearranging plausibility among givenorlds (Baltag, Moss & Solecki1998,
van Benthem 2006). General observation of events involves two ingredients:

(a) a current information modkl as above, plus
(b) an epistemievent modek of all relevant possible events,

structuredby accessibilityrelations as before representingwhat agents know and
believe abouttheseevents,their ‘epistemicaccess’'E.g., in a card game,my playing
specific cards on the table is a publicly observable event, but in drawsugl from the
stack, | can see which specific card | am drawing, but you maykaoly it is oneof a
certain set. Moreover,you and | may also have different beliefs. Perhapsmy smile
means that | am drawing the Ace of Hearts, but you cannot know this.

In this setting,information flows after observationbecausesventse cannotjust occur
in every world: they come with preconditionsPRE(e)on their successfulexecution.
E.qg., a truthfulpublic announcemer®! canonly happenin P-worlds, | canonly draw
the Ace of Hearts if it is actually on the stack (well, usually: you know...), and so on.
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Product update The matching general dynamic epistemic update tdk&sto a
Productmodel M x E with domain{(s, e) |M, s |= PRE(e)}

Here (s, e) recordsnew eventsoccurring ats, providedthe preconditionsof e holds.
The basicepistemicstipulationis this. Uncertaintyamongnew statescan only come
from existing uncertainty via indistinguishable eve(gse) +(t, f)iff boths~ t and
e ~ f. This amountsto an assumptiorof agentshaving'PerfectRecall' (van Benthem
2006) similar to thosediscussedn Faginet al. 1995, Reiter 2001, 0or in gametheory
(van Benthen2001). Finally, the valuationfor propositionlettersat (s, €) may be just

copied from that &, or it can change when the event truly changes the world.

The framework can also be extended to deal hatliefs and belief change providing a
generalization for all we have said in Section 2 above (cf. Baltag & Smets 2006).

Dynamic epistemic logics Again there are completelogics governing this (cf. van
Benthem,van Eijck & Kooi 2006). Their compositionalreduction axioms analyze
epistemic, doxastic, arhysicaleffectsof eventswith dynamicoperatorsnow of the
forms[E, e]Ki¢, [E, e]B¢, etc. Again, the heartof the matteris the ability of our
logical languages tpre-encodevhat would become true after certawvents.The result
of this areagainreductionaxiomsperforminga systematiccompositionalanalysisof
the effects of observedevents.Here is the central reduction axiom for the case of
knowledge (note the role of the precondition for the egent

[E.e]K¢ © PRE—& {K (PRE— [E, f¢) |f~ einE)

Dynamic epistemic logim this style may be viewed as a well-chosenfragmentof the
richer epistemictemporallogics of Fagin et al. 1995, Parikh & Ramanujam2003.
These also formulate longer-term environment of events, into the future and the past.

Finally, dynamic epistemiclogics can be extendedto deal with actualworld change
through physical events(cf. van Benthem,van Eijck & Kooi 2006), which are now
specifiedusing both ‘pre—'and 'post-conditions' The methodologyvia compositional
reduction axioms and the resulting complete axiomatizations remain the same.

3.3  Regression principles are reduction axioms

One striking illustratiorof convergencéetweenparadigmss the extensiveuseof the
so-calledRegression Methad Reiter 2001 for 'pre-computintiie effectsof a plan at
the initial stage of some process.an original versionof this paperin the summerof
2006, this wasto havebeenone of my key examplesof harmonybetweenSituation
Calculusand Modal Logic. But a few monthsago, | found that Herzig et al. 2006,
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though still unpublished, makes essentially the sponet in someformal detail. Thus,
let me just make the point in general terms, because it does seem telling all the same.

The modal mechanics of regression We havea plan consistingof certainactions,
perhaps in the form of some structured program, and we want to knowitalegtects.
Now, the crucial observationsare these.First, when describingrelevanteventse, we
often know explicitly when they can occur, and the resulting possibility predicates
Poss(e)n the Situation Calculus are judte the abovepreconditions They definethe
states where the event can take place. In modal terms, this uses formulas:

(1) <e>T < ¢(e), whereg is a formula referring to the current state only.

In Reiter'slanguage all thesepredicatescan involve individual terms, and they may
come from some pretty lush higher-orderlanguagesfar beyond the usual austere
modal formalisms — but we will discudsat difference in Section 4 below.

Next, we often specify what effects given events will havieermsof conditionson the
current state. My lighting the match will result in the cigarette burning (a post-
condition) if andonly if certainpreconditionsare met. The resulting successostate
axiomsin the SituationCalculus describewhenan eventproducesa statesatisfyinga
certain atomic predicate in terms of some local condition on the cstedatAgain, the
patternis familiar from modallogic. Successostateaxiomsare like the generalized
preconditions<z> ¢ of dynamiclogics of programs,wherethe existential modality
says that the propositiamwill hold after some successful execution of giegramz..

For the case of specific event, the reduction principle takes the following form

(2) <e>w < We), where¥is aformula referring to the current state ofily.

On top of these basic events, we have complex plans , but their staatinereduced
via the usual axioms of dynamic logic, such as the following law for composition:

(B) <m;m>@ & <mA><ET>@

Finally, andthis is a featurenot found in propositionaldynamiclogics, there may be
generalreductionaxiomsfor existentialquantifiersranging over domainsof objects.
The following '‘BarcarAxiom' from modal predicatelogic will hold, e.g., providedthat
the event does not change the domain by actions of destruction or creation:

* For the situation calculus, where events are usually takendetéeministic the difference

with the universal modal variajp#] ¢ also found in propositional dynamic logics is slight.
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(4) <e> Ko < KX<e>oe.

Now, the RegressiornTheorem,arguablythe centralresultin Reiter 2001, in both its
factual and epistemic variants, says essentially that

One carpre-compute in the current stathen some given
complex event or plan has given effects following its execution.

The simple proof restson the following observationwhen statedin our modal terms.
Given preconditionsfor events and their atomic effects, all further constructions
describing complex effectanbe pushed recursivetitroughthe eventmodality This
is even an effective method for analyzing given plans, since all steps are recursive.

The modal counterpart But this, of course, was also exactly the poinbur reduction
axioms and the role of ‘pre-encoding’ in a suitably expressive static languagethdence
two methodsin Situation Calculus and Dynamic Epistemic Logic seemto exploit
essentially the same natural features of events and hamaerstandhemin termsof
informationflow and physicalchangesOf course thereare somedetailsin matching
here, and differences in notation to be polished away, but what comes outohthist
is the following. Dynamic epistemiclogics use SituationCalculus-likemachinery,but
conversely,they also provide additional insights. In particular, they provide low-
complexitysettingswhereeffectsof the regressiortechnologycanbe studiedin vitro,
so to speak. We know a lot about the complexity of dynamic-epistemic logictheirer
static base logics (cf. Lutz 2006, Herzig et al. 2006), and accordinglyamiearna lot
about the design of well-chosen fragments of the full Situation Calculus.

34  Knowledge and epistemic temporal logic

The case study of Regressionust one exampleof a matchbetweenframeworks.As

we have also observedabove, Situation Calculus works over the same branching
temporaluniverseof eventsas most processtheories.And not surprisingly then, its
basicmathematicabxiomsfor describingthis generalTheatre'are very muchlike the
induction axiom&nd other basic principles found in most branching temporal logics.

Likewise, once epistemic structure is added taeheporaluniverse the discussionsof
knowledge and informative events in Reiter 2001 are much like those fokadimet
al. 1995, or the dynamic-epistemic literature. Indeed, the very treatinknbwledgeis
that of standardepistemiclogic, in a rich languagewhich also describesaccessibility
relationsdirectly. ° In particular— but we omit details here— Reiter'sdiscussionof

® This is the 'Tandem Approach' beloved by modern modal logicians: cf. the chapter "Modal Logic:
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reduction axioms for information after events makes essentially the following
interestingpoint, which is also centralto the dynamic-epistemiditerature. The validity
of reduction axioms for knowledgeafter events through commutationlaws as in
Section 3 above is not just a convenient technical decision. It makes twacogjdive
presuppositions about agents (van Benthem & Pacuit 2006). One is that they satisfy

Perfect Recall Future uncertainties can only arise out of past
uncertainties plus uncertainty introduced by partial observation.

The other major presupposition is that the models should satisfy

No Miracles Current uncertainty between worlds persists,
unless it is resolved by some newly observed event.

4 Further Comparisons between Situation Calculus and Modal Logic

So far, we have found a strikimymberof similarities betweenSituationCalculusand
Modal Logic. But this is not to say that we are claimsagnemathematicakquivalence
between the two areas! To the contrary, there are also appreciable diffevhintesne
should cherish, since cross-overs to mutual benefit may then be possible.

In particular,oneimportantaspectof currentmodaland dynamiclogics has beenleft

out so far. Possible worlds models teéndnakekey semanticnotionsinto unanalyzed
primitives, and accordingly modal languages are small, pitepositional By contrast,
the Situation Calculus use structured objects all around: elvavesgentsand objects,
agentsknow people and their telephonenumbers,etc. In line with this, formal
languages are usually based on at least predagitewith atomic predicatesyariables,
terms crossing between objects and predicatasotherways of describingindividual
objects and their properties and interrelations. While this language issbig ideslin
some ways, it seems slight in others. But it does reflect a difference in methodology.

From modal logic to situation calculus In line with much establishedpracticein
computationallogic, modal logic seeksa Balance between expressivepower and
computationalcomplexity of model checking,satisfiability, and other core tasks (cf.
Blackburn,van Benthem& Wolter 2006). The weakerthe formalism, the better its
computational behaviour, which még decidablein low complexity classesNow this
poverty would nobe muchuse,exceptperhapdor its moral virtues, if it were not for
the following fact. Wealmodallanguage®ften high-light key structuresn reasoning
in a perspicuousvay, allowing us to seeessentialsvhich canthen be takento richer

A Semantic Perspective" in the Handbook Blackburn, van Benthem, & Wolter 2006.
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languages afterwards. Thigasthe point of our discussiorof regressionin the same
vein, a modallogicianwill saythat muchof the complexity of the Situation Calculus
comes from mixingwo typesof informationin nonmonotonicor temporalreasoning.
One are core principles of the logical reasoningitself, the other are effects of
describingparticular classes of modetyderedby concretecomparisorrelations— as
happensn circumscription.That the resulting mixture of logic and 'mathematics’ is
complex goes without speaking: but is seems of interest to ‘deconstruct’ it inpdusore
extras. Modal Logic then provides fine-structure to the Situation Calculus.

From situation calculus to modal logic Conversely asa modallogician, | seemany
virtuesand challengesn the languagedesignof the Situation Calculus.First, placing
methods in such a richer setting serves gsad reminderthat, e.g.,our compositional
methodologyfor analyzinginformation and belief is not restrictedto propositional
languages- andthat the realissueto understands not total complexity, but relative
complexityof a dynamic logic over its static base logic.

Object structure and predicate logic Next, eventhoughdynamicepistemiclogics and
epistemic temporal logics exttile importanceof eventsthey areremarkablysilent on
the structureof thesesupposedlycrucial entities. And that, while most theories of
eventsin formal semanticsendowthem with a lot of basic structure,such as their
having agents, objects, patieritg;ations,modes,etc! And agentsknowing objectsand
persons,in addition to mere propositions,were still crucial to epistemic logic as
originally developedn philosophyby Hintikka and subsequenauthors.The agenda
shift in modallogic taking this richer objectstructureinside worlds to the margin of
researchhasoccurredlargely without strong reasonsor public debate.And one can
guestion it. As McCarthyaspointedout a numberof times,eventhoughone canget
awaywith propositionalencodingdor all of this in givenfinite models,onelosesthe
genericityof the modal first-order formulationghich works acrossa whole family of
models at the same time. Finally, predicates, varialaled gbjecttermsare essentiato
sophisticatedtechniquessuch as logic programming,which definitely enhanceour
understanding of nonmonotonic reasoning, and queries about facts associated with it.

Suffice it to saythis. Eachitem in the precedingdlist representsa challengeto people
like me, viz. the design of richer and more generic versions of dynamic epistemic logic!

5 Conclusions: Comparing Frameworks Once More

We have shown how Modalbgic and SituationCalculussharekey concernsand can
interactwith mutual benefit. Indeed,this seemsa foregoneconclusion,as most major
paradigmsdescribingcommonsenseand rational actiontoday, not just thesetwo, are
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basedon similar ideas,and work with similar techniqued(cf. againvan Benthemé&
Pacuit 2006). Partly, this the resultof pre-establishettarmony:greatrationalminds
think alike. Partly also, it seems an effect of the inevitable osmoaiealu. Ideastend
to travel, and get borrowed, even though the receleiture’'may not be awarethat it
is borrowing.Personally] am morestruck by the analogiesthan by the differences,
and | feel that some sort of Convergence Thesis would be good for all of us.

Three components of paradigms But researchparadigmsare pretty tricky things to

compareand merge.In my view, they haveat leastthreecomponentsFirst, thereis a

mathematicalcore theory which can be surprisingly light (this is my senseof the

axioms of the Situation Calculus, but also, e.g., of dynamic epistegii} and easyto

equatewith core theorieselsewhereBut next, thereis also a surroundingmodeling
practice which makes the paradigattractivein use.This consistsin somethingextra:

a historicallygrowing fund of successfubnalysef phenomenathat serveas crucial

exemplardor newresearchersin this sensethe paradigmof 'Situation Calculus'is

also the sum total of its well-known formalizations of common sensereasoning,
including its successfumodeling practicewith ‘abnormality’or 'clipping’ predicates.
Clearly, someframeworkscome with more of sucha fund by now than others,and

theseaccompanyingstyles of formalizationmay be harderto compare,some being

more suitedto somephenomendhanothers. Finally, thereis a third componento a

paradigm,viz. its researchagenda which determineswhat is urgentor not. E.g.,

whether you are botheredby modal logic-style considerationsof computational
complexity is a bit like sensitivity to sin: some people have it, some db not.

| am not sure what follows from this secondset of observationssince this makes
paradigms in our fields much like culture@gth all their inertia. SituationCalculusand
Modal Logic do seemdifferent as'life-styles'in that senseBut then,thereis alsothe
undeniablefact that culturesmeetand merge— so | hopethatthis papercan facilitate
one suchencounterAnd we know from evolutionarygametheory that, if you repeat
even small encounters long enough over time, society as a whole will be affected!
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