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1 Introduction

The 19th centurgeometristlacobifamouslysaid that one shouldalwaystry to invert
every geometrical theorem. But his advice applies much more widely! Caopstass
of relationalframes,and you can study its valid modal axioms. But now turn the
perspective around, and fix some modal axiom beforehémdcanthenfind the class
of frames where the axiom guaranteedo hold by 'modal correspondence&nalysis—
and we all know the famous examples of that. It toak asif this style of analysisis
tied to one particular semanticssay relational frames:but it is not. Correspondence
analysis also works on neighbourhood models, telling us, e.g., just which axextab
collapse these to binary relational frames. We will show this samestyle of inverse
thinking also appliesto moderndynamiclogics of information change.Basic axioms
for knowledge after information updaté tell us what sort of operationmustbe used
for updatinga given modelM to a new oneincorporatingA. Likewise, we will show
how modal axiomg$or (conditional)beliefsthat hold after revisionactions*A actually
fix one particular operation of changitige relative plausibility orderingswhich agents
have on the universeof possibleworlds. And finally, going back to the traditional
heartlandof logic, we show how we can read standardpredicate-logicalaxioms as
constraintson the sort of abstractprocessmodels'that lie at the heartof first-order
semanticsproperly understoodin all thesecasesjn order for the inversionto work
and illuminate a given subject,we needto step back and reconsiderour standard
modeling. Buthat, | think, is what Shahid Rahman is all about.

2 Standard modal frame correspondences

One of the most attractive features of the semantics of modal logicrsatbkbetween
modal axiomsand correspondingpatternsin the accessibilityrelation betweerworlds.
This can be seenby giving a classof models,say temporalor epistemic,and then
axiomatizing its set of modal validities. On top of thaimal modallogic which holds
underall circumstancespne getsadditionalaxiomsreflectingmore specific structure.
For general background to modal completeness theory, as wied r@st of this paper,
we refer to thedandbook oModal Logic(P. Blackburn,J. van Benthemé& F. Wolter,
eds.) which has just come out with Elsevier Science Publishers, Amsterdam, 1997.
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Now, as a counterpoint to the completenesspthiet of modal correspondencéheory
(van Benthem1983)is that one canalsoinvert this line of thought. One takessome
appealingmodal axiom whosevalidity is to be guaranteedand then finds out which
accessibilitypatternsmust then be assumedJustto get into the spirit, considerthe
perennial modaK4-axiom[]p — [][]p. Let us call a modal formulkatrue ata points
in asemantidframeF = (W, R) if it is true ats underall atomic valuationsV on F.
Here is perhaps the mother of all correspondences:

Fact 1 F.s|=[lp —=[lllp iff F's accessibility relatioR is
transitiveats: i.e.,F, s |= ¥y(Rxy— vz(Ryz— Rxz)).

Proof If the relationis transitive,[Jp — [][]p clearly holds underevery valuation.
ConverselyletF, s|= [Jp — [I[lp . In particular,the K4-axiomwill hold if we take
V(p) to be{y | Rsy}.But then,the antecedent[]p holds at s, and henceso doesthe
consequen[]p . And the latter states the transitivity, by the definitioW (). )

The theory behind this example involves the Sahlguigiorem:all axiomsof the right
syntacticshapeallow for systematidirst-ordertranslation.As a beneficial side-effect,
the inversionin perspectivealso makesus look differently at familiar modal axioms,
and seepatternsunnoticedbefore! One famousvery non-Sahlqvistprinciple is Lob's
axiom[|([lp —p) — [lp expressinga basicprinciple of arithmeticalprovability logic.
This expresses an interesting higher-order feature of accessibility patterns:

Fact2 LOb's Axiom is true at the poisin a frameF = (W, R) iff
(a)F is upwardRr-well-founded as, and (b)F is transitive as.

Correspondenctheoryis still alive and expandingtoday.Van Benthem2005, 2006A
show how L6b's Axiom leadsto a systematicanalysisof structural properties of

accessibilitydefinablein LFP(FO), first-orderlogic with addedfixed-pointoperators.
As a consequenceayne canalso analyzewell-known modalfixed-point languagedike

theu—calculus in new ways. But further modal axiodesine accessibilitypatternsstill

beyond this level, with thBlcKinsey Axiom [[<>p— <>[]Jp as a prime example.

3 Modal distribution and neighborhood models

Somepeoplethink correspondencanalysisis tied up exclusively with one particular
view of whatmodalmodelsmustbe like, viz. directedgraphs.But it will work on any
sort of structure, even ones that look 'higher-order'. Ragdenburgl986 showedhow
onecan do correspondencanalysisof intuitionistic axioms on Beth models,taking
points and branches as primitive objects. Here is an example closer toogadiself
(van Benthem1992,1996B, Chapter11). Neighbourhoodmodelsgeneralizedirected
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graphsby having accessibilityrelations RxY relating points to setsof points. These
structureshave concrete motivations in scenariosof 'deductive support' in logic
programs, topological semantics and modal logicspate or modallogics of players'
powers of reaching outcomes in games. One can then intépkety modality via the
following generalization of the usual truth condition:

M, s|= <> ¢ iff there is a set of pointgé with RsYand for allyeY,M, y |=¢

The resultingminimal logic losesdistributivity of the modality over either conjunction
or disjunction,thoughit retainsupward monotonicity. Moreover,its SAT complexity
drops fromPspace-completior modalK to NP-complete: i.e., ‘from worse toad'. But
this move to a more generalsemanticsnow meansthat formerly minimally valid
principles now acquire substantial content. In particular, we have this simple

Fact 3 The distribution axions>( p v) <> (<>p v <>q) is valid on a frame iff
that frame is generated by a binary relaixywith RxYiff {y:Rxy}cY.

Van Benthem1992 investigatesorrespondencesver neighbourhoodramesin more
details,andfinds appropriategeneralizationgor the correspondence-theoretiontent
of major modal principles, such as the abkdeaxiom. Consider its existential version:

Fact 4 <><>p — <>p corresponds to a rule 6t (‘Generalized Transitivity'):

vXYYY{Zy| yeY}: (R XYa R yZ (for all yeY)) - R xLAZy| yeY})

Just as over directed graphs, such correspondences can be cemprteticallyby a
substitutionalgorithm (cf. Blackburn,de Rijke & Venema2000), this time, producing
relational conditions in a weak sub-language of second-order logic.

4 Geometry: two-sorted modal logic

Another source of correspondence thinking which goesfotlite box' is in geometry.
Van Benthem 1996A, 1999 akesa pleafor a many-sortedsziew of spacewith points
and lines, or points amalrrows,on a par. Matching modallanguagesill now be two-
sorted, with one kind of formulas referring to points, and anotherasor arrows.Of
course, relations can be of many kinds here, beyond the original idea of accegsibility
worlds. The resulting modal geometry has appealing concrete corresponuosinesn
modal axioms and spatial patterns. We give two examples here.

Considermodal Arrow Logic, a two-sorted languagedescribing both points and
transitionsbetweenthem as first-classsemanticcitizens.We focus on the latter here.

Basic arrow models are of the foivh= (A, C3, RZ, 11, V) with A a setof 'arrows'with
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three predicate€3x,yz(x is acompositionof y andz), R2x,y (y is a reversalof x), 11x
(xis an identity arrow). The modal language is interpreted with these key clauses:

M, x|= ¢y iff there argy, zwith C x, yzandM, y|= ¢, M, z|=
M, x|= ¢~ iff there existy with R x, y andM, y|= ¢

Here is the contentof two famous principles for converseand compositionfrom
Tarski's Relational Algebra, re-stated as modal axioms of Arrow Logic:

Fact 5 (¢ew)” — ¢ corresponds t&xyz: C X, yz» C r(x), r(z)r(y)
¢ »~(¢ey) — -y corresponds tarxyz: C x, yz» C z, r(y)x

Given these properties olur relations,we canview compositiontriangleslike the one
depicted here from any arrow we please taking reversals:

b C

Basic arrowogics are decidable But an ominousthresholdis the existentialprinciple
of associativity which makes these logics undecidable, just like relational set algebra:

Fact 6 The associativity axior(gey)ex — ¢(yox) corresponds to
vxyzuv: (C x, y& Cvy, uv)— Fw: (C x, uw& C w, vz))

This says that structures have to be rich enough to admit of ‘recombination’.

Complexor not, this sameaxiom is highly appealingfrom a geometricalstandpoint.
Our second example comes from modal logics of spaieio & van Benthem2003).
Hereis what Associativity sayswhenwe shift our correspondencanalysisto modal
logics of geometry where the ternaglation now ratherstandsfor affine betweenness
B X, yzx lies on the segmegt-z We use the following modality:

M, s |= Cpy iff #t, u: Bs,tu &M, tl=¢ & M, ul=y

Fact 7 The associativity lavZ(Coy)x — C¢(Cwyx)) corresponds tBasch' Axiom
vxyzuv: (Bu, xy & Bv, uz)» Is (Bv, xs & Bs, yz)).

y (¥)
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Thus, depending on the semantic environment, correspondence analysis mayergveal
different contenfor well-known modal principles,linking themup in surprisingways
with mathematical structure known from other sources. Let's now move elsewhere.

5 Knowledge and I nformation Update

Another paradigm for modal logis the analysisof knowledgeand otherinformation-
relatedattitudes.Here,modelsstandfor information patternsdescribingcurrent states

of one or more agents in interaction. The modal language is asp$ual] pvy| K¢

and perhapscommonknowledgeC.¢, while modelsM = (W, {~, | ieG}, V) have
worlds W, accessibilityrelations~, and a valuationV. The standardepistemictruth
condition readsM, s |=K.¢ iff for all t with s ~, t: M, t |= ¢. The usualmodalframe
correspondenceapply here, both for knowledge modalities and for the common
knowledge, treated as a fixed-point operator in the sense of Section 2. So far, so good.

But now consider a modern trend, the analysis of informational actions effaingea
current epistemic model (van Benthem 2006B). For instanméylac announcemenP
works as follows: learning eliminates the worlds wheRis false. In a picture:

fromM =, toM|P S
P -P
To describe this, we needlgnamic-epistemilogic, with a key operator
M, s |=[IP] ¢ iff if M, s |=P, therM|P, s |=¢

The logic of this canbe axiomatizedcompletely.In particular,one compositionallaw
explains when agents acquire knowledge after an announcement of some 'Hard fact'

Fact 8 The following modal axiom is sound for public announcement:
[PIKi¢ & (P = Kj(P = [!P]¢))

Well-understood, this axiom expresses non-trigegumptionsaboutepistemicagents.
In particular, the interchange of knowledge and observed events expressesptheiy
of perfect memoryThis is indeed presupposed in the following argument.

Proof Compare two model¢M, s) and(M|P, s) beforeand after the update:it helps
to draw pictures. The formu[R!]K j# says that, itM|P, all worlds~-accessibldrom s
satisfy¢. The matching worlds iM are those--accessible frons and which satisfyp.
Moreover, truthvaluesof formulasmay changein an updatestep,say from ignorance
to knowledge. Hencthe correctdescriptionof theseworldsin M is not that that they
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satisfy ¢ (which they do in M|P), but rather[P!] ¢: they becomeg¢. after the update.
Finally, a small detailP is a partial operation, &has tobe true for its truthful public
announcemenilThus, we makeour assertioron the right only if !P is executablej.e.,
P is true. Altogether thefP!]K j ¢ says the same &— Kj(P — [P!] ¢. »

The useof pictureshereis not just a convenienceThesepicturesalso reflect genuine
intuitions concerning what might be calléd@ geometry of knowledgad update.

But now, Jacobi's advice once more. We have seen that treating public annourméement
hard facts as world elimination validatesthe above axiom. What about a converse.
Supposehat this axiom looks independentlyplausiblefor information update,which
operations on models would validate it? The answeris again a correspondence
argument(van Benthem2007). We considerabstractmodel-changingoperations¥p

taking epistemicmodelsM with setsof worlds p inside to new modelsM ¢p — with

some mild conditions on available worlds for their domains. A simple proof then shows

Fact 9 Eliminative update is the only model-changing operation which
satisfies the equivalen¢®p] K q < (p > K(p —= [ ¥p] 9)).

Proof From left toright, the formula implies the following. Take g equalto the setof
worlds which are--accessible from the current opmside thesetp. Assumealsothat
the worldsis inp. Then the right-hand sidgysthat all worlds still ~-accessibldrom
s after the operation ¢p are in q: i.e., they were accessiblebefore, and they were
membersof p. Thus, the relation changeleavesonly alreadyexisting links from p-

worlds top-worlds. By a similar argument in the converse directiemseethatindeed,
all such links are preserved into the new model after the opemgtiorhis is precisely
the link-cutting version of epistemic update described before. &

This argument can be sharpengx defining the universeof relevantepistemicframes
andtransitionrelationsexplicitly, and stipulatinghow individual worlds canbe related
acrossframes.In sucha setting, three axioms captureeliminative updatefor public
announcementirst, the equivalencdga) <!p>T «» p makessure that inside a given
modelM, the only worlds surviving intt & p are thosen the setdenotedby p. Next,
areductionaxiom (b) <!p>Eq < p A E<!p>q for the existentialmodality Eq ("q is
true in some world") says that the domairiv# p contain no objects beyorille setp
in M. Finally, the aboveaxiom (c) for knowledgeensureghat the epistemicrelations
are the same iNl andM # p, so that our update operation really takeslamodel

An open problem is taking this correspondencanalysisto the current world of
dynamic epistemiclogics for larger families of informative events,including partial
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observatiorand hiding. In particular,onewould want to show that the basic product
update mechanismof Baltag, Moss & Solecki 1998 for such more sophisticated
scenarioss essentiallythe only model constructionin some suitable abstractspace
validating the gener&EL axiom[E, e]K¢ <> (PRE = A{ K[E, fl¢)) | f~einA}).

6 Geometry of Belief Revision

We do not just receiveinformation which smoothly updatesour currentknowledge.
There are also more dramatic episodes of facts witiallengeour currentbeliefs,and

leadto dynamicprocesse®f belief revision. Here, too, the precedingconsiderations
can be brought to bear. Beliefs can be interpreted over modal modelsowitiparison
relation ofrelative plausibilitybetween worlds. The key modality then becomes:

M, s |= B¢ iff M, t|=¢ for all worldst minimalin the orderingixy. < ( xy.

But soon, this turns out less than what one needs— and a more generalnotion of
conditional beliehelps 'pre-encode’ beliefs we would have if we learnt certain things:

M, s |= B(¢f y) iff M, t|=¢ for all worldst which
are minimal forixy. <  xyin the se{u | M, u |= y}.

The resulting logic the standard principles of the minimal conditional logic. Befey
the 'hard facts' of Section 5, it is easy to see that the following axiom holds:

[[PIB(#/y) < P->B([P1¢[PA[PY)

But moreinterestingis the responseof agentsto 'soft triggers’, eventswhich make a
propositionmore plausible,though not definitively ruling out that it might be false.
Such triggers will not eliminate worlds, but they witlange the plausibility pattern

Onetypical responseof this sortis lexicographicupgrade e, describedvariously as
what a trusting, or a radical agent might do. This changes the currentivhaiel 7P:

P-worlds become better than alP-worlds; within zones, the old order remains.

The completedynamiclogic of this operationof model changecan be axiomatized—
first bringing it into the language through this matching modality:

M, s |= [P]e iff MTP, s |=¢.

Then the followingkey principle emergedor the conditionalbeliefs which agentswiill
have after a lexicographic plausibility change occurred for some soft triggd®:with

[TP1B@IY) © (EP A[TPIY) AB((TP1o| PA[TP]Y)
v =(BP A[TP1y) A BP9 | [TP1W)



Here E is againthe global existentialmodality — or a similar epistemicmodality. This
time, we will not go into the detailsof the soundnessrgument.But we do note that,
extendingthe analysisfor information update,a nice modal correspondencean be
proved,showingthat we havecapturedthe essencehere. Again, we are working in a
universe of frames connected by abstract relation changing opemtions

Fact 10 The formuld wp] B(q|r) <> (E(p A1) AB(Q | part) v (- (E{p A1) AB(q|r))
holds in a universe of frames iff the operatigmis lexicographic upgrade.

Proof Let <, xyin M #p. We showthat < is the relation producedby lexicographic
upgrade. Let be the sefx, y} andq = {x}. Then the left-hand side of our axiontrige.
There are two cases on the right-hand shidese 1 one ofx, yis inp,and henc@ ar =

{X, y} (1.1) or{y} (1.2) or{x} (1.3). MoreoverB(q | p»ar) holds inM ats. If (1.1),we

have<, xyin M. If (1.2), we must havg=x, andagain <, xy in M. Case(1.3) canonly

occur wherxep andygp. Thus, allnew relationalpairsin M #p satisfy the description
of the lexicographic reorderinGase 2s when we have (E(p A r) and none ok, y are
in p. This can be analyzed analogously, using the truth of the dig(opr).

Converselywe showthat all pairs satisfyingthe descriptionof lexicographicupgrade
do make it intathe new order. Hereis one example;the othercaseis similar. Suppose
thatxep whileygp. Thenp ar = {x}. Next, setr = {x, y} andq = {x}. Thenwe have
B(q |r) for trivial reasons. The left-hand side form[4#p] B(q|r) is then also truesince
our axiom is supposed to hold for any interpretation of the proposition kgtrersand
it tells us that, in the mod&l #p, the best worlds ifx, y} are in{x}: i.e., < xy. &

Again, van Benthem 2007 actually analyzes the technicalities here a bit more carefully.

In the area of belief revisiothis correspondencanalysishasfurther attractions since
no single action oplausibility changeworks onceandfor all. E.g., more conservative,
or less trusting, agents, might respond to a soft triggehe operation 7P, which only
puts the best P-worlds on top, and leaveseverything else as it was in M. With a
matching modality, one finds the corresponding reduction axiom for this new policy:

[TPIB@ly) < B(-[ TPIw)IP)AB([TPI¢ | [TPIW))
v (~(B(-[ TPl¥)IP) A B((MPl¢ | (PA[MPIw))

Again a correspondence argument shows this determines the belief chang@molicy

Correspondenceheory tells us the exact correlation betweenprinciples describing
changes of (conditional) beliefs asditably definablesemanticchangesn plausibility
patterns. Thus, as with knowledge, we get a geometry of belief and belief changes.



7 Modal Foundationsfor First-Order Logic

My final example of the powesf correspondencanalysisandinversiongoesbackto

the heartlandwhereit all started.Modal logic startedas an extensionof, or maybea

fine-structurefragmentof, standardfirst-order predicatelogic. But well-understood,
that system itself is very 'modal’! Considarski'sclausefor the existentialquantifier

M, @ |= Ix ¢ iff forsomed € |M|: M, &&q |= ¢. Here, the variable assignmemtsare
essentiain decomposingjuantifiedstatementsBut muchless than this is neededto
give a compositional semantics for first-order quantification, viz. the abstract pattern

M, e |= Ix ¢ iff for someB: Ry andM, B |= ¢

Here, the assignmentbecomeabstractstatesand the concreterelation @ =x S which
holds betweena and g hasbecomeust a binary relation Ry. Evidently, this is the
semantics of aninimal poly-modallanguageThis statesemantichasan independent
appeal First-orderevaluationis an informational processthat changescomputational
states (van Benthem 1996B), and formulas are compound procedearéssicatomic
actions of testing for a fact, and shifting the value of some variable.

Accordingly, the usualvalidities of first-orderlogic, which one canlook up in a good
textbook like Enderton 1972, split into tvgpoups.One group consistsof the minimal
modallogic: (a) all classicalBooleanpropositionallaws, (b) Modal Distribution: ¥x
(9 = ¥) = (¥X ¢ - vx ), (c) Modal Necessitationif |- ¢, then |- ¥x ¢, and(d) a
definition of Ix¢ as— ¥x—¢. Much first-order inference can lgescribedhis way. But
now, we canalsolook at further first-order axioms,and seewhat thesesay on top of
this. What we expect is that they reflect additional properties of the evaluation process.

Again, this may be brought out using modal frame correspondences. The full gtory is
van Benthem1997, but we cite a few high-lights here.First, there are someuniversal
properties otthe specificrelationsa =y B amongassignmentsThe fact that theseare
equivalence relations is reflectedvalid S5style axiomssuchas 3x 7 ¢ — X ¢. As
usual, the latter corresponds to the transitivity. Indeed, the total system corresponding
making these general assumptidmst without any existentialoneson ‘fullness'of the
setof availableassignmentéeadsus to an interesting,and still decidable version of
first-order logic calledCRS(Németi 1985), related to generalized relational algebras.

But now aboutthe sourcesof the undecidabilityof our usualfirst-orderlogic! Modal
frame correspondencdselp us discoverthese.'Deconstructingthe further first-order
axioms in Enderton 1972, one is quickly left to focughmvalid interchangelaws for
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quantifiers.Theseturn out to correspond(just by virtue of their Sahlgvistforms) to
well-known significant existential geometrical properties of the evaluation process:

Fact 11 (a)Fy Ix ¢ — IX Fy ¢ expresses 'Path Reversal':
vafy ((Rwp & RyBy) — 36 (Ryxd & Ry6y)

(b) Fy ¥X ¢ — ¥X 3y p expresses 'Confluence’:
vaBy (R & Ray) —» 38 (RBS & Ryyé))

”
”

[llustration for Confluence

Thus, by steppingbackinto a broaderclassof semanticstructureswe give predicate-
logical validities different voices.Someremain universally valid — but othersexpress
various specific properties of the space of available computational statesha&nthat
spacebecomedull enough,with grid structuresassociatedvith known undecidable
Tiling Problems, we get undecidability of its modal theory.

But sucha largeruniversealso brings further rewards.E.g., more distinctionscan be
made on abstrastatemodelsfor first-orderlogic thanon standardTarski models.In
particular, there are now separate denotationsubstitutionoperators|t/x]. Also one
can naturally interprgiolyadic quantifiersix for tuples of variables to the first-order
language, itermsof simultaneoushangeof valuesin their registers.This genuinely
enrichesthe first-order vocabulary while still retaining decidability over abstractstate
models (Andréka, van Benthem& Németi 1998). Of course,modal correspondence
analysis applies to principles in these richer languages, too.

8 Conclusion

Modal correspondencanalysisariseswhenwe invert an establishegerspectivelook
back at the modelswe havechosenand askwhat sort of semanticcontentattachesto
proposedsyntactic axioms. This style of thinking may look like an abstractand
somewhat curiousterestat times. But we hopeto haveshownthat thereare benefits
acrossa wide rangeof casesWe cancheckwhetherproposedaxiomsreally capture
what they are supposed to so, we can find surpriggmgcontentto familiar principles,
and sometimeswe are led to the constructionof new semanticdomains,and new
languagesover these.Lot's wife was punishedfor looking back. There was great
unfairness in that — but in logic, looking 'the other way' can only benefit us!
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