Manipulating the Manipulators:
Richer Models of Strategic Behavior in Judgment
Aggregation

MSc Thesis (Afstudeerscriptie)

written by

Z.0i Terzopoulou
(born August 6, 1993 in Athens, Greece)

under the supervision of Dr Ulle Endriss, and submitted to the Board of Examiners
in partial fulfillment of the requirements for the degree of

MSc in Logic

at the Universiteit van Amsterdam.

Date of the public defense: Members of the Thesis Committee:
June 15, 2017 Prof Jan van Eijck

Dr Ulle Endriss

Prof Sonja Smets

Prof Ronald de Wolf

nza
Eud

INSTITUTE FOR LOGIC, LANGUAGE AND COMPUTATION






Contents

[Acknowledgements|

1 Intr 1
(1. About Judgment Aggregation|. . . . . . .. ... ... ........

2 Background|
2.1 Formula-based Judgment Aggregation| . . . . .. ... ... .. ...

2.2 Agendas
GeNdas] . . . .

(2.7 Strategic Manipulation| . . . . . ... ..o oo

[3 Strategic Manipulation under Partial Information |
3.1 Information Functions| . .. ... .. ... ... .. .........
[3.2  Strategy-proofness under Partial Information|. . . . . . .. ... ...
[3.3 Best Strategies| . . . . . .. .. ...
[3.4  The Interplay between Full and Partial Information| . . . . . .. . ..

[3.6 'The Premise-based Procedure: An Extended Analysis|. . . . . . . ..
(3.7 Avoiding the Impossibility] . . . . . ... ..o 0oL
[3.8 Concluding Remarks| . . . ... ... ... ... ...........

{4 Higher-level Strategic Manipulation|
4.1 __Information about the Information of Others| . . . . . . .. ... ...
4.2 Strategizing with Second-level Reasoning| . . . . . . ... ... ...
.3 The Interplay between First-level and Second-level Reasoning| . . . .
44 Examples . . . .. ...
4.5 Strategizing with Higher-level Reasoning| . . . . . . ... ... ...

11

vi

B o= -

17
18
21
22
23
26
29
33
36



v CONTENTS

4.6 Common Knowledge on Preferences — An Examplel . . . . . . . .. 47
.7 'The Interplay between Lower and Higher Levels of Reasoning| . . . . 50
4.8 Concluding Remarks| . . . ... ... ... ... ........... 53
[5_Iterative Judgment Aggregation| 55
5.1 The Model under Full Information . . . . . . ... ... ... .. .. 56

2 Iterative Premise- Pr re under Full Information| . . . . . . . 59

[5.3  Adding Partial Information| . . . . ... ... o000 61

4 Tterative Premise- Pr re under Zero Information| . . . . . . 64
[5.5 Tterative Plurality| . . . . . . ... .. ... ... ... ... ... 65
[5.6 Is Strategic Behavior Socially Profitable? . . . . ... ... ... .. 69
[5.7 Concluding Remarks| . . . ... ... ... ... ........... 77

6 Conclusion| 79
[6.1  Summary of the Results|. . . . .. ... ... ... ... .. ..... 79

2 FutureResearch| . . . . ... ... ... ... .. . 81

App 83
[List of Symbols| 93

B graphyj 95



Abstract

Judgment Aggregation is a formal framework of collective decision making. When
agents that belong to a group express their individual opinions on a set of logically
interconnected issues, a good rule is required in order to combine these opinions and
induce a representative collective judgment for the group. However, it is often the
case that some agent may find a way to achieve a preferable outcome for herself, by
reporting a dishonest opinion. This kind of strategic behavior, namely manipulation,
constitutes the heart of this thesis. Until now, researchers have been making two very
strong assumptions in the context of Judgment Aggregation: first, that all the agents
fully know the truthful opinions of all the other members of their group; and second,
that every agent thinks that everyone else is always truthful. In this thesis we start
with enriching the existing model of Judgment Aggregation in a twofold manner: we
account for partially informed agents who behave strategically under various types of
uncertainty, as well as for higher-level strategic reasoners, who reflect on the reasoning
of their peers. We employ analytical methods, and we explore how the aforementioned
assumptions affect the agents’ choices and insincere acts in Judgment Aggregation.
Moreover, after investigating in depth single-round aggregation processes, a model
of Iterative Judgment Aggregation is developed. In our third model, the agents have
the possibility to change their initially submitted judgments in a sequential random
order, while they are (maybe partially) observing the acts of their peers. We study (a)
whether common aggregation rules in iteration reach equilibria states, (b) how fast
they do, and (c) what the potential benefits of strategic behavior are, for a group of
agents en masse.
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Chapter 1

Introduction

Judgment Aggregation is a formal framework that has its roots in the area of Social
Choice Theory and models a particular class of collective decision making problems
emerging from Political Science, Philosophy, Law, but also Economics and Atrtificial
Intelligence. The situations that Judgment Aggregation is concerned with involve in-
dividuals (agents) expressing binary (Yes / No) opinions on possibly interconnected
issues, upon which a collective decision has to be made. Since the first appearance of
democratic societies, citizens have been participating in various procedures with the
aim of aggregating individual judgments and making collective choices. The individ-
uals in a Judgment Aggregation setting may also be people engaging in everyday-life,
small-scale collective decision making. For example, groups of friends or families,
boards of companies, or juries of courts. On the other hand, computerized intelligent
agents may also make use of aggregation methods to make collective decisions. In
Section [I.1| we review the framework of Judgment Aggregation and we motivate its
applications. In Section |1.2] we give an overview of this thesis, which investigates
several aspects of strategic behavior in Judgment Aggregation, and we discuss our
broader contributions to related fields.

1.1 About Judgment Aggregation

Consider a committee consisting of three professors that has to evaluate the Master’s
thesis of a student. The committee is expected to collectively pass or fail the student,
depending on the individual judgments of its members. Specifically, according to the
regulations of the Master’s program, the student can obtain a final passing grade (p) if
and only if her thesis is considered satisfactory in both the following two criteria: “dif-
ficulty” (d) and “writing” (w). Suppose now that the professors express the judgments
depicted on Table (I} A Yes-judgment on a criterion means that the thesis is evaluated

The thesis-evaluation example is inspired by the doctrinal paradox, initially observed by Korn-
hauser and Sager| (1986)) in the context of Legal Theory, and later discussed by |[Pettit| (2001)) (see also
Mongin, 2012).
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d w P
Professor 1: Yes Yes Yes
Professor 2: Yes No No
Professor 3: No Yes No

Table 1: The thesis-evaluation example.

as good enough regarding that particular criterion. Professor 1 liked the thesis a lot; he
thinks that it satisfies both criteria and hence, that the student should pass. However,
Professors 2 and 3 disagree in different ways. In Professor 2’s opinion, even if the
content of the thesis is advanced, its writing-style does not correspond to the Master’s
level, and this constitutes a sufficient reason for the student to fail. To the contrary,
Professor 3 thinks that the thesis is well-written, but she suggests a failing final grade
on the basis of the student’s poor performance with regard to the difficulty criterion.
In total, two out of the three members of the committee evaluate the thesis as satisfy-
ing on each one of the stated criteria. So, if a majority rule operates, focusing only
on the evaluations of the professors concerning the thesis’ difficulty and writing-style,
then the student should pass. But if the committee’s decision is based only on the final
grades that the professors would assign individually, then a majority would prescribe
failing the student. Finally, if the decision of the committee is induced by the opinion
of the majority on each issue d, w, and p separately, then it will be inconsistent with
respect to the regulations, suggesting a “Yes” considering the two criteria, but a “No”
regarding the student’s passing final grade.

The crucial role of the chosen aggregation method applied in an aggregation prob-
lem is now brought into light. Different procedures may prescribe totally opposite,
even inconsistent, actions for a group. Abstracting from specific situations, the frame-
work of Judgment Aggregation is able to study the common structure between differ-
ent aggregation scenaria, and provide answers to questions like: Under which con-
ditions does a given aggregation process result in “appropriate” collective outcomes?
What kind of aggregation rules are guaranteed to always induce “good” group deci-
sions? As a formal framework in its own right, Judgment Aggregation was introduced
by [List and Pettit| (2002, 2004) (see |[Endriss| (2016)) and List| (2012) for two recent
reviews of the field). Creating a general basis for numerous types of collective de-
cision making problems, it incorporates a large framework that has been developed
independently: Preference Aggregation (that is most prominently exemplified in Vot-
ing Theory; see for instance the review by Zwicker, 2016)), and is closely connected to
Belief Merging (mainly studied in Computer Science, e.g., by Everaere et al., 2015).

Strategizing

The focal point of our work was already remarked upon by |Arrow| (1951b)), in the
introductory chapter of his book “Social Choice and Individual Values™:
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Once a machinery for making social choices from individual tastes is es-
tablished, individuals will find it profitable, from a rational point of view,
to misrepresent their tastes by their actions [...]

Arrow’s claim will become clearer considering again the thesis-evaluation situa-
tion. The committee has now chosen to use the first aggregation procedure that we
mentioned in the example. That is, the student can pass if and only if, with respect to
each criterion, more than half of the professors believe that her thesis is sufficiently
good. Then, if the committee reports the judgments of Table [I} the student should
indeed pass. However, imagine that during a meeting where the members of the com-
mittee discuss about their evaluations of the thesis, Professor 2 gets to know the exact
opinions of her colleagues. Hence, she realizes that, if she truthfully declares her
judgment, then the committee will pass the student, following the regulations. But
this does not please Professor 2, who judges that the student should not obtain a Mas-
ter’s degree because her writing skills are disappointing. Smart as she is, Professor 2
then decides to lie; she pretends that, similarly to Professor 3, she found the difficulty-
level of the thesis not satisfying. In that case, more than half of the professors claim
that the student’s performance on one criterion is insufficient, and as a result, the stu-
dent will fail. At the end of the day, one individual had the chance to manipulate the
decision making process, in order to obtain a more desirable outcome for her.

It is shown by Dietrich and List| (2007c) that situations like the previous one are
often unavoidable in Judgment Aggregation. More precisely, aggregation procedures
that meet some reasonable properties are always manipulable, when the agents are
fully aware of the judgments of their peers and they expect everyone else to be truth-
fulE] Subsequently, scholars have been hunting through Dietrich and List’s assump-
tions, for those conditions whose relaxation could reveal some more positive news
(see Baumeister et al.| (2017) for an overview). First, a successful approach (already
pointed out in the same article of Dietrich and List, 2007c]) relates to limiting the pos-
sible opinions that a group of agents can submit, viz., imposing domain restrictions.E]
Second, another renowned method, principally employed by computer scientists (e.g.,
Endriss et al., 2012), shows that deciding the manipulation problem of certain aggre-
gation procedures is computationally hard, and hence practically impossible to happen
(see also Bartholdi et al.|(1989) for an older work in Voting).ﬂ

In this thesis we give an answer to the following natural research question: Do the
negative implications of Dietrich and List’s theorem hold for more refined assumptions
concerning the information and the reasoning abilities of the agents?

2This result is analogous to the famous impossibility theorem of |Gibbard (1973) and |Satterthwaite
(1975) in Voting Theory.

9 A domain restriction for instance is unidimensional alignment (List, [2003), according to which
the members of a group can be aligned in a left-to-right order, such that, for every issue upon which
judgments are expressed, all the agents that have the same opinion are either on the left or on the right
side of those that disagree with them.

“In Voting, alternative ways to escape the inevitability of manipulation have been attempted too, as
for example, calculating that its probability of occurrence is small enough (e.g.,/Aleskerov et al.,[2011).
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1.2 About this Thesis

Our goal is to extend the basic model of Judgment Aggregation, by accounting for
richer aspects of intelligent agents’ (either human or artificial) interactions, and ex-
amining the correlations with their strategic attitudes. Our study is systematic, in
the sense that it consistently investigates the manipulability of common aggregation
procedures under various assumptions, yet flexible, since it allows for additional mod-
ifications. This thesis is purely formal, but motivated by psychological and behavioral
facts. Chapter [2] presents the technical background, that is followed by the main body
in Chapters [3] {] and [5] (further explained below). We conclude in Chapter [6]

Chapter[3} In aggregation procedures that take place in large groups, or that involve
confidential issues, etc., it is obvious that the assumption that the agents are fully in-
formed about all the opinions of others is rather stringent. But how would agents
reason when they are ignorant of a part of their peers’ opinions? Can such uncer-
tainty influence their incentives for manipulation? We design a model of Judgment
Aggregation that embodies partial information, and we answer those questions.

Chapter 4. Once intelligent agents start reasoning about a decision-making situa-
tion, where other agents participate too, it is reasonable to assume that they will be
tempted to reason about the reasoning of their peers. So, what happens if an agent
realizes that a member of her group has a reason to report an insincere judgment? Are
the first agent’s possible incentives to manipulate affected? We investigate this issue
by developing a model of higher-level reasoning in Judgment Aggregation.

Chapter In practice, collective decision making procedures may take place in
multiple rounds, instead of a single one. We study the manipulative acts of the agents
in a model of Iterative Judgment Aggregation. The main questions that we address
are: Do iterative aggregation processes reach a terminal state where no-one can profit
by a unilateral deviation (i.e., an equilibrium)? Do they reach this state fast? And how
beneficial is strategic behavior in the end for a society or a group as a whole?

Our work contributes to the wider collective decision making literature, by making
explicit several assumptions that were implicit up till now, and consequently revealing
the importance of accounting for multidimensional features of the agents’ reasoning.
Specifically, we broaden significantly the spectrum of situations that Judgment Aggre-
gation can account for, by designing a full-fledged framework, inspired by well-tried
models from the areas of (theoretical and experimental) Voting and Game Theory.
Furthermore, this thesis relates to Political Science, because it rigorously analyzes
commonly used methods in the field, from richer perspectives. Finally, our work con-
tributes to the Artificial Intelligence literature, opening the way to many applications
in the rapidly growing area of Multiagent Systems.



Chapter 2

Background

This chapter is meant to provide a baseline for the formal language of this thesis. We
present the model of formula-based Judgment Aggregation (Section [2.1)), discussing
various agendas (Section [2.2)) on which aggregation rules are applied (Section [2.3),
and we examine the rules’ normative appeal grounded on sets of axioms (Section[2.4).
We also introduce an alternative but equivalent framework of Judgment Aggregation:
Binary Aggregation with Integrity Constraints (Section [2.3). Next, individual prefer-
ences with regard to collective decision making are analyzed (Section[2.6), facilitating
the transition of our focus to the study of strategic behavior (Section[2.7).

2.1 Formula-based Judgment Aggregation

We now present the basic model of formula-based Judgment Aggregation, which is
going to be used throughout this thesis. We follow |Baumeister et al.| (2016)); En-
driss| (2016) and |List and Pettit (2002). Consider a finite set of individuals (agents)
= {1,2,...,n}, with n > 2, that constitute a group whose judgments are to be
aggregated into one collective decision. The issues that the agents express opinions
upon are called propositions and are represented as formulas in classical Propositional
Logic L. In the sequel we will assume acquaintance of the reader with the basic con-
cepts of Propositional Logic.E] We define ~¢ the complement of formula ¢ € L as
follows: ~¢ := ¢’ if ¢ = —¢' for some formula ¢/, and ~¢ := —¢ otherwise. The
domain of the decision making is an agenda[® where & # ® < L, and @ is closed
under complementation (i.e., for every formula ¢ € L, if ¢ € @, then ~¢ € D).

Each individual ¢’s judgment set (or opinion) |J;] < ® is the set of propositions
that she accepts in ®. We assume that all individual judgment sets are consistent, i.e.
consistent sets of propositions in the standard sense of Logic, and complete, i.e. they

>An extended model of Judgment Aggregation which captures propositions expressed in richer
logical languages, such as Predicate Logic, Modal Logic, and Multi-valued or Fuzzy Logic is developed
by Dietrich| (2007)), but goes beyond the scope of our work.
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contain at least one member of each proposition-complement pair in @.ﬂ The set of all
the consistent and complete subsets of the agenda ®, which are the possible judgment
sets of the agents, is denoted as In addition, we say that two judgments .J and .J’/
agree on proposition ¢ if and only if ¢ belongs to both or neither of them, and they
disagree otherwise. A profileJ|= (J,...,J,) € J(®)" is a vector of all the agents’
judgment sets, and stands for the partial profile of judgments of the whole group
except for agent :. We denote with the set of agents who accept ¢ in J, and with

N g its set-theoretic complement, i.e., the set of agents who reject ¢ and accept ~¢.

Finally, an aggregation rule F' is a function that maps every profile J of individ-
ual judgment sets to a set F'(J) of collective decisions, which are (not necessarily
complete or consistent) subsets of the agenda. When F'(J) is a singleton, i.e., when
F:J@)"— 2% the rule F is called resolute. In general, the practical aim of an ag-
gregation rule is to provide us with an answer about what the collective decision of the
agents is, or should be. To that end, resolute rules are essential. Hence, for what fol-
lows we will always work with them (even when it is not mentioned, all the definitions
and results stated hereafter will refer to resolute rules); when resoluteness is not the
case, we will additionally consider a lexicographic tie-breaking rule to resolve the ties
between the suggested collective opinions. To be precise, a lexicographic tie-breaking
rule ranks all the possible subsets of the agenda (the sets in 2%) using a linear order,
and if the result of an aggregation rule consists of at least two judgment sets, then it
dictates the choice of the one ranked higher. Intuitively, the prescribed linear order
can be thought to represent the preference of a leading agent, whose desires are to be
satisfied when the aggregation rule does not suggest a unique solution. For example,
the president of a company may be asked to resolve the ties when the judgments of
the board clash.[]

2.2 Agendas

The set of propositions on which a collective decision is to be made, i.e., the agenda
of an aggregation problem, is a prime constituent of the Judgment Aggregation frame-
work. Several restrictions can be imposed on the structure of an agenda, in order to
better capture the essence of specific aggregation situations, or to establish certain
desirable properties of the aggregation, such as logical consistency of the collective

These conditions have been relaxed by some authors. For example, Dietrich and List (2008) con-
sider a framework in Judgment Aggregation with incomplete individual opinions.

7 An alternative technique of breaking ties could exploit random tie-breaking. In this thesis however,
we insist on the use of lexicographic tie-breaking orders. One of our main reasons is that breaking ties
with a linear order satisfies the independence of irrelevant alternatives principle (Ray, [1973). The
independence of irrelevant alternatives principle, also known as Sen’s property « (Senl [1969, [1970),
states that if an alternative .J is chosen from a set S, and J is also an element of a subset S’ of S, then
J must be chosen from S. That is, eliminating some of the unchosen alternatives should not affect
the selection of .J. We find this condition normatively desirable as far as a tie-breaking rule (and in
extension an aggregation rule) is concerned.
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outcome. The former case is further discussed below; the latter is part of a research
focus that goes by the name safety of the agenda, and will not be relevant for this
thesis (but for the interested reader we refer to Endriss et al., 2010, 2012).

Two examples of special agendas are the conjunctive and the disjunctive agendas.

Definition 2.1. A conjunctive agenda consists of a set of premises, which are propo-
sitional variables ay, . .., ax, and a conclusion ¢, where ¢ < (a1 A ... A ag), as well
as their negations.

The thesis-evaluation example in the Introduction uses an instance of a conjunctive
agenda with two premises. Analogously, the conclusion of a disjunctive agenda is
equivalent to the disjunction of all the premises. Naturally, conjunctive and disjunctive
agendas appear in situations in which a final decision has to be made on a conclusion,
but the reasons that lead to that choice, described by the premises, are also important.

A more general class of agendas, which includes the ones mentioned above, is
that of the path-connected agendas, defined by Dietrichl (2007) and related to the
concept of total-blockedness (Nehring and Puppel, |2007). In the words of Dietrich
and List, an agenda of propositions under consideration is path-connected if any two
propositions in the agenda are logically connected with each other, either directly or
indirectly, via a sequence of (conditional) logical entailments. Formally, proposition ¢
conditionally entails proposition ¢ if {¢, =1} U V¥ is consistent for some ¥ < & con-
sistent with ¢ and with —1). The agenda ® is path connected if for all propositions
¢, 1 € ® that are not tautologies nor contradictions, there is a sequence of propositions
1,02, ..., 0 € O withp = ¢ and ¢ = ¢y such that ¢, _; conditionally entails ¢;, for
every i € {2,...k}. Almost every standard and interesting agenda is path-connected.

Whenever we assume that the examined agendas are of a specific kind, it will be
made clear in the text.

2.3 Rules

The core of the theory of Judgment Aggregation consists of course of the aggregation
rules. The first encounter of the reader with aggregation rules in this thesis has been
in the Introduction, where we mentioned different possible methods to aggregate the
judgments of the committee in the thesis-evaluation example. One of them was the
majority rule. Re-stated slightly more formally here, the majority rule accepts each
issue in the agenda if and only if at least half of the agents accept it (for the strict case,
an acceptance by more than half of the group is required). Generalizing the majority
rule, the quota rules may be defined. According to them, a proposition is part of the
collective decision if and only if at least some proportion of the agents (exceeding the
relevant quota) agrees with it.

Definition 2.2. Consider a fixed quota g5 € [0,n + 1] for every proposition ¢ in
the agenda ®. Then, the quota rule F? is such that, for any profile of judgments J,
¢ € Fi(J)if and only if [N}]| > gy.
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A peculiar category of aggregation rules, inspired by the quota rules but being
less appealing to our intuitions, consists of the parity rules. The odd(even)-parity rule
accepts a proposition ¢ if and only if an odd (even) number of agents accepts it.

However, we already saw in the Introduction that when the majority rule is im-
plemented, the collective outcome may end up being logically inconsistent (recall
the thesis-evaluation example: the majority of the professors accepts that the student
passes each evaluation criterion, but the majority also wants the student to fail). Such
unfortunate cases hold for the other quota rules too. To resolve this problem, an ef-
fective method is the use of the premise-based procedure. We consider this rule with
regard to conjunctive agendas (the definition for disjunctive agendas is similar).

Definition 2.3. Consider a conjunctive agenda ¢ with ®* := {a4, ..., as} the set of
its premises and c its conclusion. Having a profile J of judgments of n agents, we
define the outcome of the premise-based procedure FP" as follows: First, a collective
decision is made on the premises with respect to the majority rule, that is, for all
a; € PP, a; € FP"(J) if [INJ| > 2, and —a; € F?"(J) otherwise. Then, c € F?"(J) if
a; € FP"(J) for all a; € ®P, and —c € F?"(J) otherwise.

Since ¢ < (a; A ... A ag), a consistent outcome is then guaranteed. Alternatively,
one could also use the conclusion-based procedure. In that case, the opinion of the
group is aggregated again using the majority rule, only regarding the conclusion, and
individual judgments on the premises are ignored. It is clear from the Introduction
that the premise-based procedure and the conclusion-based procedure may produce
diametrically opposite results. As demonstrated in our thesis-evaluation example, the
former rule would advise giving to the student a passing grade, because the student
is good enough in each evaluation criterion separately, while the latter would fail her,
following the opinion of the majority of the professors on the conclusion. Hence, it is
easy to understand why choosing between the premise-based and the conclusion-based
procedure has generated numerous philosophical debates among political scientists
and economists (e.g., Chapman, [2002; Dietrich and List, [2007c; [Elster, 1998} Pettit,
2001). In several parts of this thesis we will contribute to this discussion.

The most trivial and objectionable aggregation rule is the dictatorship. Living
up to its name, the dictatorship is connected to a single agent, the dictator, whose
individual judgment is taken to be the collective judgment independently of the input
profile. The dictatorship vacuously guarantees that the opinion of the group, that is
exactly the opinion of the dictator, will satisfy all the nice properties of individual
opinions, like completeness and consistency.

Fortunately, there are several other aggregation rules that present the above ad-
vantage. For example, the distance-based or Kemeny rule F K (Endriss et al., 2012;
Pigozzi, 2006; Miller and Osherson, 2009) takes into account a notion of distance
between judgment sets and specifies the winner(s) to be the complete and consistent
judgment set(s) that is (are) closer to the profile of the agents’ opinions. Specifically,
the Hamming-distance of two judgment sets J,J’ € 2% is defined as the
number of formulas in ® on which they disagree. Formally,
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H(JJ):=|®|—-|JnJ|—|]nJ|

Then, the Hamming-distance of the profile J = (.Jy,...,J,) and the judg-
ment set ./ sums the Hamming distances of all judgment sets .Jy, ..., J, and J.

H(J,J):= >, H(J,J)
i€{l,...,n}
Given the profile J, we have that F'%(J) = argmin H(J, J). This is a direct trans-

JeJ (®)
lation of the Kemeny rule that appeared in Voting Theory many years earlier in the

work of [Kemeny| (1959). [Endriss and Grandi (2014) later introduced the class of
representative-voter rules, which choose a voter that better represents the input pro-
file according to specific criteria and make her judgment be the collective decision.
A natural choice for a representative voter is the one realized by the average-voter
rule F*’. According to it, the collective outcome is taken to be the individual judg-
ment(s) in the profile J for which the Hamming distance to J is minimized (note that
contrary to the Kemeny rule, the decision of the group is now selected among the sub-
mitted judgment sets only). Formally, for the profile J = (Jy, ..., J,), we have that
F(J) = argmin H(J,J;).

Jiie{l,...,n}
Lastly, another aggregation rule directly inspired by Voting is the plurality rule.

Definition 2.4. The plurality rule considers the aggregated outcome to be the judg-
ment set(s) submitted by the largest number of individuals.

In the framework of Voting, the agents are asked to vote for their favorite candidate,
and the candidate with the most supporters wins. Obviously, the plurality rule presents
severe theoretical limitations. For instance, only each voter’s top alternative is repre-
sented by the voting procedure, and in settings with few voters but many alternatives,
it is very probable that several candidates receive the same amount of support, only by
one voter, and hence the tie-breaking process has to play an important role to decide a
single winner. Nonetheless, the plurality rule is widely used in practice, employed by
many electoral systems (for example in the general elections of the United Kingdom
and the national elections of Canada). Furthermore, in a different context motivated
by applications to crowdsourcing, Caragiannis et al.[(2014) show that an aggregation
rule that they call modal ranking, and that is equivalent to the plurality rule (for the
alternatives being different rankings), is the unique one satisfying specific desirable
properties. Having the above facts in mind, in this thesis we wish to explore in depth
the status of the plurality rule in Judgment Aggregation, focusing on the agents’ strate-
gic behavior on it.
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2.4 Axioms

The axiomatic approach serves as a skeleton for both the descriptive and the norma-
tive analysis of systems in many branches of formalized Social Science, such as Logic,
Decision and Social Choice Theory. In Judgment Aggregation, basic features of ag-
gregation rules have been explored and defined via axioms for example by |List and
Pettit (2002)). Descriptively, axiomatic characterizations provide a structured way to
look into aggregation rules, helping us to compare them and better understand them.
On the other hand, axioms are constructive from a normative perspective because they
directly reflect properties that we wish our designed aggregation rule to adopt. Here,
we refer to axiomatic characteristics of resolute rules only.

e We call the aggregation rule ' responsive if it gives the chance to every propo-
sition to be accepted by the group. Formally, if for every proposition ¢ that is
not a tautology nor a contradiction, there exists a profile J such that ¢ € F'(J),
and another profile J' such that ¢ ¢ F'(J").

e The rule F' is anonymous if it treats all individuals symmetrically, i.e., for any
permutation 7 : N — N, it holds that F'(J1,...,J,) = F(Jzq), -, Jr(n))-
Intuitively, anonymity is a stronger version of non-dictatorship.

e Neutrality for F' suggests that all propositions ¢, 1 in ¢ are treated symmetri-
cally, that is, for any profile J, if N = N, then ¢ € F(J) < 1) € F(J).

e Monotonicity prescribes that extra support for a proposition ¢ € ® can never be
damaging. Formally, ¢ € J! \ J; entails that ¢ € F'(J;, J_;) = ¢ € F(J],J_;),
forall (J;,J ;) € J(®)" and J, € J(P).

e A more controversial property is independence, according to which each propo-
sition ¢ in @ is treated separately by the aggregation rule F'. Formally, for all
profiles J, J',if N/ = N/, then ¢ € F(J) < ¢ € F(J'). Itis easy to see that
the Kemeny, the average-voter, and the plurality rule are not independent.

e Rule F is said to be complete (similarly consistent) if F'(J) is complete (con-
sistent) for every J € J(P)".

A straightforward characterization can be provided for the quota rules, based on a
number of the above axioms.

Theorem 2.1 (Dietrich and List, 2007b). The quota rules are exactly those aggrega-
tion rules that satisfy anonymity, neutrality, independence and monotonicity simulta-
neously.

However, even without asking for monotonicity, if we require the above proper-
ties together with completeness and consistency, the news is negative. Following the
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established tradition in Social Choice Theory after Arrow’s famous impossibility the-
orem (Arrow, 1951b) in Preference Aggregation, [List and Pettit (2002, 2004} prove
that if an agenda ® contains at least two literals and their conjunction, then there is
no complete and consistent judgment aggregation rule on ® that is also anonymous,
neutral, and independent. In the literature of Judgment Aggregation this result was
extended by several authors, such as Dietrich/ (2007); |Dietrich and List|(2007a); Pauly
and Van Hees (2006); and Van Hees| (2007). Some ways out of the impossibility have
also been attempted, with the most prominent being domain restrictions (e.g., Dietrich
and List, 2010; List, [2003), that is, limiting our attention to profiles of judgments with
specific (convenient) structure.

2.5 Binary Aggregation with Integrity Constraints

An alternative setting of Judgment Aggregation has been explored by (Grandi and En-
driss| (2011)) and |Grandi| (2012). This framework will be useful in certain parts of this
thesis, which will be specified in the text (but if not mentioned otherwise, we will stick
to Formula-based Judgment Aggregation). In the model of Binary Aggregation with
Integrity Constraints, instead of an agenda the agents express their opinions on a finite
set of issues Z = {1,...,m}. The ballot B; of an agent ¢, analogously to a judgment
set, indicates the issues that agent 7 accepts. Formally, B; is a vector in {0, 1}"", with 0
and 1 denoting acceptance and rejection of the corresponding issue, respectively. We
call D = {0, 1}" the domain. Collecting all the individual ballots of the group N/, we
have a profile B = (B, ..., B,,), which is the input of the aggregation procedure. As
expected, the collective decision will be a ballot in D.

Furthermore, depending on the application we have in mind, some elements of the
domain may not be suitable to form opinions. Hence, in the terminology of |Grandi
and Endriss| (2011)), it is necessary to specify which of them are rational. Given the
set of m issues Z, a set of propositional variables, one for each issue, is created:
PS = {p1,...,pm}- We do so using the language of Propositional Logic. Let Lpg be
the propositional language constructed by closing PS under boolean connectives. For
any formula ¢ € Lpg, Mod(¢) designates the set of propositional assignments that
satisfy ¢. Then, we call an integrity constraint some formula /C € Lpg. Thanks to
integrity constraints, we can capture logical interconnections between issues, and dis-
tinguish between rational and irrational ballots, which now correspond to assignments

to the variables py, . .., p,,. So, fixing an integrity constraint /C, a rational ballot B is
one that satisfies /C, i.e., an element of Mod(IC'). Similarly, a rational profile is an
element of Mod(I1C)™.

It can be shown that there is a translation from Formula-based Judgment Aggrega-
tion to Binary Aggregation with Integrity Constraints and back. One direction is easy.
Given a Judgment Aggregation framework defined by an agenda ® = {¢1,..., ¢},
we can define a set of issues Zg = {i4,, ..., i, | that interprets it, creating an issue i,
for every formula ¢ € ®. Then, the domain of aggregation is D := {0, 1}!®l. More-
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over, having a binary ballot B € D, let us denote by B; its j coordinate. In these
terms, a ballot B will correspond to a judgment set .J as follows: for every formula
¢ € O, ¢, € J if and only if B, = 1 (call this correspondence (*)). Also, an in-
tegrity constraint can be constructed, to dictate that only the ballots that correspond
to complete and consistent judgment sets are rational. For the other direction, we
mention a result due to [Dokow and Holzman| (2009, 2010) (see also |[Endriss et al.,
2016a). It is shown that for every nonempty subset X of {0, 1}, there exists an
agenda ® = {¢1,...,0m} S Ly, p,ny such that that By g)n = X, where By is
derived by translating every profile of judgment sets in 7 (®)" into a profile of binary
ballots, using correspondence (*).

2.6 Preference Relations

The notion of preference is principal in disciplines that study individual and collec-
tive decision making, including modern (micro)Economics, Rational Choice and So-
cial Choice Theory. Von Neumann and Morgenstern (1944) initiated the treatment of
preferences as formal mathematical relations whose properties can be stated axiomat-
ically, and radically influenced other prominent economists who kept working in that
direction afterwards, like |Arrow| (195 lb).

The central i1dea of this thesis is to interpret an aggregation problem as a strategic
situation, where the agents, besides holding individual judgments, also prefer specific
collective decisions more than others. In other words, we can think of an aggregation
situation in terms of a game: every individual chooses an action, which is the (truthful
or untruthful) judgment set she submits, and the outcome is computed by the submitted
profile of the group’s judgments, in accordance with the aggregation rule that is used.
An agent’s action, as in every standard game, is directly connected to the agent’s
preferences over the outcomes. To that end, we assume that every member 7 of a
group N in an aggregation problem holds some preference relation [Zj] over all the
possible collective judgment sets J € 2%, By writing .JJ >; J', we mean that agent i
wants the collective decision to be the judgment set .J at least as much as she wants it to
be judgment .J'. Considering all judgment sets .J, J', J” € 2%, we take the relation x;
to be reflexive (J x; J), transitive (J z; J' and J' %; J” implies J %; J”), and
complete (either J =; J or J' x=; J). Thus, we assume that individuals rank all
pairs of possible outcomes relative to each other; no collective results are going to be
incomparable.ﬂ Finally, we write J ~; J'if J >; J' and J' %; J, and we denote by

8For a recent work on individual preferences see Dietrich and List| (2013)).

The requirement of completeness of preferences has triggered ot of discussion among philosophers
and economists (e.g., Jeffreyl |1983), and one of the main arguments against it is directly reflected in the
Judgment Aggregation framework. The possible collective outcomes will usually be exponentially as
many as the issues in the agenda, and the agents have to be able to compare all of them. Nonetheless,
one justification of the completeness constraint is based on our interpretation of the agents’ preferences
over the collective decisions. For example, we may think of preferences expressing “conceivable” acts
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J >; J' the strict component of J >; J', i.e., the case where J >; J’, butnot J ~; J'.

The type of preferences that the agents hold will play a crucial role in our anal-
ysis about individual strategic behavior in aggregation problems. So, we will now
reflect on some further assumptions that we can make about them. For example, in
many aggregation contexts it is natural to suppose that the preferences of an agent
depend on the truthful judgment set that this agent holds. Recall for instance the
thesis-evaluation example in the Introduction. There, the members of the examina-
tion committee express their sincere opinions on whether the student should pass or
fail the Master’s program, and it would be reasonable to assume (supposing they are
all well-intentioned) that they would like the final collective decision to match their
own judgment. Hence, we will restrict our study to cases where individual judgments
and preferences over collective outcomes are expected to be related. A full identifica-
tion of scenaria that satisfy our assumptions is an empirical problem, which certainly
deserves further investigation.

Consider an agenda ®. Along the lines of Dietrich and List (2007c), we present
three conditions that capture stronger and weaker assumptions with respect to the con-
nection between an agent’s judgment and her preferences over the collective decision.
In all the following cases, the agents want the judgment of the group to “agree” to
some extent with their own individual judgment. Each of the three conditions uniquely
defines a class of preferences.

Top-respecting Preferences. For each agent ¢ with truthful judgment set J;, we de-
fine T'(J;) as the set of all preference relations >; < 2% x2® according to which J; is
ranked on top of all the other judgment sets. Formally, 7'(J;) := {X; : J; %; J, for all
J € 2%}, We denote with [T] the family of all such preference relations with regard to
individual judgment sets, i.e., T := {T'(J;) : J; € J(P)}.

Closeness-respecting Preferences. We say that a judgment set .J is at least as close
to J; as another judgment set .J' if for all formulas ¢ € ®, if J" agrees with J; on ¢,
then J also agrees with J; on ¢. A preference relation X respects closeness to J; if for
any two judgment sets .JJ and .J’, if J is at least as close to J; as J', then J = J'.

We can now define the class of closeness-respecting preferences. For each individ-
ual judgment set .J;, let C'(J;) be the set of all preference relations >; < 2% x2% that
respect closeness to J;. We denote with [C] the family of all such preference relations
with respect to individual judgment sets, i.e., C := {C(.J;) : J; € T (P)}.

Then, C < T.

and not “actual” ones, in the sense that they represent the choice dispositions of the agents (Gilboa,
2009; Sen, [1973)). From this perspective, completeness does not imply that the agents should be able to
rank a large number of options prior to making a decision about them; instead, it may mean that they
possess an intrapersonal method to rank the different judgment sets when these judgments are presented
in pairs, which induces a complete ordering. An instance of a plausible such method is defined later in
this section, and is constructed via the Hamming-distance.
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Hamming-distance Preferences. One particular example of commonly used pref-
erences in the literature that are closeness-respecting (for instance, Botan et al.|(2016)
base their analysis on those) are the Hamming-distance preferences. For every agent 7,
the Hamming-distance naturally induces a (reflexive, transitive and complete) prefer-
ence relation % ; on judgment sets. According to it, agent ¢ orders higher the judgments
which agree on a greater number of propositions with her truthful opinion J;:

Jzi J < H(J,J) < H(J, J;)

We denote with H(J;) the unique preference relation x; = 2% x2? that is defined
as above, with respect to a fixed judgment set J;. The family [ contains all the
Hamming distance preferences H (.J;), induced by any J; € J(®), i.e., H := {H(J;) :
J; € J(®)}. Obviously, H c C < T.

2.7 Strategic Manipulation

This section summarizes the main definitions and results in the literature of strategic
behavior in Judgment Aggregation, which will constitute a cornerstone for the rest of
this thesis. We focus on agents who may reason strategically and resort to untruthful
behavior individually, in order to achieve a better outcome for themselves. Moreover,
in accordance with the approaches of all the authors in the field to date, in this sec-
tion we make two implicit assumptions: First, we assume that in every aggregation
problem all the agents hold full information about the sincere opinions of their peers.
Second, all the agents are taken to be first-level reasoners, i.e., they think strategically
themselves, but they do not consider the possibility that the rest of the group may think
strategically too. This research direction was initiated by |Dietrich and List| (2007c).

To start off, consider a function PR that assigns to each agent ¢ and judgment set
J; € J(P) a non-empty set PR(.J;) of reflexive, transitive and complete preference
relations X ;, which are considered “compatible” with J;. Then, abusing the notation,
we will also denote with[PElthe class of preferences constructed by that function, i.e.,
PR := {PR(J;) : J; € J(®)} (examples of such a class are the top-respecting, the
closeness-respecting, and the Hamming-distance preferences defined above). So,
when does an agent with a truthful judgment .J; and a preference relation % ; have an
incentive to submit a dishonest judgment in an aggregation problem? Definition [2.5]
provides a formal answer. Note that we will use the words “incentives” and “reasons”
interchangeably.

Definition 2.5. Consider a truthful profile of judgments J = (J,...,J,) € J(P)",
an aggregation rule F' and a class of preferences PR. Then, agent : € N who holds

10The analysis of |Dietrich and List| (2007c) does not require completeness. However, to simplify the
demonstration of the definitions and the proofs in the thesis we assume completeness, and we underline
the fact that all the relevant results of [Dietrich and List| (2007¢c) hold for this restriction.
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preferences x; € PR(J;) has an incentive to manipulate on the profile J if there is at
least one individual judgment set J* € J(®), such that F'(J*, J_;) >; F(J;, J_;).

In words, the potential of obtaining a strictly more desirable result can provide a suf-
ficient reason to an individual to lie. If some agent has an incentive to manipulate an
aggregation rule in some aggregation situation, then we say that the aggregation rule
is manipulable.

Definition 2.6. The aggregation rule ' is manipulable for the class of preferences PR
if there are a profile J € J(®)" and an individual ¢ € AN holding preferences
%i € PR(J;), such that 7 has an incentive to manipulate on J.

The following definition introduces formally the notion of strategy-proofness of an
aggregation rule, i.e., the absence of incentives for manipulation on it, for all the
agents, in all aggregation situations.

Definition 2.7. The aggregation rule F'is strategy-proof for the class of preferences PR
if for all individuals i € N, all profiles J = (Jy,...,J,,) € J(®)", all preference re-
lations >; € PR(J;) and all individual judgment sets J* € J(®), F(J;,J_;) =i

Definition [2.7| implies that the agents have a noticeable truth-bias. That is, in case
where they equally like all the possibly induced collective outcomes, they will choose
to be honest. (Obraztsova et al.[(2013) justify this assumption by remarking that strate-
gizing is costly for the agents, for example in time and cognitive effort, so they have
a slight preference for truthfulness when they cannot unilaterally affect the outcome.
Nevertheless, the gain obtained by being sincere can be assumed to be small enough,
so that the agents will still try to manipulate if they can obtain a preferable result. The
aggregation rule F' is strategy-proof for the class of preferences PR if and only if F'
is not manipulable for PR.E We will often refer to strategy-proofness as immunity to
manipulation and to manipulability as susceptibility to manipulation.

2.7.1 Characterization Results

Dietrich and List (2007c) were able to axiomatize the strategy-proof aggregation rules,
considering groups of agents with reflexive and transitive, closeness-respecting pref-
erences. Theorem [2.2]states their result, which establishes that the strategy-proof rules
are exactly those that are both independent and monotonic. The idea for one direction
can be grasped intuitively: if a rule is independent, it means that each proposition
in the agenda is treated separately; together with monotonicity, an agent could never
obtain a collective outcome that is closer to her truthful opinion if she tries to lie on
some of the formulas. In order to prove that an aggregation rule is strategy-proof only

'"Note that in order to obtain Definition2.6|as a contrapositive of Definition 2.7} we make use of the
fact that preference relations are taken to be complete.
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if it is independent and monotonic, however, Dietrich and List follow a more indirect
path, which is explained in the Appendix (see Theorem [2.3).

Theorem 2.2 (Dietrich and List, 2007c). An aggregation rule F' is strategy-proof for
all reflexive and transitive closeness-respecting preferences if and only if F is inde-
pendent and monotonic.

We further show in Theorem [2.3] that the characterization result of Dietrich and List
remains valid for agents whose preferences are also complete. In a trivial manner, we
have that any independent and monotonic aggregation rule is strategy-proof for ev-
ery subset of the class of all reflexive and transitive, closeness-respecting preferences
(and the class of all reflexive, transitive and complete, closeness-respecting prefer-
ences is obviously such a subset). Moreover, we prove in the Appendix that the non-
straightforward direction also holds.

Theorem 2.3. An aggregation rule F is strategy-proof for all reflexive, transitive and
complete closeness-respecting preferences if and only if F' is independent and mono-
tonic.

2.7.2 The Main Impossibility

The attempts to escape manipulability in Social Choice Theory and particularly in Vot-
ing Theory (or Preference Aggregation) have been haunted for decades by the famous
impossibility theorem of (Gibbard (1973) and [Satterthwaite (1975). These scholars
showed independently that any voting procedure with at least three candidates, where
each one of them could be the winner in some voting scenario, is immune to strategic
manipulation if and only if it is a dictatorship of some individual.

Dietrich and List (2007c) present a Gibbard-Sattethrwaite-style impossibility re-
sult conveyed in the framework of Judgment Aggregation. According to Dietrich and
List’s theorem, any aggregation rule functioning on an agenda obtained from the large
class of path-connected agendas, satisfies a number of reasonable axiomatic properties
together with strategy-proofness if and only if it is dictatorial.

Theorem 2.4 (Dietrich and List, 2007c). For a path-connected agenda ®, an aggre-
gation rule F' is complete, consistent, responsive and strategy-proof for the class of all
closeness-respecting preferences if and only if F' is a dictatorship of some individual.

To conclude, we have now introduced all the necessary terminology and we will wend
our way through the main body of this thesis, in Chapters and 5}



Chapter 3

Strategic Manipulation under Partial
Information

The central goal of this chapter is to provide a richer model of Judgment Aggregation
that accounts for partial information, and explore its implications with regard to known
aggregation rules and results of the literature. In this framework each agent knows the
formation of the group that she belongs to (i.e., the members of the group) and the
aggregation rule that is applied. Each agent is also aware of her own truthful judgment
set, but she may hold incomplete information about the judgment sets of the rest of
the group. For example, a member of a committee may know the opinions of all the
other members on one specific issue on the agenda, in case this issue has been already
discussed, but be ignorant about their judgments on the rest of the issues. In a different
situation, an agent may be fully informed only about the judgments of a subset of the
group members, of those people that she happens to be friends with, for instance.

We assume that each agent receives some information about her peers, which may
fully or partially describe their truthful judgments. Each agent knows that the infor-
mation she holds is accurate, in the sense that it only provides valid data about the
truthful judgments of the group, and believes that the other agents are going to report
their truthful judgments when they are asked to do so (we call agents with that belief
level-1 reasoners). The latter assumption will be dropped in Chapter 4 Moreover, it
is common knowledge that the aggregation procedure takes place in a single round (a
refinement will be studied in Chapter[5)). Our question is: Under which conditions will
an agent be better off by reporting an untruthful judgment, and what kind of (partial)
information may protect an aggregation rule from manipulation?

The remainder of this chapter is structured as follows. Section 3.1 introduces
Jjudgment information functions, which model the information of the agents about the
truthful judgments of the rest of the group. Each judgment information function in-
duces an amount of uncertainty, which we are able to measure formally. Section @
provides the definitions needed in order to determine when an agent has an incentive
to lie under partial information, and Section introduces an agent’s best strategies.

17
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Subsequently, we study the logical connections between full and partial information
(Section [3.4), by addressing the following topics. First, is an aggregation rule that is
immune to manipulation under full information guaranteed to be immune to manip-
ulation under partial information? Our reply here is positive. On the other direction,
if an agent has a reason to manipulate an aggregation procedure when she is fully
informed about the truthful judgments of the group, does she still have a reason to
manipulate when there is information that she is missing? The answer to this question
is slightly more complex; both positive and negative, depending on the aggregation
rule that is used in combination with the nature of the information that the agent pos-
sesses. We continue in Section by introducing the notion of relevant information
in an aggregation problem. Furthermore, we take an axiomatic perspective and we
show for example that if an aggregation rule is independent and monotonic, then it is
immune to manipulation under any kind of partial information. Afterwards, we focus
on the premise-based procedure (Section [3.6). Inspired by a result of Dietrich and
List| (2007c) according to which the premise-based procedure is manipulable under
full information when the agents only care about the result on the conclusion (and not
the premises) of a conjunctive or a disjunctive agenda, we prove that manipulability is
also the case under any kind of uncertainty. However, we can obtain results that sup-
port immunity to manipulation when we consider agents with preferences that take
into account, up to some degree, both the premises and the conclusion. Finally, in
Section we show how accounting for the partial information that the agents may
hold can be crucial in order to circumvent the impossibility result of Dietrich and List
(2007c), explained in the Background. This is the main contribution of this chapter.
We conclude in Section[3.8

3.1 Information Functions

The (partial) information that the agents hold in an aggregation problem may be of
different types. For example, it may suffice to identify a number of profiles of judg-
ments that are possible to be held by the group, by clarifying how many agents have
a specific opinion, but not who holds which judgment, etc. The analysis of this sec-
tion is largely inspired by previous work in Voting Theory by Reingoud and Endriss
(2012).@ We call 7 the set of all different data about the judgments of the rest of the
group that an agent can be informed about before the final reporting of judgments. We
formally define a judgment information function JIF)m : N'xJ(®)" — Z, which
maps agents and profiles of judgments to elements of Z. Intuitively, a JIF represents
the available information for every agent, given the truthful profile of judgments of the
group. To ease the notation, we will write 7;(J) for the information of the agent 7 on
the profile J := (Ji,...,J,). The following are some possible choices for elements

12Recently, a different approach on partial information in Judgment Aggregation has been undertaken
by |Griffioen| (2017), where the agents are associated with cardinal utility functions.
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of Z, together with their corresponding JIF 7.

e Profile: The profile-JIF returns the full input profile for every agent:
mi(J) = J, forallie N.

e Anonymous profile (a-profile): The a-profile-JIF returns the number of agents
that accept each formula in the input profile:
mi(J) = (IN]|)gew, forall i € N.

o Judgment sets’ number (js-number): The js-number-JIF returns the number of
agents that submit each judgment set in the input profile:

mi(J) = ({i e N : J; = J}|) jeg(a), foralli e N.

e Winner: The winner-JIF returns the judgment set that is submitted by the largest
number of agents in the input profile (if there are more than one such judgment
sets, ties are broken by a fixed lexicographic-tie breaking):[]zl
mi(J)=JeJ(®):Jeargmax|{ie N :J;, = J}, forallie N.

J'eJ(P)

o All_but_¢;: The all_but_¢;-JIF returns for each agent ¢ the judgments of the rest
of the group on each formula apart from the formula ¢; € ®:
7TZ'(J) = (Ng)¢e¢\{¢i7ﬁ¢i}, forall i € N

e Zero: The zero-JIF does not return any information; it just gives us a constant
value:
m;i(J) =0, foralli e NV.

Our framework allows for the above JIFs to be combined, in the sense that different
agents may have access to different types of information. Now, having the information
expressed by a JIF 7 and a truthful profile of judgments J, we define the set of (partial)
profiles that a level-1 reasoner ¢ considers possible:

W= (T (T, T = m( )}

That is, Wz-l’”’J contains all the judgments of the rest of the group that are compatible
with agent ¢’s information and level-1 reasoning. Note that in the present work we
only deal with qualitative beliefs. We assume that the agents cannot or do not want to
assign any numerical value (probability) to their beliefs about the possibility of the oc-
currence of each scenario concerning the judgments of the group.m Hence, in order to
account for the most general case that only distinguishes between “possible” and “not

13The winner-JIF actually conveys the plurality winner.

“Due to the extensive discussion in Decision Theory about imprecise beliefs and ambiguity (e.g.,
Arrow, |1951a; |[Ellsberg) (1961} Knight, |1921), we hereby wish to avoid making any restricting assump-
tions concerning the uncertainty domain of the agents.
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possible” scenaria, a suitable tool is the notion of qualitative uncertainty (Halpern,
2005). As |Reijngoud and Endriss (2012) (see also Chopra et al., [2004) observe,
Wh™ satisfies the three axioms of reflexivity (REF), symmetry (SYM) and transi-

(2

tivity (TRANS). For all judgment sets .J; and for all (partial) profiles J _;, J*,, J**:

17”7(‘]i7‘]f7;)

SYM) if J_eW, then J*, e WhmUid=)

1,m,(Js,J* L, (J;, J5E) m,(Ji, J*¥)

(TRANS) if J_;eW “and J*, e W

(2

17
, then J_, e W,

Axiom (REF) expresses that every agent always considers possible the truthful profile
of judgments of the rest of the group. Axioms (SYM) and (TRANS) together state
that whenever an agent considers some profile possible, then that profile would also
induce the same information set as her current one.

A JIF 7 represents the amount of information that the agents possess, hence it is useful
to define a formal measure of the uncertainty that this information induces.

Definition 3.1. Consider a JIF 7.

o Uy (m) = 7@ — 1
is the uncertainty of the agent ¢ on the truthful profile J that the JIF 7 inducesE]
U i = U J

o Ui(m) e U, ()
is the uncertainty of the agent 7 that the JIF 7 induces.

o U] = max Ui(r)
ieN

is the uncertainty that the JIF 7 induces.

The uncertainty that the JIF 7 induces for an agent on a profile is a real number from
Oto1,ie, 0 < U(m) < 1, where 0 denotes full certainty and 1 total uncertainty.
The more partial profiles are possible for the agent, the more her uncertainty increases.
For example, according to the profile-JIF the agent only considers possible the truthful
partial profile, thus the uncertainty of the profile-JIF is 0. At the other extreme, the
uncertainty of the zero-JIF is 1, because according to it the agent considers possible
all the partial profiles. Overall, the uncertainty of a JIF 7 is the maximum of the
uncertainty it induces for all the agents and for all the potential truthful profiles.

3SUJ () is defined for all agendas ® such that |7 (®)| > 1; otherwise it is set to 0.
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3.2 Strategy-proofness under Partial Information

Definitions and given in the Background, constitute the standard approach
with regard to strategy-proofness in the literature of Judgment Aggregation to date.
However, these definitions implicitly assume that every agent is fully informed about
the truthful judgments of the group. We now refine them, accounting for agents with
incomplete information.

Definition 3.2. Consider a truthful profile J = (J,...,J,) € J(®)". For an ag-
gregation rule F' and a class of preferences PR, agent ¢ € N holding preferences
%; € PR(J;) has an incentive to w-manipulate on the profile J if there is at least one
individual judgment set J;* € J(®), such that

1. F(Jz*, J/_Z) > F(JZ, '],—z)’ for some '],—z c Wilﬂr,J and
2. F(J#, J",) zi F(J;, "), for all other J” ; € Wl.lv”’J

This means that an agent has an incentive to manipulate under the (partial) informa-
tion provided by the JIF 7 by reporting an untruthful judgment if there is a scenario
consistent with her information that will result in a more desirable collective decision
for her and there is no scenario where she will be worse off than when reporting a
truthful judgment. That is, we adopt the pessimistic perspective (from the agents’
standpoint) according to which they are willing to lie only if they are totally safe to
do so. Said differently, the agents are taken to be risk-averse: if there is at least one
possible scenario where lying induces a less desirable result, then they remain truthful.
In that sense, agents are cautious when it comes to manipulation.

If there is a profile J where at least one agent has an incentive to m-manipulate,
then we say that the aggregation rule is m-manipulable.

Definition 3.3. The rule F' is m-manipulable for the class of preferences PR if there
is some profile J = (J;,J_;) € J(®) and at least one individual i € N holding
preferences X, € PR(.J;) such that ¢ has an incentive to m-manipulate on J.

The aggregation rule F' is m-strategy-proof for the class of preferences PR if and only
if ' is not m-manipulable for PR.E‘]

Definition 3.4. The aggregation rule F' is m-strategy-proof for the class of prefer-
ences PR if for all individuals ¢ € N, all profiles J = (Jy,...,J,,) € J(®)", all
preference relations >, € PR(.J;) and all individual judgment sets J* € J(®),

1. F(J,,J",) 2 F(J*,J",), forall J' ;€ W™ or

2. F(J;,J",) >; F(J*,J",), for some J” , € W™/

'In order to obtain Definition|3.4]as a contrapositive of Definition 3.3} we make use of the fact that
according to our assumptions preference relations are complete.




22 Strategic Manipulation under Partial Information

Definition [3.4]brings out a further assumption concerning the truth-bias of the agents.
Justifying it as in the case of full information, whenever an agent cannot unilaterally
change the outcome, she chooses to be honest, and moreover the same holds if being
sincere induces a preferable collective decision in some scenario (no matter whether
lying does the same in a different scenario). For what follows we will concentrate
our analysis on closeness-respecting preferences. If it is clear from the context, we
may write that an aggregation rule F'is simply (7-)strategy-proof, omitting the class
of preferences we refer to.

Obviously, when 7 is the profile-JIF, 7-strategy-proofness (manipulation) is equiv-
alent to strategy-proofness (manipulation) under full information. We can further un-
derstand the importance of partial information on strategy-proofness as follows. Con-
sider an agent 7. If this agent possesses full information about the judgments of the
rest of the group, then she will manipulate with no second thought in case she finds
an untruthful judgment that makes her better off. However, finding such an insincere
judgment is not sufficient to make agent + manipulate under partial information. Then,
an extra condition needs to be satisfied: for all possible scenaria, the untruthful judg-
ment should induce a result at least as good as the one induced by the agent’s truthful
judgment. Loosely speaking, this second condition provides an additional layer of
safety against manipulation for an aggregation rule.

3.3 Best Strategies

An alternative way to specify the incentives of an agent to manipulate an aggregation
process is by looking at her best strategies under the information she holds.

Consider an aggregation rule F', a truthful profile J = (J;,J_;), and an agent
i € N with preferences x;, who considers possible the set of (partial) profiles W <
J(®)"! to be truthfully held by the group. First, we say that a judgment set J €
J(®) is undominated in the standard game-theoretical sense, if there is no other
judgment set J’ such that (1) F'(J',J" ;) >; F(J,J";), for some J' , € W and (2)
F(J,J",) z; F(J,J",), for all other J’ , # J”, € WW. Then, recalling that accord-
ing to our assumptions the agents are truth-biased, we will say that if agent ¢’s truthful
judgment J; is undominated, then it will be her unique best strategy. Otherwise, all

the undominated judgment sets can be used by agent ¢ as her best strategies.

Definition 3.5. We define the set .S := of agent i’s best strategies.

e If agent i’s truthful opinion J; is undominated, then S := {J;}.

e Otherwise, S := {J € J(®) : J is undominated}.

Tn such situation, the agent could practically break her tie in various ways that are not of our
concern. For example, she could try to assign different weights (probabilistic or not) to the scenaria she
considers possible, or she could use some randomness-providing tool, etc.
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Lemma[3.1lis immediate.
Lemma 3.1. It always holds that
(a) Sf W, zi, Ji) # s
(b) J; € SEFOW, %, J;) if and only if SFOW, %;, J;) = {J:}.

Hence, an agent has an incentive to manipulate if some insincere opinion is a best
strategy of hers, while there is no incentive for manipulation if the only best strategy
of the agent is telling the truth.

Definition 3.6. Consider an aggregation rule F', an agent ¢ holding preferences %, a
truthful profile J = (J;, J_;), and a JIF 7. Agent i has an incentive to w-manipulate
on J if and only if an untruthful judgment set of hers .J* belongs to her best strategies
when she considers possible the set of partial profiles W}’”’J induced by 7. That is, if

and only if J* € SF(W}"™ . J.), if and only if .J; ¢ SFOW™ %, J;).

3.4 The Interplay between Full and Partial
Information

A natural next question is the following: Is there a logical relation between full and
partial information with regard to strategy-proofness? We show that as one could
expect, any aggregation rule that is strategy-proof under full information is strategy-
proof under partial information too, or equivalently, any rule that is manipulable under
partial information is also manipulable under full information (Theorem [3.4).
Consider an agenda ®. Theorem [3.2] builds a basis for a number of results that
follow. It generalizes the proof of Dietrich and List| (2007¢) (recall Theorem [2.2] in
the Background), connecting strategy-proofness under partial information with two
well-known axioms of judgment aggregation rules: independence and monotonicity.

Theorem 3.2. For any JIF m, if an aggregation rule F' is independent and monotonic,
then F' is m-strategy-proof for the class C of all closeness-respecting preferences.

Proof. Assume, aiming for a contradiction, that the statement of the theorem is not
true. Then, there is an independent and monotonic aggregation rule /' and a JIF 7 such
that F' is not 7-strategy-proof for the class C' of all closeness-respecting preferences.
That is, there are an agent ¢, a profile (J;, J_;), a closeness-respecting preference
%; € C(J;) and a judgment set J} such that F'(J}, J",) >; F(J;,J",), for some
J e W™ (and F(J*,J",) 2 F(J;,J",), for all other J”, € W'™/). By the
definition of closeness-respecting preferences, we have that there is some ¢ € J; such
that ¢ € F(JF,J",) and ¢ ¢ F(J;,J" ;). By independence and monotonicity, this is
possible only if ¢ € J too. But then, by independence, it should be ¢ € F(J*, J" ;)
if and only if ¢ € F'(J;, J" ), which is a contradiction. O
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Interestingly, the JIF 7 did not have a salient role in the proof of Theorem[3.9] This ob-
servation will let us generalize even further the above result in later sections, showing
that independent and monotonic rules are resistant to manipulation when we consider
richer models of strategic behavior too. Now, since quota rules are independent and
monotonic (recall Theorem [2.1]in the Background), Corollary [3.3holds.

Corollary 3.3. Quota rules are immune to m-manipulation, for every JIF T.

Our main claim of this section, namely that strategy-proofness under full information
guarantees strategy-proofness under partial information, is proven in Theorem
(Note that, when it is clear from the context, we simply write “strategy-proof”, mean-
ing “strategy-proof under full information”, and similarly for “manipulable”.)

Theorem 3.4. For the class C of all closeness-respecting preferences, all aggregation
rules that are strategy-proof are also w-strategy-proof, for every JIF .

Proof. Dietrich and List| (2007c) show that the strategy-proof rules for the class of
preferences C' are independent and monotonic (see the Background). Also, all inde-
pendent and monotonic rules are 7-strategy-proof, for every JIF 7 (Theorem[3.2). [J

Corollary 3.5. For the class C' of all closeness-respecting preferences and for every
JIF 7, all aggregation rules F' that are w-manipulable are also manipulable.

Theorem [3.4] can be understood as a special case of a more general fact. Let us call
a JIF 7 at least as informative as another JIF ¢ if for all profiles J and all agents ¢,
Wil’w"] - Wil’”"]. As anticipated, if a JIF 7 is at least as informative as another JIF o,
then the uncertainty induced by o is at least as high as the uncertainty induced by 7.
Lemma [3.6| translates in our framework an analogous result from Voting, worked out
by [Reijngoud and Endriss (2012), whose proof can be found in the Appendix.

Lemma 3.6. If a JIF 7 is at least as informative as another JIF o, then all aggregation

rules that are o-manipulable for a class of preferences PR are also m-manipulable for
PR.

Corollary 3.7. If a JIF w is at least as informative as another JIF o, then all ag-
gregation rules that are T-strategy-proof for the class of preferences PR are also
o-strategy-proof for PR.

Obviously, the profile-JIF is at least as informative as every other JIF 7. Hence, The-
orem [3.4] follows by Corollary

As Theorem shows next, the notions of strategy-proofness and 7-strategy-
proofness are not equivalent. This means that there are cases where an aggregation
rule is not strategy-proof, but still, it is 7-strategy-proof for some JIF 7.

Theorem 3.8. Consider an agenda ®. There are an aggregation rule F' and a JIF 7
such that F' is w-strategy-proof for the class of closeness-respecting preferences C,
but F' is not strategy-proof for C under full information.
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Proof. Consider an arbitrary formula 1) € ® and the rule £ such that for all profiles
J = (J;,J_;) and formulas ¢ € ®, itis ¢ € F(J) if ¢ # 1 and ¢ € F(J) if and only
if |NJ | is odd. Moreover, take the JIF 7 which denotes that each agent 7 is completely
ignorant of the judgment of the agent © — 1, but knows the judgments of everyone else
in the group. Formally, the JIF 7 is such that 7;(J) = {(J,J_4-1)) : J € J(®)},
where agent 0 is taken to be agent n. The aggregation rule ' is not monotonic, hence
we know by Dietrich and List (2007c) that it is not strategy-proof. However, it is
easy to see that F' is w-strategy-proof. Take an arbitrary agent i, a profile (J;, J _;),
a judgment set J* and a preference relation >; € C(.J;), and suppose that there is a
judgment set J* such that F(J*,J'" ;) >; F(J;,J",), for some J' ; € W™ By the
definition of closeness-respecting preferences, we have that there is some ¢ € J; such
that ¢ € F(JF, J' ;) and ¢ ¢ F(J;,J" ;). This can only happen if ¢ = ¢ and ¢ ¢ J*
(which means that ¢ # L, T). Now, consider the following two cases (where J/_, is
the coordinate that corresponds to agent 7 — 1 in the partial profile J' ).

Case 1: ¢ € J/_,. Then, ¢» # T implies that there is some model M of the
Logic such that M £ 1. We define a new (complete and consistent) judgment set of
agent i — 1 based on the formulas that are verified by M, J! | := {¢p € & : M E ¢}.
So, we now have that ¢y ¢ J! . Starting from the partial profile J' ;, preserving the
judgments of the rest of the group and replacing the judgment of agent i — 1, J! ,,
with J! |, we construct the new partial profile J”,; € WZ;’”’J. So, by definition of
rule F, it holds that F/(J;, J",) = F(J¥,J",) and F(J¥,J",) = F(J;,J",), which
means that F'(J;, J",) >; F(JF, J_;). To sum up, there is always a judgment set of
the agent 7 — 1 that agent ¢ considers possible and that makes agent 7 prefer reporting
her truthful judgment to reporting any untruthful judgment. We conclude that rule F’
is safe from m-manipulation of the agent ¢.

Case 2: ¢ ¢ J/_,. Then since ¢ # L, we know that there is some model of the
Logic M such that M = 1. The rest of the proof proceeds analogously to case 1. []

The proof of Theorem [3.8]brings to light a broader observation. Having a fixed aggre-
gation rule I, suppose that an agent ¢ holds a truthful judgment set J; in the profile
J = (J;,J_;), and there is a dishonest opinion J;* which results in a more desir-
able outcome for her. Now, further suppose that if the judgments of the rest of the
group were different, it would be possible that the results by reporting J; and J* were
reversed. Formally, this last assumption means that there is at least one partial pro-
file J'; such that F(J;, J_;) = F(J* J",) and F(JF, J_;) = F(J;,J",). If agent
deems possible one such partial profile J' ; according to a JIF 7, then she does not
have anymore an incentive to manipulate using J;*. In other words, partial informa-
tion of this sort can make an agent more cautious when it comes to lying. If the
above holds for every profile and every agent, then partial information can guaran-
tee immunity to manipulation. Overall, we have described a sufficient condition for
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m-strategy-proofness (note that the type of the preferences is not crucial here).

3.5 Relevant Information

As we discussed in the Background, axioms play a principal role in Judgment Aggre-
gation. First, in a direct manner, axioms allow us to determine philosophically ap-
pealing aggregation rules by identifying a set of precise mathematical properties that
these rules satisfy. Second, indirectly via characterization results, axioms facilitate
the categorization of aggregation rules to various families, such as the strategy-proof
and the manipulable ones. Recall that Dietrich and List| (2007c) showed that all ag-
gregation rules that are immune to manipulation under full information are exactly the
independent and monotonic ones (Theorem [3.9)in the Background). Can we find an
analogous characterization for m-strategy-proof rules?

When an agent is missing part of the information about the truthful judgments of
her peers, she has to think about multiple possible scenaria that can affect her behavior.
In this case, not only the quantity but also the quality of her information can be proven
essential. In general, having an aggregation rule F' and a profile of judgments .J, there
is some part of the information concerning J that is relevant for an agent’s manipu-
lation, while some other part may be of no use. For example, when the plurality rule
is applied, knowing the number of agents who truthfully hold each judgment matters,
but being informed about who exactly holds each judgment set is redundant. When
the rule is not anonymous, however, who holds which judgment is critical for the out-
come. The following definition provides the notion of a respectful JIF 7, meaning that
7 contains all the relevant information for all the agents in an aggregation problem.
Specifically, this happens when all the information that each agent 7 holds in 7 agrees
on what her preferred behavior is (i.e., lying or not) looking at the possible results;
then we can say that all relevant information is available for agent  to decide.

Definition 3.7. A JIF 7 respects a class of preferences PR with regard to /' if for all
agents 7 € N, all profiles J = (J;, J_;) € J(®)", all judgment sets J* € J(P) and
all preference relations >; € PR(J;), there is no pair of (partial) profiles J', J?, €

W™ such that F(J;, J',) >; F(J§,J",) and F(JF, J%,) >; F(J;, J%,).

Example 3.1. The profile-JIF respects any class of preferences PR with regard to any
aggregation rule F'. (Immediate) A

Example 3.2. The a-profile-JIF respects any class of preferences PR with regard to
all anonymous and independent (e.g., quota) rules. (Immediate) A

Example 3.3. The js-number-JIF respects any class of preferences PR with regard to
the plurality rule, paired with a lexicographic tie-breaking rule. (Immediate) JAN

Example 3.4. The js-number-JIF respects any class of preferences PR with regard to
the Kemeny rule, paired with a lexicographic tie-breaking rule. (Immediate) A
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Example 3.5. The a-profile-JIF does not respect the class of all closeness-respecting
preferences C' with regard to the plurality rule, paired with a lexicographic tie-breaking
rule.

Intuitively, knowing how many agents agree with each formula in the agenda does
not suffice for an agent to predict the result of the plurality rule F7!, because she may
still be ignorant of which exactly the truthful judgments of the group are. To illustrate,
let ® be an agenda consisting of three variables pq, po, p3 and their negations, and let
100 designate the opinion that accepts p; and rejects p, and ps, etc. Suppose that the
lexicographic tie-breaking order (of the judgment sets that will be of our interest) is as
follows: 011 > 100 > 000 > 010 > 001. Moreover, suppose that a group N consists
of three agents 1, 2, and 3, and agent 1 strictly prefers the collective decision to be the
same as her truthful opinion 100. Agent 1 also strictly prefers all the judgment sets
to 011, which is totally opposite to her sincere judgment, and is indifferent about the
other outcomes. Formally, agent 1 holds the closeness-respecting preference X such
that 100 >; 000 ~; 010 ~; 001 >; 011. Consider an aggregation problem where
agent 1 is informed that each one of the propositions p;, po and ps are accepted by
exactly one of the agents in the group. Since she herself accepts proposition p;, she
knows that her peers reject it. But she is completely ignorant about the rest. What
if agent 2 truthfully accepts both propositions ps and p3 and agent 3 rejects them?
This scenario is depicted in Table [2 Then, due to the tie-breaking, the aggregated
result will be 011, which is the least preferred opinion of agent 1. Hence, agent 1
would rather report insincerely that she rejects proposition p;, submitting the untruth-
ful judgment 000, and turn it into the collective decision, which is more desirable for
her. On the other hand, what if agent 2 only accepts proposition p, and agent 3 only
accepts proposition p3? This scenario is depicted in Table 3| Then, agent 1’s truth-
ful opinion would win, and if she tried to lie in the aforementioned way, she would be
worse off. At the end of the day, different possible scenaria suggest different strategies

for agent 1, thus we can say that she does not hold all relevant information. A
Pr P2 D3 Pir P2 D3
Agent1: Yes No No Agent1: Yes No No
Agent2: No Yes Yes Agent2: No Yes No
Agent3: No No No Agent3: No No Yes
FP! No Yes Yes Fol Yes No No
Table 2: If agent 1 is sincere, the Table 3: If agent 1 is sincere, the
result is opposite to her judgment result is exactly her judgment

Example 3.6. The a-profile-JIF respects any class of preferences PR with regard to
the Kemeny rule, paired with a lexicographic tie-breaking order. (Immediate) JAN

Example 3.7. Consider the conjunctive agenda ¢ := {ay, as, —~ay, —as, ¢ < (a; A
as), —c}. Moreover, consider F?" the premise-based procedure, and C' the class of all
closeness-respecting preferences. The zero-JIF does not respect C' with regard to F*".
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Take a group of three agents N = {1, 2, 3}. We will show that there is an aggrega-
tion problem where an agent does not have all the relevant information to decide if she
prefers to be truthful or to report an untruthful judgment, and hence, the zero-JIF is
not respectful. Take agent i := 3, a judgment set J3 := {—ay, as, —c} and a preference
relation >3 € C(J;) such that: FP"(J) >3 FP'(J')if c ¢ FP"(J) and c € FP"(J');
and F?"(J) ~3 FP"(J') otherwise, for all profiles J,J’. Intuitively, agent 3 only
cares about the result on the conclusion. In particular, she wants the group to reject
the conclusion, in agreement with her truthful judgment. Consider a profile (J3, J £3)
as represented in Table 4, and an alternative profile (J3, J',), where agent 3 reports
the untruthful judgment J3 (Table[5). It is easy to see that in this case, agent 3 prefers
to vote untruthfully. Consider now another partial profile J? ;, where agents 1 and 2
report different judgments (Tables [6] and [7). Agent 3 considers possible the partial
profile J 33 too, as the zero-JIF does not provide any information about the judgments
of the rest of the group. In that scenario, agent 3 is better off by being truthful. A

aq a9 C aq a9 C
Agent1: Yes No Agent 1: Yes No
Agent2: Yes Yes Agent2: Yes Yes
Agent3: No Yes No Agent3: Yes No No
Frr Yes Yes Yes EPr Yes No No
Table 4: Profile (Js, J' ) Table 5: Profile (J3, J' ;)
aq a2 C aq a9 c
Agent 1: Yes Yes Agent 1:  Yes Yes
Agent2: No Yes Agent2: No Yes
Agent3: No Yes No Agent3: Yes No No
FPr No Yes No Yes Yes Yes
Table 6: Profile (Js, J2 ) Table 7: Profile (J3, J? )

Restricting ourselves to the respectful JIFs, we are able to provide an axiomatiza-
tion for all aggregation rules that are immune to manipulation under partial informa-
tion. Theorem [3.9]states that whenever a JIF 7 is respectful in the previous interpreta-
tion, the 7-strategy-proof aggregation rules are exactly those that are independent and
monotonic, or equivalently those that are strategy-proof under full information (the
proof is straightforward and can be found in the Appendix).

Theorem 3.9. For any JIF © and aggregation rule F' such that  respects C with re-
gard to I, F is w-strategy-proof for the class C of all closeness-respecting preferences
if and only if F' is independent and monotonic.
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Theorem [3.9] draws out a conceptual issue concerning information in Judgment Ag-
gregation. Briefly, what matters is not the quantitative distinction between full and
partial information, but the qualitative one between relevant and irrelevant informa-
tion. However, we cannot yet suggest a good aggregation rule by looking only at the
relevance of the information that the agents hold. This is because the conditions of
Theorem [3.9] are not necessary for susceptibility to manipulation. This means that
there are judgment aggregation rules for which an agent with a particular closeness-
respecting preference relation, even without holding all relevant information, still has
a reason to manipulate the outcome. This is shown by the next result (to be read in
combination with Example [3.7).

Theorem 3.10. For a conjunctive agenda, for n = 3 and for every JIF T, the premise-
based procedure is m-manipulable for the class of closeness-respecting preferences.

Proof. Since every JIF 7 is at least as informative as the zero-JIF, it suffices to show
that the premise-based procedure is manipulable for the zero-JIF w. We sketch the
proof for a conjunctive agenda. Consider an agent ¢ with a closeness-respecting pref-
erence X; that only cares about the conclusion and wants it to be rejected (see Ex-
ample [3.7). Then, her best strategy is to reject all the premises, even if truthfully she
accepts some of those: If the conclusion was already rejected by the rest of the group,
the agent has nothing to lose; but analogously to Example there is always a partial
profile for which the conclusion is accepted in case the agent remains honest (for a
detailed proof, see Lemma([5.6)in Chapter [5)). O

3.6 The Premise-based Procedure:
An Extended Analysis

This section revolves around a specific aggregation rule, the premise-based procedure.
We examine only the most relevant agendas for it, the conjunctive agendas (and all our
results hold equivalently for disjunctive agendas). The premise-based procedure on
the above agendas has received noticeable attention by economists and philosophers,
especially because of its significance in the area of politics and law (Chapman), |2002;
Pettit, 2001). A famous argument in favor of the premise-based way of aggregating
individual judgments relates to deliberative democracy (Elster, [1998), supporting the
view that collective decisions on conclusions should be set by the group’s opinions on
the premises. Moreover, an attractive characteristic of the premise-based rule is that it
guarantees consistent outcomes. However, a point that deserves further investigation
is its susceptibility to manipulation.

The first results in this direction are negative. It is shown that the premise-based
procedure is manipulable for the class of all closeness-respecting preferences (Diet-
rich and List, 2007c) and we further proved in Theorem [3.10] that partial information
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does not solve the problem. On the contrary, the premise-based procedure is manip-
ulable for the class of all closeness-respecting preferences even under total lack of
information. Our next step will be to study the manipulability of the premise-based
procedure by restricting our attention to agents whose preferences are special cases of
closeness-respecting preferences. Our reasoning goes as follows.

As we have seen, strategy-proofness is defined with regard to a class of prefer-
ences PR. This means that different specifications of the class PR correspond to dif-
ferent conditions of strategy-proofness. Practically, the larger a class of preferences
is, the harder it becomes to achieve immunity to manipulation. The examples in the
literature that are used to show that the premise-based procedure is manipulable hinge
on agents whose preferences only care about conclusion in the agenda and completely
ignore the collective decision on the premises. Dietrich and List| (2007c)) refer to these
preferences as outcome-oriented (we will call them conclusion-oriented instead) and
justify them by assuming that only the conclusion and not the premises carries conse-
quences that the individuals care about.m But what about agents who also care up to
some degree about the premises? It is known that when the preferences are reason-
based, in the sense that the individual only cares to obtain a collective result on the
premises that matches her own judgment and is indifferent to the conclusion, then the
premise-based procedure is immune to manipulation. Moreover, we now show that
immunity also holds when the agents possess Hamming-distance preferences.

Theorem 3.11. Consider a conjunctive agenda ®. The premise-based procedure FP"
is immune to manipulation for the class of all Hamming-distance preferences under
full information.

Proof. Suppose, aiming for a contradiction, that there is an agent ¢+ with Hamming-
distance preferences ; and a profile J = (J;, J_;) for which agent i has an in-
centive to manipulate. Then, there is a judgment set J* such that F?"(J* J_;) >;
FP(J;, J_;), which by the definition of Hamming-distance preferences means that
the judgment set F?"(.J*, J_;) has strictly more propositions in common with .J; than
the propositions that the judgment set F*"(.J;, J _;) does. But with the premise-based
procedure, if agent ¢ switches from reporting her truthful judgment J; to reporting
the untruthful judgment J7, it is not possible to obtain a collective decision that is
agreeing on a premise with J; if the initial collective judgment was not agreeing on
that premise with J;. Hence, the only way for FP"(J*, J_;) to have a proposition in
common with J; that F?"(J;, J_;) does not is if that proposition is the conclusion.
However, in order to achieve this, J* should be untruthful and change the collective
judgment on at least one of the premises that .J; and F*"(J;, J_;) agree on. In to-
tal, F7"(JF, J_;) cannot have strictly more propositions in common with .J; than the
propositions that the judgment set F7"(.J;, J _;) does, which is a contradiction. [

8Formally, an agent i with truthful judgment J; has conclusion-oriented preferences if her prefer-
ence relation X, is such that J >; J' ifandonlyifce J; nJandc ¢ J; nJ or —c € J; n J and
—c¢ JinJand J ~; J ifandonlyifce J;nJandce J;nJ or —ce J;nJand —ce J; n J'.
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Hamming-distance preferences assume that agents consider each formula in the agenda
equally important and try to maximize their agreement with the collective outcome.
However, the agents may care about every proposition in the agenda to a different
degree. Such preferences make sense if every premise in the agenda is connected to
a reason in support of the outcome that varies in priority for the agent, and the conse-
quences of the group’s opinion in the conclusion for the individual can be compared
with the significance of those reasons too. Assume that each proposition ¢ € P is
connected to a weight wf’ that denotes how much agent ¢ cares about proposition ¢.

We take > w? = |®|. Moreover, w? = w;® for all agents i, that is, the agents care
ped

the same about the acceptance and the rejection of ¢, which is reasonable under the in-

terpretation that the weights denote the importance that agents assign to propositions.

Then, the weighted Hamming-distance between two judgment sets J and J is:

Hw(J7 ‘]l) = ‘(I)| - Z w?]ld)e(JmJ’)u(jmT)
Pped

Let [H,] be the class of all weighted Hamming-distance preferences, defined in the
standard way. That is, H,, = {H(.J;) : J; € J(P)}, where H,,(.J;) = X; is such that
J >; J'ifand only if H,(J, J;) < H(J', J;) and J ~; J'if and only if H,(J, J;) =
H,(J', J;). Theorem is rather intuitive (and proven in the Appendix). It shows
that if an agent cares less about a premise a than she does about the conclusion ¢, then
she has an incentive to manipulate the premise-based procedure on a conjunctive or
disjunctive agenda. Intuitively, the agent will choose to lie on her judgment about the
premise a if by doing so she can achieve a more desirable result on the conclusion.

Theorem 3.12. The premise-based procedure FP" is manipulable for the class of pref-
erences H,, on a conjunctive agenda © if and only if there is a premise a for which
some agent i cares less than she does about the conclusion c (v < wy).

We will now consider a special instance of the weighted Hamming-distance prefer-
ences, namely the class of conclusion-prioritizing preferences /. The preference
relations in K assume that the agents give the highest priority to the result on the
conclusion, and secondarily, they try to maximize the agreement on the premises.
Equivalently, /K corresponds to those weighted Hamming-distance preferences for
which all premises have equal weight and the conclusion is assigned greater weight
than all the premises together.

Definition 3.8. Let ¢ be a conjunctive agenda and ®? the set of its premises. We call
K the class of all conclusion-prioritizing preferences K = {K(.J;) : J; € J(®)},
where K (J;) = X; is defined as follows. For all judgment sets J, J' € 2% J >, J'if:
Ifce J,then (1) ce Jandc¢ J',or (2)ce Jandce J' (orc ¢ J; and ¢ ¢ J') and
Ha:ae JnJ;n®P} > {a:aeJ nJ;n PP} If —c € J;, analogously.
Moreover, J ~; J'if: If ce J;, thence Jandce J and |[{a : a € J n J; n PP}| =
[{a:aeJ nJ;n®P}. If —c € J;, analogously.
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As one could expect, similarly to conclusion-oriented preferences (see Dietrich and
List, 2007c), the premise-based procedure is manipulable for conclusion-prioritizing
preferences under full information. However, under partial information the balance
changes. The premise-based procedure is immune to manipulation for conclusion-
prioritizing preferences, while it is still manipulable for conclusion-oriented prefer-
ences. Furthermore, the amount of information that needs to be absent in order to
achieve the strategy-proofness is remarkably small. Speaking informally, truthfulness
is guaranteed even when the agents know almost everything about the judgments of
the rest of the group, i.e., even when the uncertainty of the agents in big agendas tends
to 0. Theorem [3.13] makes this claim formal.

Theorem 3.13. Consider a conjunctive agenda ®. The premise-based procedure FP"
is susceptible to manipulation for the class of all conclusion-prioritizing preferences K
under full information. However, there is a family of JIFs {m, : © € IN} with
lim, o, U(m,) = 0, such that FP" is immune to m,,-manipulation for K, where m
is the size of the agenda P.

Lemma 3.14. Consider a conjunctive agenda ®, and let a be a premise in it. The
premise-based procedure FP" is immune to all_but_a-manipulation for the class of all
conclusion-prioritizing preferences K.

Proof. We give an outline of the proof. For any agent i, we can always find a partial
profile that agent ¢ considers possible for which the result agrees with her judgment
on the conclusion both in case she lies and in case she remains truthful, while by
being insincere on a agent 7 will induce a collective judgment set that disagrees with
her on a, and thus agrees on less premises with her truthful judgment. Hence, this
possible scenario forces agent ¢ to remain truthful. ]

Proof of Theorem The premise-based procedure F?" is susceptible to manipu-
lation for the class of preferences K because similarly to the proof of Theorem [3.10}
there is a profile where an agent 7 can change the result on the conclusion from dis-
agreeing with her truthful judgment to agreeing with it by lying on a premise. How-
ever, as we will see next, F'P" is immune to manipulation under partial information.
We construct a family of JIFs {r, : © € IN}, where each =, is defined based on an
agenda X with size x as follows. Take an arbitrary agenda X with size x. Fixing
an arbitrary premise a € X, we define 7, := all_but_a-JIF. Then, if the size of the
agenda @ is m, by Lemma [3.14] we have that the premise-based procedure is immune
to m,,-manipulation. Moreover, we will show that lim, .., U(w,) = 0. Let us con-
sider an arbitrary agent ¢ and a profile J = (J;, J_;). We observe that when x tends
to infinity, the number of all the possible (partial) profiles on an agenda X with size x
tends to infinity too, i.e., lim, | J (X)" | = oo. However, the number of all the
partial profiles that agent ¢ considers possible according to 7, will be finite. Specif-
ically, W™ < 2771, as only the opinion of each of the other n — 1 agents with
regard to proposition a is unknown to agent 7. The following holds.
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Finally, since i and J were arbitrary, we have that lim, ., U(m,) = 0. O

This section can be considered to form only a beginning, towards a more complex
analysis of the agents’ motivations (that take the shape of preferences) in Judgment
Aggregation. For the moment, we focused on the premise-based procedure and we
showed that even under very weak assumptions on the uncertainty of the agents,
strategy-proofness results can be radically influenced. This observation could con-
tribute to broader discussions about the suitability of the premise-based rule with re-
spect to different aggregation problems in Political Science (see, e.g., Miller, |1992).

3.7 Avoiding the Impossibility

The ultimate goal of Judgment Aggregation consists of two parts: the first aims at
finding aggregation rules that can produce collective outcomes which best represent
the group’s opinions; the second tries to ensure truthfulness by the agents, so that
the application of a “good” rule in the first sense in meaningful. Both parts have
been associated with several impossibility results (see the Background for more de-
tails). Specifically, |Dietrich and List (2007c) showed that for a class of very common
agendas, (namely the path-connected agendas), there is no judgment aggregation rule
that is non-dictatorial, complete, consistent, responsive, and immune to manipulation.
However, a crucial assumption of the framework of Dietrich and List is that the agents
hold full information. In this section we show that under partial information, this
negative result is circumvented.

Theorem 3.15. Consider an agenda ® and a number of agents n > 9. The plu-
rality rule FP' along with a lexicographic tie-breaking rule is non-dictatorial, com-
plete, consistent, responsive and immune to zero-manipulation for the class C of all
closeness-respecting preferences.

Proof. Suppose that the number of agents n is odd, n = 2k + 1, for some integer
k > 3 (the case for n even is analogous). The axioms of non-dictatorship, com-
pleteness, consistency and responsiveness are easily checked to be satisfied for the
plurality rule " together with a lexicographic tie-breaking rule. Thus, we only have
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to show that F”' is immune to zero-manipulation for the class C' of all closeness-
respecting preferences. Take an arbitrary agent i, a profile (J;, J _;), and a closeness-
respecting preference > ; € C'(.J;), and suppose that there is a judgment set J* such that
FP(Jx J",) >; FPY(J;,J",), for some partial profile J'_; (otherwise the rule is al-
ready immune to manipulation and the proof follows). By definition of the closeness-
respecting preferences and the plurality rule, this can happen only if the collective
outcome FP!(J;,J’ ;) induced by agent i’s truthful judgment is some judgment set
J and the manipulated result FP!(J#, J' ) is the judgment set J¥, so that J; >; J.
Moreover, since J; Z; J, by transitivity it holds that J; >; J. We distinguish the

70

following two cases, with regard to the tie-breaking rule order.

Case1: J; > Jinthe tie-breaking linear order. Consider the profile J” := (J;, J",),
where k agents submit the judgment set .J;, one agent reports the opinion J, and &
other agents submit judgment J. Then, FP!(J;, J”,) = J;. However, if agent i re-
ported the insincere judgment J*, there would be £ — 1 agents submitting .J;, two
agents submitting .J#, and k agents submitting J, hence FP'(J¥,J",) = J. We con-
clude that FP'(J;, J",) >; FPY(J¥,J",), so agent i will not be willing to manipulate
by reporting the untruthful judgment J;*.

Case 2: The tie-breaking rule ranks J above .J;. Then, consider the profile where
k + 1 agents submit the judgment set .J;, no-one submits .J*, and k£ agents submit .J.
The proof proceeds as in case 1. ]

The main insight is that for the plurality rule, the agents can alter the outcome if and
only if their opinion is pivotal. This has been spotted already by |Obraztsova et al.
(2013) in Voting under full information. Moreover, since we do not impose any re-
striction on the structure of the agenda, Theorem [3.15| suggests a way to avoid the
original impossibility result of Gibbard and Satterthwaite, which has not been ex-
plicitly mentioned in the literature to the best of our knowledge. We further wonder
whether there is a lower bound on the amount of information needed for such a posi-
tive result. Interestingly, we will formulate a property of a JIF 7 for which the plurality
rule combined with a lexicographic tie-breaking order is guaranteed to be immune to
m-manipulation for all closeness-respecting preferences. This property captures that
every time an agent ¢ could potentially have a reason to manipulate using an insin-
cere J;* to avoid a not attractive collective outcome J, there is a scenario she considers
possible where by reporting J* she would make J win instead of her most preferred
truthful opinion J;. In principle, the type of uncertainty that the following plurality-
protection property requires can be obtained in any aggregation problem where the
agents are not aware of the opinions of a big enough part of their peers.

Definition 3.9. Consider a fixed lexicographic tie-breaking rule, an agenda ¢, a JIF 7,
and a judgment set J; € J(P). We say that 7 has the plurality-protection property
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with regard to J; if for all judgment sets J* # J;,J € J(®) such that ¢ € J* and
¢ ¢ J for some formula ¢ € .J;, and all profiles J = (J;, J_;) € J(P)", it holds that:

o If the tie-breaking rule ranks J; above J, then a profile where m agents submit
the judgment set J;, n — 2m agents submit the judgment set J and m agents
submit the judgment set .J belongs to the information set Wil’ﬂ"] of agent ¢, for
some integer m such that § > m > %.

e Otherwise, a profile belongs to Wil’”"] such that m + 1 agents submit the judg-

ment set J;, n — 2m — 1 agents submit the judgment set J* and m agents submit
n—=2

the judgment set J, for some integer m such that "T_l =m > "=

Theorem 3.16. If the JIF  has the plurality-protection property with regard to J; for
all judgment sets J; € J (®), then the plurality rule F*" along with a lexicographic tie-
breaking rule is immune to m-manipulation for all closeness-respecting preferences.

Proof. 1t suffices to observe that for an agent 7 and her truthful opinion J;, if X, is a
closeness-respecting preference in C(.J;) and J, J' are two judgment sets in 2%, then
J >; J' implies that there is a formula ¢ € J; such that ¢ € J and ¢ ¢ J'. Then, the
proof is analogous to that of Theorem [3.15] O

To illustrate, consider the board of a company deciding on its financial policy for the
coming year. The board consists of the president, three members from the manage-
ment department and three members from the production department. Each individual
knows that she has to submit a judgment among .J;, J> and J3 and that the judgment
which will be submitted by the greatest number of board members will determine
the decision of the company (i.e., the plurality rule is used). Each member recog-
nizes that employees who come from the same departments (excluding herself) share
common interests, but since decisions about the financial policy of the company are
confidential, no-one has established beyond doubt what the opinions of her peers are.
Hence, each agent considers possible every scenario where members from the same
departments submit the same judgment, but without knowing which this judgment is.
Consider, without loss of generality, a member ¢ from the management department,
and suppose that she detects a profile that could be possibly declared by the board
where she would be strictly better off by lying. This can happen for example when
her truthful judgment is .J;, the three agents of the production department submit the
judgment .J5, and the other three agents of the board (the members of her department
and the president) submit the judgment .J3, where the tie-breaking rule selects J5, but
the agent ¢ strictly prefers J; to J,. If agent ¢ possessed full information, she would
be dishonest without any hesitation in the previous scenario, reporting opinion /3. On
the other hand, under partial information she has to consider an alternative case too. It
is possible that the three agents of her department, together with the president, support
her judgment J;. Then, if she chooses to lie and report the opinion .J3, she will end up
strictly worse off, by making the judgment J; win instead of her truthful judgment.



36 Strategic Manipulation under Partial Information

We conclude that partial information can serve as a protection from manipula-
tion, and consequently enable the use of a strategy-proof, complete, consistent and
responsive aggregation procedure that is impossible to have under full information.
However, the plurality rule is not absolutely appealing from a normative perspective,
because it completely ignores the internal structure of the individual judgments. Es-
pecially in situations with many possible opinions and small groups, it leaves lot of
power to the tie-breaking rule. We know, though, that all the representative-voter rules
(see the Background) defined by |[Endriss and Grandi|(2014) also satisfy completeness,
consistency and responsiveness. Hence, a valid question is whether some of them are
strategy-proof under partial information too. We investigate the average-voter rule,
and we show that unfortunately it is manipulable, even under zero information.

Theorem 3.17. There is an agenda ® and a group N for which the average-voter
rule F'*° together with a lexicographic tie-breaking order is susceptible to manipula-
tion under zero information for the class C of all closeness-respecting preferences.

The detailed proof of Theorem |3.17|is given in the Appendix. The idea is that there
is an aggregation problem with an agent ¢, whose only undesirable outcome evaluates
all the propositions in the exact opposite way than a dishonest judgment .J of hers. In
this case, by submitting the untruthful judgment ./, the Hamming distance between the
collective decision and the agent’s not wanted outcome never becomes smaller. Thus,
lying by reporting .J can never harm agent + when the average-voter rule is applied,
while it can still make her better off in some possible scenario.

3.8 Concluding Remarks

We have seen that when we want to aggregate the judgments of a group and we assume
that the agents are fully informed about the opinions of the others, finding a “good”
rule that cannot be manipulated is too idealistic and not possible to achieve. However,
under reasonable conditions of uncertainty, there is a rule that guarantees truthfulness,
without having to sacrifice the completeness of the collective result, or even worse,
its consistency or responsiveness. Hence, a stance in favor of accounting for partial
information in Judgment Aggregation is defensible from various perspectives. Inside
the framework we presented, we are able to uniformly capture realistic scenaria of
individual reasoning with regard to collective procedures and study their impact on
the agents’ decisions as far as lying is concerned. In this chapter we started off by
examining carefully the premise-based procedure and the plurality rule, but extensive
research is required in order to map more aggregation rules to specific situations of
partial information, where immunity to manipulation is achievable. We leave this
challenge for further work, together with one conjecture: that the plurality rule is the
only aggregation rule for which the impossibility theorem of Dietrich and List|(2007c))
is circumvented.



Chapter 4

Higher-level Strategic Manipulation

Hitherto we have been analyzing the level-1 reasoning of agents in aggregation prob-
lems, that is, we have been making the implicit assumption that the only parameter
that affects their strategic behavior is the information they hold about the truthful
judgments of the rest of the group. However, the members of a group are very likely
to realize that their peers may reason strategically too, and thereby choose the best
course of action in the light of their own information. This observation brings level-2
reasoning into the picture, which is triggered by an individual’s uncertainty about the
uncertainty of others. Now, the behavior of the agents is not merely depending on
a passive environment. We will delve deeper into this account for sophisticated in-
dividuals. 1t is then natural to look at an agent’s higher-order reasoning, which is
materialized when the individual becomes aware of the fact that her peers reflect on
her uncertainty about their uncertainty, and so on. Our basic intuitions stem from
the fields of Epistemic Game Theory (e.g., |Perea, 2012) and Epistemic Logic (e.g.,
Chopra et al., 2004; Halpern, 2005; Hendricks, 2006; Van Ditmarsch et al., 2012).
This chapter elucidates the various levels of reasoning that take place in an agent’s
mind prior to making a final decision about which judgment to submit, and investi-
gates the manipulability of aggregation rules accordingly, in a one-step procedure.@
As an illustration, consider a simple aggregation scenario that arises directly from
the context of Game Theory. Two friends, Alice and Bob, have to decide as a group
on whether to order pizza for dinner (p). The third friend in the company, Chris, plays
a little game with them, telling them that they can order pizza if and only if exactly
one of the two says that he or she wants it. Assume now that it is common knowledge
that Alice loves pizza, while Bob is on a diet and does not want to have an unhealthy
dinner. At the beginning Alice may think that, since Bob does not want pizza, she can

9The idea of modelling sophisticated agents in a Social Choice context was introduced by |Far-
quharson|(1969). In his pioneering work, he employed the method of iterated elimination of dominated
strategies to decide the “rational” actions of higher-level reasoners, in a game-theoretical interpretation
of Voting. However, little has been done since then regarding the study of the connections between in-
teractive reasoning and the manipulability of aggregation procedures. In this thesis, we wish to bridge
this gap in the literature, focusing on the framework of Judgment Aggregation.
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be truthful, because she will be the only one accepting the proposition p and thus they
will order her preferred meal for dinner (first-order reasoning). However, Alice could
also think that, since Bob knows that she wants pizza, he has an incentive to lie by
saying that he would also like to have some, so that Chris does not to allow them to
make the order (second-order reasoning). In this case, an incentive for Alice to lie is
created. Continuing this reasoning algorithm, Alice may think that Bob has already
followed the previous reasoning in his mind, making the decision to tell the truth that
he does not want pizza as he expects her to lie, and therefore it would be better for
Alice to actually tell the truth, and so on (higher-order reasoning).

We realize that it is not clear how to determine at which level the reasoning
of an agent terminates. Theoretically, the interactive reasoning of the agents in a
group could proceed indefinitely. The question about which level of reasoning can
be expected in practice by rational agents is addressed by behavioral scientists (e.g.,
Camerer et al., 2004; Costa-Gomes and Crawford, 2006; (Costa-Gomes et al., |2001)),
whose empirical results are often not able to provide a categorical global answer. De-
spite of the limitations that the identification of the exact computational abilities of
human beings presents, it is generally accepted that in common real-life strategic sit-
uations agents engage in thinking of at most three levels (Arad and Rubinstein, 2012;
Camerer et al., [2004; [Stahl and Wilson, [1995). Thus, we will restrict our focus on
finite levels of interactive reasoning. Under these new assumptions of higher-level
reasoning, we will explore basic Judgment Aggregation problems. The main issue
that we wish to address is to what degree higher-level reasoning (possibly combined
with partial information) can protect a rule from being susceptible to manipulation.

The remainder of this chapter is structured as follows. Section begins with
discussing and formalizing level-2 reasoning, and building on that, Section de-
fines the manipulability of aggregation rules. We continue with connecting former
results of the literature and of Chapter 3] with our ongoing study (Section §.3)). In
particular, we show that if an aggregation rule is immune to manipulation for reason-
ers of the first level under any kind of partial information, then the rule will preserve
its immunity to manipulation also for second-level reasoners (and this theorem holds
in general for higher-level reasoners). We provide some further intuitive examples
to illustrate our model in Section #.4] Subsequently, Section 4.5 designs the formal
basis to model more sophisticated agents, whose reasoning goes beyond level-2, and
their incentives for manipulation. We follow the concept of level-k reasoning, first
introduced by Nagel (1995)) and Stahl and Wilson (1995). Then, a deeper insight on
the relevant assumptions concerning the knowledge of the agents with respect to the
preferences of their peers is provided in Section 4.6] Finally, the main result of this
chapter is proven in Section stating that any aggregation rule which is manipula-

2In experimental Voting Theory, the level-k£ model has been recently used by Bassi| (2015). She
showed that this model is relevant for the understanding of the agents’ strategic choices when common
rules, like the plurality rule, are applied. Our approaches can be said to be complementary rather
than overlapping. The author conducts laboratory experiments in order to test human reasoning and
behavior, while we are interested in the pure theoretical properties of aggregation rules.
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ble by less sophisticated reasoners of the first level will also be manipulable by very
sophisticated agents who reason in arbitrarily high levels. Hence, we conclude that,
roughly speaking, higher-level reasoning cannot guarantee immunity to manipulation.
We review and debate our findings in Section 4.8

4.1 Information about the Information of Others

Consider an aggregation rule F' and an agenda ®. We assume that the informa-
tion of the agents about the truthful opinions of the others is described by a JIF
7w J(®)" — Z, as defined in Chapter We will analyze situations where the
agents perform up-to level-2 reasoning, that is, they reflect on the information that the
others hold about the truthful profile of judgments and strategize accordingly. In our
model all the agents are aware of the type of information that the rest of the group
holds, which does not necessarily mean that they know the exact information of the
others in a specific aggregation problem, but rather how that information is derived by
the truthful profile, whatever that profile may be. More formally, we only assume that
the JIF 7 is common knowledge among the agents.

The previous assumption makes sense in multiple aggregation scenaria. For in-
stance, consider a social network whose structure is known to everyone in it. An
example can be the board of a company, consisting of employees from different de-
partments. Suppose that the board has to make a collective decision by aggregating
the judgments of its members, and that several meetings in the different departments
precede the final reporting of judgments. It is then practicable to assume that every-
one knows the truthful opinions of the employees in her own department, and this is
common knowledge. However, the agents cannot know what the truthful opinion of
everyone else is, hence they lack the information about what exactly the others know
about their colleagues; had they known more about the truthful profile, they could re-
construct the information that everyone holds. For the moment, what they know is the
type, but not the full content of the group’s information.

Apart from the truthful judgment that an agent holds, a key factor of her behavior
in an aggregation problem is her preference relation over the possible collective out-
comes. As we have seen, agents with the same truthful opinion may have an incentive
to manipulate or not, depending on their different preferences. Hence, when examin-
ing the interactive reasoning of the members of a group, the assumptions considering
the knowledge of the agents about the preferences of the others can be proven to be
essential. In particular, when an agent reasons about the reasoning of another agent,
there is a point where she has to wonder about the other agent’s preferences. We will
follow a basic intuition here, which prescribes that the preferences of the agents, in
a different manner than their opinions, are not possible to be revealed to others. The
judgments of the agents is what an aggregation procedure asks for. Thus, we will as-
sume that this is also what the agents may have learned about via discussions about the
aggregation situation. The preferences on the other hand are intrapersonal. They play
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a role when an agent has to choose about lying or telling the truth, but this operation
is never shared. A safe assumption is only that the agents know that everyone prefers
results that match her own truthful opinion up to a degree. So, we will say that it is
common knowledge that the preferences of the group belong to some specific class
PR, and in practice this class will usually be taken to be the class C of all preferences
that are closeness-respecting (recall the Background). Finally, we will assume that it
is common knowledge that nothing more considering the preferences of the agents is
common knowledge.

Making the above formal, given a truthful profile of judgments J and a JIF 7, an
agent ¢’s information about the truthful judgments of the rest of the group is given by
7;(J) (recall Chapter . This information induces the set W™ of (partial) profiles
that agent ¢ considers possible to be the truthful ones, or in other words, the different
scenaria about the judgments of the group that are compatible with her information
and level-1 reasoning. However, after reflecting on the information that her peers
hold, agent ¢ may consider different profiles possible to be reported by the agents.
Precisely, an agent performs second-order reasoning when she thinks that the other
agents all reason in the first level and apply their best strategies accordingly. The set
includes the partial profiles that agent ¢ considers possible to be submitted by
the group after she engages in level-2 reasoning. It may be the case that according to
agent 7’s second-order reasoning, some other agent, say agent j, has an incentive to
manipulate and report an untruthful opinion (following agent j’s level-1 reasoning).
Then, agent ¢ will not consider the scenario where agent j is truthful possible anymore;
on the contrary, the relevant cases for her will be those where agent j lies.

Definition 4.1. Consider an aggregation rule [, a truthful profile of judgments J,
a class of preferences PR, and a JIF «r. Let W™ := {J'. ... J" .} be the set of
partial profiles that agent ¢ considers possible that the group truthfully holds according
to m. Then, for each such partial profile JV, = (J7, ..., J ¢, J¥q, ..., JY) € w7
and for each possible profile of preference relations (X1,...,%,) in class PR, we
define a new set of partial profiles VA\Z»z’“’J(JL, (%1,...,%n)) that agent i considers
rational, that is, where her peers reason in the first level and report one of their best

strategies when their truthful opinions are in J* ;. Formally,

PP ()= XOST OV )
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Finally, by taking the union of all the sets of rational partial profiles induced by any
partial profile that agent ¢ considers possible and any combination of preferences in
the class PR for the group, we define the set

wirl= ) W (R z)

ve{l,...,r} (X1,...,2n)EPR™

21To better understand our assumptions with regard to the knowledge of the agents concerning the
preferences of the others, consult Section@
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of all partial profiles that are compatible with agent ¢’s second-order reasoning.

When agent 7 reasons about the strategic reasoning of her peers, she deems them
rational, meaning that she expects them to use their best strategies. Loosely speaking,
we suppose that agent ¢ treats the reasoning of the other agents it as if it were her
own, in the sense that she assumes that the rest of the group compute their best reply
following the same procedure as she does (the procedure of Definition [3.5). We then
say that the agent ¢ believes in the other agents’ rationality. The assumption about
common belief in rationality will be more evident in our analysis of Section[d.5] where
the agents that we will study engage in higher-order reasoning.

A useful remark is that VAVZ-Q’”J(JL, (Z1,...,%Zn)) = {J",;} if and only if, consid-
ering the profile J", it is rational for all the agents to remain truthful. Following this
observation, we see that if the aggregation rule is 7-strategy-proof, that is, if no agent
has an incentive to m-manipulate independently of the preferences she holds, then for
every agent 7 it is true that W™/ = W>™7,

Note that for the set of partial profiles Wf”r"], the axioms of reflexivity (REF),
symmetry (SYM) and transitivity (TRANS), as defined in Section [3.1] are not valid
in general. For example, we can see that the reflexivity axiom is violated in a situa-
tion as the following one: if agent ¢ engages in second-order reasoning and deduces
that agent j has an incentive to submit an untruthful judgment independently of what
exactly agent j’s preferences are, then agent 7 will not consider the truthful profile
possible to be submitted anymore.@

4.2 Strategizing with Second-level Reasoning

In this section we define the incentives of an agent to manipulate an aggregation rule
when she engages in second-order reasoning. As before, the absence of any incen-
tive fosters strategy-proofness. An agent does not have an incentive to manipulate an
aggregation rule under the information she holds if and only if, considering all the
partial profiles that are compatible with her level-2 reasoning, her truthful judgment is
her only best strategy (recall Section [3.3)).

Definition 4.2. An aggregation rule is m-manipulable under level-2 reasoning for a
class of preferences PR if and only if there are a profile J = (J;, J_;) and an agent ¢
who has preferences >; € PR(J;), such that agent 7, considering possible the set of

22Note that here we are using the word “belief” without paying attention to its philosophical or
formal semantic meaning, that distinguishes it from “knowledge” and is studied in Epistemology (see,
e.g., /Armstrong| [1973; |Hintikkal [1962). This makes sense when we look at the agents’ epistemic
attitudes only as triggering events of choice behavior, rather than as objects in their own right. Within
this view, the belief of an agent can be considered a strong enough factor that determines her behavior,
equivalently to her knowledge.

BAs Lemma shows however, the reflexivity axiom is always satisfied for the class of closeness-
respecting preferences.
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(partial) profiles Wf’”’J, has an incentive to manipulate on J. That is, if and only if
there is a judgment set .J* # .J; such that J* € SF(OW>™ =, J,).

As usual, an aggregation rule is strategy-proof if and only if it is not manipulable.
Making use of Lemma 3.1} the following definition is straightforward.

Definition 4.3. An aggregation rule is 7-strategy-proof under level-2 reasoning for a
class of preferences PR if and only if for all profiles J = (J;, J_;) and all agents ¢
holding any preferences x; € PR(.J;), it holds that SF(W>™ =, J;) = {J;}.

At this point, a clarification of the terminology is required. The reader has probably
realized that so far we have not made any explicit assumption about whether the agents
of the groups that we examine are all reasoning in the same level. To be precise,
when we argue that an aggregation rule is susceptible to manipulation under second-
order reasoning, what would be more accurate to say is that the aggregation rule is
manipulable whenever there is at least one agent in the group who is able to perform
second-order reasoning. However, in order to claim that an aggregation rule is immune
to manipulation under second-order reasoning, we have to refer to groups where all
the agents reason in the second level. Intuitively, manipulability can be caused by
the reasoning of only one more sophisticated agent, while strategy-proofness requires
everyone to be at the same level (or more generally at a level that does not provide
incentives for manipulation).

4.3 The Interplay between First-level and Second-level
Reasoning

Our next topic of interest is the logical relation between first-order and second-order
reasoning within the scope of strategic behavior. We first provide a basic result (Theo-
rem [.T)), which specifies that all the independent and monotonic rules, besides being
strategy-proof under first-order reasoning (Dietrich and List, 2007c)), are also strategy-
proof under second-order reasoning and any kind of partial information.

Theorem 4.1. For every JIF T, if an aggregation rule F is independent and mono-
tonic, then F' is m-strategy-proof under level-2 reasoning for the class C of all closeness-
respecting preferences.

Proof. Analogous to the proof of Theorem O

The fact that quota rules are independent and monotonic (Dietrich and List, |2007b) in
combination with Theorem 4.1} implies the next Corollary.

Corollary 4.2. Quota rules are immune to m-manipulation under level-2 reasoning
for every JIF T, for the class C' of all closeness-respecting preferences.
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Next, Theorem {.3] asserts that immunity to manipulation under full information guar-
antees immunity to manipulation in all cases of partial information and second-order
reasoning.

Theorem 4.3. Consider the class C' of all closeness-respecting preferences. Every
aggregation rule that is immune to profile-manipulation under level-1 reasoning for
C' is also -strategy-proof under level-2 reasoning for C, for every JIF .

Proof. We know by Dietrich and List (2007c)) (recall Theorem[2.2)) that every strategy-
proof aggregation rule is independent and monotonic. Moreover, Theorem [.1] states
that every independent and monotonic aggregation rule is also 7-strategy-proof under
second-order reasoning, for any JIF 7. U

The proceeding analysis concerns aggregation rules that are immune to manipulation
under partial information, yet maybe susceptible to manipulation under full infor-
mation (recall Theorem [3.§] for an instance of such a case). Does immunity to 7-
manipulation for first-level reasoners imply immunity to m-manipulation for reasoners
of the second level? Theorem 4.4 answers positively.

Theorem 4.4. Consider a class of preferences PR. For every JIF m and every ag-
gregation rule F, if F' is w-strategy-proof under level-1 reasoning for PR, then F is
w-strategy-proof under level-2 reasoning for PR too.

Proof. This is a special case of Theorem 4.11] which we prove in Section 4.7 ]

Corollary 4.5. Consider a class of preferences PR. For every JIF m and every ag-
gregation rule F, if ' is m-manipulable under level-2 reasoning for PR, then F' is
m-manipulable under level-1 reasoning for PR too.

We have thus far partially studied the logical relation between manipulability under
first-order and second-order reasoning. We know that the latter implies the former. A
compelling further question is whether the opposite direction also holds. The answer
is given by Theorem[4.6](proven in the Appendix), which demonstrates an aggregation
problem where an aggregation rule F’ is not strategy-proof under a natural information
function when some agent reasons within level 1, but F' is strategy-proof under that
information function when everyone reasons in level 2.

Theorem 4.6. Let FP' be the plurality rule along with a lexicographic tie-breaking
rule, and C' the class of all closeness-respecting preferences.

(a) FP' is susceptible to winner-manipulation for C' under first-level reasoning;

(b) FP!is immune to winner-manipulation for C under second-level reasoning.

Hence, second-order reasoning is never harmful, and sometimes it is even beneficial
for strategy-proofness.



44 Higher-level Strategic Manipulation

4.4 Examples

To clarify the previous analysis, we reexamine two aggregation problems that have
already been presented in this thesis, aiming our attention at the effects of second-
order reasoning on them. We study in detail two extreme cases: one where a rule that
is strategy-proof under first-order reasoning remains strategy-proof under reasoning
of the second level, and another one where a susceptible to manipulation rule for first-
order reasoners remains manipulable for reasoners of the second level.

Example {.1] discusses the parity-type aggregation rule F' that was defined at the
proof of Proposition [3.8] Regarding level-1 reasoners, the rule F* was shown to be sus-
ceptible to manipulation under full information, but strategy-proofness was achieved
under relatively small uncertainty. Strategy-proofness remains obtainable under this
kind of uncertainty in situations where the agents engage in level-2 reasoning too;
Theorem |4.4| proves it in general, and Example 4. 1| presents it explicitly for F'.

Example 4.1. Consider an agenda ®, an arbitrary formula ¢/ € ® and the rule F' such
that for all profiles J = (.J;, J_;) and formulas ¢ € @, itis ¢ € F'(J) if ¢ # 1 and
Y € F(J) if and only if \N;j | is odd. Moreover, consider the JIF 7, which is common
knowledge and denotes that each agent ¢ is completely unaware of the judgment of
agent ¢ — 1, but knows the judgments of everyone else in the group. The aggregation
rule F' is not monotonic, hence we know by [Dietrich and List (2007c)) that it is not
strategy-proof under full information and first-order reasoning. However, we saw in
Proposition [3.8]that F' is 7-strategy-proof under first-order reasoning. Moreover, it is
easy to see that [’ is m-strategy-proof under second-order reasoning. Take an arbitrary
agent ¢, who reflects on the incentives of the other agents to manipulate. Agent ¢
deduces that the present uncertainty about the truthful profile makes all the agents
of the group remain truthful (recall that a second-order reasoner thinks that everyone
else reasons in the first level); therefore she knows that agent ¢+ — 1 will be truthful too.
However, agent ¢ is still ignorant of what the truthful opinion of agent 7 — 1 is. The
uncertainty agent ¢ has after reasoning in the second level is reduced to exactly the
same uncertainty she would have if she reasoned only within the first level, and this
uncertainty guarantees that she does not have an incentive to manipulate. A

Example 4.2] considers the plurality rule, which was proven to be central in Sec-
tion for avoiding the main impossibility result in Judgment Aggregation with re-
spect to strategic manipulation (Dietrich and List, 2007c). We proved that by depriving
first-order reasoners of some information about the truthful profile of judgments, we
can achieve truthfulness for the (also consistent, complete and responsive) plurality
rule, which on the contrary is susceptible to manipulation under full information. Our
question now is: Can we reach strategy-proofness following a different direction, that
is, accounting for agents who reason in higher levels? To that end, we investigate
whether incentives for manipulation for fully informed, second-order reasoners when
the plurality rule is applied disappear. Our answer, unfortunately, is negative.
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Example 4.2. We claim that the plurality rule F7' combined with a lexicographic tie-
breaking rule is manipulable under second-order reasoning and full information. We
will sketch the idea of the proof via an aggregation problem with eight agents that
have three complete and consistent judgments J;, Jo and J3 to choose from, where
the tie-breaking order is J; > J, > J3. Recall that if some agent ¢ reasons within
level-2, then she thinks that her peers all reason in level-1, i.e., that they only reflect
on their own information about the truthful profile of the group. Consider a profile J'
that is compatible with agent 7’s second-order reasoning, where three agents submit
the judgment set J;, two agents report .Jo, and other three agents submit J5. So, J; is
the resulting collective decision. Suppose now that agent 7’s truthful judgment is J,
and that she strictly prefers the judgment set J; to the judgment set J;. Then, she
has an incentive to lie by submitting opinion /3 and making it win, unless there is
another profile compatible with her second-order reasoning where she would end-up
strictly worse off by doing so. This “safety”-profile should be exactly a profile where
three agents submit ./;, four agents submit .J», and one agent reports J5 (there, agent
©’s truthful profile J; wins, but if she switched to J3, she would make J; win). We
will show that this profile is not compatible with agent i’s second-order reasoning.
First, checking all the possible cases, one can verify the profile J’ is possible from the
perspective of the fully informed, second-order reasoner agent ¢, only if it coincides
with the truthful profile. But in the profile J’, only agents who submit the judgment J;
would be able to change the result and thus have an incentive to manipulate under
first-order reasoning. This means that, according to agent ’s level-2 reasoning, all
the three members of the group who submit the judgment .J5 in the truthful profile
should keep their choice fixed. Then, a profile where only one agent submits J5 is
not compatible with agent ’s second-order reasoning. We conclude that there is no
“safety”’-profile for agent 7, so she has an incentive to lie under second-level reasoning
and full information, making the rule susceptible to manipulation. A

Table |8 collects all the results about the manipulability of the plurality rule that we
have proven so far|f]

full information | winner information | zero information
first-level reasoning X X v
second-level reasoning X v v

Table 8: Manipulability of the plurality rule.
“ v denotes immunity and “ x ” susceptibility to manipulation.

24The positive results hold for top-respecting or more restricted classes of preferences; the negative
results hold for any kind of preferences, as long as some agent can strictly order two dishonest opinions.

23For readability reasons, Tabledoes not mention JIFs with the plurality-protection property (recall
Definition [3.9). Note that the plurality rule is immune to manipulation under first-order reasoning (and
hence also second-order reasoning) under this kind of information too.
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4.5 Strategizing with Higher-level Reasoning

In this section we continue with the modeling of higher levels of reasoning, gener-
alizing our previous study. We design our framework along the lines of the level-k
reasoning model (Nagel, [1995; Stahl and Wilson, [1995). Recall that level-1 reasoners
only speculate about their own information about the possible truthful judgments of
the rest of the group, while level-2 reasoners give further thought to the information
that the others hold about the truthful profile. Level-k agents, now, are able to apply
exactly k levels of this reasoning operation; they reason about what the other agents
know about what the other agents know about ... what the other agents know about
the truthful judgments of the group. In other words, level-£ agents think that everyone
else reasons within level-(k — 1).

In order to locate level-k reasoners’ incentives to lie, we will refer to the set of
profiles that are compatible with their higher-level reasoning. Definition {.4] builds
inductively on the analogous definitions that concern level-1 and level-2 reasoning (of
Sections [3.2]and [.2] respectively).

Definition 4.4. Consider an aggregation rule F', a class of preferences PR, and a
JIF 7. We will define the set of (partial) profiles that agent ¢ considers possible
to be submitted by the group, when she engages in level-k reasoning and the truthful
profile of judgments is J'

e Asin Section we define W}’“’Jl the set of partial profiles that agent j would
consider possible to be the truthful ones, if the actual truthful profile was J'.
Let W™ .= { ], ... J.}.

e Having defined the set of partial profiles W]k ~1mJ9" that an agent j considers pos-

sible to be submitted by the group when she engages in level-(k — 1) reasoning
and the truthful profile is J’, we proceed as follows.

For every partial profile J*; € W™ that agent i considers possible to be the
truthful one, and for each possible profile of preference relations (X1, ..., X,)
in PR, we define a new set of partial profiles Wf’F’J(JL, (%1,...,%Zn)) that
agent i considers rational, that is, where her peers reason in level-(k — 1) and
report one of their best strategies when their truthful opinions are in J ;.

Formally,

T d g0 . k—1,m,(J;,JY;) v
WETT (I (2, z0)) o= X ST (W) 25, 0Y)

)
J#i

Finally, by taking the union of all the sets of rational partial profiles induced by
any partial profile that agent ¢ considers possible to be the truthful one and any
combination of preferences in the class PR for the group, we define the set

wit= ) U WU R z)
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Similarly to previous sections concerning reasoners of lower levels, an agent who
engages in level-£ reasoning is assumed to believe in the rationality of her peers,
in the sense that she expects them to compute their best strategy — using the same
procedure as she does (recall Definition 3.5) — and behave accordingly. Moreover, a
level-k reasoner believes that everyone else in the group believes that everyone else is
rational, that everyone believes that everyone believes that everyone else is rational,
and so on. We call this assumption common belief in rationality and it is a crucial
parameter in the investigation of this chapter.

Definition 4.5. An aggregation rule is w-manipulable under level-k reasoning for a
class of preferences PR if and only if there are a profile J = (J;, J_;) and an agent ¢
holding preferences %, € PR(J;), such that agent ¢ has an incentive to manipulate
on J, considering possible the set of (partial) profiles Wf ™7 to be submitted by the

group. That is, if and only if S¥ (W™ >, J,) # {J;} (recall Definition .

An aggregation rule F' is 7-strategy-proof under level-k reasoning if and only if /' is
not m-manipulable under level-% reasoning.

Definition 4.6. An aggregation rule is w-strategy-proof under level-k reasoning for a
class of preferences PR if and only if for all profiles J = (.J;, J_;) and all agents i
holding any preferences x; € PR(J;), it holds that SF (WF™ . J.) = {J:}.

Once more, we should stress the fact that an aggregation rule is guaranteed to be
immune to manipulation under level-k reasoning only if all the agents in the group
reason in level-k exactly. If there exists some less or more sophisticated agent in the
group, then strategy-proofness should be established for her level of reasoning too.

4.6 Common Knowledge on Preferences —
An Example

As we discussed at the beginning of this chapter, we assume that only a wide class,
where the agents’ preferences belong to, is common knowledge to the members of a
group (this class is in general designated by PR, but in practice it is often taken to be
the class C' of all closeness-respecting preferences). In order to better understand how
common knowledge on the class of the agents’ preferences affects their higher-level

26Indeed, most of the main results of Section would change completely if we assumed that the
agents do not hold the same rationality assumptions about their peers. Even though one could argue
that this assumption constitutes an oversimplification of the actual reasoning of the agents, it is common
to make it in theoretical disciplines that deal with the interactive reasoning of individuals in strategic
situations, such as Epistemic Game Theory (e.g., [Pereal [2012) and Epistemic Logic (e.g., Bacharach
et al.,|2012). Intuitively, we wish to study the interaction of rational individuals that apply the same
method in deciding whether to lie or tell the truth and they consider it rational for others to do so, too.
The reader is encouraged to reflect further on this issue.
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reasoning procedure, we will revisit the example of Alice and Bob. So, Alice and Bob
want to decide on whether to order pizza (p) for dinner. Their friend Chris lets them
know that the aggregation rule that he is going to use to make a decision for them is
the odd-parity rule /', which prescribes that p is accepted by the group if and only if
an odd number of individuals accepts it. Alice and Bob can thus order pizza if and
only if exactly one of them admits that he or she wants to have pizza for dinner. Alice
likes pizza a lot (J, = {p}), while Bob avoids it most of the time, because he is on a
diet (J, = {—p}). The truthful judgments of the two agents are common knowledge.
We distinguish two cases for our illustration. In the first case, both Alice’s and Bob’s
preferences are directly related to their judgments, i.e., Alice strictly prefers to order
pizza for dinner than eating something different ({p} >, {—p}), while for Bob having
pizza is the strictly worst scenario {—p} >, {p}), and this is common knowledge. This
means that it is common knowledge that Alice and Bob have Hamming-distance pref-
erences. In the second case, even if Alice and Bob actually have Hamming-distance
preferences as in the first case, it is common knowledge that their preferences are
closeness-respecting, but they are both unaware of the exact preference relation of the
other. This means that Alice considers possible the scenario where Bob is indifferent
about whether they will order pizza or not for this specific dinner, and the same holds
for Bob with regard to Alice. The results of the various levels of reasoning of the two
agents are depicted in Tables[9)and[I0] Level O represents the truthful judgments of the
agents. In every level of reasoning k, the written profile is the one that would be sub-
mitted if both agents reasoned in level-£. Moreover, the judgments that are in bold in
each level denote that the agents who hold them have an incentive to manipulate when
they reason in that level. In order to see the incentives for manipulation at a level k, we
have to compare the collective result of rule /' in that level with the truthful judgment
of the agent in question. There are two reasons that can lead to manipulation. If the
collective result is in favor of the agent and the agent is lying to achieve it, then he
or she will keep lying; if the result is making the agent worse off while he or she is
truthful, then he or she will choose to lie instead.

p p p p p

Alice: Yes Yes No No Yes
Bob: No Yes Yes No No

F Yes No Yes No Yes

levels of 0 1 2 3 4
reasoning

Table 9: Common knowledge on Hamming-distance preferences.

We observe that in the first case, where it is common knowledge that the agents
possess Hamming-distance preferences, neither Alice nor Bob have an incentive to
manipulate when they reason in the third level. Hence, they submit their truthful
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judgments and the profile that appears in level 4 is the same as the truthful profile
of level O (see Table [9] above). Afterwards, the sequence of the submitted profiles
for higher levels of reasoning will be repeated. Generalizing the above example and
analyzing in a similar way all the possible initial truthful profiles, we can see that the
aggregation rule that Chris suggested is strategy-proof when the two agents reason at
any level-k with £ = 0 mod 4.

p p p p p

Alice: Yes Yes Yes Yes Yes
Bob: No Yes Yes Yes Yes

F Yes No No No No

levels of 0 1 2 3 4
reasoning

Table 10: Common knowledge on closeness-respecting preferences.

In the second case, where it is common knowledge only that the preferences of the
agents are closeness-respecting, however, the status of the rule changes. Specifically,
it is the case that in every level of reasoning there is one agent (namely Bob) that has
an incentive to manipulate. The difference in comparison to the first case is due to the
following simple fact: although when Bob reflects on the truthful profile (depicted in
level 0) has an incentive to manipulate according to his Hammning-distance prefer-
ences, Alice is not certain about that. In reality, Alice still considers possible the case
where Bob remains truthful, because she thinks that maybe he is indifferent about the
collective outcome. But if Bob remained truthful, then a lie by Alice would make
her strictly worse off. This uncertainty leads Alice to tell the truth at level 1. Now,
Bob, who can follow this reasoning and knows that Alice will tell the truth, manages
to achieve the desirable result for him by lying. Since Alice — no matter her level
of reasoning — will never be safe enough to manipulate, Bob will always have an
incentive to do so (see Table|10]above). We conclude that in this scenario the rule that
Chris suggested is susceptible to manipulation under any level of reasoning.

This example emphasizes an important aspect of the research direction that we
pursue here. It is now clear that the preferences of the agents, as well as the knowl-
edge of the group about those preferences, play a principal role with respect to the
strategy-proofness of a rule in Judgment Aggregation. Contrary to classical brunches
of Social Choice Theory, such as Voting Theory and Preference Aggregation, in Judg-
ment Aggregation there are numerous reasonable ways to generate individual prefer-
ences from individual opinions, which implies that our relevant assumptions can be
critical for the theoretical results. Notably, we just saw that when uncertainty about the
exact preferences of the others increases, then an aggregation rule can be transformed
from strategy-proof under some level of reasoning to manipulable.
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4.7 The Interplay between Lower and Higher Levels
of Reasoning

We now investigate the logical connections between first-order and higher-order rea-
soning with regard to the strategy-proofness of aggregation rules (all the proofs of this
section follow from our definitions and are explained in the Appendix).

To begin, we show that for every aggregation rule F', if an agent has an incen-
tive to manipulate /' under zero information when engaging in first-order reasoning,
then she will still have an incentive to manipulate F' by reasoning in any higher level
(Theorem [4.8). Lemma is essential to establish the above. Keeping in mind that
we work with closeness-respecting preferences, when an agent ¢ is not aware of the
precise preference relations of her peers, but she is only certain that these preferences
are closeness-respecting, then all the (partial) profiles that she considers possible to be
the truthful ones will be compatible with her higher-order reasoning. Intuitively, this
holds because according to agent 7, the other agents in the group may be indifferent
between all the alternative outcomes of the aggregation; and in such a case, they will
all choose to remain truthful.

Lemma 4.7. Suppose that the agents have closeness-respecting preferences in the
class C' and this is common knowledge. However, the agents are not aware of the exact
preferences of the others, and this is common knowledge too. Then, for every JIF T, for
every agent 1, profile J and level of reasoning k, it is the case that Wil’W’J c Wzk o

Theorem 4.8. Consider an aggregation rule F' and the zero-JIF w. If I' is zero-
manipulable under level-1 reasoning for the class of all closeness-respecting prefer-
ences C, then F will also be zero-manipulable for C under level-k reasoning, for
every level k.

Theorem [.8] is further instantiated by two corollaries. Corollary {.9] focuses on the
average-voter rule, which, considering first-level reasoners, is known to be suscepti-
ble to manipulation under full information (since the average-voter rule is not inde-
pendent, this follows by Dietrich and List| (2007c) and their Theorem [2.2] formulated
in the Background). Moreover, the average-voter rule is also susceptible to manipu-
lation under zero information for at least some specific agenda (see Theorem [3.17).
So, even for reasoners of higher levels, there will always be that agenda for which the
average-voter rule is susceptible to manipulation under zero information.

Corollary 4.9. There are an agenda ® and a set of agents N for which the average-
voter rule combined with a specific lexicographic tie-breaking rule F'*’ is susceptible
to zero-manipulation under level-k reasoning for any natural number k, for the class
C of all closeness-respecting preferences.

Corollary [.10|refers to the premise-based procedure, which is susceptible to ma-
nipulation under full information (Dietrich and List, [2007c), and is also manipulable
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under zero information, as we discuss in Section [3.6] (see Theorem [3.10). We now
know that even if we restrict our analysis to more sophisticated agents, the premise-
based procedure will still be susceptible to manipulation under zero information.

Corollary 4.10. The premise-based procedure is susceptible to zero-manipulation un-
der level-k reasoning for every level k, for the class C' of all closeness-respecting
preferences.

Interestingly, despite the fact that higher-order reasoning is not always able to pro-
tect an aggregation rule from potential manipulation, we will show that it is never
damaging with respect to strategy-proofness. That is, independently of the informa-
tion about the truthful judgments of the group that is available to the agents, if an
aggregation rule is immune to manipulation for agents who only engage in first-level
reasoning, then the rule will be immune to manipulation for higher-order reasoners too
(Theorem[d.TT)). But under which circumstances can agents who perform higher-order
reasoning guarantee that a rule which was susceptible to manipulation for less sophis-
ticated agents turns to be immune to manipulation? Having an aggregation procedure
that is manipulable under some partial information when the agents of the group rea-
son in the first-level, a desirable result would establish that if all the agents engaged
in reasoning of at least r levels for some natural number r, then the rule would be-
come m-strategy-proof. Unfortunately, we will show that this is never the case. On
the contrary, consider any aggregation rule that is manipulable under first-order rea-
soning. Even if we may be able to identify a natural number r for which the rule is
strategy-proof for groups consisting only of level-r reasoners, if there is at least one
agent who can potentially go one step further and reason in level-(r + 1), this will
cause the manipulability of the rule.

Theorem 4.11. Consider any class of preferences PR, any judgment aggregation rule
F, and any JIF «. If F' is immune to m-manipulation under level-1 reasoning for PR,
then F' is immune to m-manipulation under level-k reasoning for PR, for every k.

Theorem 4.12. Consider any class of preferences PR, any judgment aggregation rule
F, and any JIF 7. If F' is susceptible to wm-manipulation under first-level reasoning for
PR, then even if F' is immune to w-manipulation for PR under level-k reasoning for
some k, it will be susceptible to w-manipulation under level-(k + 1) reasoning.

After all, we are able to fully address how higher-level reasoning affects strategy-
proofness in our model. Theorem 4.12]states that if a rule is susceptible to manipula-
tion when the group reasons in the first level, then the rule can never be strategy-proof
for two consecutive levels of reasoning. This result makes it impossible to argue that
higher-level reasoning can prevent manipulation in a global manner.

On the one hand, behavioral experiments only provide evidence that in strategic
problems of real-life, people reason within an interval of levels (a common approach
is to attempt to obtain a probability distribution over reasoning levels. See for in-
stance the recent work by Penczynski, 2016). Hence, every aggregation rule that is
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manipulable under first-level reasoning can in practice be considered manipulable un-
der higher levels of reasoning too, conditioning on our assumptions for human beings
(note for instance that we do not consider complexity issues here). Roughly speaking,
as convergence to strategy-proofness via higher-level speculations is never guaran-
teed, first-level reasoning determines whether a rule can be considered manipulable or
not (all the above holds independently of the information available to the agents).

On the other hand, our results can be more promising regarding agents of artificial
intelligence, for example in the context of Multiagent Systems. Within such a frame-
work, an agent may be programmed to reason in a fixed level, and this level can be
chosen from the modeler to be such that ensures strategy-proofness.

A more theoretical observation may appeal to the reader who is keen on the pure
mathematical properties of our reasoning model: The manipulability status of ev-
ery aggregation rule is characterized by an elegant periodicity. We shall first notice
informally that when an aggregation rule is strategy-proof under a level k, then all
the agents who perform reasoning in the next level k£ + 1 believe that everyone else
will be truthful, hence the scenaria they consider possible are exactly the same as
the ones compatible with first-level reasoning. Intuitively, this is the reason why af-
ter a strategy-proof reasoning-level k, the reasoning of the agents from the modeler’s
perspective reduces to level 1. More generally and formally, this implies that the
following three cases constitute a partition of the set of all aggregation rules, or, in
other words, any aggregation rule F' belongs to exactly one of these categories (see

Table [TT):

1. F'is strategy-proof for level-£ reasoning, for every natural number £.
2. F is manipulable for level-k reasoning, for every natural number k.

3. F'is strategy-proof for level-% reasoning, for every natural number £ such that
k =0 mod r, where r # 1 is some natural number (that may differ for differ-
ent rules), and F' is manipulable for level-£’ reasoning, for every natural num-
ber £’ such that £’ £ 0 mod r.

H reasoning levels: ‘ 1 2 . r r+1 r4+2 .. 2r 2r+1 .. H
Case 1: v v v v Y v v Y v
Case 2: X X X X X X X X X
Case 3: X x x X X X v X

Table 11: Possible manipulability categories for any aggregation rule F'.
“ v denotes strategy-proofness and “ x ” manipulability.
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4.8 Concluding Remarks

In this chapter we pursued the study of agents who perform advanced interactive rea-
soning, that is, agents who attempt to reason about the strategic reasoning of their
peers, inside a formal framework which extends the one of the previous chapter. We
provided the toolbox to uniformly incorporate partial information and higher-level rea-
soning in Judgment Aggregation, thereby enriching the current literature in the area.
Our investigation revolved around one main hope: that agents who are able to and
willing to give deeper thought to the intentions of their peers with respect to manipu-
lation would eventually find it more worthy to remain truthful themselves. Sadly, this
hope was rather refuted. No matter which aggregation procedure we may choose to
use, if we cannot achieve truthfulness for uncomplicated reasoners of the first level,
then there will always be an arbitrarily high level of reasoning for which our rule will
still be susceptible to manipulation. Nevertheless, our analysis could also be consid-
ered fruitful from a more philosophical point of view, because it illuminates some
facts about interactive strategic reasoning that a technically-oriented mind may tend
to forget. Sophisticated speculations about the reasoning of other people in an agent’s
environment, even when simplified by convenient theoretical assumptions, are costly
with regard to an individual’s time and mental energy. The challenge posed by in-
teractive reasoning is twofold. First, computing the final outcome of an aggregation
rule (taking certainty over the truthful judgments of the group for granted) is often
intractable (Endriss and de Haan, 2015; Endriss et al., 2012; Hemaspaandra et al.,
2005). Hence, one can simply imagine the difficulties that an agent faces at the mo-
ment when she realizes that she has to compute, not only the outcomes compatible
with her information, but also those that the rest of the group may consider possible
according to the information each possesses, etc. Many of these difficulties are evident
in the simple examples presented in this chapter. Second, the mental complications
of sophisticated reasoning are also notable up to a different degree. Even if a human
being could have supernatural powers as far as computation is concerned, in order
to perform higher-level reasoning she should additionally conceive what it means for
other persons to reason about other persons’ reasoning about others’ reasoning with
regard to the group’s reasoning, and so on. Consider now an agent who can actually
follow this procedure for, say, three steps. The agent knows that it makes sense to keep
reasoning in this way, but she just loses track of the steps after a while. Moreover, the
agent understands her limitations and she accepts them as she recognizes that most
people in her group will be restricted in a similar way too. However, imagine a case
where the various levels of reasoning change completely the perspective of the agent
with regard to the rational choices of her peers (recall for instance the example in Sec-
tion {.6). Since the agent knows that she should be able to reason in the fourth level
but she is only able to reach the third, it seems quite unreasonable to expect that she
will choose her best strategy of the third level. Which strategy would she then choose?
We will not try to provide an answer in the context of this thesis; but, we wish to high-
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light the multiple types of uncertainty that higher-level reasoning may imply for an
agent. Given that this way of thinking seems to be an unpredictable burden, a decision
theorist that accepts the truth-bias assumption in Judgment Aggregation could argue
that agents who are smart enough to estimate the complexity of the situation will end
up submitting their truthful opinion, going after the only option that looks safe. We
conclude this chapter by inviting further interdisciplinary research, including the col-
laboration of scholars from the areas of Social Choice Theory and Cognitive Science
(among others), towards the direction of discovering further insights about agents’
strategizing in aggregation scenaria, or connecting the dots between various research
domains that have so far been developed separately.



Chapter 5

Iterative Judgment Aggregation

So far we have been presupposing that the manipulability of aggregation procedures
is unwelcome. However, total truthfulness seems to be an ideal that is very hard to at-
tain in practice. Therefore, we now shift our research focus and ask: What if we stop
fighting manipulation? In order to investigate this new question, we will introduce
a framework of [ferative Judgment Aggregation, inspired by Iterative Voting (e.g.,
Airiau and Endriss| 2009; |Grandi et al. [2013; [Lev and Rosenschein, [2012; Meir et al.,
2010; Reijngoud and Endriss, 2012); see Meir (2017) for an overview. Our model pro-
ceeds in rounds. In the beginning, every agent submits an opinion and is (maybe par-
tially) informed about the judgments submitted by the others. Then, one of the agents,
who thinks strategically and wishes to submit a new opinion, proceeds with doing so,
and her peers are (maybe partially) informed about the caused changes. In the next
round another agent has the opportunity to realize her strategic behavior, and so on.
We restrict our attention to agents who always reason in level-1, due to our results of
Section 4.7, which, loosely speaking, suggest that the untruthful acts of higher-level
reasoners are reducible to the status of an aggregation rule in the first level. Focusing
on two manipulable rules that have been consistently analyzed throughout this thesis,
the premise-based procedure and the plurality rule, we tackle the following points:

(a) Does an iterative process terminate, and under which conditions?
(b) If a convergence state is reached, how fast does this happen?

(c) Are the collective decisions that are obtained by enabling iterative manipulation
valuable for the group as a whole?

The remainder of this chapter is structured as follows. Section[5.1]introduces the main
framework of Iterative Judgment Aggregation for fully informed agents. Based on
that framework, the premise-based procedure is studied in Section and notably,
it is shown to always converge. Section [5.3] proceeds with incorporating partial in-
formation in iterative procedures of aggregation. After some standard definitions are
generalized, a further analysis of the premise-based procedure, this time under zero
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information, is pursued in Section @ Luckily, we are able to show that the iteration
will still be guaranteed to reach a terminal state, and interestingly, the convergence
speed is faster, in comparison to the case of full information, if and only if the agents
are initially insincere. Next, the plurality rule is examined thoroughly in Section[5.5]
and we see that higher uncertainty does not always function in favor of convergence.
The chapter continues with Section[5.6] Issues concerning the social benefits of truth-
fulness are addressed, and our results are rather disapointing. Specifically, we show
that being sincere when the premise-based procedure is applied can be infinitely detri-
mental for the group as a whole, and also that the damage caused by truthfulness in the
plurality rule increases linearly with regard to the number of possible judgments that
the agents may hold. Our final point in question is whether strategic behavior is able
to smoothen the aforhementioned results. For the former case, the news are greatly
positive: the iteration of the premise-based procedure always achieves the optimal so-
cial outcome. However, this is not true for the plurality rule. We summarize and open
some routes for further research in Section[5.7]

5.1 The Model under Full Information

Let F' be an aggregation rule. We consider an iteration of the aggregation procedure,
where in each round the rule F' receives a profile of the agents’ opinions as input and
prescribes a (temporary) collective outcome. To start off, we assume that in every
round ¢ all the agents are fully informed about the group’s profile J; (this assumption
is to be dropped in later sections). Then, we look whether there is an agent who wants
to alter her previously submitted judgment aiming for a more desirable collective re-
sult for her. If this is the case, one such agent is randomly selected and has the chance
to re-submit her judgment. What is crucial moreover, is that in every round the agents
choose a reaction with regard to the information that is available to them in that spe-
cific round only, that is, they are memory-less. In addition, they are myopic, in the
sense that they only aim at a better outcome in the next round, said differently, they

treat every round as if it were the last one [/

5.1.1 Improvement Dynamics

An agent will change her previously submitted judgment if she can be better off by
doing so. But what does “better off” precisely mean inside the iterative framework?
First, when an agent is fully informed about the judgments of her peers, it may be the
case that she is able to reach a strictly preferable outcome for her in the next round
by switching to a new judgment. However, an agent will not always be able to affect
the outcome. Then, she has two options: either to keep her current judgment (even

2’The assumptions of memory-less and myopic agents are standard in Iterative Voting. See for
example the first work in the area by Meir et al.| (2010).
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if it is an untruthful one) or to change her judgment and report her truthful opinion
(in case she was not doing that before). The former type of individual overcomes
her truth-bias, trying not to be herself the reason for which the aggregation procedure
will not terminate; hence, we call her inertia-friendly. This behavior is reasonable to
expect when agents are tired of a time- and energy-consuming iterative procedure and
weight changing their judgment as rarely as possible more than being truthful. On
the opposite, inertia-averse individuals value truth more than stagnation.@ Consider
a profile J; = (J;+, J _;+) submitted in round ¢ of the iterative procedure for rule F.

Definition 5.1. Consider an inertia-friendly agent ¢, with truthful judgment J; and
preferences ;. Agent ¢, under full information, has an opportunity to perform an
improvement step in round ?, using the judgment J; ; 1, if

F(Ji,t+1a in,t) > F(Ji,b J—i,t)

Definition 5.2. Consider an inertia-averse agent ¢, with truthful judgment J; and pref-
erences X;. Agent 7, under full information, has an opportunity to perform an im-
provement step in round ¢, using the judgment J; 141, if

F(Ji,t+1a in,t) > F(Ji,b J—i,t)

or if there is no J;,,, € J(®) such that F'(J, 1, J i) >i F(Jis, J i), butitis
Jits1 = Ji # Jis, and

F(Jis1, I —ip) Zi F(Jig, J—it)

5.1.2 Best Improvement Steps

It will usually be the case that an agent has different ways available to perform an
improvement step in a round. Then, it is reasonable to assume that she will restrict
her options to those that are the best, that is, in game-theoretical terms, undominated.
Consider a round ¢ of the iterative procedure for rule 7', where the declared profile
of the group is J; = (J;4,J_;), and agent ¢ has preferences ;. A judgment set
J € J(®) is undominated if there is no other judgment set J' such that F'(J', J_; ;) >;
F(J,J_;:). We now define the set BI,; of the judgments that can be used by agent i
for a best improvement step in round t as follows.

28Meir et al. (2010) refer to inertia-averse individuals as truth-biased. However, in our framework
of Chapters [3] and [4] that dealt with strategic manipulation in a single round, we have characterized
as truth-biased the agents who choose to tell the truth in case this choice gives them at least as good
an outcome as lying in all possible scenarios consistent with their information. In those terms, we
could say that inertia-averse agents (or truth-biased agents in the terminology of Meir et al., 2010)
demonstrate one extra layer of truth-bias, choosing truth over stability. Nonetheless, to avoid overlaps
with our previously used terminology we will stick to the term inertia, which specifically concerns
iterative procedures.

2Br i, depends on more parameters, such as the rule ', the agent ¢’s preferences X ;, as well as her
inertia-type, which are omitted in order to lighten the notation.
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e Since the agents are truth-biased, if agent ¢’s truthful judgment .J; is undomi-
nated and can be used by her for an improvement step in round ¢, then this will
be her only best improvement step. That is, BI;; := {J;}.

e Otherwise, BI;; := {J € J(®) : J is undominated and can be used by agent i
for an improvement step in round t}.

It is easy to see that if the set of judgments that can be used by an agent ¢ for an
improvement step in round ¢ is non-empty, then the set of judgments that correspond
to agent ¢’s best improvement steps will be a non-empty set too.

5.1.3 Response Policies

An agent’s response policy captures some additional natural assumptions that can re-
strict her choices regarding her best improvement steps even further. Consider agent ¢
that has the preference relation < ; and holds the truthful judgment .J;, while the partial
profile of the rest of the group inround ¢ is J _; ;.

Definition 5.3. We distinguish four conditions with respect to the judgment set J; ;11 €
J (@) (chosen randomly if there are more than one) that the agent may submit in the
next round.

o [f the agent is outcome-focused: The Hamming-distance between what the agent
submits in round ¢ + 1 and the collective outcome is minimized, i.e.,
Jiry1 € argmin H(J, F(J, J_;4)).
JEB[@t
e If the agent is round-focused: The Hamming-distance between what the agent
submits in round ¢ 4+ 1 and what she was submitting in round ¢ is minimized:
Jirs1 € argmin H(J, J;4).
JEB[z'yt
o If the agent is truth-focused: The Hamming-distance between what the agent
submits and her truthful judgment is minimized, i.e.,
Jit+1 € argmin H(J, J;).
JEB[i,t
o If the agent is unrestricted: J; ;1 € BI;, and no further restriction is imposed.

Depending on the profile that the agents submit in the first round, and the order in
which they are modifying their opinions, different improvement paths may be created.
We say that the iterative procedure converges to a stable state (or an equilibrium) if
every improvement path terminates after a finite number of rounds. In other words, an
equilibrium, as in standard Game Theory, is a profile where no agent can profit by a
unilateral deviation, or where there is no improvement step available for any agent.F_G]

39Some scholars have studied iterative voting procedures with respect to the convergence in stable
outcomes (e.g.,|Endriss et al.,[2016b). Notice that we do not follow this direction here.
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Obviously, if an iteration procedure terminates for unrestricted agents, then it also
always reaches a convergence state for agents who belong in any other of the three cat-
egories. This is easy to see thinking of the contrapositive case: if there is an improve-
ment path that leads to a cycle for agents who use one of the more restricting policies,
then the same path may happen to be followed by unrestricted agents too; thus, non-
convergence in the restricting cases implies non-convergence for unrestricted agents.

Moreover, strategy-proof aggregation rules can be vacuously said to converge after
zero rounds, as their iterative procedure never commences. We know that all inde-
pendent and monotonic rules are immune to manipulation (see Theorem in the
Background, by Dietrich and List, 2007c)), and moreover that the quota rules are inde-
pendent and monotonic (Theorem [2.1]in the Background, formulated by Dietrich and
List, 2007b). Hence, the following corollary holds.

Corollary 5.1. Every profile J is an equilibrium profile with respect to the quota
rules.

On the other hand, for some alternative rules it is easy to see that their iteration may
never terminate.

Example 5.1. Consider the odd-parity rule /' according to which a formula is ac-
cepted by the group if and only if an odd number of agents accepts it. Let ¢ be an
agenda consisting of only one formula ¢ and its negation —¢, and let the group N
contain only two agents, Alice (A) and Bob (B). Suppose that the opinions of A and
B on ¢ differ, so that A accepts ¢ and B rejects it. In addition, both A and B strictly
prefer the collective decision to agree with their individual judgment rather than to
disagree with it. Then, whatever judgments the two agents submit, and independently
of whether they are inertia-friendly or inertia-averse and which policy they follow, one
of them will always have an opportunity to perform an improvement step. Specifically,
if in round ¢ rule F' accepts ¢, then Bob will be better off by modifying his judgment
inround ¢ + 1, conditionally that Alice keeps her submitted opinion fixed. If in round ¢
rule F' rejects ¢, the same holds for Alice. This means that the agents will never be
able to reach an equilibrium. A

5.2 Iterative Premise-based Procedure under
Full Information

The various incentives of agents to misrepresent their truthful opinions when the
premise-based procedure is applied are discussed extensively in Section [3.6] Now,
considering a sequence of judgment aggregation rounds under the premise-based pro-
cedure, the two central questions are whether and how fast agents will agree on a
collective decision from which no-one has an incentive to deviate. We work with a
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conjunctive agenda ® (but note that all our results hold equivalently for a disjunctive
agenda too), whose non-negated part is ®* := {ay,...,ax,c}, where aq, ..., a; are
propositional variables, and ¢ < (a; A ... A a;). Building on the insights of Sec-
tion which demonstrates that substantial reasons for manipulability arise mainly
when the agents have conclusion-oriented preferences, we will treat this case ]}

We begin with studying the iterative procedure when in the first round all the
agents submit their truthful opinions. This assumption makes sense for agents that
rely on the fact that if the collective outcome is not satisfactory, then in the future they
will have the chance to change their judgments. Then, the iteration is guaranteed to
terminate after at most one round.

Theorem 5.2. Consider a conjunctive agenda ®, and fully informed agents with
conclusion-oriented preferences. Independently of other assumptions on the agents,
the premise-based procedure FP" converges from the truthful profile in at most one
round.

Proof. Call A the set of agents who accept the conclusion and R the set of agents who
reject it. We assume that all the agents have conclusion-oriented preferences, hence
in the first round they have an opportunity for an improvement step if and only if the
collective decision on c disagrees with their own judgment on c and they can change
that. The agents in A should accept all the premises in order to accept the conclusion
and have no way to manipulate. Suppose now that an agent ¢ in R has an incentive to
manipulate, which means that the collective result accepts the conclusion in round 1
and agent ¢ can make the group reject the conclusion in round 2. In the second round,
agents in A have still no way to manipulate, and all the agents in R are happy because
they obtain their desirable outcome. Hence, everyone who is truthful has no reason to
manipulate and the only untruthful agent cannot return to her truthful judgment, as that
would make her worse off. We conclude that the procedure stops in one round. ]

We continue with the investigation of agents who may not submit their truthful judg-
ment at the beginning of the iterative procedure. This assumption makes sense for
example when considering individuals who may get involved in more sophisticated
planning and try to guide the procedure towards the most desirable result for them
in the long-term. Theorems [5.4 and [5.5]indicate that the premise-based procedure is
still guaranteed to reach an equilibrium, but it may take a linear number of rounds
with respect to the number of the agents n. Lemma[5.3]is quite intuitive, and plays an
important role in the sequel. It is formally proven in the Appendix.

31Recall that an agent i with truthful judgment .J; has conclusion-oriented preferences if her prefer-
ence relation X, is such that J >; J' ifandonlyifce J; nJandc ¢ J; nJ or —c € J; n J and
—c¢ JinJand J ~; J ifandonlyifce J;nJandce J;nJ or —ce J;nJand —ce J; n J'.

32Since conclusion-oriented agents are indifferent about the collective decision on all the premises,
it is meaningless to consider them outcome-focused. Thus, one could assume that they follow some of
the other policies, but this will not affect our results by any means.
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Lemma 5.3. Consider a conjunctive agenda ®, and a conclusion-oriented agent i,
who truthfully accepts the conclusion in ®. If agent i has an opportunity to perform
an improvement step in round t of the iterative premise-based procedure, then she is
untruthful in round t, and her unique best improvement step is performed by being
truthful in round t + 1, (i.e., accepting all the premises and the conclusion).

Theorem 5.4. Consider a conjunctive agenda ®, and fully informed, inertia-friendly
agents with conclusion-oriented preferences, who follow any policy. The premise-
based procedure FP" converges from any initial profile in at most 2n rounds.

Proof. Call A the set of agents who accept the conclusion and R the set of agents
who reject it. By Lemma in any round ¢, an agent i € A has an opportunity to
make a best improvement step if and only if she moves to her truthful opinion from
an insincere one. This move can be realized at most once for every agent in A. On
the other hand, an agent j € R has an opportunity to perform an improvement step in
round ¢ if she can choose a judgment which makes a previously accepted conclusion
be rejected by the group. How many times would agents in 12 have the chance to flip
the result on the conclusion? If the conclusion is collectively rejected, only an agent
1 € A can turn it to be accepted again in the future, by submitting her truthful judgment
that she was not submitting before. This can happen at most |A| times, because as we
saw, every agent in A will move at most once. In total, no-one will have an available
improvement step after at most |A| + |A| < 2n rounds. O

Theorem 5.5. Consider a conjunctive agenda ®, and fully informed, inertia-averse
agents with conclusion-oriented preferences, who follow any policy. The premise-
based procedure FP" converges from any initial profile in at most 3n rounds.

The main insight of Theorem|[5.5]is that inertia-averse agents who reject the conclusion
may have an opportunity to perform an improvement step, by being truthful, also in
case the group already rejects the conclusion. This fact adds at most n rounds in the
result of Theorem [5.4] The detailed proof can be found in the Appendix.

5.3 Adding Partial Information

In this section we focus on iterative procedures where in every round the agents are
partially informed about the submitted profile of their peers and the information they
hold is described by some JIF 7 (see Chapter [3] Section [3.1). Now, the agents make
improvement steps that take their information into account.

5.3.1 Improvement Dynamics under Partial Information

We consider risk-averse agents in accordance with our analysis in the previous chap-
ters, and we say that an agent will be better off by submitting a new judgment if (1)
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there is a scenario consistent with her information about the current round under which
she is able to achieve a strictly preferable outcome for her in the next round and (2)
there is no scenario under which her new judgment will lead her to a strictly less de-
sirable outcome. Analogously to the case of full information, when the agent is not
able to alter the collective outcome, she has two options: either to keep her current
judgment (even if it is an untruthful one), or to change her judgment and report her
truthful opinion (in case she was not doing that before). These two types of individuals
are called inertia-friendly and inertia-avert respectively, as before. Consider a profile
Ji = (Jit, J_i) declared in round ¢ of the aggregation procedure for rule F.

Definition 5.4. Consider an inertia-friendly agent ¢, with truthful judgment .J; and
preferences ;. Agent ¢, under the information described by the JIF 7, has an oppor-
tunity to perform an improvement step in round t using the judgment J; ;. 1, if

1

L. F(Jipn, Jiy) =i F(Jig, J';,), for some J';, € W™ and
2. F(Jipsr,J"y) i F(Jiy, J",,), for all other J”,, € W™t

Definition 5.5. Consider an inertia-averse agent ¢, with truthful judgment .J; and pref-
erences <;. Agent ¢, under the information described by the JIF 7, has an opportunity
to perform an improvement step in round ¢ using the judgment .J; ;; 4, if

L. F(Jipen, I 5y) >i F(Jig, J';,), for some J'; , € W/™" and
2. F(Jigs1,J"54) 2i F(Jig, J”; ), for all other J”; , € W)™t

or if there is no J;,,, € J(®) such that the above conditions hold, but it is J; ;11 =
Ji # Jigoand F(Jypp0, I3 ) 20 F(Jig, J'y), forall J';, e WH™7,

5.3.2 Best Improvement Steps under Partial Information

Similarly to the case of full information, we assume that partially informed agents are
also able to distinguish their best improvement steps and, if they have the opportu-
nity, perform one of them. Consider a round ¢ of the iterative procedure for rule £,
where the declared profile of the group is J; = (J;+, J_;+), and agent ¢ holds the
preferences %; and her information is described by the JIF 7. Then, a judgment set
J € J(®) is undominated in the standard game-theoretical sense if there is no other
opinion .J' such that (1) F(.J',J",,) >; F(J,J",,), for some J";, € W;"™"* and
(2) F(J'.J",;,) 2; F(J,J",,). for all other J”,, € W}™* (see Definition [3.5).
Then, we define the set BIP;; of the judgments that can be used by agent ¢ for a best
improvement step under her partial information in round t:

33 BIP;; depends on more parameters, such as the rule I, the agent ¢’s preferences x;, as well as
her information 7; and her inertia-type, which are omitted to lighten the notation.
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e Since the agents are truth-biased, if agent ¢’s truthful judgment .J; is undomi-
nated and can be used for an improvement step in round ¢, then this will be the
agent’s only best improvement step. That is, BIP;; := {.J;}.

e Otherwise, BIP;; := {J € J(®) : J is undominated and can be used for an
improvement step by agent ¢ in round ¢}.

5.3.3 Response Policies under Partial Information

We now need to refine the response policy notion for agents under partial information.
With regard to round-focused, truth-focused and unrestricted agents, the definitions
of their policies under full and partial information are totally analogous. This is the
case because these policies are not concerned with the (partially unknown) collective
outcome; they only look at the agents’ previously submitted judgment, their truthful
Jjudgment, or nothing at all, respectively. Consider agent : that has the preference
relation X; and holds the truthful judgment .J;, while the partial profile of the rest of
the group in round ¢ is J_; ;, and agent ¢ is partially informed about it, by the JIF 7.

Definition 5.6. The agent chooses among her available best improvement steps under
the partial information she holds (randomly if there are more than one). Moreover,

o If the agent is round-focused: The Hamming-distance between what the agent
submits in round ¢ + 1 and what she was submitting in round ¢ is minimized:
Ji,t+1 € arg min H(J, Ji,t)-

JEBIP,
o If the agent is truth-focused: The Hamming-distance between what the agent

submits and her truthful judgment is minimized, i.e.,

Jir1 € argmin H(J, J;).
JEBIP; 4

o If the agent is unrestricted: J; ;1 € BIP;, and no further restriction is imposed.

However, adapting outcome-focused agents to the framework of partial information
requires some further consideration; according to their policy, they try to submit a
judgment close to the collective decision, which they may not be able to fully predict.
Recall Definitions [5.4]and [5.5] Suppose that judgment J;,; offers an opportunity for
an improvement step to agent . We define the judgment set Ji‘i +1» Which is the most
desirable collective outcome that agent ¢ aims for, induced by the judgment set J; 4 ;:

1. If all possible outcomes that the agent can achieve by changing her judgment are
equally valuable for her, then she has an improvement step only if she is inertia-
averse, and that step uses her truthful judgment J;. So, Jif‘t 1= F(Ji, Jin)s
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2. Otherwise, there exists some J' ; , € W)™t such that (1) F(J; 41, J) >
F(Jig, ') and (2) F(Jigir, J70) 2o F(Jig, 75 ,), forall J”, e Wit
(call this condition for J' ; , (x)). Then,

o= max  F(Ji1,J,)

i
JLi,t st (%)

Finally, we can say that an outcome-focused agent tries to minimize the distance with
one of her targeted, most desirable collective decisions.

e [f the agent is outcome-focused: The Hamming-distance between what the agent
submits and her most desirable collective outcome she aims for is minimized,

ie., Jisy1 € argmin H(J, J4).
JeBIP; ;

The preceding definition is simple to understand via an example for the case of the
plurality rule (together with a lexicographic tie-breaking rule), when the agents are
only informed about the currently winning judgment set in every round. Suppose
that an agent strictly prefers a judgment set J’ over J and she is indifferent between
all the other judgment sets and .J. Nevertheless, suppose that it happened and the
agent is currently submitting judgment J, which is winning. The agent cannot be
worse off by changing her judgment, so she considers making an improvement step
and targets the win of her more desirable judgment set .J'. Then, she has at least two
options to choose from: she can either withdraw her support from judgment J and
submit a different judgment .J” (looking at the scenario she considers possible where
judgment J’ is already close enough to win after J loses one vote), or she can directly
submit J’. An agent who is outcome-focused will choose the second option.

5.4 Iterative Premise-based Procedure under
Zero Information

Recall that we are studying premise-based aggregation on a conjunctive agenda (and
that the reasoning for a disjunctive agenda is equivalent), and we focus on conclusion-
oriented individuals. The crucial observation that determines our results is twofold:
on the one hand, any agent who wants the conclusion of the agenda to be accepted
truthfully accepts all the premises, and she can never manipulate the outcome by lying;
on the other hand, an agent who rejects the conclusion can manipulate by lying on
some of the premises (by rejecting them even if she truthfully accepts them), and
moreover, when she is completely ignorant of the submitted profile, then her unique
best move is to reject all the premises (Lemma(5.6] proven in the Appendix).

Lemma 5.6. Consider a conjunctive agenda ®, the premise-based procedure F'",
and a zero-informed agent 1 who has conclusion-oriented preferences and rejects the
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conclusion in ®. Then, agent i’s option to reject all the premises dominates all her
other options.

Thanks to Lemma 5.6 we are able to compute the convergence speed of the premise-
based procedure under zero information.

Theorem 5.7. Consider a conjunctive agenda ®, and zero-informed agents who have
conclusion-oriented preferences. Independently of other assumptions on the agents,
the premise-based procedure FP" converges from any initial profile (including the
truthful one) in at most n rounds.

Proof. The agents who accept the conclusion truthfully accept all the premises and
have no way to manipulate by lying, no matter the information they possess. So,
being truthful can potentially be the only best improvement step for them. Moreover,
by Lemma|[5.6] every agent who rejects the conclusion can potentially make a unique
improvement step, by rejecting all the premises. Thus, all the agents may perform an
improvement step at most once. Thus, the iterative procedure stops in at most n (the
number of agents) rounds. [

Recalling the results of Section [5.2] on full information, we reach some interesting
observations about the effects of partial information on the convergence speed of the
premise-based procedure. When the agents are completely ignorant of the judgments
that their peers submit, the iteration can take up to n rounds to converge, no matter
whether the agents initially submit their truthful profile or not. However, when we
deal with agents under full information, things change. Then, starting from the truth
guarantees termination in one round, while submitting non-truthful initial opinions
may lead to convergence after 3n rounds. So, withholding information from the agents
can be both damaging and beneficial, depending on whether sincerity in the first round
is to be expected or not. This makes evident that partial information is an essential
parameter in the study of Iterative Judgment Aggregation. Our results are summarized
in Table

full information | zero information
inertia-friendly from truth 1 n
inertia-averse from truth 1 n
inertia-friendly from any profile 2n n
inertia-averse from any profile 3n n

Table 12: Iterative premise-based procedure: convergence speed.

5.5 Iterative Plurality

In Voting Theory, the properties of the plurality rule in iteration under full information
have been extensively studied by Meir et al.| (2010). Nonetheless, the agents’ pref-
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erences over the possibly interconnected judgment sets in Judgment Aggregation is
what theoretically may distinguish the applications of the plurality rule here, in com-
parison to Voting. Hence, it is worth examining to what degree the existing formal
results of the literature in Voting are still valid in our framework.

5.5.1 Iterative Plurality under Full Information

Outcome-focused agents capture a reasonable assumption: whenever they can directly
submit a preferable judgment set and turn it into the collective outcome, then they will
do so, instead of manipulating the result indirectly. Theorem [5.8] (corresponding to
Meir et al., 2010, Theorem 3) establishes that when the agents are outcome-focused
and inertia-friendly, the iterative plurality procedure is guaranteed to converge.

Theorem 5.8. The plurality rule FP' paired with a lexicographic tie-breaking rule
converges from any initial profile for inertia-friendly, outcome-focused agents with
closeness-respecting preferences, under full information.

Proof. First, observe that when the plurality rule is used for individuals that are inertia-
friendly and outcome-focused, the winning judgment sets will always have a non-
decreasing number of supporters in future rounds (we call this fact (x)).

Let M (t) be the set of judgment sets that may be held in round ¢ by some agent
who has an improvement step to make. We will show that M (t) 2 M (t + 1) for every
round ¢, and that the set of rounds {¢ : M(t) = M (t + 1)} is finite. Denote with n'(.J)
the number of voters who submit the judgment set J in round ¢. If an inertia-friendly
and outcome-focused agent 7 has an opportunity for an improvement step in round ¢,
it means that she will submit a judgment set J; ;. that is preferable to her, and make it
win in round ¢ + 1. Suppose that the winning judgment set in round ¢ was J;. Then, it
must be n*1(J;,41) = n'(J;). We will show that the judgment set J; ; will only lose
supporters in the future. We distinguish two cases.

Case 1: n'(J;;.1) = n'(J;) — 1 and the tie-breaking rule ranks .J/** above J;. Then,
after the move of agent i, we have that n'™'(.J; ;1) = n'(J,).

Sub-case la: If the tie-breaking rule ranks J;, above J;;,; (and hence above J;),
then n'(J;;) < n'(Jy) — 1, so n'™(J;;) < nf(Jy) — 2 < n'*(Ji41) — 2. Thus,
judgment J; ; cannot win in round ¢ + 1 or in any later round (because of fact (%)), and
hence no new agent will have an incentive to submit judgment J; ; in the future.
Sub-case 1b: If the tie-breaking rule ranks J;, below J; 1, then no new agent has
a reason to submit judgment J;; in the future, because n'™!(.J;,) < n**(J; 1) — 1
(and fact (%)).

Case 2: n'(Ji41) = n'(J ) Then, after the move of agent i, it will hold that
n'(Jii1) = n'(Jy) + 1. Since n'(J;;) < n'(J;), we have that n'*(J;;) <
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n'(J;) — 1 < n'™(J;441) — 2. Thus, no agent will have an incentive to submit judg-
ment J;; in the future, because of fact (x).

Overall, if an agent who has an opportunity for an improvement step holds a judg-
ment set J € M(t) in an arbitrary round ¢, then we know that .J’s supporters will
strictly decrease in round ¢ + 1. This means that in the future, potential manipulators
may hold judgment J at most a finite number of times. Equivalently, the set of rounds
{t: Je M(t)} is finite. This holds for every judgment set in M (t). We conclude that
M (t) 2 M(t + 1) and that the set of rounds {¢ : M (t) = M(t + 1)} is finite. O

Our proof of Theorem [5.8]is comparable to the one given by Reyhani and Wilson
(2012) in the framework of Voting, and can be related to the more general condition
of set monotonicity presented by Obraztsova et al.[(2015). Along the lines of these au-
thors’ reasoning, it should be the case that the sets of potentially winning judgments
in every round are characterized by monotonic set inclusion. We present a dual idea
above, showing that during the iterative procedure the judgments that can be dropped
by an agent in a round in order to manipulate the collective outcome in the next round,
decrease in a set-theoretic sense. Hence, in the higher-level, our proof-method coin-
cides with that of Reyhani and Wilson| (2012)), but is applied in a different set domain.

In Voting Theory, it is shown in the Master’s thesis of Reingoud (2011) that Theo-
rem [5.8] can be generalized for agents who follow any different policy which does not
restrict the manner they may manipulate the result, provided that the initial profile is
truthful. The corresponding result in the framework of Judgment Aggregation is stated
in Theorem The proof is omitted, since the translation from Voting is immediate.

Theorem 5.9. The plurality rule FP paired with a lexicographic tie-breaking order
always converges from the truthful profile when the agents are inertia-friendly, unre-
stricted, and they have closeness-respecting preferences under full information.

Most importantly, Theorem [5.10] (proven in the Appendix) identifies a necessary con-
dition for the convergence of the plurality rule, namely that the agents are inertia-
friendly.@

Theorem 5.10. The plurality rule FP! together with a lexicographic tie-breaking order
may never converge from the truthful or any other profile, when the agents are inertia-
averse and they hold full information, independently of the policy they follow.

5.5.2 Iterative Plurality under Partial Information

Theorem states that the plurality rule F”! together with a lexicographic tie-breaking
order always converges from the truthful profile when the agents are inertia-friendly,

34The corresponding fact in Voting is mentioned — without its proof — by Meir et al.| (2010).
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outcome-focused, and they have closeness-respecting preferences under full informa-
tion. We further know from Section that the plurality rule is immune to manip-
ulation under zero information. These two results establish that the iterative proce-
dure of the plurality rule always terminates after a finite number of rounds under the
above conditions, when the agents are in one of the two extremes of the information-
spectrum. Thus, we wonder whether convergence is guaranteed for any type of inter-
mediate information that the agents may hold. Notably, we show that under a very
realistic JIF which informs the members of the group only about the current win-
ner in every round, the plurality rule may not converge even for inertia-friendly and
outcome-focused agents who initially submit their truthful profile.

Theorem 5.11. The plurality rule FP' paired with a lexicographic tie-breaking order
may never converge from the truthful profile when the agents are inertia-friendly, out-
come focused, and they have closeness-respecting preferences under the winner-JIF.

Proof. Consider the agenda ¢ with the judgment sets Jy, Jo, J3, Jy € J(P) and a
group with five agents. The agents 3 and 4 have truthful opinions /5 and J, respec-
tively (while agent 2’s truthful judgment is .J5, and agents 1 and 5 both truthfully
hold J;). Suppose moreover that the agents 3 and 4 have closeness-respecting prefer-
ences X3 and X4 such that J3 ~3 Jy ~3 Jo >3 Jyand J3 ~4 Jy ~4 Jo >4 Jp (by
choosing a specific agenda and judgment sets, the preference relations can be easily
shown to be closeness-respecting). Suppose that the lexicographic tie-breaking order
is Jy > Jo > J3 > Jy. Consider the procedure depicted in Table[13]

JiJy J3 Jy
roundl: 2 1 1 1 oaj
round2: 2 2 0 1 a4
round3: 2 2 1 0 a3
round4: 2 1 2 0 a4
round5: 2 1 1 1 a3

Table 13: Iterative plurality procedure under winner-information.

The numbers underneath each judgment set represent the amount of voters that
submit it in the specific round. The underlined numbers denote that the respective
judgment set wins the round and is the (temporary) collective decision of the group.
At the right side of each row we see the agent who makes an improvement step in
the specific round. In the first round all the agents submit their truthful judgments
and judgment J; wins. Agent 3, seeing his least preferred opinion win, makes an
improvement step by submitting the judgment set .J, in the second round, aiming for
a scenario where .J, would need only her support to win, and having nothing to lose
otherwise. However, J; remains the winner of the second round. Following the same
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reasoning, agent 4 untruthfully submits judgment .J; in the third round. The result does
not change, and J; still represents the collective outcome. In the fourth round agent 3
hopes that her truthful judgment may now have enough support to win and moves
back to it, and agent 4 acts similarly in the fifth round. Hence, a cycle is created. [

By inspecting the proof of Theorem [5.11] an interesting phenomenon may be brought
to the reader’s attention. A profile where an equilibrium is not reached can still induce
a stable collective decision. We omit delving deeper into this kind of situation for the
purposes of this thesis, but related questions are open for future research.

5.6 Is Strategic Behavior Socially Profitable?

Within the scope of our work strategic manipulation is a selfish act, employed by mem-
bers of a group who merely try to obtain a better outcome for themselves. However,
while identifying successful insincere behavior becomes more intricate in various di-
mensions for an individual, a question abounds concerning the social aspects of it.

The general basis of this idea has been introduced in Algorithmic Game Theory
by [Koutsoupias and Papadimitriou (1999) (see also Christodoulou and Koutsoupias,
2003)), who talk about the social damage that strategic behavior may cause in a game.
These authors established the famous notion of the Price of Anarchy. According to
it, the social inefficiency of a game is computed by looking at the ratio between the
(sum of the agents’ utilities in the) optimal outcome and the (sum of the agents’ util-
ities in the) worst Nash equilibrium that can be reached. Some years later, Branzei
et al.| (2013) used a similar intuition in Voting Theory. Referring to elections, the
objects of comparison are now the score of the winner in the truthful profile (instead
of the optimal outcome of the game) and the score of the winner in all possible equi-
libria. Considering the greatest of the respective ratios, Branzei et al. (2013)) define
the Dynamic Price of Anarchy.

In this section we initiate the discussion about social welfare in the field of Judg-
ment Aggregation. First, we wonder how good telling the truth actually is for a group
of agents en masse. The measure that we define and use to this end is the Price of
Truth (PoT). Then, in order to investigate to what extent strategic thinking is able to
improve the outcome in social terms, we define the Dynamic Price of Anarchy (DPoA)
in Judgment Aggregation.

5.6.1 The Price of Truth

Ideally, truthfulness by the whole group should maximize a kind of utilitarian so-
cial welfare, defined relatively to the framework of Judgment Aggregation, or at least
approximate such a maximum. We assume that each agent has a desired judgment

3However, the first to investigate the welfare consequences of strategic behavior in Voting was
Lehtinen| (2007).
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set, i.e., a judgment set that she mostly cares about, which is a subset of her truthful
Judgmentm For agent 7 holding the truthful judgment J;, we will denote her de-
sired judgment set as . so that J, Y < J;. Consider an aggregation rule [’ and a
truthful profile J. Having a group of agents N = {1,...,n}, the optimal social out-
come is achieved when the collective decision maximizes the proportional agreement
with the agents’ desired sets, viz., the social welfare. Formally, this happens when

! <@
F(J) € argmax % We define the Price of Truth of F over profile J:
J'eT(®)" i
Definition 5.7.
LACHLPAL
max J—@
PoT(F.J) = ZI@rik ]
A |F(T)AJY|
Z |JQ7
ieN

The Price of Truth of an aggregation rule F' is its maximum Price of Truth for all
possible initial profiles.

Definition 5.8.
PoT(F):= max PoT(F,J)
JeJ ()"
If the PoT of an aggregation rule is 1, then being sincere is always the best option for
the group as a whole. The bigger the value of the PoT is, the more damage truthfulness
can cause to the group. Example [5.2] highlights a disappointing fact: The PoT can in
particular be infinitely high.

Example 5.2. Consider a conjunctive agenda ®. The PoT of the premise-based pro-
cedure FP" when the agents only care about the conclusion (i.e., J; € {{c}, {—c}} for
every agent ¢) is infinite. Indeed, there is a truthful profile J where all the agents reject
the conclusion, but the rule accepts it (see Table . So, 2 |[F(J)nJ’|=0. A
ieN
Example 5.3. The PoT of the majority rule when the agents have Hamming-distance
preferences and their desired judgment sets are the same as their truthful judgments is
exactly 1 (this follows immediately from the definition of the majority rule). A

Even though we saw that sincerity does not always provide a way to reach the socially
optimal outcome, we ponder whether this is the case for some aggregation rules of
special interest. Such a rule is plurality, which was recruited in Section [3.7|in order to
circumvent the impossibility result of Dietrich and List (2007c), by showing immunity

3The idea to consider desired judgment sets is not arbitrary. Some authors have pursued this direc-
tion as a principal way to characterize the agents’ preferences in Judgment Aggregation. For instance,
de Haan|(2017) defines the notion of the subset-based preferences, according to which an agent ranks
the possible collective outcomes with regard to some specific subset of issues that are important to her.

3"Definition [5.7|can be extended by accounting for different weights that an agent may assign to the
different formulas in her desired judgment set.
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aq a9 as C
Agent1l: Yes Yes No No
Agent2: Yes No Yes No
Agent3: No Yes Yes No
FPr Yes Yes Yes Yes

Table 14: Profile with infinite Price of
Truth for the premise-based
procedure.

to manipulation under partial information. Is then truthfulness, that we can in this case
guarantee, good in social terms? Theorem points out that the answer depends on
the number of the admissible (i.e., complete and consistent) subsets of the agenda.

Theorem 5.12. Consider an agenda ® with |7 (®)| = k. If J = J, for every agent i
in the group, in every truthful profile J = (Ji, ..., J,), then the PoT of the plurality
rule FP', paired with a lexicographic tie-breaking rule, is O (k).

Proof. We first construct an instance of a truthful profile J on a specific agenda, for
which the PoT is linear in the number of admissible judgment sets. Hence, we es-
tablish that the PoT of the plurality rule F7!, along with a lexicographic tie-breaking
rule, is at least linear in k. Let |®| = {¢1, ..., dm, ~01,..., ~bm}, so |J| = m for
every J € J(®). To ease the notation, we will write 100...0 for the judgment set
that accepts formula ¢, and rejects all the other formulas, etc. We take an agenda ¢
with m > k and a sufficiently large set of agents N, where the following profile
J :=(Ji,...,J,) contains all the possible complete and consistent subsets of @@@

Jl = Jk-‘,—l =...= r](xfl)k+1 =11...1...1
JQ = Jk+2 =...= J(x—l)k+2 :=00...0...0
Jg = Jk+3 =...= J(x—l)k+3 =10...0...0
J4 = Jk+4 =...= J(xfl)k+4 =01...0...0
Jk:JQk = ... = Jdgk =00...1...0

The optimal social welfare for the profile J is obtained when the collective decision
is the judgment set 00 ... 0. .. 0, which can be realized when all the agents submit the

38Such an agenda can be constructed by moving to the framework of Judgment Aggregation with in-
tegrity constraints (Grandi and Endriss, 201 1), considering the set of atomic propositions {p1, ..., Pm}
imposing the appropriate integrity constraint so that only the relevant ballots are rational, and then mov-
ing back to the formula-based Judgment Aggregation framework (Dokow and Holzman, [2009).

3Here, to ease the demonstration, we assume that n is divisible by k, but this restriction is not
critical; the proof is valid in general, as long as n > k.
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same judgment J>. Recall that £ is the number of all the alternative judgment sets that
the agents submit, and m is their size. Then,

max Z w ! —(x-0+z-m+x(k—2)-(m—1)) = £((k—l)m—FQ—k)

Jeg(® m m m

Analogously, we can calculate the welfare produced by the truthful outcome of the
plurality rule, assuming that the lexicographic tie-breaking rule ranks J; at the top, in
which case .J; will be the outcome.

F(J 1
Z| mJ\ (a:-m+x-0+a:(k;—2)-1)=ﬁ(m+k‘—2)
ieN m m

(k=lm+2-k

ri—s > which is linear with

Thus, the PoT of the plurality rule for profile J is
regard to k as m > k. This means that PoT(F?') is Q(k).

We will further prove that this bound is tight. We start with calculating an upper
bound for the optimal social welfare, considering all possible profiles J in an agenda ¢
with |7 (®)| = k, such that every admissible profile in 7 (®) appears in J. In the
best-case scenario, we will have that n — (k — 1) of the agents have the same truthful
judgment, and they get completely satisfied with the collective decision, while the rest
k — 1 agents have different truthful judgments that only disagree with the collective
outcome on one formula. This means that

max ZM ((n—k+1)-m+(k—1)-(m—1))=l(nm—k—i—l)

J'eT (@) ¢ m m m

Afterwards, we calculate a lower bound for the social welfare obtained by the
truthful profile of the agents, again considering all possible profiles J such that every
admissible profile in 7 (®P) appears in J. The winning judgment set of the plurality
rule should be truthfully held by at least 7 of the agents. These agents get fully happy
with the outcome. However, in the worst case scenario all but £ — 2 of the agents truth-
fully support an opinion that has no formula in common with the winning judgment.
The remaining k£ — 2 agents have to truthfully hold different judgments, which in the
worst case only share one formula with the collective decision. That is

F(J 1
Z' )il —(— m+0+(k—2) 1) = (22 4 §—2)
ieN m: k

In total, the PoT of the plurality rule for any profile J where the agents submit all
k different complete and consistent subsets of the agenda ¢ can be at most %—'g;']j,
which is O(k). In a completely analogous manner we can show that the PoT for any
profile J where the agents submit less than & different judgments is still at most O (k).

We conclude that the PoT of the plurality rule is O (k). O
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5.6.2 The Dynamic Price of Anarchy

Next, we wonder whether encouraging the iteration of an aggregation rule that is guar-
anteed to converge can make a significant part of the agents “happier”. By drawing
connections between the relevant work in Voting (Branzei et al., 2013)) and Game The-
ory (Koutsoupias and Papadimitriou, |1999), we propose an interpretation of the Price
of Anarchy notion in our framework, based on the agents’ preferences. In order to
compare our findings with the corresponding ones regarding the Price of Truth, we
will restrict our attention to iterative procedures that start from an initial truthful pro-
file. A bit more formally, having an aggregation rule and an initial truthful profile,
we will take into account all the iterations where at least one improvement step takes
place, and for each one of these iterations we will calculate the proportion of the for-
mulas in the agents’ desired judgment sets that agree with the outcome of the achieved
equilibrium profile. The minimum for all possible equilibria will constitute the social
welfare value of the iteration procedure for the given initial profile. Consider an ag-
gregation rule F, a truthful profile J, and agents 7 with desired judgment sets JZ-@ . We
define the Dynamic Price of Anarchy of F' over profile J :

Definition 5.9.
|F(J")nJ7)|
Jfg}%)n : 177 |
DPoA(F, J) := N -,
. |F(J”)mJ,L. |
min —_—

JeEQ v 17
where E() is the set of all equilibrium profiles J”, such that there is a path of improve-
ments steps (of length at least one) starting from profile J and reaching J ”.

Considering the maximum value of the DPoA of a rule over all initial truthful profiles,
we define its Dynamic Price of Anarchy.

DPoA(F) := m?x) DPoA(F,J)
JeJ(®)"

The closer to 1 the DpoA of an aggregation rule is, the more socially profitable this
rule is in iteration.

The Premise-based Procedure

We exemplify Definition [5.9] by focusing on the premise-based procedure. We con-
sider conjunctive agendas and agents who have conclusion-oriented preferences (see

“0The DPoA depends on more parameters, such as the agents’ preferences, their information, their
inertia-type and their policies, which are omitted to lighten the notation.

4!Tn general, a realistic constraint on the type of the preferences of the agents should be imposed
concerning their desired judgment sets; caring only about a specific subset of their truthful judgment
should be reflected by the agents’ preferences. We don’t include this restriction in our definition, but it
will be taken care of in the results of this section.

“2The DPoA over a profile J is defined only when the aggregation rule provides the agents with
some improvement step, because only then our question about the benefits of iteration is meaningful.
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Sections [3.6] and [5.2] for a motivation). Since an agent ¢ in this scenario only cares
about the conclusion c in the agenda, we take her desired judgment set Ji@ to be either
{c} or {—c}, depending on whether she accepts or rejects the conclusion respectively.
Suppose that J = (J;, J_;) is the truthful profile of the group. Then, the DPoA of the
premise-based procedure F*" will be:

max > 1 No(TinF T

, " ce(JinF(J)u(JinF(J")

DPoA(FP) = max JEJ.(CD) ZEA]/I ____
JeTr e §v ce(JinF (") (T )

where E'() is defined as before.

Theorem 5.13. The DPoA of the premise-based procedure FP" for fully informed,
conclusion-oriented agents, that follow any policy and are of any inertia type, is 1.

Proof. By Theorem every non-trivial iteration of the premise-based procedure on
a conjunctive agenda converges after exactly one round under full information. More-
over, when the initial profile is truthful (that we assume here), the only improvement
step can be made by an agent who rejects the conclusion and sees that at least half of
her peers also reject it. In the end, the result on the conclusion will have to agree with
the majority’s desired sets at least, and this is the optimal collective decision. [

For the case where agents hold zero information, we provide an analogous result in
Theorem [5.141

Theorem 5.14. The DPoA of the premise-based procedure FP" for zero-informed,
conclusion-oriented agents, that follow any policy and are of any inertia type, is 1.

Proof. We give an outline of the proof. It must be the case that at least half of the
agents truthfully accept the conclusion, or at least half of them truthfully reject it.
Moreover, the dominant option of the agents who accept the conclusion under zero
information on a conjunctive agenda is to be truthful, and the dominant option of the
agents who reject the conclusion is to reject all the premises (Lemma [5.6). Hence,
once a convergence state is reached, either the majority of the agents will accept all
the premises, making the conclusion accepted, or the majority of the agents will reject
them, making the conclusion rejected. In either case, at least half of the agents will
satisfy their desired judgment set, and this is the optimal collective decision. O]

If providing an aggregation rule F' we can show that PoT > DPoA, it means that
strategic behavior benefits the group more than sincerity when £ is applied. Theo-
rems and (which confirm the efficiency of the premise-based procedure in
iteration), together with Example [5.2] (according to which the Price of Truth of the
premise-based procedure can be infinite), imply the following corollaries.
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Corollary 5.15. Take a conjunctive agenda ®, any conclusion-oriented agents, and
any truthful profile J which induces at least one round of iteration. Then, the PoT of
the premise-based procedure FP" for J is strictly higher than the DPoA of F*" for J.

Corollary 5.16. Take a conjunctive agenda ® and conclusion-oriented agents. Then,
the PoT of the premise-based procedure FP" is strictly higher than the DPoA of F*".

Recall the conclusion-based procedure defined in the Background, where the collec-
tive decision on a conjunctive (or disjunctive) agenda only concerns the conclusion
and 1s taken using the majority rule on it. Obviously, the conclusion-based procedure
is non-manipulable and returns the optimal decision for conclusion-oriented individ-
uals. Theorems and imply that despite the differences of the premise-based
and the conclusion-based procedure, the collective judgment on the conclusion pro-
duced by those two rules in iteration is the same.@ Dietrich and List| (2007c|) have
already noticed this effect in a slightly different context, and they call the two pro-
cedures strategically equivalent. Our framework, however, provides more refined in-
sights into the precise influence of the agents’ information and preferences with regard
to the strategies they choose to apply, and as a consequence it can distinguish between
the various equilibria that may be reached.

The Plurality Rule

First, we demonstrate in Theorem that for agendas with only three admissible
subsets, the iteration of the plurality rule is beneficial for the group as a whole.

Theorem 5.17. Consider an agenda ® with J(®) = 3, a sufficiently large group
of fully-informed agents, and the plurality rule FP' together with a lexicographic tie-
breaking order. If for any truthful profile J it holds that JZ-@ = J; for all agents 1,
the agents have Hamming-distance preferences, they follow any policy and they are of
any inertia-type, then the DPoA of F"! for J is strictly smaller the PoT of F*”' for J.

PI"OOf. Let j(q)) = {Jl, J27 Jg} and |J1| = ‘JQ’ = |J3| = m. Denote |J1 M J2’ = T12,
|J1 N J3| = x93 and | Jo N J3| = 23. Since we only look at truthful profiles J where
at least one agent has an opportunity to perform an improvement step, the following
two cases partition the set of all truthful profiles that are of interest to us.

Case 1: There are (at least) two judgment sets, say .J;, Jo without loss of generality,
that are submitted by the same number of agents on, where o is a positive rational
number. Moreover, the tie-breaking rule selects J;, while an agent ¢ who truthfully
submits .J3 prefers J, to J;. Then, we have that:

“3Note, though, that in order to obtain a non-trivial iteration of the premise-based procedure under
full information, there has to be a significant alignment of the agents’ judgments with regard to some
premise.
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max F(J) n J;
J/ej@)n%w (J7) 0 Ji

PoT(F,J) = .
o (F,J) on-m+on-xs+ (n—20n) - x13

After agent ¢ makes her improvement step, Jo becomes the collective outcome accord-
ing to plurality, and the procedure terminates. We have that:
max F(J') n J;
Teg (@) i§/| ok
on-xp+on-m+ (n—20n)- Tog

DPoA(F,J) =

As agent ¢ truthfully holds the judgment /5 and having Hamming-distance preferences
prefers Js to Jy, it holds that x15 < x93, s0 DPoA(F,J) < PoT(F,J).

Case 2: The winning judgment set is J; without loss of generality, having been
submitted by on agents, where o is a positive rational number. Moreover, profile .J,
is truthfully held by on — 1 agents and the tie-breaking rule ranks .J, above .J;, while
an agent ¢ who truthfully submits .J3 prefers J5 to J;. Then, we have that:

max F(J) n J
erj(@nlg/’ (J) n Jil

PoT(F,J) = .
o (F.J) on-m+ (on—1) -2+ (n—20n+1) - 13

After agent ¢ makes her improvement step, Jo becomes the collective outcome accord-
ing to plurality, and the procedure terminates. We have that:

max EF(J) n J;
J’eJ(@)"i§/| (J) 0 Jil

DPoA(F,J) = .
oA(F, J) on-xig+ (on—1)-m+ (n—20n + 1) - x93

Since agent ¢ truthfully holds the judgment .J; and having Hamming-distance prefer-
ences prefers .J to Jp, it holds that £13 < x93. Moreover, we have that 0 < % because
there is at least one agent who holds each one of the three judgment sets and the num-
bers of supporters of the first and the second judgment differ only for one agent (hence
it cannot be the case that half of the agents or more submit the first judgment). We

have that:

DPoA(F,J) on-m+ (on—1)-xz15+ (n—20n+1) - 213
PoT(F,J)  on-zia+ (on—1)-m+ (n—20n+1) - x93’

which as n increases is

O"m+0"2712+(1—20')'3§'13 <1

0-w12+0-m+(1—20)-w23
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However, we know that the PoT is already small enough for agendas with only three
admissible subsets (Theorem @]) So, we now wish to investigate the relation be-
tween the PoT and the DPoA for a more general class of agendas. We settle in The-
orem that the DPoA of the plurality rule, similarly to the PoT, is linear in the
number of the admissible subsets of the agenda. This means that iteration is as inef-
ficient as truth in the worst case scenario. However, even if the worst case scenaria
for the two cases coincide, for specific profiles on richer agendas, iteration can cause
greater social damage than sticking to the truth, independently of how large the num-
ber of the agents is (Theorem[5.19), and vice versa (Theorem[5.20). All the proofs are
given in the Appendix.

Theorem 5.18. Consider an agenda ® with | J(®)| = k > 3. If the agents are fully
informed and they have Hamming-distance preferences, and if Ji@ = J; for every
agent i in every truthful profile J = (J1,...,J,), then the DPoA of the plurality
rule F*', paired with a lexicographic tie-breaking rule, is O (k).

Theorem 5.19. Consider an agenda ® with | J (®)| = k > 3. If the agents are of any
inertia-type, fully informed, they have Hamming-distance preferences and they follow
any policy, and ifJZ»QQ = J, for every agent i in every truthful profile J = (Jy, ..., J,),
then there is a profile J such that the DPoA of the plurality rule F”' for J, paired with
a lexicographic tie-breaking rule, is strictly higher than the PoT of F*' for J.

Theorem 5.20. Consider an agenda ® with | J (®)| = k > 3. If the agents are of any
inertia-type, fully informed, they have Hamming-distance preferences and they follow
any policy, and ifJZ-QQ = J, for every agent i in every truthful profile J = (Jy, ..., J,),
then there is a profile J such that the DPoA of the plurality rule F*' for J, paired with
a lexicographic tie-breaking rule, is strictly smaller than the PoT of F*' for J.

5.7 Concluding Remarks

Several aspects, both of conceptual and of practical nature, of the agents’ strategic be-
havior in the framework of Judgment Aggregation have been explored in this chapter.
We pondered whether the use of manipulable rules in iteration is a reasonable concept,
meaning first that it can promise the achievement of an equilibrium state, and second
that this equilibrium can lead to a beneficial outcome for the group. The answer goes
hand in hand with the specific aggregation rules in question, as well as with other
contextual parameters, such as the individual preferences, information, and desires.
Intriguingly, we can remark that most of the times a trade-off is required, between
asking for truthfulness and approaching the optimal social welfare. In the end, the
choice of a suitable procedure directly depends on our desiderata.

That being said, there are many directions that future research could expand upon.
First, we shall notice that all our examples of non- or slow convergence were based
on the construction of ad-hoc agendas and groups of agents. Nevertheless, we believe
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that an extended study of the connections between particular agenda-structures and
the convergence of the iteration of aggregation rules could be very fruitful. Moreover,
in this chapter we restricted our work to conclusion-oriented and Hamming-distance
preferences, in order to obtain unequivocally realistic results for the premise-based
procedure and the plurality rule respectively. A generalization to a larger class of
preferences could be a next step (note that our negative results immediately hold for
any wider class of preferences; the positive ones do not). Of course, one could investi-
gate the behavior in iteration of more aggregation rules too. Due to the complexity of
this kind of analytical work, we would suggest the use of simulation methods, which
are broadly applied for similar purposes in Voting Theory (e.g., Koolyk et al., 2016;
Meir et al.,|2014; Reijngoud and Endriss, 2012)). Finally, the framework we developed
deals only with myopic and memory-less agents that change their judgments sequen-
tially. All these assumptions can be dropped in various ways. For example, it would
be natural to study situations where the agents are able to plan long-term strategies, or
where they may use the data collected by previous rounds to compute their next move
(for the latter, an appropriate method that is highly appreciated in the field of Machine
Learning, but also more and more exercised in Game Theory, Economics, and the
area of Multiagent Systems, is reinforcement learning. See for instance Jaksch et al.,
2010; Nowe et al., 2012} Sutton and Bartol [1998). In addition, instead of restricting
our focus to agents who move one by one, we could allow for simultaneous changes
(this design has been exploited in Voting Theory by Meir, 2015).



Chapter 6

Conclusion

In this chapter we review the main accomplishments of this thesis (Section [6.1)), and
we discuss several ideas for future work (Section [6.2)).

6.1 Summary of the Results

The goal of this thesis was to unravel the formal assumptions that govern individual
strategic behavior in collective decision making, and specifically in Judgment Aggre-
gation. To that end, we extended the basic framework of the literature in three ways.
First, contrary to the reductionist approach that has been followed so far in Judg-
ment Aggregation, there are numerous situations where agents do not know everything
about the opinions of all the other members of their group. For example, consider the
reviewers of a scientific article. They may be asked by the editor of a journal to report
their judgments on different criteria regarding the article’s quality, without knowing
the exact judgments of the other reviewers, whose opinions are going to be aggregated
with their own in order for the editor to decide whether to accept the article for publi-
cation or not. To make the informational status of the agents in different aggregation
procedures explicit, we developed a model of partial information in Judgment Aggre-
gation. Based on that model, we studied various aggregation rules and we were able
to identify cases where some individual had a reason to report an insincere opinion
aiming for a more desirable collective choice for her, that is, cases of manipulation.
We showed that when the uncertainty of an agent regarding the opinions of her peers
grows larger, her incentives for manipulation never increase, and often decrease. In
that sense, withholding information from a group can only favor strategy-proofness.
Combining the different types of information with the different types of preferences
that the agents may hold, we also conducted a detailed analysis of the manipulabil-
ity of the premise-based procedure: a method of aggregation that plays a central role
among political scientists, in discussions about deliberative democracy. Ultimately,
the main achievement of our model was to single out an aggregation rule that over-
comes the impossibility result of Dietrich and List| (2007c), being non-dictatorial and
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immune to manipulation under partial information, viz., the plurality rule.

Second, even though overlooked by social choice theorists, interactive reasoning
is a principal element of every strategic situation that concerns intelligent agents. In
a Judgment Aggregation setting, consider again the reviewers of an article, whose ag-
gregated opinions are common knowledge and suggest rejection. Suppose that one of
the reviewers has a personal interest to get the article accepted and is willing to lie in
order to achieve her goal. What if another reviewer, that is better off by being honest
if and only if everyone else is also honest, figures out that a manipulation act is pos-
sible? Then, a new incentive for manipulation will be created, triggered by an agent’s
reasoning about the reasoning of others. In order to account for this kind of situation,
we designed a model of higher-level reasoning, tailored to the framework of Judgment
Aggregation. From our study, it became evident that not only what the agents know
about the opinions of their peers, but also their information about the preferences of the
others, crucially affect their strategic behavior. We showed that if non-sophisticated
agents do not have incentives to manipulate an aggregation procedure, then being sin-
cere is what makes more sophisticated agents better-off too. However, our main result
was the following: If a non-sophisticated agent has an incentive to manipulate, then
for any arbitrary level, there exists a higher level of interactive reasoning such that an
agent who engages in it will also have a reason to manipulate.

Third, agents often participate in aggregating procedures that run for more than
one round. To capture these situations, we built a model of Iterative Judgment Aggre-
gation. Accounting for various motivations regarding the agents’ strategic behavior,
we extensively investigated two aggregation rules that have been fundamental in our
work, namely the plurality rule and the premise-based procedure. Our analysis re-
volved around the convergence of an iterative process, that is, the reach of a terminal
state where no agent wishes to change her submitted opinion. We proved that having
agents who are not “extremely truth-biased” (meaning that they may choose to remain
untruthful if they cannot influence the collective decision in some round) is a neces-
sary condition for the convergence of the plurality rule. As far as the premise-based
procedure is concerned, convergence is always guaranteed, sooner or later, depending
on the amount of information that the agents hold, and their submitted opinions in
the first round. Finally, by allowing the agents to behave strategically sequentially,
we were able to measure the social effects of telling the truth on the one hand, and
of acting strategically on the other. We did so by defining and comparing two values:
the Price of Truth, and the Dynamic Price of Anarchy respectively. In the plurality
rule, in cases where the members of a group had a large number m of judgments
available to submit, both truthfulness and strategic behavior could be detrimental for
the social welfare; in particular, the Price of Truth and the Dynamic Price of Anarchy
could be linear in m. However, for the premise-based procedure our results indicated
undeniably the benefits of strategic behavior, that was showed to always ensure the
optimal social outcome. This last observation could provide an insightful argument to
the supporters of the premise-based procedure in Political Science debates.
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6.2 Future Research

We believe that the most intriguing feature of our work is its intersection with a num-
ber of different research areas, ranging from Philosophy and the Social Sciences to
Artificial Intelligence. Hence, besides the possible topical extensions that have been
discussed at the end of each chapter of this thesis separately, we aspire to a future work
that builds more fundamental connections between the various disciplines that peruse
agents’ strategic reasoning and (collective) behavior. We give some suggestions in the
following lines.

The framework developed in this thesis was adjusted to the specific needs of Judg-
ment Aggregation, and this choice was made in order to facilitate our reasoning in
the targeted examples and proofs. Nonetheless, looking for modelling attempts that
are close to ours, the first candidates are found in the fields of Game Theory and (Dy-
namic) Epistemic Logic. Now that a first step is made towards the understanding of
strategic behavior in Judgment Aggregation, a formal embedding of our framework
into the existing and well-established models of those two areas can be very fruitful
for the study of collective decision making.

Furthermore, in different parts of this thesis we have referred to the experimental
work concerning the investigation of the agents’ actual behavior in strategic situations,
but, to the best of our knowledge, there does not exist related research focused wholly
on Judgment Aggregation. Besides the resources that behavioral results (would) pro-
vide to test our formal models, the benefits between the two approaches (the theo-
retical and the experimental one) could also work vice versa. Thanks to the rigorous
mathematical tools employed in this thesis, numerous — previously hidden — as-
sumptions that directly influence human and artificial agents’ reasoning are now made
explicit, and are waiting for further behavioral analysis.

Last but not least, all our models could be investigated from a computational com-
plexity point of view. We conjecture that the richer the environment that an agent has
to take into account when she reasons strategically is (e.g., when there is higher un-
certainty about the truthful opinions and the possible manipulations of her peers), the
harder it is for the agent to decide whether it is worth being dishonest or not.






Appendix

Proof of Theorem We only show the non-trivial direction, which says that if an ag-
gregation rule F' is strategy-proof for all reflexive, transitive and complete closeness-
respecting preferences, then F'is independent and monotonic.

We will need an intermediate result by Dietrich and List (2007c). In particular,
these authors define a preference-free notion of strategy-proofness. They say that a
rule F' is (preference-free) manipulable at the profile of judgments J = (J;, J_;) by
agent i if there is a formula ¢ in the agenda ® such that F(J;, J_;) disagrees with
J; on ¢, but F'(JF, J_;) agrees with .J; on ¢, for some untruthful opinion .J;*. Based
on this definition, Dietrich and List prove that every aggregation rule is immune to
(preference-free) manipulation if and only if it is independent and monotonic.

Back to our proof, it now suffices to demonstrate that if an aggregation rule F
is strategy-proof for all reflexive, transitive and complete closeness-respecting prefer-
ences, then /' is immune to (preference-free) manipulation. So, assume that strategy-
proofness is the case. To show immunity to (preference-free) manipulation, consider
a formula ¢ € ®, an agent i € N, and a truthful profile J = (J;,J_;) such that
F(J;,J_;) disagrees with .J; on ¢. We need to prove that F'(J*, J_;) still disagrees
with J; on ¢, for every dishonest judgment .J*. We define a preference relation X,
over all possible collective outcomes such that J %; J' if and only if J; agrees on ¢
with J but not with J’, or it agrees on ¢ with both, or it disagrees with both (intu-
itively, this would be the case if agent ¢ only cares about the issue ¢ in the agenda).
It is easy to verify that X, is reflexive, transitive, complete, and closeness-respecting.
Hence, by strategy-proofness it will be F'(J;, J_;) x; F(J}, J_;) for all untruthful
judgments J*. But as F'(J;, J_;) disagrees with J; on ¢, the definition of X; implies
that F'(J*, J_;) also disagrees with .J; on ¢, for every dishonest judgment .J;*. U

Proof of Lemma[3.6] Consider a JIF 7 that is at least as informative as another JIF o
and an aggregation rule F' that is o-manipulable. We will show that F' is also 7-
manipulable. By o-manipulability we know that there are an agent ¢ € N, a pro-
file J = (J1,...,J,) € J(®)", a preference relation >; € PR(J;) and an insin-
cere opinion J;* such that F'(J*, J'_;) >; F(J;,J'_;), for some J'_; € Wil"”‘], and
F(JF,J".) =; F(J;,J",), for all other J”, € W’*”). Now, consider the profile
J' = (J;,J'_;). We will show that if the truthful profile is J’, then agent i has an
incentive to manipulate by reporting the untruthful judgment set J*. It suffices to
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show two things: (a) that J'_; € Wil’”"’ (which holds because reflexivity (REF) of W
implies that J'_; € Wil’ﬂ’(Ji’J/’i) ) and (b) that for all other partial profiles J” ; such
that J”, € Wil’”"],, it also holds that J”, € Wil’”’“’, ie., Wil’”"]/ c W}’U’J. For (b),
by symmetry (SYM) and transitivity (TRANS) of WV, we have that W;’”’J = WZ-I’W’J
and Wil’g"] = Wil’”"],, and since 7 is at least as informative as o, it is the case that
Wi < ypred” .

Proof of Theorem[3.9 From Theorem we have that if an aggregation rule ' is
independent and monotonic, then F' is m-strategy-proof for all JIFs 7, so it is also
m-strategy-proof for all JIFs 7 that respect C' with regard to F'. Hence, we only need
to show the left to right direction, which says that if F' is m-strategy-proof for the
class C, then F'is independent and monotonic. We show the contrapositive. That is,
we prove that if F' is not both independent and monotonic, then it is 7-manipulable
for C'. Suppose that F' is not both independent and monotonic. Then, F'is manipulable
for C' (Dietrich and List, 2007c). This means that there are an agent ¢, a profile J =
(Ji, J—i), a judgment set J* and a closeness-respecting preference relation %; such
that F'(JF, J_;) >; F(J;,J_;). As 7 respects C' with regard to F, together with
completeness of %, this implies that F'(J*, J'_;) %, F(J;, J'_;) for all partial profiles
J'_; e W™ Hence, F is m-manipulable. O

Proof of Theorem[3.12] To illustrate the idea of the proof, consider a conjunctive

agenda with two premises aj, as and a conclusion ¢ < (a; A ay). For the one di-

rection, consider the profile depicted in Table |15| and suppose that for agent 2 it is
ai c

@ ay ¢ (a A a)

Agent 1: Yes Yes Yes
Agent2: Yes No No
Agent3: No Yes No

EPr: Yes Yes Yes

Table 15: Incentive for agent 2 to manipulate if wy* < w§.

In this scenario, agent 2 initially accepts proposition a; (and the group agrees with
her), but she rejects the conclusion ¢ (and the group disagrees with her). Considering
the judgments of agents 1 and 3, Agent 2 has the option to be dishonest on proposi-
tion a; and manipulate the rule to obtain a rejection of the conclusion. Hence, agent 2
can achieve a collective judgment that agrees with her on the conclusion and disagrees
with her on premise a;. This collective judgment will be closer to her truthful judg-
ment by the value w§ — wy* > 0, so she strictly prefers it as the result. This means
that agent 2 has an incentive to lie and the premise-based procedure is susceptible to
manipulation. For the other direction, it is easy to see following the intuition of the
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proof of Theorem [3.11] that if the agent cares about each premise at least as much as
she does about the conclusion, then she can never be better off by lying. ]

Proof of Theorem[3.17} Consider a set of three agents N := {1,2,3} and an agenda

O = {gblv ¢27 ¢37 _'¢1’ _'¢27 _'¢3} such that j(é) = {{¢1a ¢27 _'¢3}7 {gblv _'QZ)Qa _'¢3}a
{1, =2, b3}, {—P1, P, ¢3}}.@ Moreover, consider the tie-breaking rule with the lin-

ear order {—a1, @a, 3} > {P1, P2, ~P3} > {1, =2, d3} > {¢p1, ~d2, —~¢3}. Then,

take agent ¢ := 1, with truthful judgment .J; := {¢1, @2, —¢3} and closeness-respecting

preference relation ;1 such that {¢y, ¢o, —@3} ~1 {1, ~p2, —=P3} ~1 {d1, —ba, D3} >1
{—=d1, P2, ¢3}. Now, consider the truthful profile J = (Ji, Js, J3) depicted in Ta-

ble We will show that there is an insincere judgment J;* € J(®) that gives

agent 1 an incentive to manipulate the aggregation procedure. Consider the profile

J* = (J§, Jo, J3), depicted in Table[17]

P11 P2 @3 o1 P2 @3

Agent1: Yes Yes No Agent1: Yes No No
Agent2: No Yes Yes Agent2: No Yes Yes
Agent3: Yes No Yes Agent3: Yes No Yes
Fav No Yes Yes v Yes No Yes
Table 16: Profile (Jy, J2, J3) Table 17: Profile (J5, Jo, J3)

We can see that F(Jf, Jo, J3) >1 F(Jy, J2, J3). Moreover, we claim that
Fov(Jf, Iy, Jb) 21 Fo(Jy, Jy, J}), for all other partial profiles (J5, J3) € J(®)% We
will prove this claim by contradiction. Recalling that preference X, is complete, sup-
pose that there is some partial profile (J5, J}) € J(®)? such that Fo(J;, Jy, J}) >
Fav(Jf, g, JL), so F(JF, J5, J5) = {—¢1, da, ¢3}. Let us call L the judgment set
{—=¢1, ¢, ¢3}. Then, F(Jf, J5, J,) = L and F*(Jy, J3, J;) = L' # L, for some
L' € J(®). One of the following two cases holds:

Casel: H(L,(Jy, 5, Jy)) = H(L, (J5, J}, J%)) and the ties are broken in favor of
L. Then, for any L' € J(®), making the calculations we have that 3 + H(L, J}) +
H(L,J;) <1+ H(L,J})) + H(Jy,Jj), or equivalently 2 + H(L, J5) + H(L, J}) <
H(L', JY)+H(L',J}). This implies that H (L, (J1, J5, J})) < H(L', (Jy1, J4, J5)), and
hence F*(.Jy, J4, J5) # L', which is a contradiction.

Case2: H(L,(Jr, J,, J5)) < H(L, (JF, J5, J%)). Analogous to case 1. O

#Such an agenda can be constructed by moving to the framework of Judgment Aggregation with
integrity constraints (Grandi and Endrissl [2011)), considering the set of atomic propositions {p, ¢, 7},
imposing the appropriate integrity constraint so that only the ballots {(110), (100), (011), (101)} are
rational, and then moving back to the formula-based Judgment Aggregation framework (Dokow and
Holzman, |2009)). See the Background for more details.
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Proof of Theoremd.6] Consider an agenda ¢ with |7 (®)| > 3.

(a)

(b)

Take the judgment sets J1, Jo, J3 € J(P). Consider agent 1 with truthful opin-
ion J; and preference relation >; € C(J), such that J; ~; Jo > J3, without
loss of generality. Imagine an aggregation scenario where agent 1 is informed
that the winning collective decision of the truthful profile is /3. Then, as she has
nothing to lose, she will try to manipulate the result by dishonestly reporting ./,
hoping that her vote is pivotal.

Take an arbitrary agent 4, a truthful profile J = (J;, J_;) with FP/(J) = J,
and a closeness-respecting preference %; € C(J;). Suppose that there is a judg-
ment set J;* such that FP'(J* J" ) >; FP(J;,J",), for some partial profile
J' e whvimelIEJ By definition of the closeness-respecting preferences and
the plurality rule, this can happen only if the the manipulated result is the judg-
ment set J and J;* >; J. By definition of closeness-respecting preferences, we
have that there is a formula ¢ € ® such that ¢ € J; n J! and ¢ ¢ J. Fix this
formula ¢ and imagine that agent 7 reasons as follows. Since she does not know
what each agent’s truthful opinion is, it is possible for her that agent 2 sincerely
holds judgment J;*. Moreover, it is also possible for her that agent 2 only cares
about proposition ¢ in her truthful judgment, so she holds a closeness-respecting
preference relation X5 such that J; >5 J. But it is common knowledge that
judgment J is the collective decision on the truthful profile. Hence, agent 2
who, according to agent 1, engages in fist-level reasoning, may try to manip-
ulate the result and be better off by dishonestly reporting .J;, because she has
nothing to lose. In case .J; was pivotal in the truthful profile, this manipulation
can indeed make it win. On the other hand, if agent i tries to manipulate too,
then she will miss the opportunity to see her truthful opinion wining, and she
will be worse off. We conclude that it is risky for agent 7 to manipulate, so she
will avoid doing so. L

Proof of Lemma[.7} Suppose that W™7 = {J', ... J".}. Consider the possible

case where every agent j holds the closeness-respecting preference relation X’ such
that J ~% J' for all J,.J' € J(®). By Definition since the agents do not have
an incentive to manipulate when they have those preferences, we have that for all

ve{l,...,r}
F k=1,m,(Ji,JZ;) v v
S5 (W Xy 7)) = {7}
Now, recall Definition 4.1l We have that
wiml= | U Wm0z z0)

’UE{]. 7777 T} (le-,zn):ZjEC VJ

where
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Wk J (o W Lm,(Ji, JY;) v
Wk J<J7i7(217" 7~7L)> ><SF( 7zjat]')

T
i

Hence, it will be

k7rJ U WkTrJ 7@7<~,7--‘72;1>>

ve{l,...,r}

which means that

W s )X

ve{l,...,r} j#t

or equivalently

k:TrJ U J _ 17rJ

ve{l,...,r}

[]

Proof of Theorem Since the rule F' is zero-manipulable under first-order reason-
ing, there is a first-order reasoner ¢, which considers all scenaria possible to be the
truthful ones, i.e., wimJ J (d))”_l, and she has an incentive to manipulate. We
know by Lemma {4.7| that W™ < W>™ 5o it will be J ()"t = W™ <
W™ < 7(®)*T, which means that W>™/ = W™ — 7(®)"1. We con-
clude that agent ¢ will have an incentive to manipulate under second-order reasoning
too. ]

Proof of Theoremd. 11l We give a proof by induction.

e Induction Basis. We have that F' is immune to 77-manipulation under first-level
reasoning, by the hypothesis.

e Induction Hypothesis. Suppose that /' is immune to m-manipulation under
level-(k — 1) reasoning.

e Induction Step. We will show that F'is immune to m-manipulation under level-
k reasoning. Consider an arbitrary agent i € A and a profile J € J(®). The
set of partial profiles that agent ¢ considers possible after engaging in level-k
reasoning when the actual profile is J is Wk ™7 "as defined in Definition
But since F' is immune to m-manipulation under reasoning of level k — 1, it is
the case that no agent has an incentive to lie under level-(k — 1) reasoning. In
other words this means that the only best strategy of each agent in every possible
scenario is her truthful strategy. Specifically, for all J' ; € W;’”’J, all agents j
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and all preference relations %, it will be Sf(ijl’W’(Ji’J”‘), ziJ5) = {Jj}

J
Then, Deﬁnitionimplies that Wzr CH. W.l’”"], as follows:

()

k,m,J k_lvﬂv(']iv‘]ii)
wird — | U X ST W, , 2, J})

V{1, r} (21, 2n)i2,€C Vi j#i

- U U xw

ve{l,..,r} (Z1,...,%n):2;€C Vi j#i

—whm!
Thus, since agent ¢ does not have an incentive to manipulate under level-1 rea-
soning (we know that by the hypothesis), she will not have an incentive to ma-
nipulate under level-£ reasoning either. [

Proof of Theorem .12 Suppose that F' is susceptible to w-manipulation under first-
level reasoning and immune to m-manipulation under level-£ reasoning for some k.
We will show that F’ is susceptible to m-manipulation under level-(k + 1) reasoning.
Since F' is susceptible to m-manipulation under level-1 reasoning, there is an agent

i € N and a profile J € J(®) such that agent i, holding the information W, i)
after level-1 reasoning, has an incentive to manipulate. Now, the set of partial profiles
that agent ¢ considers possible after engaging in level-(k + 1) reasoning, when the
truthful profile is J, is Wf ’”’J, as defined in Definition ﬁ But since F' is immune to
m-manipulation under level-k reasoning, it is the case that no agent has an incentive to
lie under level-k reasoning. In other words, this means that the only best strategy of
each agent in every possible scenario is her truthful strategy. Specifically, for all J'_; €

W)™ all agents j and all preference relations X ;, we have that St (W]k ’W’(Ji"]"'), Z;
,J;) = {J;}. Then, Deﬁnitionimplies that W7 = W™ as follows:
k+1,m,J kvﬂ'u(‘]ivJ’ii) v
Wz‘+ - U U ><SJF(W] 7zj7‘]j)

Ve{L,..r} (21,2n):2,€C Vi j#i

- U U X

ve{l,..,r} (Z1,...,%n):2;€C Vi j#i

= w7

Hence, since agent ¢ has an incentive to manipulate under level-1 reasoning, she will
have an incentive to manipulate under level-(k + 1) reasoning too. [
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Proof of Lemma/[5.3] First, we need to show that if the agent is sincere in round ¢,
then she has no opportunity to make an improvement step. Indeed, if the conclusion is
already accepted by the group, this is the most desirable result for agent 7. Otherwise,
arejected conclusion by the group means that some premise is rejected by the majority
of the agents. But since agent ¢ is already truthfully accepting all the premises, she
could not give extra support to the rejected premise in order to make it accepted, hence
there is no improvement step she could make.

So, suppose that agent 7 is insincere in round ¢. If the conclusion is already ac-
cepted, then she only has an opportunity for an improvement step if she is inertia-
averse and she moves to her truthful opinion; hence, the proof follows. Now, aiming
for a contradiction, suppose that the group rejects the conclusion in round ¢, and agent ¢
can turn it into being accepted by making a best improvement step using J* # J;,
which accepts some proper subset of the premises. As the group will accept the con-
clusion in round ¢ + 1, the majority will have to accept all the premises. But if agent ¢
reported her truthful opinion, adding some support to the rest of the premises she was
rejecting by submitting .J*, it would still be the case that the majority accepts all the
premises, and thus, the conclusion too. This means that agent ¢’s truthful judgment
induces the same result as her insincere judgment J*. But then, since agent : is truth-
biased, J;* cannot be used as a best improvement step, which is a contradiction. [

Proof of Theorem[5.5] Call A the set of agents who accept the conclusion and R the
set of agents who reject it. By Lemma [5.3] in any round ¢, an agent i € A has an
opportunity to make a best improvement step if and only if she moves to her truthful
opinion from an insincere one. This move can be realized at most once for every
agent in A. On the other hand, an agent j € R has an opportunity to perform an
improvement step in round ¢ if (a") she can lie (choosing a judgment according to her
policy) in order to make a previously accepted conclusion be rejected by the group
or if (b') she can move to being truthful without causing a less desirable collective
conclusion. But if the conclusion is collectively rejected, only an agent ¢ € A can
turn it to be accepted again in the future, by submitting her truthful judgment that she
was not submitting before. This can happen at most |A| times. Hence, agents in R
may perform an improvement step using condition (a’) at most | A| times. In addition,
they may make an improvement step using condition (') at most |R| + |A| times
(we have to add |A| because maybe an agent who has already returned to her truthful
judgment manipulates again to “fix”” a new move of an agent in A and later she returns
back to the truth). In total, no-one will have an available opportunity to perform an
improvement step after at most |A| + |A| + |R| + |A| = 2|A| + n < 3nrounds. [

Proof of Lemma/[5.6] Suppose that agent ¢ chooses to reject some proper subset X
of the premises. Take an arbitrary premise a; ¢ X. Then, we can construct a pos-
sible partial profile where not lying on a; is dominated by lying on a; this is the
case when no manipulation on the premises in X is able to flip the collective deci-
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sion on the outcome, but manipulation on a; can do so. See below an example with
three agents and three premises, where agent 1 is asked to (re-)submit a judgment in
round £. Agent 1 chooses to reject premises as and as, but not premise a;. The result
is depicted in Table |18 However, in that possible scenario, had the agent chosen to re-
ject premise a; too, she would obtain collective rejection of the conclusion (Table[I9),

which is preferable to her. The example can be easily generalized. ]
aq (05} as C aq (05} as C
Agent1l: Yes No No No Agentl: No No No No
Agent2: No Yes Yes Yes Agent2: No Yes Yes Yes
Agent3: Yes Yes Yes Yes Agent3: Yes Yes Yes Yes
FPr Yes Yes Yes Yes Frr No Yes Yes No
Table 18: Agent 1 chooses to lie on Table 19: Agent 1 chooses to lie on
premise as, but the conclusion is still premise a; too, and this makes the
collectively accepted. conclusion collectively rejected.

Proof of Theorem[5.10. We show the case where agents are outcome-focused (the
other cases are analogous). Consider the agenda ® with judgment sets .J;, Jo, J3, Jy €
J (@), and two agents 3 and 4 with truthful opinions J3 and J; respectively. Sup-
pose moreover that the agents have closeness-respecting preferences 3 and =4 such
that J3 ~3 Jy ~3 J1 >3 Jyand J3 ~4 Jy ~4 Jo >4 Ji (by constructing a spe-
cific agenda and judgment sets, the preference relations can be shown to indeed be
closeness-respecting; we omit this part of the proof to ease the demonstration). Sup-
pose that n = 6 and that the lexicographic tie-breaking order is J; > Jo > J3 > Jy.
Consider the procedure depicted in Table[20] The numbers underneath each judgment

J1 S Sz
roundl: 2 2 1 1 a4
round2: 2 3 1 0 a3
round3: 3 3 0 0 a4
round4d: 3 2 0 1 a3
round5: 2 2 1 1 a4

Table 20: Iterative plurality procedure with inertia-averse agents.

set represent the amount of voters that submit it in the specific round. The underlined
numbers denote that the respective judgment set wins the round and is the (temporary)
collective decision of the group. At the right side of each row we see the agent who
makes an improvement step in the specific round. In the first round all the agents
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submit their truthful judgments and judgment J; wins. Agent 4 manipulates mak-
ing her preferred judgment set J, win in the second round, while afterwards agent 3
untruthfully submits judgment J; and makes it the winner of the third round. In the
fourth round agent 4 cannot influence the result anymore and therefore she prefers to
be truthful, and the same holds for agent 3 in the fifth round. The profile of the fifth
round is the same as the profile of the first round and hence a cycle is created. [

Proof of Theorem[5.18, We first construct an instance of a truthful profile J on a spe-
cific agenda where the DPoA is linear with respect to the admissible judgment sets,
hence we establish that the DPoA of the plurality rule £, together with a lexico-
graphic tie-breaking order, is at least linear in k. Let ® = {¢1, ..., Om, ~P1,. .., ~bm},
so |J| = m forevery J € J(®). To ease the notation, we write 100. .. 0 for the judg-
ment set that accepts formula ¢; and rejects all the other formulas, etc. We take an
agenda ® with m > k and a sufficiently big set of agents N, where the following
profile J := (Jy, ..., J,) contains all the possible admissible subsets of .

Ji = Jri — = Je e = 11111...1...1111
Jo = Jipio — = J ks = 01111...1...1111
Jy = Jpis = = Tty = 11111...1...1100
Ji = Jrsa = = Je 1k ;= 11111...1...1000
Js = Jirs R := 00000...0...0000
Js = Jrso — = Ja ks := 10000...0...0000
Jr = Jpan = o= J ke := 01000...0...0000
Js = Jris — = J ks := 00100...0...0000
Ty = Joi = .. =Jy := 00000...1...0000

The optimal social welfare for the profile J is achieved when all the agents submit the
Jjudgment set J5, so the collective decision is 00000 . ..0...0000. Then,

ma FJ)YnJi|l=2-0+2-1+2-24+2-3+x(k—=5)-(m—1)+2-m
s, 3P 0. (k=5)(m 1)

=x((k—4)m+ 11 —k)

Notice that all the judgment sets receive equal numbers of supporters, and suppose
that the tie-breaking ranks J; above J; for every i < j, so it makes J; win. Now
consider the following iterative procedure. At the beginning, an agent who truthfully
holds J; switches to J3 (which is preferable to her according to Hamming-distance
preferences). In round 2, an agent whose truthful opinion is .J; sees that .JJ; wins and
moves to Jo that she prefers. Now both J; and J3 have two more supporters than all
the other judgment sets, so no other judgment can become the collective decision in
the future by a unilateral deviation of an agent. It is easy to see that more agents prefer
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Jo to J3, so the iteration will terminate with /3 winning. We can calculate the welfare
produced by this equilibrium.

Z\ngJﬂ=x-(m—2)+x-(m—3)+x-m
ieN
+zx-(m—1)+x-2+x(k—5)-3
= z(4m + 3k — 19)

Thus, the DPoA of plurality rule for profile J is M—Z_l?,
regard to k as m > k. So, the DPoA of the plurality rule is (k).

We will further prove that this bound is tight. From this point the proof proceeds
identically to the proof of Theorem There, we calculated an upper bound for
the optimal social welfare, considering all possible profiles J in an agenda ¢ with
|J(®)| = k. Afterwards, we found a lower bound for the social welfare obtained
by the truthful profile of the agents, again considering all possible profiles J. The
crucial observation is that in order to compute that lower bound we took into account
all possible profiles, including those that could be an equilibrium state of an iteration
procedure. Hence, we can use the same lower bound for the social welfare obtained
by the iteration of the plurality rule. In total, the Dynamic Price of Anarchy of the
plurality rule for any profile J can be at most %, which is O(k).

We conclude that the DPoA of the plurality rule is © (k). O

which is linear with

Proof of Theorem[5.19. To illustrate the idea of the proof, we give an example of an
agenda ¢ with four complete and consistent subsets and four outcome-focused agents.
Consider the profile J := (Ji, J2, Js, Jy), where J; := 0000, Jo := 0001, J; :=
1110, J4 := 1100, and assume that the tie-breaking rule selects .J;, which is also the
socially optimal outcome. This means that PoT(F?,J) = 1. However, assume
that an iteration procedure takes place, where at first an agent switches from J; to
Js (which she prefers with regard to the current collective decision J;). Then, the
agent who truthfully holds J; moves to J, that is more desirable for her than Js,
and the procedure terminates with ./, winning. It is straightforward to measure that
DPoA(FP, J) = % > PoT(F", J). [

Proof of Theorem[5.20. We sketch the proof using an agenda ® with five complete
and consistent subsets and five outcome-focused agents. Consider the profile J :=
(Jl, JQ, Jg, J4, J5), where J; 1= 111, Jo = 001, J3 = 010, Jy = 100, J5 := 000, and
assume that the tie-breaking rule selects .J;. By following the definitions, we compute
that PoT(FP',J) = %. However, if an iteration procedure takes place, in worst case
scenario we have an equilibrium where one of the judgment sets .J5, J3, J;, wins. Then,
DPoA(FP, J) = g < PoT(FPJ). O
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